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Preface

It is a great privilege to write this preface for the proceedings of the Second
International Joint Conference on AIM 2012 and CCPE 2012, organized by the
Association of Computer Electronics and Electrical Engineers (ACEEE) at Ban-
galore, India, during April 27–28, 2012.

The primary goal of this joint conference is to promote research and develop-
ment activities in computer science, information technology, computational en-
gineering, mobile communication, control and instrumentation, communication
system, power electronics and power engineering. Another goal is to promote sci-
entific information interchange between researchers, developers, engineers, stu-
dents, and practitioners working in India and abroad. It gives an opportunity to
engineering professionals to present their research and development work that
has potential for applications in several disciplines of engineering.

The Organizing Committee rigorously invited submissions for many months
from researchers, scientists, engineers, students, and practitioners related to the
relevant themes and tracks of the conference. This effort guaranteed submissions
from an unparalleled number of internationally recognized top IT, network, and
power electronic experts. All the submissions underwent a strenuous peer-review
process by expert reviewers. These reviewers were selected from a talented pool
of Technical Committee members and external reviewers on the basis of their ex-
pertise. The review process judged the contributions, on their technical content,
originality, and clarity. The entire process including the submission, review, and
acceptance phases was done electronically. All these efforts undertaken by the
Organizing and Technical Committee led to an exciting, rich, and high-quality
technical conference, which featured high-impact presentations, for all attendees
to enjoy, appreciate, and expand their expertise in the latest developments in
the area of IT, mobile communication, and power electronics.

People responded to the conference with great enthusiasm and academicians,
researchers, students, and corporate professionals have contributed a great deal.
I hope that the professional dialogue among the researchers, scientists, engineers,
students, and educators continues beyond the workshop and that the friendships
and collaborations forged will linger and prosper for many years to come.

Yogesh Chaba
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Abstract. This paper proposes a Cluster Based Dynamic Keying Technique 
(CBDKT) for authentication in wireless sensor networks. The Cluster Head 
(CH) determines a Combined Cost Value (CCV) for each sensor node based on 
node location, node degree and residual battery power. Since the key to the 
encryption scheme changes dynamically when there is a change in CCV, 
separate dynamic keys are generated in each cluster by the CH. While the 
source CH forwards the data to the sink along different clusters, verification of 
authenticity is done. When the source CH needs to transmit the aggregated data 
packet to the sink, it splits the packet into shares by threshold secret sharing 
algorithm and forwards them to the sink using multi-path dispersal routing 
technique.  

Keywords: Clustering, Authentication, Multi-path routing, Heterogeneous. 

1 Introduction 

Wireless Sensor Network (WSN) is formed of identical or dissimilar sensor nodes. 
The two types involved in deploying WSN are the homogeneous deployment and the 
heterogeneous deployment. The heterogeneous deployment involves dissimilar sensor 
nodes having different functionalities. In this type of network, some of the nodes are 
more powerful where as numerous sensors are less powerful. Such a combination of 
sensor nodes covers a large Heterogeneous Wireless Sensor Networks (H-WSNs) 
[17], [18]. H-WSNs can be utilized for various real time applications and can function 
in diverse environments [15]. The network performance is improved in the presence 
of high potential sensors with a better sensing range and transmission range [1]. 

Data confidentiality, integrity, authenticity and availability are considered to be the 
security requirements which the WSN should provide even in the presence of 
powerful attackers [2]. The threats and challenges which occur in the sensor networks 
are spoofed, dropped, altered, or replayed routing information, selective forwarding, 
Sinkhole attacks, Sybil attacks, Wormholes, HELLO flood attacks and Blackhole 
attack [3]. 

In WSNs, the three simplest keying models such as network keying, pair-wise 
keying and group-wise keying are used to compare the relationship among the WSN 
security and its operational needs [2]. The features of both network and pair-wise 
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keying models are combined together to form the group-wise keying model. Inside a 
cluster, it uses a single, secret key where as between the clusters it uses pair-wise 
keying model [2, 20]. The data confidentiality in heterogeneous WSN are safeguarded 
using group-wise key distribution.  

The spending of energy can be reduced by generating keys dynamically and then 
by avoiding the key distribution. Once the keys are generated dynamically, the 
packets should be authenticated to defend against the adversaries for security. Routing 
is one of the factors in WSN to achieve good packet delivery ratio, by reducing packet 
drops in the network where attackers exist. 

This paper proposes a cluster-based design approach for dynamic key estimation 
that uses location of the nodes (XY-co ordinates), node degree and residual battery 
power to reduce the energy expenditure of the key distribution. This approach uses 
multi-path dispersal routing that provides good packet delivery ratio and it consumes 
less energy even in the presence of attackers. 

2 Related Work 

To provide stronger protection, some pairing-based schemes [6, 16] have been 
proposed with the objective to make the scheme smaller and faster. Ying Qui et al. [8] 
proposed a technique for key establishment that reduces communication cost by using 
cluster heads as sub-base stations. Probabilistic key pre-distribution schemes require 
large storage [9] if the key pool size is large. Guohua Ou et al. proposed a key-chain 
based key management scheme for HSN [26], where the sensor nodes need to be pre-
loaded with an initial key which is to be used during pair-wise key establishment. 
They have included a key renovation process to provide security of pair-wise keys. 
Chin-Ling Chen and Cheng-Ta Li [19] proposed a dynamic key management 
mechanism for WSNs, where the keys required in the next round are generated 
dynamically using the previous two keys that are already preset in each sensor nodes. 
VEBEK [10] protocol avoids exchanging of messages to dynamically change its key. 
The keys are updated as a function of residual virtual energy of the sensor node. 

A node authentication scheme [25] has been proposed where each sensor nodes has 
unique clock skew which is different from other sensor node. Since this method is 
based on time synchronization, it is very difficult to achieve in WSN. Since 
conventional authentication schemes are insufficient to solve false data injection and 
path-based DoS attacks, Chia-Mu Yu et al. [11] proposed a constrained function-
based message authentication scheme using hash function that supports the en-route 
filtering function. 

3 Secure Cluster Based Multi-path Routing 

This paper provides a cluster based dynamic keying technique for wireless sensor 
networks (WSN). The CHs are assumed to be enabled with GPS system. Firstly the 
nodes have to be grouped into clusters using their distance [23]. Secondly the CHs 
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estimate their member locations using the location estimation scheme [13]. Thirdly 
the cluster member estimates its node degree and the CH maintains it in its member 
table. Fourthly CH computes the Combined Cost Value (CCV) for each nodes and 
key is dynamically updated based on this CCV. The sensor nodes also calculate CCV 
to change its key while sending the data. Finally the data is then transmitted to sink 
using multi-path dispersal routing technique. The forwarded data is verified for 
authenticity by different CHs along the path to the sink.  

3.1 Cost Computation  

First, CH constitutes the member table which includes the details of each member ID, 
its location, node degree and residual battery power. Afterwards CH determines the 
CCV for each sensor node based on these parameters. The location of each node (NL) 
is given by the (x, y) coordinates and is computed as per the location estimation 
scheme [13]. The node degree (ND) is estimated based on the neighboring nodes 
information. As location and node degree of a node are constant for a static network, 
both NL and ND values remain static. The residual battery power available at time t is 
a (t) = α - α (t). The parameter α represents the total charge in the battery and α (t) is 
a cost function which represents the actual charge lost by the battery at time t [21]. 
When the residual battery power is changed every time, the cost function is updated. 
The computation of cost function is as follows: 

CCV = ά (xa +yb) + β ND + γ RN (c) . (1) 

where ά, β and γ are normalization factors and a and b are constants 

3.2 Dynamic Key Generation 

Each sensor node has residual energy during its initial deployment in the network. 
During the above functional state, there may be depletion of residual energy in the 
sensor node. The key generation scheme is initiated whenever the data is sensed. 
Hence no separate methodology is required to update the keys. The dynamic key is 
computed as follows:  

At start, i ← 1  
      If i = 1  
Then 
Ki ← Fk (Ci, Vi), i i+1 
Else  
Ki ← Fk (Ki-1, Cc), i i+1 
End if 

where Ki is the current key, Fk is the key generation function, Ci is initial cost of the 
sensor node, Cc is the current cost of the sensor node, Ki-1 is the previous key and Vi is 
the initialization vector. 
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3.3 Encoding and Authentication 

The key to RC5 [12] is generated with the dynamic key generation module as per the 
section 3.2. The packet includes source ID, packet type and data fields together 
denoted as [z]. Then the packet is encrypted and an additional copy of the source ID 
has to be included along with the encoded message which appears to be [ID {k (z)}]. 
Here k (z) constitutes the message z encoded by key k. When the next cluster along 
the path to sink receives the packet, it generates the local permutation code to decode 
the packet. The node computes the message authenticity and integrity code (MAC) 
which offers hash function over the encoded message and destination address and 
finally this message will be forwarded to CH. The message forwarded to the CH is in 
the following format: 

MAC [ID {Cp(z)] = H [ID {Cp(z) || Add}] . (2) 

where ID is the identity of the originating node  

    Cp(z) constitutes the encoding data with permutation code Cp  
     Add represents the destination address of the cluster head 

When a CH receives the message, it checks for the associated RN(c) stored in the 
sending node. Then it extracts RN(c) to estimate CCV and derives the dynamic key k. 
CH then computes the MAC over the received message k[z] from the sensor node 
which is represented as MACch. On comparison, if MAC and MACch are found to be 
similar, then the message is said to be authentic. CH repeats this authentication 
process for every received packet from its member. Afterwards it aggregates the 
entire data received from the source and forwards them towards the sink through 
multi-path dispersal routing technique. 

4 Multi-path Dispersal Routing 

When the cluster head needs to transmit the aggregated data packet to the sink, it 
splits the packet into q shares according to (t, q) – threshold secret sharing algorithm 
[14]. The application of the scheme is concerned with the cooperation of group of 
mutually suspicious nodes with incompatible interests. The properties of this 
algorithm are: 

− The size of the each share does not exceed the size of the original data. 
− When the t is kept fixed, shares are dynamically added or deleted without affecting 

the other shares.  

The multi-path dispersal routing is used to transmit the shares to the next CH. Each 
share holds a Time-to-Live (TTL) field and the source node assigns the initial value of 
TTL field to control the total number of random transmissions. When the sink gathers 
minimum of t shares, it will rebuild the original packet.  
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4.1 Multi-path Routing 

Multi-path routing [22] is established for transmission of q shares from CH to the 
sink. The multi-path routing protocol usually desires the node-disjoint paths owing to 
the use of the most accessible network resources. In order to perform the multi-path 
dispersal routing, the following phases are considered: 

Initialization Phase. Every CH broadcasts a HELLO message through the network 
that contains enough information regarding its nearest neighbors. The message 
includes source ID, hop count and residual battery power. In this phase, CH maintains 
and updates a buffer table which includes the information about the list of the 
neighbor CHs.   

 

Fig. 1. (a) Route Discovery. (b) Routing from CHs to Sink. 

Route Discovery Phase.  After initialization phase, sufficient information is available 
in every CH for computation of cost function for its neighboring CHs. The source CH 
(CHs) computes the preferred next hop CH. Then the route request (RREQ) message 
has to be broadcasted to the chosen next hop CH (shown in Fig. 1(a)). The RREQ 
message includes the source ID, destination ID, cluster ID, and residual battery 
power. After the reception of all RREQ messages, the sink node replies back to CHs 
with the route reply (RREP) message via the path traversed by the RREQ messages. 
Based on the RREP, CHs discovers the available paths and forwards q shares through 
these paths towards the sink node. The above process of multi-path dispersal routing 
from cluster head to the sink is described in Fig. 1(b). Through the selected paths, the 
CHs forward the shares towards the sink node. 
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5 Simulation Results 

The proposed CBDKT is evaluated using NS2 [24]. We consider a random network of 
100 sensor nodes deployed in an area of 500 X 500m. Initial energy is assumed as 17 
J. The number of clusters formed is 9. The performance of CBDKT is compared with 
the VEBEK-II [10] scheme. The performance is evaluated in terms of Packet Delivery 
Ratio (PDR) and energy consumed by varying the number of attackers from 1 to 5, 
from various clusters performing black hole and packet dropping attacks. 

Fig. 2(a) shows that when the attackers are increased, the percentage of packet drop 
increases and hence the PDR is decreased.  In VEBEK, the route from source to the 
sink is fixed during the delivery of data. Since the attackers are increased along the 
path to the sink, more numbers of packets are dropped and hence it reduces the PDR. 
But CBDKT has shown good PDR, when compared to VEBEK. This is because of 
the fact that CBDKT uses the multi-path routing technique to reach the destination. 
Also due to the dispersal technique, the sink needs only t shares to build the original 
data which further improves PDR. 

 

Fig. 2. Network Performance: (a) Packet Delivery Ratio, (b) Energy Consumption 

Fig. 2(b) shows the average energy consumption of both the schemes. From the 
figure, it is defined that the average energy consumption decreases, when the attackers 
are increased. This is because the percentage of correctly received data traffic reduces, 
as the number of dropped packets increases by the attackers in the network. In 
VEBEK, if the forwarding node is not able to extract the key successfully, it tries for 
another key to classify the packet as malicious. Since our simulation launches packet 
drop attack along the path to sink, the forwarding nodes take many attempts to extract 
the key though the packet is not malicious. So it consumes more energy compared to 
CBDKT. When compared CBDKT consumes 11% energy less than VEBEK because 
of the cluster based routing approach. 

6 Conclusion 

This paper illustrates the key to the encryption scheme which changes dynamically 
based on the CCV of the sensor and eliminates re-keying. Since separate dynamic 
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keys are generated in each CH, the data to the sink along different clusters are able to 
verify the authenticity and integrity and provides non-repudiation. Due to the multi-
path dispersal routing technique, this method provides improved PDR compared to 
VEBEK. Since the authentication happens only at CHs, it reduces the energy 
consumption compared to VEBEK. If any cluster head becomes an attacker, any 
misbehaving action will not affect the data, since it can access only a part of the data. 
Since this proposed method involves less key updating operations, energy cost 
associated with keying is reduced. This technique can be applied for mobile nodes 
since node location and node degree are taken into consideration while computing key 
cost function. Adding up secure routing will further improves the security of this 
approach.  
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Abstract. Legacy systems are the backbone of any software organization. To 
satisfy the essentials of current users and modern business environment of 
global competition legacy system needs to be modernized. Now a days 
reengineering offers an approach to migrate a legacy system towards an evolve 
system. However improving quality of legacy system through reengineering 
requires examining and analyzing different reengineering risk. Quantifiable risk 
measures are necessary for the measurement of reengineering risk to take 
decision about when the evolution of legacy system through reengineering is 
successful. Existing methods used for evaluating the current state of legacy 
system mostly rely on user survey which are too subjective and need much 
processing time and cost. We present a reengineering risk measurement model 
RrMm to measure comprehensive impact of different reengineering risk in the 
evolution process of legacy system. We also measure reengineering risk arises 
from quality perspective of legacy system using proposed RrMm model. The 
quality perspective RrMm model consists of five reengineering risk component, 
including   Availability risk, Reliability risk, Modularity risk, Usability risk and 
performance risk .RrMm offers better performance in terms of risk 
measurement to support the decision-making process. 

Keywords: Legacy System, Reengineering, Risk Engineering, Software Quality. 

1 Introduction 

Older software systems that remain vital to an organization are called legacy systems 
[1]. Legacy systems are still essential for the normal functioning of the business. 
Currently, Organizations face with a very high competition and consequently they have 
to continuously improve their legacy systems. This improvement could require 
changes of the system component so it is important to evaluate the present state of the 
legacy system to facilitate their evolution [2]. Variety of options is available for the 
evolution of legacy system. Continued maintenance, some form of reengineering, or 
replacement are general evolution strategies, of which one or a combination may be an 
appropriate way of evolving a legacy system. Currently legacy system reengineering 
has emerged as a well-known system evolution technique. Reengineering concerns the 
examination of the design and implementation of an existing legacy system and 



10 A. Rajavat and V. Tokekar 

applying different techniques and methods to redesign and reshape that system into 
hopefully better and more suitable software. Unfortunately most reengineering projects 
are only concentrated on functional aspects of reengineering, however, system 
managerial and technical aspects play an important role in the successful improvement 
of the legacy system through reengineering. Software reengineering projects is often 
faced with unanticipated problems which pose risks within the reengineering process. 
Successful Implementation of reengineering effort requires a systematic measurement 
of overall impact of reengineering risk from system, managerial, and technical domain 
of legacy application. [3] 

Proposed RrMm model analyze current state of legacy system and desired state of 
target system to measure different reengineering risk components in the evolution 
process of legacy system. The behavior of the RrMm system is represented through 
pentagram model used to compute comprehensive impact of all risk components as 
part of the decision-making process. 

We also use RrMm model for quantifying the impact of reengineering risk arises 
from quality perspective of legacy system. The quality perspective RrMm model 
consists of five reengineering risk component, including Availability risk, Reliability 
risk, Modularity risk, Usability risk and performance risk components. Different 
Measurement metrics are used to examine and analyze different reengineering risk 
components. 

2 Related Work 

Measurement is an important phenomenon in our daily lives. We use measurement all 
of the time to help us make better decisions based on facts and information. In 
analyzing the feasibility of a reengineering process for the evolution of legacy 
software system, it is important to measure the overall impact of reengineering risks 
emerge from system, managerial and technical domain of legacy system [4].  

Yennun huang in [5] present a model for analyzing software renovation in running 
application and express downtime and costs due to downtime during renovation using 
some parameters in that model. On the other side Kishor S. Trivedi in [6] presents a 
stochastic model to measure the effectiveness of proactive fault management in 
software systems and determine optimal time to perform rejuvenation, for different 
scenarios. Model develops different methodologies to detect software aging and 
estimate its effect on various system resources. 

Most of the measurement models [7-10] are static and only target specific quality 
or risk component. Henceforth there is a need of a consolidated reengineering risk 
measurement model to measure overall impact of all reengineering risk components 
in the evolution process of legacy system. 

3 RrMm - Reengineering Risk Measurement Model 

The purpose of RrMm model is to design quantifiable metrics for the evaluation of 
legacy system by measuring different reengineering risk components materialize in the 
evolution process of legacy system. The RrMm model is able to design quantifiable 
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Fig. 1. RrMm Model 

metrics to measure comprehensive impact of all reengineering risk from system, 
managerial, and technical domain of legacy system. 

As shown in Figure 1 RrMm model is presented using a pentagram diagram based 
on the measurement of its five risk components. Each risk component is measured 
based on the results of their metrics during measurement process. Let us assume: the 
measurement results of each risk component is a value from 0 to 1. The value “1” 
indicates the maximum value for each risk component, and “0” indicates the minimum 
value. The area of the pentagram is used as the measurement of overall impact of five 
risk components. Clearly, the smallest value of this pentagram area is 0, and the 
maximum value is approximately 2.4. As the pentagram consists of five triangles, the 
area of each triangle can be computed   0.5 * L1 * L2 * Sinα where L1, L2 represent 
the sides of the triangle and α represents the 72-degree angle between the two sides. 
The letters A, B, C, D and E are used to represent the five risk components of RrMm 
Model respectively. Since each risk component is measured using different 
quantifiable measurement metrics the Total Risk Impact (TRI) of all risk components 
can be computed as below: 

 

4 Quality Perspective RrMm Model    

Quality perspective RrMm model is used to measure overall impact of five different 
reengineering risks from technical domain of legacy system.  The purpose of quality 
perspective RrMm is to design a pentagram model used to measure overall impact of 
different reengineering risk component in quality perspective of legacy system.  

5 Measurement Metrics 

In this section, we describe the measurement metrics of each side of the Quality 
perspective RrMm pentagram model.  
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5.1 Availability Risk Component (A) 

Availability is the probability that the system is operating properly when it is requested 
for use. Availability risk measurement required to thoroughly understand the system's 
configuration to accurately measure availability of legacy system as experienced by 
end users. This includes all the components and resources used by the application, both 
local and remote; and the hardware and software components required to access those 
resources. The next step is to monitor all these components for outages, then calculate 
end-to-end availability [11]. 

The total impact of availability risk component is calculated as follows: 

 Total Impact of Availability Risk (TIAR) = 1/ Total Availability (TA) (1) 

As the total availability can be calculated as  

 Total Availability (TA) =A (t) + Am (t) + A (∞) + Ao (2) 

Where  
A (t)   represents Point availability, Am (t) represents mean availability 
A (∞) represents Steady State availability, Ao represents Operational availability 

5.2 Reliability Risk Component (B) 

Software reliability is an important facet of legacy software quality. Reliability implies 
a time factor in that a reliable product is expected to perform correctly over a period of 
time i.e. reliability is measured as the probability that a system will not fail to perform 
its intended functions over a specified time interval [12]. 

The total impact of reliability risk component for a legacy system can be measured 
using following metrics 

 Total impact of Reliability Risk (TIRR) =1/ Total Reliability (TR) (3) 

As the total reliability (TR) can be calculated as, 

   ( ) = ( ) (4) 

Where  
MTBF represents Mean time between failures, MTTR represents Mean time to 

repair and K represents number of modules  

5.3 Modularity Risk Component (C) 

Modularity is designing a system that is divided into a set of functional units (named 
modules) that can be composed into a larger application. A module represents a set of 
related concerns. Coupling and Cohesion is used to measure the quality of a module 
[12]. 

The total impact of Modularity risk component can be measured using following 
metrics 

 Total Impact of Modularity Risk (TIMR) =1/Total Modularity(TM) (5) 
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As total modularity (TM) can be calculated as 

                

(6)

 

Where  
di: number of input data parameters, ci: number of input control parameters, do: 

number of output data parameters, co: number of output control parameters , gd: 
number of global variables used as data , gc: number of global variables used as 
control , w: number of modules called (fan-out), r: number of modules calling the 
module under consideration (fan-in). 

TM makes the value larger the more coupled the module is. This number ranges 
from approximately 0.67 (low coupling) to 1.0 (highly coupled). 

5.4 Usability Risk Component (D) 

Usability is defined as how usable is your software program that means conveniences 
and practicality of use. From the customers’ standpoint, all problems they encounter 
while using the legacy system, not just the valid defects, are problems with the 
software. Problems that are not valid defects may be usability problems [13]. The total 
impact of usability risk component can be measured using following metrics 

 Total Impact of Usability Risk (TIUR) = 1/ Total Usability (TU) (7) 

        
                            Total problems that customers reported for a time period 
 Total Usability (TU) =   
                                    Total number of license-months during the period     (8) 

Where 
Number of license-months = Number of install licenses of the software * Number of 

months in the calculation period. 

5.5 Performance Risk Component (E) 

Performance of a software system is defined as the fulfillment of system purpose 
without waste of resources, such as memory, space and processor utilization, network 
bandwidth, time, etc. Correctness is an important measure for the measurement of the 
performance risk component. One of the most common measures is Defects per 
KLOC. KLOC means thousands (Kilo) of Lines of Code.) [14].  

The total impact of performance risk component can be measured using following 
metrics 

 Total impact of Performance Risk (TIPR) = 1/Total Performance (TP) (9) 

As the total performance can be calculated as, 

 Total performance (TP) = E / (E + D)  (10) 
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Where  
E represents No. of Errors found before delivery of the software 
D represents No. of Errors found after delivery of the software.  

Ideal value of TP should be 1 which means no defects found. If TP score low it means 
to say there is a need to re-look at existing legacy system. It encourages the team to 
find as many defects before they take decision to evolve legacy system. 

6 Experiment and Analysis 

The two different legacy library management systems are used to check the correctness 
of RrMm model. The total impact of five identified risk is calculated for each legacy 
library management system using different measurement metrics for respective risk 
components. Applying RrMm pentagram model to five risk components we have the 
following results: 

Total Risk Impact (TRI) (LS1) =  0.48 X ( ) 
TRI=0.48 X [(.45*.30) + (.30*.36) + (.36*.60) + (.60*.50) + (.50*.45)] 
TRI=.984 
Total Risk Impact (TRI) (LS2) =  0.48 X ( ) 
TRI=0.48 X [(.60*.50) + (.50*.70) + (.70*.60) + (.60*.70) + (.70*.60)] 
TRI=1.91 

Where LS1 represents legacy system 1 and LS2 represents legacy system2 

Table 1. Results 

System A B C D E TRI 
LS1 .45 .30 .36 .60 .50 .984 
LS2 .60 .50 .70 .60 .70 1.91 

Based on the TRI values of two legacy library management system the 
measurement results for both systems i.e. LS1 and Ls2 tests are shown in Figure 2. It is 
clear that the TRI of LS2 (Left) is higher than the TRI of LS1 (Right).   

 

Fig. 2. Comparative Analysis 
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The most widely-used metric to quantify perceptual quality impairment severity due 
to total reengineering risk impact is the mean opinion score. We give comparative TRI 
values for LS1 and LS2 with the mean opinion score. The mean opinion scores and the 
corresponding RrMm model based impact values are shown on the Table 2. It shows 
that reengineering is successful if the TRI value is less  than or equals to 1 and the 
values higher than this level required massive risk engineering or tends to 
reengineering failure.  

Table 2. Mean Opinion Score 

Level of Satisfaction Risk Impact Range of values 
Reengineering successful Low TRI  value 0-1 

Need Risk Resolution strategy Average TRI value 1-1.5 
Massive Risk engineering 
/Reengineering failure 

High TRI value 1.5-2.4 

7 Conclusion 

Software reengineering is a modernizing technique used for revolution of any legacy 
system. Reengineering involves analyzing the current state of the legacy system and 
reengineers the system state according to the needs of current business environment. 
Successful reengineering required to measure wide-ranging impact of reengineering 
risk in the evolution process of legacy system. In this paper, we propose a 
measurement-based model RrMm to estimate the comprehensive impact of 
reengineering risk arises from system, managerial and technical domain of legacy 
system. We also use RrMm model for quantifying the impact of reengineering risk 
arises from quality perspective of legacy system.  Finally to check the correctness of 
referred reengineering risk measurement model RrMm for quality perspective of 
legacy system we compare Total risk Impact TRI of two legacy system of the same 
domain. As a final point founded on the experimental result a mean opinion score 
board is developed to take decision about when evolution of a legacy system through 
reengineering is successful. 
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Abstract. With advances in the computer technology and the World Wide Web 
there has been an explosion in the amount and complexity of multimedia data 
that are generated, stored, transmitted, analyzed, and accessed. In order to 
extract useful information from this huge amount of data, many content based 
image retrieval (CBIR) systems have been developed in the last decade. A 
typical CBIR system captures image features that represent image properties 
such as color, texture, or shape of objects in the query image and try to retrieve 
images from the database with similar features. Recent advances in CBIR 
systems include relevance feedback based interactive systems. In order to make 
the Image Retrieval more effective, Researchers are moving towards Association-
Based Image Retrieval (ABIR) a new direction to CBIR. Image retrieval can be 
done effectively by associating the textual and visual clues of an image by 
reducing the semantic gap. This Survey paper focuses on the detailed review of 
different methods and their evaluation techniques used in the recent works based 
on ABIR systems. Finally, several recommendations for future research 
directions in ABIR have been suggested based on the recent technologies.  

Keywords: Content Based Image Retrieval, Text Based Image Retrieval, 
Semantic Gap, Semantic Image Retrieval, Association Based Image Retrieval. 

1 Introduction 

The dramatic growth of digital media at home, in enterprises, and on the web, has 
over the last decade spawned great interests in developing methods for effective 
indexing and searching of desired visual contents to open the value of these contents. 
Conventional text based search techniques have been widely used in commercial 
search engines over large content corpora, such as World Wide Web. However, using 
text-based search techniques on non-textual unstructured content, such as image and 
video data, is not nearly as mature or effective as on text documents. In fact, this kind 
of approach works fairly well for retrieving images with text annotation such as 
named entities, e.g., specific people, objects, or places.  

However, it does not work well for generic topics related to general settings of 
objects, as the text annotation rarely describes the background setting or the visual 
appearance, such as color, texture, shape, and size of the objects .Because of these and 
other limitations, it is now apparent that conventional text search techniques on their 
own are not sufficient for effective image and/or video retrieval, and they need to be 
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combined with techniques that consider the visual features of the content. Thus, we 
need a seamlessly integrated paradigm of text-based and visual content-based query 
and retrieval in a unified interface. Hierarchy of Image Retrieval System is shown in 
Fig.1. 

 

Fig. 1. Hierarchy of Image Retrieval System 

2 Text Based Image Retrieval 

In conventional image retrieval system, keywords are used as descriptors to index an 
image however the content of an image is much richer than what any set of keywords 
can express. Text Based Image Retrieval(TBIR) techniques employ text to describe 
the content of the image which often causes ambiguity and inadequacy in performing 
an image database search and query processing. In TBIR systems the first thing to do 
is providing textual descriptions/annotations for images, which is very tiresome, 
inefficient, and expensive and has a problem of undesirable mismatch due to 
annotation impreciseness.  

Text annotation is extremely tedious in large image collections. To provide text 
descriptions or annotations, two approaches can be applied. The first approach 
acquires annotations manually by human annotators. The second approach is to 
automatically annotate images using machine-learning techniques that learn the 
correlation between image features and textual words. In both cases manual labeling 
is too expensive while automatic methods are not reliable. In recent years indexing 
and retrieval approaches based on keywords and visual features together are getting 
attentions. 

3 Content Based Image Retrieval 

CBIR has been used as an alternative to TBIR. IBM was the first, who take an 
initiative by proposing query-by image content (QBIC). QBIC developed at the IBM 
Almaden Research Center is an open framework and development technology. CBIR 
can be categorized based on the type of features used for retrieval which could be 
either low level or high level features. At early years, low level features include color, 
texture, shape and spatial relations were used. The CBIR researches were done in 
retrieving the image on the basis of their visual content. Neither a single feature nor a 
combination of multiple visual features could fully capture high level concept of 
images. Besides, due to the performance of Image retrieval based on low level 
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features are not satisfactory, there is a need for the mainstream of the research 
converges to retrieval based on semantic meaning by trying to extract the cognitive 
concept of a human to map the low level image features to high level concept 
(semantic gap).  

In practical applications both text based and content based systems have 
limitations. .Ontology-based image retrieval has two components: semantic image 
annotation and semantic image retrieval. Semantic annotation describes about the 
semantic content in images and retrieval queries. The subjectivity of human 
perception is one of the key motivating reasons to make use of interaction model and 
specifically relevance feedback in CBIR systems. For instance, people under different 
circumstances may recognize the same image content in a different way. Continuous 
learning is other motivating factor to employ these kinds of techniques. In a typical 
Relevance Feedback (RF) approach, retrieval system provides initial image results in 
response to the query of user (by image or keyword). Then, user's judgment 
(relevant/irrelevant) on the retrieved images is employed by specific algorithm for 
tuning system parameters. These steps are iteratively carried out till user is satisfied 
with the image results. The RF approach has been used to reduce the semantic gap 
between high-level semantics and low-level visual features. Even though there are a 
lot of significant efforts and works on image retrieval research, there are still some 
spaces which need to be improved besides the challenges that is associated with 
mapping low level to high level concepts.  

3.1 Related Work 

Currently, most image retrieval systems use either purely visual features or textual 
metadata associated with images. Bridging the semantic gap for image retrieval is a 
very challenging problem yet to be solved. They have advantages and disadvantages 
respectively. To overcome their drawbacks and improve the performance without 
sacrificing the efficiency, a multimodal image retrieval scheme has been proposed 
which is based on annotation keywords and visual content, which can benefit from the 
strength of text and content-based retrieval.  

In [5] a technique for Learning Image-Text Associations has been proposed. An 
associated text and image pair and an illustration of implicit associations between 
visual and textual features are shown in Fig.2. In [6] a technique for Web Image Co-
Clustering Based o Tag and Image Content Fusion has been proposed. The current 
error-driven fusion method is more efficient than the traditional flat tag co-clustering 
methods. In [7] a technique for Multimodal Image Retrieval Based on Annotation 
Keywords and Visual Content has been proposed. The System architecture is shown 
in Fig.3 which achieves annotation offline, while performs the image retrieval online. 

A technique for Content-Based Geospatial Information Retrieval using Associative 
Mining Techniques for Automatic learning of geospatial intelligence is proposed in 
[1] is challenging due to the complexity of articulating knowledge from visual 
patterns and to the ever-increasing quantities of image data generated on a daily basis. 
The knowledge-discovery algorithm uses content-based methods to link low-level 
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Fig. 2. Association of Text and Image pair as in [3] 

 

Fig. 3. System Architecture of work proposed in [7] 

image features with high-level visual semantics in an effort to automate the process of 
retrieving semantically similar images. This algorithm represents geospatial images 
by using a high-dimensional feature vector and generates a set of association rules 
that correlate semantic terms with visual patterns represented by discrete feature 
intervals. 

A technique for Master Defect Record Retrieval Using Network-Based Feature 
Association (NBFA) is proposed in [2]. As electronic records (e.g., medical records 
and technical defect records) accumulate, the retrieval of a record from a past instance 
with the same or similar circumstances has become extremely valuable. This is 
because a past record may contain the correct diagnosis or correct solution to the 
current circumstance. These two records are referred as master and duplicate records. 
A new paradigm has been proposed for master defect record retrieval using NBFA for 
training the master record retrieval process by constructing feature associations to limit 
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the search space. The retrieval paradigm was employed and tested on a real-world  
large-scale defect record database from a telecommunications company. The empirical 
results suggest that the NBFA was able to significantly improve the performance of 
master record retrieval, and should be implemented in practice.  

A technique for extracting Spatial Semantics in Association Rules for Weather 
Forecasting Image has been proposed in [12]. A new approach to apply association 
rule on weather forecasting image has been proposed by building an image system to 
store weather forecasting images and retrieve them later for further research, for 
example, to predict future temperature, relative humidity, rainfall, wind speed and 
atmospheric pressure. Spatial reference method can be used to get the spatial 
relationships between objects for a certain image. Spatial association rules are also 
mined and are subsequently used as a basis for retrieving additional images.  

3.2 Issues in Content Based Image Retrieval 

The semantic gap is the lack of coincidence between the information that one can 
extract from the visual data and the interpretation that the same data have for a user in 
a given situation. User seeks semantic similarity, but the database can only provide 
mathematical similarity by data processing. Semantic gap characterization is a 
difficult problem and is a challenge to the Image Processing computer scientist. The 
hierarchy of steps from low level features to semantics involves 

• Low level feature extraction  
• Segmentation  
• Salient regions  

Effectiveness of CBIR system depends on the choice of the set of visual features and 
on the choice of the similarity metric that models the user perception of similarity. 

• Level 1: Retrieval by primitive features such as color, texture, shape or the spatial 
location of image elements. Typical query is query by example, ‘find pictures like 
this’.  
•Level 2: Retrieval of objects of given type identified by derived features, with some 
degree of logical inference. For example, ‘find a picture of a flower’.  
•Level 3: Retrieval by abstract attributes, involving a significant amount of high-level 
reasoning about the purpose of the objects or scenes depicted. This includes retrieval 
of named events, of pictures with emotional or religious significance, etc. Query 
example, ‘find pictures of a joyful crowd’.  

Levels 2 and 3 together are referred to as semantic image retrieval, and the gap 
between Levels 1 and 2/3 as the semantic gap. Some challenges in learning semantics 
in CBIR are: 

• Semantic gap characterization  
• Huge amount of objects to search among  
• Incomplete query specification  
• Incomplete image description.  
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Some state-of-the-art techniques in reducing the ‘semantic gap’ as in [11]: 

1) Using object ontology to define high-level concepts and generating Semantic 
Template (ST) to support high level image retrieval 
2) Using machine learning tools to associate low level features with query concepts  
3) Introducing Relevance Feedback into retrieval loop for continuous learning of 
users’ intention  
4) Making use of both the visual content of images and the textual information 
obtained from the Web for WWW (the Web) image retrieval. 

3.3 Analysis of Techniques in ABIR 

Most Image Retrieval tasks use both precision and recall to evaluate the performance. 
In [5] the performance is measured in terms of precision which is defined by 
Precision= Nc/N. where Nc is the number of correctly identified image-text 
associations, and N is the total number of images. The vague-transformation based 
method utilizes an intermediate layer of information categories for capturing indirect 
image-text associations. The fusion-ART-based method learns direct associations 
between image and text features by employing a resonance environment of the 
multimedia objects. The Seven Cross Media Models used are shown in Table 1.The 
experimental results suggest that both methods are able to efficiently learn image-text 
associations from a small training data set. Comparison of Cross-Media Models for 
discovering image-text Associations is shown in Fig.4. 

In [6] an error-driven fusion method for effectively co-clustering a large number of 
web images. The co-clustering method combines both the image’s contents as well as 
the image’s tags to yield good clusters. In [7] a multimodal image retrieval scheme, 
which adopts stepwise refinement approach including keywords, blobs, and region-
based retrieval scheme. Two of the most popular evaluation measures are precision 
and recall. MAP is the arithmetic mean of average precision calculated over a number 
of different queries, while average precision is given as the mean of all the individual 
precision scores. Compared with prior image retrieval system, the system proposed in 
[7] achieved better performance with respect to MAP and recall Example of 
Multimodal Image Retrieval with Annotation is shown in Fig.5. 

In [2] a total of 155 images in this data set were assigned with multiple labels. 
Using this image collection, we created seven data sets with numbers of classes 
ranging from two to eight by randomly removing one class at a time as given in Table 
1.Getting semantic-query results from 200 geospatial images takes 0.45 s, on average, 
using a standard personal computer. The search time for ranking is proportional to the 
number of association rules and ranked images. The validations are carried out by by 
querying the database with duplicate record vectors and determining if the 
corresponding master record vector is returned in the top n retrieved document 
vectors from the database. Table2 reports the Experimental Results for Seven 
Geospatial Datasets.  
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Table 1. Seven Cross Media Models in Comparison as in [3] 

Model Descriptions 

SDT Single Direction Vague Transformation 

DDT Dual Direction Vague Transformation 

DDT_VP_BG 
DDT with visual space projection using bipartie graph 
based similarity matrix 

DDT_VP_CT 
DDT with visual space projection using category-to-text 
transformation based similarity matrix 

fusion_ART The fusion ART based cross media 

CMRM Cross media relevance model 

DWH Dual-wing harmonium model 

 

Fig. 4. Comparison of Cross-Media Models for discovering Image-Text Associations as in [3] 

Table 2. Experimental Results for Seven Geospatial Datasets as in [1]  
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Fig. 5. Example of Multimodal Image Retrieval with Annotation proposed in [7] 

4 Inferences Made 

• By combining visual and textual features the overall performance of 
discovering cross media relationships between components of 
multimedia documents can be improved. Advanced similarity 
calculation methods with visterm and term taxonomies can be used to 
provide better performance. 

• Multimodal Image Retrieval scheme based on annotation keywords 
and visual content has been used to improve the performance of 
Image Retrieval systems. 

• The Massive visual data associated annotations have facilitated 
development of novel techniques for image indexing at the semantic 
level. 

• By exploring the relationship among image content and textual terms 
in the associated metadata the image indexing and retrieval process 
can be made effective. 

5 Applications 

Most traditional and common methods of image retrieval utilize some method of 
adding metadata such as captioning, keywords, or descriptions to the images so that 
retrieval can be performed over the annotation words. Manual image annotation is 
time-consuming, to address this, there has been a large amount of research done on 
automatic image annotation. Semantic Ontology techniques have been developed for 
CBIR in order to improve the performance of Image Retrieval systems for Remote 
Sensing data. Many novel Image Retrieval methods has been proposed for improving 
the effectiveness of Web Image Retrieval systems by associating visual and textual 
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clues or by associating semantic and visual features to return the image results with 
great visual and semantic similarities. Application wise Association of Features done 
is summarized in Table 3. 

Table 3. Association of Features in Various Domains 

Domain Researches Association of Features 

Web based Multimedia document Ning Zhou Cheung[3] Image-Text Association 

Geo Spatial Information Retrieval Adrian S. Barb[1] 
Semantic term-Visual feature 
based Association 

Master Defect Record Retrieval in 
Telecommunication 

Andrew Rodriguez [2] 
Network based feature 
Association 

Weather Forecasting 
SenduruSrinivasalu 
[14] 

Association among spatial 
objects 

 

6 Future Directions in ABIR 

By associating visual features and textual keywords we can discover semantic 
concepts to explicitly exploit synergy among modalities. Association rule mining can 
be applied to domain of large scale multimedia data to find semantic relationship 
between keywords and visual features and is explored to improve the search results. 
Visual feature space can be represented using advanced wavelet transform based 
techniques. Wavelet coefficients provide approximation of visual features which 
captures the texture, shape and spatial information in to single signature. Textual 
terms or the Concept space can be represented using techniques such as Latent 
Semantic Indexing and Singular Value Decomposition can be used to reduce the 
concept space in to much lower dimensionality. Multimodality Ontology can be 
constructed for exploring the association between extracted visual features and textual 
terms from which semantic association rules can be mined. There is a lack of 
coincidence between high level semantic concepts and low level image features. 
Introducing ontology in to multimodal image retrieval will not only help better 
analyze text but also useful for knowledge matching. 

7 Conclusion  

A wide variety of researches have been made on image retrieval in multimedia 
databases. Each work has its own technique, contribution and limitations. As a survey 
paper, we might not include each and every aspect of individual works, however 
attempt has been made to deal with a detailed review of the association based image 
retrieval systems. We review those works mainly based on the methods/approaches 
they used to come up to an efficient retrieval system together with the 
limitations/challenges and the evaluation mechanisms used. This paper provides a 
study of image retrieval work towards narrowing down the Semantic gap. Even 
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though there are a lot of significant efforts and works on image retrieval research, 
there are still some spaces which need to be improved besides the challenges that is 
associated with mapping low level to high level concepts. 

References 

1. Barb, A.S., Shyu, C.-R.: Visual-Semantic Modeling in Content-Based Geospatial 
Information Retrieval Using Associative Mining Techniques. IEEE Geo Science and 
Remote Sensing Letters 7(1) (January 2010) 

2. Rodriguez, A., Art Chaovalitwongse, W., Zhe, L., Singhal, H., Pham, H.: Master Defect 
Record Retrieval Using Network-Based Feature Association. IEEE Transactions on 
Systems, Man, and Cybernetics— PART C: Applications and Reviews 40(3), 319–329 
(2010) 

3. Zhou, N., Cheung, W.K., Qiu, G., Xue, X.: A Hybrid Probabilistic Model for Unified 
Collaborative and Content-Based Image Tagging. IEEE Transactions on Pattern Analysis 
and Machine Intelligence 33(7), 1281–1294 (2011) 

4. Su, J.-H., Chou, C.-L., Lin, C.-Y., Tseng, V.S.: Effective Semantic Annotation by Image-
to-Concept Distribution Model. IEEE Transactions on Multimedia 13(3), 530–538 (2011) 

5. Jiang, T., Tan, A.-H.: Learning Image-Text Associations. IEEE Transactions on 
Knowledge and Data Engineering 21(2), 161–177 (2009) 

6. Chen, J., Tan, J., Yin, X., Liao, H.: Web Image Co-Clustering based on Tag and Image 
Content Fusion. In: 2nd IEEE International Conference on Network Infrastructure and 
Digital Content, pp. 378–382 (December 2010) 

7. Song, H., Li, X., Wang, P.: Multimodal Image Retrieval Based on Annotation Keywords 
and Visual Content. In: IITA International Conference on Control, Automation and 
Systems Engineering, CASE, pp. 295–298 (July 2009) 

8. Rafiee, G., Dlay, S.S., Woo, W.L.: A Review of Content-Based Image Retrieval. In: 
CSNDSP, pp. 775–779. IEEE (2010) 

9. Wang, H., Liu, S., Chia, L.-T.: Image retrieval with multi-modality ontology. Multimedia 
Systems 13, 79–390 (2008) 

10. Setia, L.: Machine Learning Strategies for Content Based Image Retrieval, M.Sc 
Dissertation, Albert-Ludwigs-Universität, Freiburg im Breisgau (2008) 

11. Srinivasulu, S., Sakthivel, P.: Extracting Spatial Semantics in Association Rules for 
Weather Forecasting Image. Trendz in Information Sciences & Computing (TISC), 54–57 
(December 2010) 



V.V. Das and Y. Chaba (Eds.): AIM/CCPE 2012, CCIS 296, pp. 27–32, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Development of Wireless Sensor Node  
to Monitor Poultry Farm 

Santoshkumar1, Kelvin Chelli2, and Suresh Chavhan1 

1 Electrical Engineering Department, SDM College of Engineering and Technology,  
Dharwad, Karnataka, India 

2 Electronics Engineering Department, Siddaganga Institute of Technology,  
Tumkur, Karnataka, India 

santoshkumar777@yahoo.com, 
{kelvin.chelli,suresh.chavhan046}@gmail.com 

Abstract. In this paper we have proposed a Wireless Sensor Network (WSN) 
System and developed sensor node to monitor the Poultry farm and detect the 
highly pathogenic avian influenza virus in Chickens. WSN’s have tremendous 
potential and play a key role in such monitoring applications. The developed 
wireless sensor node monitors the body temperature and movement of the 
Chickens. Based on sudden variation in body temperature and slow movements 
of the Chicken, early detection of virus is possible. The proposed low cost WSN 
System was developed with the use of open source technology-ARDUINO 
(open electronics prototype and open source).  

Keywords: Wireless Sensor Network (WSN), ZigBee, XBee, Avian Influenza, 
Arduino. 

1 Introduction 

Avian influenza is an infection caused by avian (bird) influenza (flu). This influenza 
virus occur naturally among birds. Wild birds worldwide get flu A infections in their 
intestines, but usually do not get sick from flu infections. However, avian influenza is 
very contagious among birds and some of these viruses can make certain 
domesticated bird species, including chickens, ducks, and turkeys, very sick and kill 
them. Infected birds can shed influenza virus in their saliva, nasal secretions. 
Susceptible birds become infected when they have contact with contaminated 
secretions or excretions. Domesticated birds may become infected with avian 
influenza virus through direct contact with infected waterfowl or other infected 
poultry. Infection with avian influenza viruses in domestic poultry causes two main 
forms of disease that are distinguished by low and high extremes of virulence. The 
"low pathogenic" form may go undetected and usually causes only mild symptoms 
(such as ruffled feathers and a drop in egg production). However, the highly 
pathogenic form spreads more rapidly through flocks of poultry. This form may cause 
disease that affects multiple internal organs and has a mortality rate that can reach 90-
100% often within 48 hours. One approach to solve this problem would be to employ 
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a Sensor Network that would enable users to monitor the required factors such as 
body temperature and movement using sensors. The sensed parameters can be viewed 
at the receiver side in a personal computer. The smart sensor network system is 
designed using open source technology-ARDUINO. ARDUINO is an open 
electronics prototype and open source. 

 
Fig. 1. Simplified block diagram of WSN 

2 Related Work 

After reviewing many articles, there are very few papers that discuss about 
monitoring and detection of the avian influenza in Poultry farm. In the available 
paper, there is mention of body temperature and movements of Chickens in poultry 
farm [1], but there is less description of wireless technology. However, there are 
papers which address the societal concerns like agriculture, animal, asset, vehicle 
monitoring using WSN’s.  

3 Wireless Sensor Networks 

Wireless sensor network is used in special situation for signal collection, processing 
and transmitting. A wireless sensor network (WSN) is a system consisting of a 
collection of nodes and a base station. A node is composed by a processor, local 
memory, sensors, radio and battery and a base station is responsible for receiving and 
processing data collected by the nodes. They perform collaborative activities due to 
limited resources, such as battery, processor and memory [2]. Nowadays, the 
applications of WSN’s are many and varied, and the applications in monitoring 
Poultry farm are still incipient. One interesting WSN application is in poultry farm, 
where the conditions such as body temperature and movement are to be monitored. 
To monitor and detect avian influenza, sensors are essential. In such application, the 
sensors are fixed on the abdomen of the Chicken and WSN should guarantee real time 
monitoring. A WSN consists of generally two main parts: Data Acquisition Network 
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and Data Distribution Network. The figures fig.1 show a simplified WSN block 
diagram [2].The block diagram of wireless sensor network consists of two main parts, 
transmitting side and receiving side respectively. At the transmitting side, various 
sensors and controllers are connected with the FREEDUINO and XBEE. At the 
receiving side the transceiver and the microcontroller are present along with the 
display device. 

4 ZigBee Protocol Overview 

ZigBee is an established set of specifications for wireless personal area networking 
(WPAN). The relationship between IEEE 802.15.4 and ZigBee is similar to that 
between IEEE 802.11 and the Wi-Fi Alliance. 

Coordinator 
ZigBee networks always have a single coordinator device. This radio is responsible 
for forming the network, handing out addresses, and managing the other functions 
that define the network, secure it, and keep it healthy.  
Router 
A router is a full-featured ZigBee node. It can join existing networks, send 
information, receive information, and route information.  
End device 
There are many situations where the hardware and full-time power of a router are 
excessive for what a particular radio node needs to do. End devices are essentially 
stripped-down versions of a router. They can join networks and send and receive 
information. End devices always need a router or the coordinator to be their parent 
device.  

5 Methodology 

A very systematic approach was considered for the overall design of the project, in 
which two parameters were monitored. The temperature sensor is used to monitor the 
body temperature and 3-axis accelerometer is used to monitor the activities or 
movements of the Chicken. There is sudden reduction observed in the body 
temperature and activities of the infected Chicken. The node is designed for the 
increased battery life and the ZigBee technology supports the same. The hardware 
details of a sensor node are shown in figure Fig.2 below. 

5.1 Poultry Farm Details 

A Poultry farm is a place where Chickens grow and stay. It provides a friendly 
location for growing Chickens and protect them from atmospheric variation. The 
temperature sensor is used to monitor temperature and accelerometer is used to 
monitor movements. 
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Fig. 2. Hardware details 

5.2 Hardware Details 

The Arduino/Freeduino board uses the ATMega328 and was selected as the 
microcontroller. This was an ideal selection, as the processor is extremely strong and 
cost efficient. An on-board 10-bit analog to digital converter (ADC), aids in the 
digitization of the analog signal acquired from the sensor.  

Temperature Sensor 
The LM35 temperature sensor produces an analog voltage directly proportional to 
temperature with an output of 1 mill volt per 0.1°C (10 mV per degree). The 
sketch(program) converts the analogRead values into milli volts and divides this by 
10 to get degrees. 

Accelerometer 
The ADXL320 accelerometer is used to detect the motion of the Chicken. The 
accelerometer is connected to Arduino and corresponding readings are recorded. 

6 Design Issues 

The prototype wireless sensor node is designed and the weight is kept at minimum for 
a six weeks old Chicken, to which the sensor node is to be tied to the abdominal 
surface. The sensor node is designed keeping in mind the battery life. We have 
considered the temperature range from 38 to 40 degrees centigrade. The figure Fig.3 
shows developed wireless sensor node. The Threshold value is set to 36 degrees and if 
the body temperature of the Chicken is below this the alarm is sent to observing 
station. The body temperature and the movements of the Chicken are observed and 
recorded using sensors. The software design consists of two main sections: 
Transmitting side and Receiving side. At the transmitting side, various sensors are 
connected to the FREEDUINO. Continuously the values are monitored and the details 
of distantly located sensors are stored in the base station as data base. The parameters 
read are temperature and movements of the Chicken. 

At the Base Station(receiving side) the transceiver and the FREEDUINO are 
present along with the display device. The sensed parameters with their precision 
values are transmitted to the base station through Wireless Communication and details 
are monitored by the administrator and stored in the data base.  
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Fig. 3. Developed Wireless Sensor Node 

7 Results 

The various laboratory based experiments were performed to validate the proposed 
hardware design. The node was connected to the abdomen of the Chicken. The 
prototype developed demonstrated promising results. The measured body temperature 
and movements of the Chicken are shown in figures Fig.4 and Fig.5. 

 

Fig. 4. Body temperature of Chicken 

 
Fig. 5. Movements of the Chicken 
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8 Conclusion 

The developed prototype wireless sensor network system using open source 
technology-ARDUINO proved to successfully acquire accurate measurements for the 
above mentioned parameters like body temperature and movement of the Chickens. 
The alarm is sent to the observing station, if the value received at the observing 
station is less than the threshold. This helps us to detect the H5N1 virus before the 
Chickens die. The mortality rate is reduced by using such kind of systems.  
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Abstract. Energy consumption is a major challenge in wireless sensor network 
(WSN). Most of the routing algorithms focus on energy efficient paths, For the 
analysis of such algorithms at low cost and in less time; we believe that, 
simulation gives the better approximation. Therefore, in this paper, we are 
proposing a simulation model for WSN.  Literature survey is done on energy-
aware routing protocols, in which, it is found that, Minimum Total Transmission 
Power Routing (MTPR) and Minimum Battery Cost Routing (MBCR) Protocol, 
most comprehensively captures tradeoffs of energy efficiency and network 
lifetime respectively. Proposed simulation model is implemented using Qualnet 
4.5 and applied to MTPR and MBCR to analyze its performance. Through this 
study, we lay a foundation for further research work on enhancements in 
extending the network lifetime of WSN. Experimental result shows that there is 
always a tradeoff between energy efficiency and network lifetime.  

Keywords: Energy Aware Routing Protocol, Wireless Sensor Network, Quality 
of Service, Power Aware Routing, Qualnet 4.5. 

1 Introduction 

Traditional routing protocols are not designed as per the specific requirement of 
WSN. Therefore, energy efficient routing paradigms are an area of active research [1]. 
Power aware routing protocols make routing decisions based on power, energy related 
metrics to optimize the performance of routing protocol. The two routing objectives 
of “minimum total transmission energy” and “total working time of the network” can 
be mutually contradictory. For example, when several minimum energy routes share a 
common node, the battery power of this node will quickly run into depletion, 
shortening the network lifetime. In WSN, excessive energy conservation, neglecting 
energy consumption at individual nodes, speeds up network partition by draining 
batteries of the energy critical nodes in the network. In effect, it shortens the network 
lifetime. On the other hand, not considering overall energy consumption, this commits 
to paths with large number of hops and longer total distance. Consequently, the total 
energy dissipated is high and on an average, the battery power decays faster. In effect, 
it also shortens the network lifetime. The above observations suggest that both battery 
level and transmission energy needs to be considered while designing energy aware 
routing protocols. 
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The paper is organized as follows: Section 2 presents related work. Proposed 
simulation model is discussed in section 3. Section 4 presents experimental set-up. 
Results are discussed in section 5 and finally, conclusion is given in section 6. 

2 Related Work 

This section gives the brief information of research in routing protocols for WSN. In 
[1], the authors have said that the Traditional routing algorithms are not optimized for 
energy conservation; therefore energy efficient routing paradigms are an area of 
active research. Ian et al. [2] present a survey of sensor networks. W. R. Heinzelman 
et. al. [3] have proposed LEACH (Low Energy Adaptive Clustering Hierarchy), a 
clustering based protocol that utilizes random selection of cluster head. 
Itanagonwiwat et al. [4] have presented Directed Diffusion Protocol [DDP]. In this 
protocol, a sink requests data by sending interests for named data. Data matching the 
interest is then drawn toward that node. Intermediate nodes can cache or transform 
data, and may direct interests based on previously cached data. Ganesan et al. [5] 
present Multi path Routing algorithm. The focus of this algorithm is to extend the 
working time of network. A family of protocols called Sensor Protocols for 
Information via Negotiation (SPIN) is proposed in [6].  SPIN is a source initiated 
directed diffusion scheme, developed at the Manchester’s Institute of Technology 
(MIT). SPIN uses negotiation and resource adaptation to address the deficiencies of 
flooding. N. Chilamkurti et. al [7], have exploited cross-layer optimizations technique 
that extends the DSR to improve its routing efficiency by minimizing the frequency of 
reforming routes. In [8], Nadeem Ahmed et. al, have proposed a multi hop routing 
protocol for ZigBee based WSN that considers the interference caused by WiFi 
networks and uses multiple channels at different frequencies to increase the network 
throughput. Hui Wang et. al. [9] investigates a cross-layer design approach to 
minimize energy consumption and maximize network lifetime (NL) of a multiple 
source and single sink (MSSS) WSN. C.-K. Toh [10] has discussed Minimum Total 
Transmission Power Routing and Minimum Battery cost routing along with the 
Network Performance Parameters. In [11], S. Singh, M. Woo and C. S. Raghavendra 
have presented a new power aware matrics for determing routes in Ad-Hoc network. 

2.1 Minimum Total Transmission Power Routing (MTPR) [10] 

This protocol focuses on end-to-end energy efficiency. Generally, the route selected 
for conserving energy is the shortest distance path or minimum hop path, the end-to-
end shortest path naturally leads to conservation of energy in transmission. In a non-
partitioned network, there exists at least one path for communication with any other 
node. So theoretically, any node can reach any other node in the network through a 
random forwarding path. However, the energy consumption along different paths 
differs, due to its dependence on variations of distance between directly 
communicating nodes and noise interference levels. The greater the values of these 
parameters, larger the amount of energy required for transmission. Successfully 
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transmission of packets requires the Signal-to-Noise Ratio (SNR) at the receiver to be 
greater than a predetermined threshold ψj that is closely related to the Bit Error Rate 
(BER). Mathematically, this is expressed as: 

 
                                                                                                                                                  

(1) 
                           

  
where Pi is the transmission  power of node ni, Gi,j is the path gain, inversely 
proportional to the distance d between nodes ni and nj (i.e., Gi,j = 1 / di,jn, usually n = 2 
for short distance and  n = 4 for longer distance) and ηj is the thermal noise at nj. 

Minimization of the power consumption can be obtained by selecting a routing 
path with minimum total transmission power. The transmission power P (ni, nj) 
between nodes ni and nj are used as the metric to construct such routing path. The 
total transmission power for a possible path l, Pl can be derived from: 

    
 

 For all nodes ni on route l      (2) 

Where n0 and nD are the source and destination nodes. Hence, a path k will be 
selected if it satisfies: 

 
                                                                    (3) 

Where A is the set of all possible routing paths. 

2.2 Minimum Battery Cost Routing (MBCR)[10] 

Though the transmission power is an important metric to consider, if multiple 
minimum total power paths pass through some common node, then this common node 
will soon experience battery exhaustion. MTPR has a drawback in violating fair 
distribution of power consumption among nodes. It does not reflect the lifetime of 
individual nodes. This indicates that, as an alternative, node’s residual energy can be 
used as a cost metric in route selection. MBCR is such a scheme that minimizes the 
path battery cost so as to maximize the total network life time. The cost function f in 
MBCR is defined such that the lower the remaining battery capacity c of a node i, the 
more reluctant the node is to receive and forward the packet.  One possible function  
f is 
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This shows that as a node’s battery power decreases, the cost to include the node into 
the routing path increases.  

By using residual power as a cost metric, MBCR avoids excessive usage of 
network nodes, and attempts to evenly distribute battery capacity over the network to 
delay network partitioning. However, it has a drawback, again because only the end-
to-end consideration is taken. Although the total battery cost achieves minimum, 
some weak links where nodes have little residual power can still exist in the paths, 
which may lead to early network partitioning. 

3 Proposed Simulation Model 

Fig.1. shows that, the proposed simulation model has six major components: Network 
Scenario Designer, Network Animator, Packet Generator, Static/Mobile Scenario 
Generator, Routing Protocol Engine, and Statistics Analyzer. 

The module Network Scenario Designer states the space boundary, number of 
network nodes, their location and the maximum transmission range as an input 
parameter. The network animator is the simulation ground for packet delivery and 
mobile node movement events. The number of active communicating parameters 
including mobility speed, pause time can be varied. 

The routing protocol engine includes MTPR, MBCR, AODV, and other routing 
protocols whose performance is to be analyzed.  MTPR, MBCR are on top of AODV, 
in which MTPR, MBCR handles the route selection whereas AODV manages route 
discovery, route maintenance and route refreshments through in cooperation with 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. WSN Simulation Model 
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MAC and physical layers in the TCP/IP stack. When the routing protocol engine 
processes packet transmission or node movement events, statistics such as energy 
consumption, node dead time, and other QoS parameters are recorded. Statistics 
analyzer examines the recorded data and draw out specified analysis results. 

4 Experimental Setup 

The proposed simulation model is implemented using Qualnet 4.5[12] and the 
performance of MTPR and MBCR is tested for the simulation of 16 nodes, forming a 
grid of 4*4 cells with 200M distance between every pair of nodes. IEEE 802.11 
protocol is used at MAC and Physical layer. Constant bit rate (CBR) is used to apply 
data traffic over User Datagram Protocol (UDP), a connection between source and 
destination node. The simulations parameters used are as shown in table1. 

Table 1. Simulation Parameters 

Parameters Values 
No. of Nodes and Area 16 and 1500m*1500m 
Simulation time 240 simulation units 
Channel frequency  2.4GHz  
Transmission range 300 meter 
TX-Power 15dBm 
Path Loss Model Two Ray Model 
Phy and MAC Model 802.11 
Energy Model MICAZ Mote 
Battery Model Simple Linear,1200 mAhr, 
Data Rate 0.1,1,2,5,10 
Payload Size 512 bytes 

5   Results and Discussion 

This section provides the experimental results to compare and validate the 
effectiveness of MTPR, MBCR. We have implemented the MTPR and MBCR 
algorithms in “C” and used the environment of Qualnet 4.5 for simulation. 

Fig. 2 shows the residual energy of nodes after the completion of simulation using 
MTPR and MBCR. In MTPR, It is an end to end consideration to selects the shortest 
path for routing and does not consider the energy critical nodes along the path. MBCR 
considers node’s residual energy as a cost metric in route selection but it is again a 
end to end consideration. Results showed in Fig. 3 to 6 shows the effect of path 
selection metric used in MTPR and MBCR. Fig. 3 shows the comparative analysis of 
network lifetime of MBCR and MTPR. Experiment is repeated for different data rate 
values such as 0.1, 1, 2, 5, and 10. Fig. 3 shows that for high data rate, MTPR has low 
network lifetime than the MBCR. Fig. 4 shows that the amount of data received 
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(bits/Sec) at destination node. For all data rate values, throughput obtained using 
MTPR is higher as compared to that of MBCR. It can be easily judged from Fig. 3 
and 4 that there is always a tradeoff between energy efficient path and network life 
time. Fig. 5, and 6 shows end to end delay and jitter observed for the given scenario 
using MBCR and MTPR respectively. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

 
 
 

 Fig. 4. Throughput  

Fig. 2. Residual Energy  

Fig. 3. Network Lifetime 
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5 Conclusion 

In this paper, we have proposed a simulation model for the analysis of routing 
protocols and also presented some energy aware routing protocols such as Minimum 
Total Transmission Power Routing (MTPR) and Minimum Battery Cost Routing 
(MBCR) that are prominent in the research community. Proposed simulation model is 
applied to MTPR and MBCR, to investigate the performance they provides on energy 
saving, network lifetime and other Quality of Service (QoS) parameters. It is found 
that, as MTPR focuses on shortest distance path or minimum hop path, the total 
battery consumption achieves minimum, However, some weak links where nodes 
have little residual power can still exist in the paths, which may lead to early network 
partitioning. MBCR avoids excessive usage of network nodes, and tries to balance 
battery capacity over the network to delay network partitioning. However, because of 
end to end energy consideration, some weak links where nodes have little residual 
energy can still exist in the paths, which may lead to early network partitioning. 

Fig. 5. Comparative Analysis of End TO End Delay

Fig. 6. Comparative Analysis of Jitter 
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Future Work: Energy aware routing protocols are energy-saving strategies 
designed at the network layer. These are effective in power saving, but are still 
limited in the ability of making use of strategies or parameters designed at other 
layers. Through cross layering, Making use of the parameters defined at various 
layers such as MAC, physical, application layers and network layer are expected to 
bring improvements. Therefore, our further work will be based on cross layer design 
for enhancements in extending the energy efficiency and network lifetime of Wireless 
Sensor Network. 
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Abstract. In wireless sensor networks, data aggregation is performed to 
eliminate redundant data transmission and to enhance the network life time. The 
existing data aggregation techniques rarely consider the different types of 
applications like critical and non-critical.  Also they are generally energy aware 
in nature but not delay aware. To minimize the delay and energy consumption 
in the data aggregation, this paper proposes an adaptive data aggregation 
technique. We consider three types of application data namely critical, bursty 
and regular. When the data type is critical, a shortest path with minimum delay 
is constructed and the critical data is transmitted directly towards the sink. In 
case of bursty data, the structure free data aggregation technique is used and it 
gets fractional aggregation. For regular data, an energy efficient aggregation 
tree is constructed. By simulation results, we show that the proposed technique 
significantly reduces the end-to-end delay, energy consumption and overhead. 

Keywords: Data Aggregation, Critical Data, Non critical Data, Delay. 

1 Introduction 

A network having individual nodes that are distributed spatially using the sensors in 
order to observe the physical or environmental conditions at different locations is 
known as wireless sensor networks (WSN). In order to fulfill their responsibilities, the 
wireless communication helps in the collaboration of the nodes [1]. Based upon the 
sensing mechanism the data is generated by the sensor nodes and the sensed data 
packet is transmitted to the base station (sink). Efficient techniques which have fewer 
nodes for sending data to the base station are implemented since more energy is 
needed for transmitting data over long distances. This process is called data 
aggregation and the nodes are called the aggregator nodes [2]. Collection of data from 
multiple sensor nodes of network, aggregating data packet using aggregation function 
like sum, average, count, max min, sending the aggregate result to the upper 
aggregator node or querier node are the basic functions of aggregator nodes [3].  

An important factor to consider in the data gathering application is the average 
delay per round. When the data gathering rounds are far apart and the only traffic in 
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the network is due to sensor data. So the data transmissions in each round are 
completely scheduled. With the direct transmission scheme, nodes have to transmit to 
the base station one at a time, making huge delay. In order to reduce delay, one needs 
to perform simultaneous transmissions [4]. Many applications need the fast report 
with minimum energy consumptions. For such sensitive applications this paper 
proposes a data aggregation technique which can adaptively work in the critical and 
non critical situation.      

2 Related Work 

Mario Macedo et al. [5] have proposed Latency-Energy Minimization Medium 
Access (LEMMA), a new TDMA based MAC protocol for Wireless Sensor Networks 
to extern the network lifetime. In this approach the slot allocation is based on the 
interference of the node. LEMMA includes two phases: initialization phase and 
interference-free data transmission phase. They achieve the minimum delay with 
energy efficient way by using the near-optimal cascading TDMA slot allocation with 
a very low duty-cycle. They assume that all nods are synchronized.  

Luisa Gargano et al. [6] have proposed an optimal solution to the collision free 
path coloring problem in any graph. By using the optimal data gathering algorithm 
they reduce the time to complete the process. The network is represented as a graph G 
= (V, E) and they find the path by coloring the edges such that the coloring is 
collision-free, that is, no two edges incident on a common node are assigned the same 
color. They use the centralized optimal time gathering algorithm to solve this issue. 

Zheng Jie et al. [7] have proposed a dynamic tree based energy equalizing routing 
scheme (DTEER). It is a dynamic multi-hop route selecting scheme based on weight-
value and height-value to form a dynamic tree. They propose the distributed algorithm 
to organize the nodes for the fast data gathering. 

XiaoHua Xu et al. [8] have studied the problem of distributed aggregation 
scheduling in WSNs and propose a distributed scheduling method with an upper-
bound on delay. This is a nearly constant approximate algorithm which significantly 
reduces the aggregation delay. This paper focuses on data aggregation scheduling 
problem to minimize the delay (or latency).  

3 Adaptive Delay and Energy Aware Data Aggregation 

Data aggregation is the common way to save the network life time. But it also raises 
the overall network delay. In some applications, sensor nodes report standard events 
periodically and report the dangerous events whenever it occurs in the sensing region. 
Any dangerous event should be immediately informed to the sink node. The sensed 
information can be typed as standard event or risky event. So the aggregation is done 
based on the type of the sensed information. This paper proposes an adaptive 
minimum Delay data aggregation by considering the following types of data which 
are Critical data and Non-Critical data. Non-Critical data is further classified into 
Bursty data and Regular data. 
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In case of critical data, the shortest path with minimum delay is to be constructed and 
using that path, the critical data is to be transmitted directly towards the sink. Initially 
the expected per hop delay is estimated and finds the shortest paths between each 
sensor node and the sink. In the case of non-critical data, it is further classified into 
fully aggregated and fractionally aggregated. In fractional aggregation, no aggregation 
tree will be established and the structure free data aggregation technique will be used 
for data aggregation. In full aggregation, an energy efficient aggregation tree will be 
constructed. An aggregation tree is a connected sub graph of G containing the sink, 
the source S and any other nodes and edges should connect these nodes without 
creating cycles. Data aggregation takes place through this aggregation tree, towards 
the sink. 

Before sending the data, each sensor node marks the type of data and transmits it to 
its parent node. On receiving the data, the parent node will check the type of data and 
adaptively invokes the appropriate scheme. Since minimum delay based shortest path 
is used for transmitting critical data, the delay involved will be very much reduced. 
Similarly, since structure free data aggregation is used in case of fractional 
aggregation, the time taken for tree construction will be eliminated. By using the 
energy efficient aggregation tree for the full aggregation, we have reduced the energy 
consumption. 

3.1 Finding Shortest Path with Minimum Delay 

In order to find the path with minimum delay, consider a network where the 
transmitter to receiver path is composed of time varying number of hops h. This paper 
considers the following possible delays:   

− The queuing delay, Qd: The time taken by a packet, which needs to wait in the 
source node buffer for processing. 

− The propagation delay, Pd: The time taken for the packet header to travel from the 
source node to the next hop neighbor in the link. 

− The transmission delay, Td: The time taken to transmit the end of the packet to the 
next hop receiver. 

Risky information should be reported to the sink without fail. To achieve the reliable 
delivery it allows multiple reports. The critical data is transferred to the base station 
without eliminating the duplication without considering the retransmission delay. The 
total delay Dij to transmit a packet from the ith source to the next hop node j can be 
expressed as: 

dddij TPQD ++=  (1) 

After estimating the per hop delay, the shortest path with minimum delay between the 
sink and the source is constructed by using dijkstra’s shortest path algorithm [9]. 
Given a network represented as a graph G = (N, E) where N is the set of sensor nodes 
with a positive edge cost Dij (which represents the delay) for all edges Eji ∈),( where 
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i and j are the adjacent nodes, starting node S, generally the sink node and a set P of 
permanently labeled nodes, the shortest path from the starting node S to every other 
node j in the set P as shown below: 

Algorithm 1  

/* Initialization */ 
P = {S}; 
Cj = DSj ∀ jєN  
While ( ( P  N) == φ ) 
   Find a node i such that Ci=min Cj ∀ jєP iff i є N - P 
   P = P  {i}. 
   For each j є P 
     Cj = min [Cj, Ci + Dij ] 
   End For 
End While        

3.2 Structure-Free Data Aggregation 

Structured aggregation techniques has many drawbacks. It causes high overhead in 
maintaining the constructed aggregation tree. The aggregation may vary because  
of the waiting period at the intermediate nodes. Structure free techniques [10]  
were developed in order to avoid these overheads. In structured aggregation tree, 
packet transmission and aggregation are done simultaneously and it requires a  
waiting period. In structure free aggregation, packet location and waiting period  
are unavailable. Thus spatial convergence or temporal convergence needs to be 
improved.  

The Data-aware anycast protocol (DAA) is used to improve the spatial 
convergence. A set is created among the sources in DAA for optimal aggregation. 
Nodes in the independent set represent the aggregation points. Since the packets are 
forwarded automatically to the sink, maintenance overhead can be reduced. In DAA, 
any-casting is done in order to find the next-hop. Aggregation ID (AID) represents the 
associated packets that need to be aggregated. RTS contains the AID and when 
neighboring packets has similar AID, CTS will be generated. The two packets 
generated at the same time are likely to be aggregated. The receivers delay the CTS 
transmissions, in order to avoid CTS collisions. Interference range is high between the 
neighbors of the sender. The CTS collisions can be prevented by canceling the CTS 
transmission during packet overhearing. The packets transmitted do not meet at the 
intermediary node temporarily in the structure free aggregation technique. Thus 
artificial delays were introduced using the randomized waiting (RW) which increases 
temporal convergence. Delay is based on the proximity to the sink. Nodes closer to 
the sink have greater delay. RW sets the maximum delay τ based on the size of the 
network. Each node in the network sets its transmission delay between 0 and τ. 



 Adaptive Delay and Energy Aware Data Aggregation Technique in WSNs 45 

 

3.3 Data Aggregation Tree Construction 

This proposed dynamic aggregation tree construction algorithm considers the steiner 
tree problems [11]. Let G (V, E) be a graph with V number of sensor nodes as 
vertices. Edge (u, v) є E represents the link between the two nodes u and v. The 
objective is to find the minimum weighted steiner tree for the set of sources S є V. 
This approach constructs the energy efficient aggregation tree so the edge cost is 
defined based on the energy requirement. Edge cost of the link between the node u 
and v is, 

μ++= ),(),(),(cos dbEdbEvuE trt  (2) 

Where Er is the energy to receive the b bits of data, Et is the energy to transmit the 
data, d is the distance between node u and v and µ is the aggregation energy. 
Algorithm 2  

Let us consider a set of source nodes S = {s1, s2, …. sn} in the network and 
assume that the sink node has the knowledge about sensor network topology.  Let T 
be the aggregation tree. Initially the set T is empty. 

Node si is chosen as the Source node at random.  
Find another node sj in S  
If sj is closer to si and Ecost (i, j) = minimum, then  
     Choose sj 

End if  
si is connected to sj  
Build the tree T = T  (i, j) 
For each {sk in S, k ≠ i} 
     Choose next node sk closer to y, where y є T 
     Connect sk and y  
     T = T   (k, y) 
End For 

Constructed aggregation tree is used to perform the full aggregation when the node 
sensed the regular event.  

3.4 Adaptive Delay-Aware Algorithm for Data Aggregation 

The typical problem with data aggregation is the delay. At aggregator node, various 
causes increase the delay in data aggregation. Waiting time to collect the information 
from the set of nodes and the time to perform the data aggregation function. These are 
the major factors for the higher delay in data aggregation. Some critical applications 
like fire alarms, theft alarms, health status monitoring and nuclear monitoring 
systems, need to report the information on time. For such applications it adaptively 
performs the data aggregation in order to reduce the overall delay. The sensor node 
marks the type of data based on the event detected and transmits to its parent node. 
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The parent node receives the data and checks the type of data and adaptively invokes 
the appropriate scheme.  

Algorithm 3 explains the type of aggregation to be used according to the data 
packet type. If the monitored event is a critical event then the node marks its packet 
type as critical packet. For the regular event it sets the packet type as non critical 
packet. Depending upon the applications of the data, the packet type is differentiated 
into critical and non-critical. Initially the generation rates of the sensor node are 
detected for different time intervals. The difference in the data generation rate is 
calculated later. The non-critical data is further classified into fractionally aggregate 
and fully aggregate. Due to bursty packet reception, few data packets require only 
fractional aggregation. When the data packets have regular intervals, they require full 
aggregation. 

A threshold DTh is considered and when the difference exceeds the threshold level, 
this requires construction and frequent maintenance. So it causes high overhead in 
dynamic scenarios. The sensor node transmits the data packet along with the data 
type. The data type is taken as fractionally aggregated and uses structure free 
aggregation so that overhead and waiting period can be reduced. When the difference 
does not exceed the threshold level, the data packet type is taken for full aggregation 
and the data aggregation tree is used for aggregation process. When a critical data is 
detected, it is directly transmitted to the sink using the minimum delay shortest path.  

Let us denote ‘C’ for the critical data, ‘FrA’ for the fractional aggregation data, and 
‘FuA’ for the fully aggregation data. Let DTh denotes the threshold for the difference in 
the data generation rates.  Let α and β denote the data generation rates of the sensor at 
time τ1 and τ2.   

Algorithm 3 

If(Ni = Source_Node) 
 If(Sensed_Event = critical) then  
  Packet_Type = ‘C’ 
 Else 
   /* α & β are data generation rates at time τ1 and τ2 */ 
   diffαβ  = abs(β - α) 
   If (diffαβ > DTh) then 
     Packet_Type = ‘FrA’ 
   Else 
     Packet_Type = ‘FuA’ 
   End if 
End if 
End if 
/*Transmission of the data packet */ 
If (Packet_Type = ‘C’) then 
  /*Data is transmitted directly to the sink */  
  Use minimum delay shortest path (described in Algo.1) 
Else if ( Packet_Type = ‘FrA’) then 
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  Use the Structure free data aggregation 
Else if ( Packet_Type = ‘FuA’), then 
  Use the data aggregation tree (described in Algo.2) 
End if 

The proposed aggregation technique reduces the transmission delay of critical data, by 
selecting the delay-aware shortest path. For fractionally aggregated data, structure free 
aggregation is used. Since all the non critical data are aggregated, the redundant data 
gets eliminated completely and this avoids the heavy traffic in the network. Since the 
aggregation tree is built based upon the energy cost, it enhances the lifetime of the 
network. Since data aggregation is adaptive, the performance is not degraded when 
the network state or topology is changed. Thus the proposed data aggregation 
technique reduces overhead, minimizes delay and improves the lifetime of the 
network effectively.  

4 Simulation Results 

The performance of Adaptive Delay and Energy Aware Data Aggregation 
(ADEADA) protocol is evaluated through NS2 simulation.  A random network 
deployed in an area of 500 X 500 m is considered. The simulated traffic is CBR for 
critical and full aggregation and exponential traffic for fractional aggregation. There 
are 5 traffic sources in which one is of critical traffic, 2 fractional aggregation traffic 
and 2 full aggregation traffic types. The performance of ADEADA is compared with 
the Distributed Improved Aggregation Scheduling (DIAS) [8] protocol.  

When the data sending rate is increased, more packets are generated and so the 
aggregation latency is also increased resulting in the increase of end-to-end delay of 
the flows. From Fig. 1 (a) it is identified that the delay is linearly increased when the 
rate is increased from 50kb to 250kb. Since ADEADA adaptively chooses the 
aggregation mode depending on the type, the delay is less when compared to DIAS. 

 

Fig. 1. (a) Rate Vs Delay, (b) Rate Vs Energy 
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Since more packets are generated for aggregation, the energy consumption 
increases when the data sending rate is increased. But the energy cost of building the 
aggregation tree is reduced by the use of fractional aggregation tree in ADEADA. 
From Fig. 1 (b), it is identified that the average energy consumption of ADEADA is 
less when compared to DIAS. 

The next experiment varies the number of nodes as 100, 150, 200 and 250 with rate 
as 250Kbps. When the number of nodes is increased, the aggregation tree length and 
routing path length are increased resulting in the increase of end-to-end delay of  
the flows. From Fig. 2 (a), it is identified that the delay is linearly increased when the 
nodes are increased from 100 to 250. Since ADEADA adaptively chooses the 
aggregation mode depending on the type, the delay is less when compared to DIAS. 

 
Fig. 2. (a) Nodes Vs Delay, (b) Nodes Vs Energy 

Because of the increased aggregation tree depth and routing path length, the energy 
consumption increases when the number of nodes is increased. But the energy cost of 
building the aggregation tree is reduced by the use of fractional aggregation tree in 
ADEADA. Fig. 2 (b) shows that the average energy consumption of ADEADA is less 
when compared to DIAS. 

5 Conclusion 

This paper proposes an adaptive data aggregation technique using minimum delay 
with shortest path strategy. Each sensor marks the type of data: critical data, 
aggregated data and fractionally aggregated data. The estimation of shortest path with 
minimum delay is provided. When a data type happens to be critical, the data is 
transmitted directly to the sink using the shortest path. A structure free data 
aggregation technique is proposed and when a fractional aggregation data type is 
received, this technique is used for aggregation. Data aggregation tree is constructed 
by designing a cost model based on per-hop energy consumption. Depending upon the 
data type the aggregation process is selected. Delay can be reduced, since the 
proposed technique is adaptive and involves energy and overhead in the transmission. 
From the simulation results it is shown that the proposed technique reduces the end-
to-end delay, energy consumption and overhead when compared with the existing 
techniques. 
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Abstract. The paper investigates the influence of the packet sizes of different 
traffic flows on the queuing delay in Ethernet switch. Investigation is based on 
the queue management algorithms most often used in Ethernet switches - 
weighted round robin and expedite queuing. As a base model the Cisco Catalyst 
2950 queue discipline 1p3q is used. It has one expedite queue and three queues 
serviced using weighted round robin discipline. The experimental scenario is 
based on the common controller network traffic model - mixture of periodic 
CBR data flows and randomly occurred configuration and bulk traffic flows. 
Investigation is made using Network Calculus and Network Simulator. 

Keywords: Queue management, Packet delay, controller network. 

1 Introduction 

In the common case Ethernet do not have real-time characteristics. Layer 2 
prioritization in switches gives an opportunity to give to some guaranties against flow 
delay and priority service. In that case strict priority algorithms cannot provide fair 
service to other low priority flows. Weighted round robin (WRR) algorithms provide 
fair service based on predefined weights associated to each flow. As long as the 
packets are with variable size in every flow and there are differences in the packet 
sizes between different traffic types, the modeling of queue management is hard to do. 
In this paper the influence of the packet sizes on the delay in WRR queue is 
investigated using analytical and simulation models. 

2 Backgrounds and Related Work 

Investigating the delay for traversing node with SP or WRR queues is not a new task. 
However, investigations on combined mechanisms are missing. Zhang and Harrison 
[11] present a deep investigation on such combined strict priority and weighted round 
robin (called priority-weighted round robin) but their results are statistical due to the 
mathematical model they use – queuing theory. Queuing theory is often intractable for 
deterministic models. Classical queuing theory usually deals with average 
performance of aggregate flows, while for guaranteed performance service bounds 
need to be derived for worst-case scenario on per-flow basis [7].  
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Georges et al. [10] propose a comparison of the delays of weighted fair queuing 
and strict priority. They provide a formulation of the service curves for WRR nodes 
and prove that the delay for each flow through it depends mostly on the assigned 
weights. Diouri et al. [1] present an investigation of WRR (and WFQ) using network 
calculus based on the results in [10]. The work provides some mechanisms for 
determination of the best values for the weights using an iterative method of 
substitution of weights to achieve the desired delay bounds. These results are not 
reflecting the physical implementation of WRR schedulers.   

S. Floyd and V. Jacobson in their work on Class-based Queuing [11] present some 
experimental results on the work of packet-by-packet and bit-by-bit WRR schedulers. 
They work provide a source of data for analysis of the influence of the packet size on 
round robin scheduler but only in NS CBQ implementation.  

2.1 Network Calculus 

Network Calculus is a collection of results based on Min-Plus algebra, which applies 
to deterministic queuing systems found in communication networks. Main input 
parameters of the Network Calculus theory are: per-flow arrival curves, service curves 
of network elements, and the route selecting mechanism. 

The formula for representing the service curve depends on the queue management 
policy. Knowing the service curve for the switch and arrival curves for the flows, the 
worst case delay for queuing can be obtained using the formula [2]: 
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Expression above ()+ means true when it is positive and is equal to zero otherwise. 
Parameters M, b, p, r are TSPEC parameters of the flow and R, S are RSPEC 
parameters of the switch. 

2.2 Network Simulator 

The network simulator NS2 is a Linux based open source software tool for evaluation 
of network protocols and topologies. While it represents a discrete, event based 
simulator, can easily be extended and modified to include additional network 
elements during simulation of local controller networks. 

In NS2 there is no definition of Ethernet switch and queue management is 
associated with links, not with nodes. To investigate the delays of 1P3Q queue 
management in switch the assumption shown in [4] is used. For current simulation, 
we have implemented Class of Service (CoS) by mapping multiple flows through the 
use of CBQ/WRR by applying different bandwidth and delays (IEEE 802.1p, layer 
2&3 respectively). 
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3 Experimental Scenario 

The experimental scenario is built up to cover common automation model in local 
controller networks with different types of application traffic - monitoring and 
control, configuration, event driven, and background. In the current paper it is 
assumed a case with four traffic flows traversing a single Ethernet switch. For the 
switch it is assumed the Cisco Catalyst 295x Series. It has 1P3Q queue management –
one expedite and three WRR queues. The four flows are simulated with four different 
workload types with different distribution, each representing a common class of 
traffic type in industrial network: WT1 - Monitoring, Control and diagnostics – 
TCP/UDP – 75-95%; WT2 - Event driven exception message, alarm (Poisson 
distribution) – 5-15%; WT3 - Configuration scenario – exponential/CBR - <5%; WT4 
- Big messages, files upload etc – <1%. 

For reducing the complexity of the experiments, the paths of the packets of each 
flow are predefined. WT1 packets are generated from Source1 and are targeted to  
Sink1, all other traffic are generated from Source2 and WT2 packets goes to Sink1 
and WT3 and WT4 packets goes to Null - figure 1. 

       

Fig. 1. Experimental Scenario                 Fig. 2. Two step analytical model  

WT1 is served with Strict Priority; WT2, WT3 and WT4 are served with Weighted 
Round robin with weights, respectively 75%, 25%, 5%.  

For the analytical model the switch service is represented with R-SPEC curve in 
general. It has two main parameters: forwarding rate - R, and latency (slack term) - S. 
The first traffic flow is assumed as periodic and all others as T-SPEC. Periodic traffic 
has two parameters: the period - T and the packet size - L. T-SPEC traffics has for 
parameters: maximum packet size - M, peak rate - p, long term average rate - r, and 
burst size - b. The actual values used for all these parameters are shown in Table 1. 

Table 1. Switch and Flow parameters 

SW  WT1  TSPEC WT2 WT3 WT4 

R(bps) 1.0X109 L(bits) 576 bi (bits) 4096 16384 48704 

S(s) 2.5X10-5 T(s) 10-4 ri (bps) 4.0x104 1.0x105 1.0x106 

    Mi (bits) 2048 8192 12176 

    pi (bps) 1.0x108 1.0x108 1.0x108 
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For the case of this investigation, the 1P3Q policy is represented with the two step 
assumption model shown on figure 2. This assumption provides an easy way to 
calculate delays based on standard, simpler service curves. 

Based on this two-step model, known network calculus can be used for calculating 
the delay in the switch with respect to the parameters from Table 1. The flow form 
WT1 is served with higher priority on the first step and it is serviced with the switch 
forwarding rate but it can wait for low priority packet already entered the queue (in 
the worst case the maximum size packet from all other flows) - equation (2) [1, 3]:  
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All other flows are served on the first step with the remaining rate and the latency for 
them depends on the burst size of WT1 - equation (3). 
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On the second step WT2, 3 and 4 are served in regular WRR policy but the maximum 
forwarding rate and slack term are substituted from equation (3) [1, 3]: 
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In equation (4) there is a limitation for the weights values. For each flow they must be 
bigger than the maximum packet size for that flow. Otherwise, the value for the rate 
can become negative or zero. In WRR theory the weights are cumulative. 
Nevertheless, in the Network Calculus the weights are static.  

For the simulation model main parameters mapped on NS2: Switch to Transaction 
Server link set as CBQ/WRR, time allowed for other traffics to run without CBR 50.0 
seconds. UTP Signal propagation speed taken as 59% of the 'Speed of Light’ that is 
177000000 m /s. Maximum distance between 2 nodes used in simulation is 100 m. 
Packet size for WT1 is kept as 72 bytes while for WT2 to WT4 is varying. Simulation 
carried out for each size of packet is 100 seconds. 

4 Results and Discussions 

The data is presented here based on the calculation of delay bounds in WRR. It is a 
question of assumption to obtain an exact value in Bits for Ф in Equation (2&3). The 
values for the packet sizes for WRR (WT2...WT4) are obtained by dividing the total 
bits (Ф) in the fixed ratio of 75:25:5. 

Φ [bits] WT2 [bytes] WT3 [bytes] WT4 [bytes]
100000 8750 3125 625

150000 13125 4688 938
-- -- -- --

1000000 87500 31250 6250
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The analytical model based on Network Calculus works with Bit flow, but the 
simulation model which is based on Network Switches works with packets in bytes. 
The Graph (1&2) placed under the Analytical and Simulation Results show the delay 
bounds obtained against the variable packet sizes for the different flows by plotting 
against the assumed values of Ф for the Analytical and Simulation model 
respectively. The packet sizes were distributed in this manner. 

Analytical Results. The Analytical Results presented on Graph 1 show relation 
between packet sizes of different workload types and their delay in WRR queue. They 
are based on the two-step model (figure 2) and present the delay in the second step. 
The relation between the size of the packet and the delay, while keeping the ratio of 
75/20/5, is almost linear for values of φ above 50000 and depends mostly on the slack 
term of the provided service curve. The forwarding rate provided to each flow is 
changing very little with the packet size. For values of φ below 50000 the relation 
between flows delay and packet size show instability and goes outside the possible 
values (e.g. negative delay, no delay). It is because of the limitation of Network 
Calculus equation explained in section 3.  

Simulation Results. Simulation Results presented on Graph 2, obtained for the 
different flows show that WT2 which has a weight of 75% follows more or less same 
and uniform pattern that of the analytical model. While WT3, which has a weight of 
25% and less number of packets has a non uniform pattern but average delay is 
similar to the analytical model. Delay pattern in case of WT4 (5%) is even more non 
uniform.  

There are values for the weights that are not eligible for calculation of the delay. 
When the weight of the given flow is below or equal to the packet size of this flow, 
we cannot calculate the delay - it will become negative. Therefore, there is no data in 
some parts of the WT4 flow. 

              

 

             Graph 1. Analytical results              Graph 2. Simulation results 

5 Conclusion 

The analytical investigation show that packet size of the different traffic type 
influence the delay of flows traversing a WRR queue in linear manner in common 
case. It also shows that the actual values for the weights are the main parameter for 
the delay calculation and must be carefully chosen in modeling depending on the flow 



 Investigation on the Influence of Packet Sizes on WRR Queue Management 55 

parameters. Moreover, the main conclusion about the weights of the flows is: their 
values for the flow with smallest share must be bigger or equal to its bucket size and 
the weights for other flows can be calculated using the ratios. The simulation results 
show that there is some functional connection between packet sizes and delay for 
WRR, but the results depend very much on the implementation. In NS2, Round-Robin 
queue management is implemented in two ways: WRR and PRR. The later (PRR) 
works packet by packet and a packet gets into the forwarding path it cannot be 
preempted. But with WRR packets are transmitted bit-by-bit form each queue, 
depending on the weights. The actual work of WRR in the simulator environment is 
by estimating an average packet size for each flow and guaranteeing a share of the 
total bandwidth relative to the its weight. The long-term behavior is WRR but in small 
period it is unpredictable due to the random distribution of traffics.   

The obtained results may further be validated through a test bed using actual switch 
CISCO 2950 and local controller network. Thus delays obtained by the corresponding 
packet size may be checked to find the best weights according to the packet sizes that 
still provide FAIR service to all flows. 
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Abstract. In the context of Software development, the idea of reusability has 
been used since the earliest days of computing. Component Based Software 
Engineering (CBSE) is an engineering methodology that aims to design and 
construct software systems using reusable software components. Distributed 
component approach is embraced in industry to reap the desired benefits, often 
looked for by a software development organization. Distributed applications 
require components of same or different applications on different machines to 
interact, especially when client and component reside on different machines. In 
this paper we propose that there is a need to develop a common Service 
Calculation module with the help of distributed component technology and 
component-based methodology. The high productivity is achieved by using 
standard components. 

Keywords: Interface, Distributed Components, Distributed Components 
Architecture. 

1 Introduction 

Component-based software engineering (CBSE) intends to build large software 
systems by integrating pre-built, tested and functional software components. Clements 
describes CBSE as embodying “the ‘buy, don’t build’ philosophy”. He also says that 
“in the same way that early subroutines liberated the programmer from thinking 
about details,[CBSE] shifts the emphasis from programming to composing software 
systems”. The principles of CBSE can be described by the two guiding principles: 
reuse but do not reinvent (the wheel); and, assemble pre-built components rather than 
coding line by line. 

1.1 Component 

A component is any part of which something is made. 

In our context this ‘something’ means system. In software engineering, this would 
allow a software system to have as components assembly language instructions,  
sub-routines, procedures, tasks, modules, objects, classes, software packages, 
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processes, sub-systems, etc. The widely accepted goal of component-based 
development is to build and maintain software systems by using existing software 
components, e.g. [3, 8, 9, 4]. They must interact with each other in system 
architecture. Interaction between these independent components, to achieve their goal 
is based on some properties: 

1. Specified services, 
2. Fully explicit context dependencies, 
3. Interactive interfaces, 
4. Independent deployment, 
5. Communication protocols. 

1.2 Interface 

It defines how a component can interact to other components to provide its services. It 
specifies what the parameters are and what results to expect. It is the way through 
which coupling is done. It may be Data, Content, Accidental, Common, External, 
Control, Stamp, and Message. Interface is an essential requirement to integrate 
(couple) two or more independent components. It works as a protocol among the 
components when they are assembled to provide their intended goal. Components in 
distributed, mobile or internet-based systems require their interfaces to include 
information about their locations or addresses. 

Components should be developed and engineered in such a way that component 
could be used and implemented in several, possibly unpredictable, deterministic or in 
deterministic contexts. Therefore there must be some general information which is 
required by a generic user of a distributed component: 

Component evaluation: for example, information on static and dynamic metrics 
computed on the components, such as cyclomatic complexity, in-out interactions, and 
coverage level achieved during testing. 

Component deployment: for example, additional information on the interface of 
the component, such as pre-conditions, post-conditions, and invariants. 

Component testing: for example, a finite state machine representation of the 
component, regression tests suites together with coverage data, and information about 
dependences between inputs and outputs. 

Component analysis: for example, summary data-flow information, control-flow 
graph representations of part of the component, and control-dependence information. 

2 Distributed Components 

Component-based software development is based on the concept to develop complex 
software products by selecting appropriate off-the-shelf components and then to 
integrate them with a suitable, well-defined software architecture. In distributed  
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systems DCOM simply replaces the local inter-process communication with a 
network protocol. Neither the component nor its client is aware of the network 
protocols lying between them. Today component-based approach, introduces more 
benefits to this world in terms of reusability, flexibility, scalability and 
maintainability.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Distributed Components 

Large scale software systems need these features more than before. Distributed 
component approach is embraced in industry to reap the desired benefits, often 
looked for by a software development organization. This uses current build-time and 
run-time technologies to attempt to reduce cost and development time for distributed 
systems. It becomes apparent that something is needed that addresses both the 
challenge of distributed systems interoperability and the challenge of how to build 
individual systems that can be treated as atomic units and can easily be made to 
cooperate with each other [12]. 

3 Components in Distributed Systems 

Component-based software development is understood to require reusable 
components that interact with each other and get into system architectures; there is so 
far no agreement on standard technologies for designing and creating components. 
Finding appropriate formal approaches for describing components, the architectures 
for composing them, and the methods for component-based software construction, is 
correspondingly challenging. Components can be checked out from a component 
repository, and assembled into a target distributed software system [10]. 
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Fig. 2. Components in Distributed System 

4 Distributed Component Architecture 

To ensure that a component-based software system can run properly and effectively, 
the system architecture is the most important factor. The system architecture of 
distributed component-based software systems should be a layered and modular 
architecture. 

 

 

Fig. 3. Distributed Component Architecture 
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The questions of how to identify model and specify components, how to follow a 
component-based development process in a systematic and consistent manner, and 
how to assembly formally specified components into the component-based system 
architecture may be given as: 

 
 

 

 

 
 
 
 
 
 
 
 

 

 

 

 

Fig. 4. Detailed Distributed Component Architecture 

4.1   Component Certification 

The objectives of component certification are to outsource, select and test the 
candidate components and check whether they satisfy the system requirement with 
high quality and reliability. The governing policies are: 1) Component outsourcing 
should be charged by a software contract manager; 2) All candidate components 
should be tested to be free from all known defects; and 3) Testing should be in the 
target environment or a simulated environment. The component certification process 
overview diagram is as shown in the following figure. The input to this phase should 
be component development document, and the output should be testing 
documentation for system maintenance. 
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5   Conclusion 

There are two basic activities in component-based software development: First, 
develop components for reuse. The production process model for this activity 
involves component specification, design, coding, testing, and maintenance. Second, 
develop software with components. Components in a distributed application need to 
be notified if a client is not active anymore, even or especially in the case of a 
network or hardware failure. Component certification is the process that involves: 

1) Component outsourcing: managing a component outsourcing contract and 
auditing the contractor performance;  

2) Component selection: selecting the right components in accordance to the 
requirement for both functionality and reliability; and  

3) Component testing: confirm the component satisfies the requirement with 
acceptable quality and reliability. 
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Abstract. We studied resistance against denial-of-service attacks in a web-
based equation-archive server. Each set of equations to be archived should be 
verified not only by its contributor (on the client side) but also by the archive 
server (on the server side) to preserve the integrity of the archive. Checking an 
equation set entails a certain amount of computational cost, and if a malicious 
user submits an equation set whose verification is computationally expensive, 
excessive cost is placed upon the archive server, resulting in a denial-of-service 
attack. In this paper, we propose a new technique for improving a server’s resis-
tance against such attacks, known as the estimate-attaching method. This  
technique will also be applied to other kinds of web applications. 

Keywords: Web application, theorem proving, denial-of-service attacks. 

1 Introduction 

We begin with an explanation of some of the background material used in this paper. 

1.1 Equational Logic and Term-Rewriting Systems 

Equational logic [1] is a formal system whose assertions are equations between first-
order terms consisting of individual variables, constant symbols, and function sym-
bols. A set of equations is called an equational system, and a basic query in equational 
logic is formulated as a word problem (i.e., a decision problem as to whether s = t is 
valid for two given terms s and t, assuming the equations in a given equational system 
E). For example, we can formulate a group as an equational system of the form = ( ∗ ) ∗ = ∗ ( ∗ ), ( ) ∗ = 1, 1 ∗ =  

where the binary operator * denotes multiplication, the unary operator ( ) denotes 
the inverse, and the constant 1 denotes identity. 

A term-rewriting system (or TRS) [1] is a set of rewriting rules s → t such that if a 
part of a given term is matched with s, then the part is replaced by t. We may say that 
a rewriting rule is an oriented equation. If we know whether s = t is valid under an 
equational system E, we can know it by rewriting both s and t via the term-rewriting 
system corresponding to E. For example, if we represent the natural numbers 0,1,2,… 
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as 0, S(0), S(S(0)), … in the style of Peano, we can formulate addition as an equation-
al system add(x, 0) = x, add x, S(y) = S(add(x, y))} 

and a term-rewriting system can be obtained by imposing an appropriate direction on 
each equation, such as 

 add(x, 0) → x, add x, S(y) → S(add(x, y))}. 

We can then determine an equation 

 add S(0), S(0) = (0, (0) ) 

by rewriting both sides  

 
(0), (0) → ( ( (0), 0) → (0) ,0, (0) → 0, (0) → (0,0) → (0) . 

Consequently, we know the equation is valid. However, term rewriting is not general-
ly a terminating procedure, and its results do not necessarily coincide with each other. 
When such coincidence occurs, it is called confluence or the Church–Rosser property. 
The combination of these two properties, confluence and termination, called com-
pleteness, is known as the criterion of usefulness for a TRS. The Knuth–Bendix com-
pletion algorithm [2] [1] constructs a term-rewriting system satisfying these two prop-
erties for a given equational system. Consider the term-rewriting system RNaive, which 
is obtained by naively orientating EGroup :   

 (x ∗ y) ∗ z → x ∗ (y ∗ z), i(x) ∗ x → 1, 1 ∗ x → x . 
Using RNaive, i(y) * (x * (i(x) * y)) cannot be reduced any further. However, under the 
equational system ,  i(y) ∗ x ∗ (i(x) ∗ y) = i(y) ∗ x ∗ i(x) ∗ y = i(y) ∗ (1 ∗ y) = i(y) ∗ y = 1. 
Applying the Knuth–Bendix algorithm to , we obtain the complete term-
rewriting system  : 

 
(x ∗ y) ∗ z → x ∗ (y ∗ z), 1 ∗ xx, x ∗ 1x, i(x) ∗ x1, x ∗ i(x)1, i(i(x))x, i(x ∗ y)i(y) ∗ i(x), x ∗ (i(x) ∗ y)y, i(x) ∗ (x ∗ y)y    

By using the term-rewriting system , i(y) ∗ x ∗ (i(x) ∗ y) is reduced to 
i(y)*y, and then to 1, which is coincident with the above result for . 

We may say that an equational system defines equalities between expressions, and 
a term-rewriting system obtained via the Knuth–Bendix algorithm provides an algo-
rithm for computing these equalities. Therefore, if we record an equational system in 
an archive, the term-rewriting system constructed for it via the Knuth–Bendix algo-
rithm should be recorded simultaneously.  
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1.2 Important Features of an Equation Archive 

In this paper, we study the design of an equation archive, a storage system for  
equational systems. The important features of an equation archive are integrity and 
accessibility. 

• Integrity: every equational system accepted into the archive is guaranteed to be 
complete. 

• Accessibility: it should be possible for equational systems to be submitted by as 
broad a range of users as possible without any authentication.  

To ensure integrity, completeness of a submitted equational system should be verified 
on the server side. However, unassisted server-side verification is not realistic, be-
cause termination checking is an NP-complete problem, even when restricted to 
checking based on lexicographic path ordering [1].  

To ensure accessibility, potential vulnerability to denial-of-service attacks must be 
carefully examined. 

1.3 The Estimate-Attaching Method 

As mentioned above, it is important to reduce vulnerability to denial-of-service at-
tacks, and we may consider the following measures.  

1. Restricting access to an equation-archive server by requiring authentication.  Be-
fore initiating interaction with the equation archive, a user is asked to provide some 
authentication, and only registered users can access the server. In this way, the vo-
lume of requests can be controlled. 

2. Imposing an upper bound on the computational cost of each request.  If a fixed 
upper bound is imposed on the CPU time and amount of memory required for 
processing each request, the total load on the server will be controlled. However, if 
an attacker sends a large number of requests, each having a computational cost 
close to the upper bound, the server can still be overloaded. 

3. Attaching the estimated computational cost of a request to the equation-archive 
server. Instead of imposing an upper bound, a client declares the computational 
cost of a request to the server. This method also controls the total load on the serv-
er and enables more appropriate resource allocation. 

 
In our paper, we employ the third option, which we refer to as the estimate-attaching 
method. 

2 A DoS Attack-Resistant Architecture for an Equation 
Archive 

In this chapter, we describe the design of an equation archive using the estimate-
attaching method.  

A message submitted to the equation archive by a client includes the following two 
constructs: 
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• An equational system E, 
• A term-rewriting system R. 

The two sets E and R should satisfy the conditions of completeness (i.e., termination 
and confluence) and equivalence. 

• Termination: there are no infinite rewriting sequences, such as s1 → s2 → s3 →… 
• Confluence: if s→… → s1 and s → … → s2, then there is a term t such that s1 → … 

→ t and s2 → … → t. 
• Equivalence: assuming E, s = t if and only if there exists a term v such that s → … 

→ v and t → … → v.  

Verification of these three properties is undecidable. A Turing machine can be ex-
pressed as a term-rewriting system, and hence the termination decision problem of the 
system can be reduced to the termination decision problem of a Turing machine, 
which is undecidable. Therefore, these three properties should be verified with human 
assistance on the client side. Information collected during this verification process is 
sent to the equation-archive server as a cost estimate and its details, which are used as 
hints for server-side checking. The procedures to be carried out on the client side are:  

• Input of the equational system E, 
• Choosing the ordering used for termination checking, 
• Constructing a term-rewriting system R via the Knuth–Bendix completion algo-

rithm, 
• Preparing a cost estimate and its details  C, 
• Sending E, R, and C to the equation-archive server. 

In applying the Knuth–Bendix algorithm, the choice of ordering determines the class 
of termination. In the present study, we use lexicographic path ordering [1]. A user 
should set a priority among the function symbols appearing in E. The Knuth–Bendix 
completion algorithm is not guaranteed to succeed for every input equational system. 
If it fails, it may be made to succeed by changing the priority among the function 
symbols.   

We next consider cost estimates and the detailed items associated with them. 

2.1 Cost Estimate for Termination Checking 

To check the termination of a term-rewriting system R, it is sufficient to show that 
each rewriting rule s → t in R satisfies s > t with respect to lexicographic path order-
ing. Because checking that s > t entails a time complexity of O(|s|⋅|t|), termination 
checking involves the same time complexity if a client provides lexicographic path 
ordering information as a “hint.” Checking a proof document of termination entails a 
time complexity of O((|s| + |t| )2) because the number of lines of the proof  document 
is proportional to (|s| + |t|). Thus, if a client sends a skeleton of the proof document, 
the checking time complexity is reduced to O(|s| + |t|). For example, the term-
rewriting system Rack in Fig. 1. Definition of the Ackermann function Fig. 1 describes 
the Ackermann function a(-,-). 
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A proof document (more precisely, a derivation tree) in Fig. 2 demonstrates termi-
nation of the first rewriting rule of Rack. 

 
Due to lack of space, we do not explain the details of the derivation tree. Γ indi-

cates an assumption of ordering among the function symbols; i.e., a(-,-) > s(-). 
To help the server check the derivation tree, the following skeleton is provided. 

The skeleton consists of information about rule names and locations in which the 
rules are applied. The skeleton is a “cost estimate” for termination checking because it 
enables the server to know the upper bound of the time required for termination 
checking. 

2.2 Cost Estimation for Confluence 

According to Newman’s lemma [1], for a terminating term-rewriting system R, con-
fluence is equivalent to local confluence, which is the property that if s → t’ and s → 
t’’, then there is a term u such that t’ →…→u and t’’ → u. We can prove local con-
fluence by showing that each critical pair (t’, t’’) is reduced to the same normal form. 
A critical pair (t’, t’’) consists of two distinct terms derived from another term by two 
distinct rewriting rules; i.e., s →t’ and s → t’’, but t’ ≠ t’’. A “cost estimate of conflu-
ence” sent to the server consists of the critical pairs and the rewriting paths to the 
normal forms. Specifically, if we have two rewriting paths starting from a critical pair 
s and t, 

Fig. 2. Proof figure for termination of the first rewriting rule of Rack 

(0, ) → ( )( ( ), 0) → ( , (0))( ), ( ) → ( , ( ( ), )) 

Fig. 1. Definition of the Ackermann function  

Fig. 3. Proof Skelton 
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 s →( , )→ →( , ) ( , ) →( , )   

we send the critical pair (s, t), the rewriting rules used in the above rewriting paths, 
and the locations in which the rewriting rules are applied, (Ri, pi).  The server check 
is conducted by using the information sent by the client, as follows. 

• Obtaining the critical pairs from the given term-rewriting system R. This process 
entails a time complexity of O(n ⋅ |R|2), where n is the number of rules in R, and |R| 
the summation of sizes of the terms appearing in R. 

• Matching the critical pairs obtained by the server with those sent by the client. The 
time complexity is O(the number of critical pairs). 

• Verifying the convergence of the critical pairs. The server checks that each critical 
pair reaches the same normal form by tracing the paths (Ri, pi) (i = 1, … , l + m) 
sent by the client. The time complexity of this process is  (|( , )| |( , )|). 

 
The total time complexity of these three procedures is proportional to the length of the 
message sent by the client, and thus the server knows the estimated cost of confluence 
from the length of the message. 

2.3 Cost Estimate for Equivalence between Equational Systems and  
Term- Rewriting Systems 

Let E be the equational system = , , =  , and let R be the term-rewriting 
system → , , →  For equivalence between E and R, it is sufficient that  
(a) ∗ ( = 1, , ) and (b) = ( = 1, , ).  

We can prove (a) by comparing the normal forms of li and ri because the complete-
ness of R is assured by the previous steps, and we can obtain their normal forms. Be-
cause the computation of normal forms can be weighty, we must send a cost estimate 
for this process. The cost estimate can be constructed as a reduction sequence in a 
manner similar to the construction of cost estimates for confluence. 

We can prove (b) by using information obtained during the completion procedure. 
A rewriting rule in R is either an oriented equation that comes from E or a rewriting 
rule derived during completion. Given that both types of rewriting rule originate from 
equations in E, we can construct an equation sequence for =  from the rewriting 
sequence ∗ . Because the time complexity of this process is proportional to the 
size of the equation sequence, the client should send the equation sequence as a cost 
estimate. 

2.4 Cost Estimate and Computational Cost on the Server Side 

In this section, we explain how the estimate-attaching method defends against DoS 
attacks by malicious attackers in the equation-archive server. 

As explained above, the time complexity for each processing step involved in 
checking a submitted equational system is proportional to the size of the message sent 
by the client. Hence, we may say that the server can know the rough computational 
cost of verification. If a malicious user tries to send an equational system that imposes 
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an enormous computational cost on the server, the accompanying cost estimate will 
have to be a very long message, and the server will be able to deduce that the submis-
sion is an attack. 

3 Related Work 

Necula [3] suggested the notion of “proof-carrying code,” which guarantees the safety 
of code received from an untrusted site by attaching proof that the code satisfies the 
receiver’s security policy. The idea of attaching proof to an imported code has some-
thing in common with our idea of attaching a cost estimate to an equational system. 

Tsukada [4] proposed an improvement of proof-carrying code known as interactive 
proof-carrying code. In Necula’s original scheme, an attached proof is sometimes 
larger than the code itself, which affects efficiency. Tsukada introduced the technique 
of zero-knowledge proof from cryptography to proof-carrying code. In place of the 
transmission of an entire proof, a small amount of interaction between server and 
client can ensure obedience to the security policy. 

In our method, we improve resistance against denial-of-service attacks by reveal-
ing the clients’ computational costs. However, there is an alternate approach to  
improving resistance to denial-of-service attacks, known as client puzzle. The idea is 
that by sending the client a problem that must be solved, the client’s computational 
cost increases, and thus it becomes more difficult to launch a denial-of-service attack. 

4 Concluding Remarks 

In this paper, we introduced new software architecture to make an equation-archive 
server resistant to denial-of-service attacks. The main idea is that a client must attach 
a cost estimate to a submitted equational system. Since the size of the cost estimate is 
proportional to computational cost of verifying the submitted item, the server can 
assess whether the submission is an attack based on the size of the cost estimate  
description in the message. Although the proposed architecture is intended for an 
equation archive, we believe that it can be extended to more general web applications 
in which servers are open to unspecified clients and are subject to substantial client 
costs.  
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Abstract. Nowadays, regulatory compliance is one of the most important issues 
in Japan. Due to the increasing number of regulations, it will not be easy to en-
sure that all governance requirements are fulfilled by the business processes of 
an information system. In this paper, we propose a new method of strengthen-
ing the compliance controls in information systems using model checking. We 
formulate an information system as a timed automaton and compliance re-
quirements as CTL formulas. We employ the model checker UPPAAL to check 
whether the automaton satisfies the requirements. We apply our method to an 
example taken from Japanese banking regulations. 

Keywords: regulatory compliance, model checking, timed automaton. 

1 Introduction 

1.1 Regulatory Compliance 

Nowadays, regulatory compliance is one of the most important issues in many coun-
tries. For example, the Gramm–Leach–Bliley Act [1], the Sarbanes–Oxley Act (SOX) 
[2], and the USA Patriot Act [3] are in effect in the United States. In Japan, most of 
the internal control portions of the Financial Instruments and Exchange Act (FIEA) 
[4] were enacted in 2008. Documentation of company business processes is generally 
required by these acts, and formalization and improvement of these processes is also 
promoted. Today’s business processes and their documentation are supported by  
existing IT systems, which therefore play an important role in ensuring compliance. 

1.2 Model Checking 

In software engineering, model checking is regarded as a genuine breakthrough, espe-
cially in regard to the improvement of software design and coding. Model checking is 
a technique for verifying whether a model satisfies a given specification. Models are 
extracted from descriptions presented as state-transition diagrams or in concurrent 
programming languages. The specifications are often represented by temporal logic 
formulae. A number of model checkers have been developed, including SPIN [5] and 
UPPAAL [6]. In UPPAAL, models are described in terms of timed automata using a 
GUI and specifications expressed by temporal logic CTL (Computational Tree  
Logic). The most distinctive feature of UPPAAL in comparison with other model 
checkers is its use of real-time clocks. We can write conditions for the branches of an 
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automaton and verification queries using real-time clock variables to represent real-
time constraints. UPPAAL can thus be applied to the verification of real-time systems 
[7,8].  

Model checking is utilized to verify software correctness. Liu et al. [9] extended 
the uses of model checking to include checking compliance of business processes. We 
focus on real-time constraints in compliance controls and introduce a technique for 
checking the compliance controls in information systems to make them more rigor-
ous. We have chosen the UPPAAL model checker, as it can be used to describe  
models with real-time constraints in terms of timed automata. 

Purpose of Our Paper 
In this paper, we propose a new method for checking the specifications of enterprise 
IT systems using a model checker. We present a case study of a bank accounting sys-
tem in an imaginary bank called TinyBank. This case study is utilized to investigate 
the feasibility of our technique and to clarify some of the issues involved. 

2 Modeling of an IT System and Its Compliance 

2.1 Modeling with Timed Automata 

A timed automaton is a variant of a finite automaton, extended via clocks that 
progress continuously and synchronously with absolute time. Each transition between 
nodes is labeled by a constraint (known as a guard) expressed as an arithmetic condi-
tion with integer variables and clock variables, and by an update statement expressed 
as an assignment statement. The formal definition of a timed automaton is presented 
in [10]. 

A model of the main processes of TinyBank as a timed automaton is illustrated in 
Fig 1 and Fig 2 represents the account-opening procedure, and Fig. 2 represents the 
payment procedure. To simplify the model for checking, we focus on a single account 
and omit procedures other than account opening and payment. The automaton com-
prising these two procedures is summarized as follows.  

When the branch shown in Fig. 1 is selected, the automaton transits the states Cus-
tomerAccountReq, ObtainCustomerInfo, and VerifyCustomerInfo in turn. If the result 
of the customer information inquiry is unsatisfactory, the automaton transits to the 
state NotVerify. Otherwise, it transits to the states RetainCustomerDoc, OpenAc-
count, and End, in that order. 

The branch shown in Fig. 2 is selected when the customer initiates a payment 
transaction. The automaton transits the state CustomerTransactionReq and then sends 
the SelectTransaction message to the automaton depicted in Fig. 3, which describes 
the current status of the transaction. 

If the message is accepted, the automaton in Fig. 3 immediately sends the InputA-
mount message, which requests a payment amount for the transaction. The message is 
received by the automaton shown in Fig. 4, which models the customer’s choice of 
payment amount. The automaton then transits to CheckAccount, which determines 
whether the customer has an account. If the customer has an account, the automaton 
transits to CheckAmount; otherwise, it jumps to ImplementTransaction, and the in-
formation-recording process for a doubtful customer follows. In the former case,  
the legitimacy of the payment amount is checked. If it is legitimate, the automaton 
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transits to CheckTransaction, ObtainCustomerInfo, VerifyCustomer, RetainCustome-
rInfo, and ImplementTransaction, in sequence. The path from ObtainCustomerInfo to 
RetainCustomerInfo is shared with the account-opening process shown in Fig. 1. 
These two types of path are distinguished by a flag variable x. The process is finished 
after a record of the transaction has been created. 

 
          Fig. 1. Account-opening process          Fig. 2. Transaction process 

 

 
Fig. 3. Fig. 4.
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Fig. 5. Fig. 6.

2.2 Compliance in the Model 

Monitoring regulatory compliance is one of the important concerns in enterprise IT 
systems. In the early days, software verification was focused on correctness. Over the 
past 20 years, however, its domain has been extended as far as software security and 
is currently being further extended to include regulatory compliance. 

As a case study of regulatory compliance verification, we incorporate compliance 
enforcement into our timed automata. In the model, surveillance for suspicious trans-
actions is conducted during payment transactions. Specifically, we consider the fol-
lowing cases. 

Personal Information Verification. Personal information is verified at the state Ve-
rifyCustomInfo. This is based on the Act on Prevention of Transfer of Criminal 
Proceeds [11]: 

Article 5 (Immunity of Specified Business Operators from Obligations). A speci-
fied business operator may, when a customer, etc. or representative person, etc. does 
not comply with a request for customer identification upon conducting a specified 
transaction, refuse to perform its obligations pertaining to the said specified transac-
tion until the customer, etc. or representative person, etc. complies with the request. 

Personal Information Recording. After personal information has been verified, it is 
recorded at the state RetainCustomerDoc according to the Act [11]: 

Article 6 (Obligation to Prepare Customer Identification Records, etc.).(1)A speci-
fied business operator shall, having conducted customer identification, prepare imme-
diately, by a method specified by an ordinance of the competent ministries, records on 
customer identification data, on measures that have been undertaken for conducting 
customer identification, and on other matters specified by the ordinance of the compe-
tent ministries (hereinafter referred to as “customer identification records”). 

Reporting Suspicious Transactions. Suspicious transactions should be reported: 
Article 9 (Reporting of Suspicious Transactions, etc.).  

(1) A specified business operator shall, when property accepted through specified 
business affairs is suspected to have been criminal proceeds, or a customer, etc. is 
suspected to have been conducting acts constituting crimes set forth in Article 10 of  
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the Act on the Punishment of Organized Crime, or crimes set forth in Article 6 of the 
Anti-Drug Special Provisions Law with regard to specified business affairs, promptly 
report the matters specified by a Cabinet Order to a competent administrative agency, 
pursuant to the provisions of the Cabinet Order. 

1. The automaton checks the payment amount in the state CheckAmount according to 
this article. 

2. If frequent and consecutive monetary transactions are made during a short period, 
such transactions should be considered suspicious. The required surveillance is 
conducted by the timed automaton depicted in Fig.6. Specifically, if the automaton 
detects that the total amount of the last three payment transactions exceeded 700 in 
200 units of time, a suspiciousness index is incremented. 

3 Compliance Surveillance by Model Checking 

3.1 Temporal Logic TCTL 

The queries of the model checker UPPAAL are written in Timed Computational Tree 
Logic (TCTL). The formulas should have one of the following forms: 

• A [] ϕ Invariantly ϕ, 
• E <> ϕ Possibly ϕ, 
• A ϕ  Always Eventually ϕ, 
• E ϕ  Potentially Always ϕ, 
• ϕ →ψ ϕ always leads to ψ, which is an abbreviation for the implication 

formula ϕ A ψ, 

where ϕ and ψ are Boolean expressions over predicates on locations and integer va-
riables, with clock constraints that can be checked locally at a state. 

3.2 Describing Requirements via Temporal Logic Formulas 

In this section, we enumerate six regulations for the system and express them in 
TCTL. These regulations are examples of regulatory compliance requirements for 
TinyBank. 

Regulation 1. “If an account is open, its customer identification data should be  
verified.” 

This regulation is required by Article 4 (Obligation to Conduct Customer Identifi-
cation, etc.) of the Act on Prevention of Transfer of Criminal Proceeds [11], and is 
formalized by the TCTL formula 
Customer1.CustomerAccoutReq → Customer1.VerifyCustomerInfo 
The identity Customer1 denotes an instance of the timed automaton illustrated in           
Fig.  and Fig. . We consider only the instance Customer1. This regulation says, “if the 
automaton arrives at the state CustomerAccountReq, then it eventually reaches the state 
VerifyCustomerInfo.” 

Regulation 2. “After the personal identification data are verified, the data must be 
recorded.”  



 Real-Time Model Checking for Regulatory Compliance 75 

This regulation is required by Article 6 (Obligation to Prepare Customer Identifica-
tion Records, etc.) of the Act [11] and is formalized by the TCTL formula 
Customer1.VerifyCustomerInfo → Customer1.RetainCustomerDoc. 

Regulation 3. “In handling a transaction of less than 100,000 JPY, the bank is not 
required to record personal identification data and the content of the transaction.” 

 This is required by Article 7 (Obligation to Prepare Transaction Records, etc.) of 
the Act [10] and is formalized by the formula 
InputAmountForm1.Amount1 →  
!Customer1.VerifyCustomerInfo & !Customer1.RetainTransactionDoc, 
where InputAmountForm1 is an instance of the timed automaton shown in Fig. 4. The 
unary operator ! and the binary operator && denote negation and conjunction, respec-
tively. The states Amount1, Amount50, Amount100, and Amount500 in the instance 
InputAmountForm1 of the timed automaton shown in Fig. 4 indicate respective 
amounts of 10,000 JPY, 500,000 JPY, 1,000,000 JPY, and 5,000,000 JPY. 

Regulation 4. “In handling a transaction of more than 100,000 JPY, the bank must 
record the content of the transaction.” This is required by the same article and is for-
malized by the formula 

(InputAmountForm1.Amount50 
 || InputAmountForm1.Amount100 

   || InputAmountForm1.Amount500)→  
Customer1.RetainTransactionDoc. 

Regulation 5. “If a customer with no account in the bank makes a payment transac-
tion of more than 100,000 JPY, his/her identification confirmation is required.” This 
and the next regulation are required by Article 6 as well as by Regulation 2. It is ex-
pressed by the formula  

(InputTransaction1.PayTransaction &&  
(InputAmountForm1.Amount50 || InputAmountForm1.Amount100 ||  
InputAmountForm1.Amount500) && 
Customer1.no_account) → Customer1.VerifyCustomerInfo. 

Regulation 6. “If a customer with no account in the bank makes a transaction of 
more than 2,000,000 JPY, his/her identification confirmation is required.”  
Customer1.no_account && InputAmountForm1.Amount500 →  

Customer1.VerifyCustomerInfo. 

3.3 Verifying the Formalized Requirements via the Model Checker UPPAAL 

We verify the six queries of Section 3.2 in the model given in Section 2.2. The verifi-
cation is carried out automatically by the model checker UPPAAL, and all execution 
paths of the model are exhaustively searched. If the number of possible states is small 
enough, the checker can verify the model efficiently. 

Regulations 1, 2, 3, 4, and 5 were successfully verified. However, Regulation 6 
failed. The model checker UPPAAL provided a counterexample against this regula-
tion as a transition trace of the timed automaton. Fig. 7. shows a part of the transition 
trace. 
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We know from the trace that the bank did not confirm the personal identification, 

even though the amount of the transaction was more than 5,000,000 JPY. This fault 
resulted from an error in the definition of the model of TinyBank and can easily be 
corrected by rewriting part of Fig. 1 and 2. 

4 Concluding Remarks 

In this paper, we proposed a method for strengthening compliance controls in infor-
mation systems using model checking. We applied the technique to a case study of a 
tiny Japanese bank accounting system, formulating the bank’s information system as 
a timed automaton and expressing Japanese banking regulations as CTL formulas. 

4.1 Discussion 

We recognize that the case study presented in the previous section is very elementary 
in comparison to the information systems involved in real bank accounting. However, 
it demonstrates the feasibility of software design driven by model checking, especial-
ly in regard to regulatory compliance. Our work differs from the pioneering work [9] 
of Liu et al. in terms of the logical framework employed. In [9], models are described 
in pi-calculus, and queries in BPSL (Business Property Specification Language), and 
these are translated into finite-state automata and LTL, respectively. Our work is 
based on timed automata and timed CTL, enabling us to describe real-time properties. 
The approach of Liu et al. seems to be more practical, and we therefore regard the 
introduction of their approach to our work as an interesting research direction. 

Fig. 7.  
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4.2 Future Work 

Software Design and Regulatory Compliance. The relevant laws are passed by a 
national assembly, and their interpretation is comparatively unambiguous. However, 
when we impose these laws on a software system for regulatory compliance, ambigui-
ties sometimes occur. The boundary between software designers and compliance pro-
fessionals is unclear and complicated. We should study methodologies for cooperative 
development of software systems. 

Execution of Time Compliance Checking. Our method is statically applied. In other 
words, the compliance requirements are checked prior to their execution. Although 
such static time checking is valuable for developing reliable software, dynamic time 
checking is also helpful for improving the quality of software’s compliance. One of 
the most successful instances of dynamic time checking is seen in the security auto-
mata [11] proposed by Schneider, which check security properties in execution time. 
This type of checking can also be regarded as promising in the present area. As the 
applicability of model checking is limited by the exhaustive search routines em-
ployed, it is essential to simplify the models to be checked. Hence, a combination of 
static time checking (such as model checking) and execution time checking (such as 
that conducted by security automata) seems to be a practical idea. 
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Abstract. With the recent explosion of new technologies in the field of 
Cryptography, there comes the need for increasing the Security of the present 
voting system of India. The use of cryptographic protocols as well as biometrics 
provides a technical response to the security flaws of the current voting system 
in India. Voting is an instrument of democracy that provides an official 
mechanism for people to express their views to the government. And e-Voting 
is considered as one of the most intensely debated subjects in Information 
Technology. Thus, the voting system should be much more secure and it should 
also have the stronger authentication mechanism so as to remove fraud and 
cheats completely from the voting process. This paper proposes and discusses 
the design of a secure e-voting system based on cryptographic protocols and 
biometrics that can replace the traditional voting system of India. 

Keywords: E-Voting, Biometrics, Ballot, Cryptography, Security, Encryption, 
Public key. 

1 Introduction 

Election is a fundamental tool that allows people to choose who would govern them. 
Voting is one of the most critical features in our democratic process. E-voting is a term 
used to describe any of several means of determining people's collective intent 
electronically. In a way, the need for a secure electronic voting system is an obvious 
demand [1]. The construction of electronic system is one of the most challenging 
security-critical tasks, because of the need for finding a trade-off between many 
seemingly contradictory security requirements like privacy vs. audit ability.  The aim of 
this paper is to study the flaws in the existing voting system in INDIA and to propose 
new design pattern and implementation of a security conscious e-voting system. 

2 Security Requirements 

This section elaborates the security requirements that an e-voting system should meet 
to make it secure. We claim that our system satisfies these requirements.  
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Table 1. Security Requirements for the e-voting system 

Security 
Requirements 

Description 

Confidentiality The voter’s ballot should be kept confidential. In addition, a voting 
protocol must not allow any voter to prove that he or she voted in a 
particular way. 

Authentication The system must ensure that the person is an eligible voter. 
Integrity The protocol must ensure that only valid votes are counted in the final 

tally and no one can change anyone else’s  
Uniqueness Each eligible voter has voted only once. Avoid double voting. 
Verifiability Voter can validate that his vote is recorded correctly. 
Receipt-Freeness Voter is not identifiable from the receipt. Vote is not revealed from the 

receipt. Voter cannot prove his vote. 
Anonymity Voter identity is not revealed to anyone. 
Fairness Result is not published till the end of the election. Counting comes 

after the voting stage. No one can guess the content of any cast vote. 

3 Security Flaws in the Existing Voting System of India and Its 
Related Works 

India is the world’s largest democracy. In paper based voting scheme, the risk of an 
information leak is several degrees higher than in an electronic environment where 
frauds on a similar scale can be executed in an automated manner by just a few 
people. From a security perspective, the use of electronic voting machines in elections 
around the world continues to be concerning. The present voting system in India 
includes EVM (Electronic Voting Machine) which consist of many flaws and lacks 
many security related issues. Registration process cannot guarantees the uniqueness of 
the system. Among the other security related flaws, Verifiability is one of them. In 
voting process, once vote has been casted EVM cannot convince the voter in future 
that his vote has been received properly and counted properly. The second and the 
important feature is Security. Because capturing of the EVM machine can cause the 
temperament of the whole voting process. The third feature that EVM lacks is 
Authenticity, i.e. EVM cannot authenticate that only eligible voter can cast vote and 
each voter has cast only once. There is no such mechanism that guarantees that only 
the eligible person has cast his own vote. Another important flaws lie in the security 
of the EVM machine itself. Though EVM manufacturers and election officials have 
attempted to keep the design of the EVMs secret, this presents only a minor obstacle 
for would-be attackers. There are nearly 1.4 million EVMs in use throughout the 
country and criminals would only need access to one of them to develop working 
attacks [3]. 

In the last few decades, many e-voting protocols have been proposed but none of 
them could satisfy the voting requirements of India. The e-voting system proposed by 
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Rachid Anane [9] cannot meet the requirements because it was very difficult to 
implement an e-voting system in India where computer literacy rate is very low. 
Moreover, one more e-voting system is proposed by Mohammed Khasawneh [4] 
which lacks security as well as confidentiality. In principle, many security issues can 
be allayed with cryptography. Several cryptographic solutions have been proposed to 
meet these requirements, but their effectiveness is predicated on several assumptions 
[7]. All voting schemes mentioned above suffer from the “abstaining voters” problem: 
the authority can cast bogus votes on behalf of voters who register but then decide to 
abstain from subsequent steps [2]. Obviously, both the first invulnerability and the 
third accuracy requirements are violated with this attack. 

4 The Proposed E-Voting Architecture 

The proposed system is subdivided into three modules: Registration phase, Voting 
phase and Counting phase. There are mainly three different servers: Local Server, 
Global Server, and Mirrored Server. Local Server performed three roles for three 
different processes. The three roles include Administrator, Validator, and Counter. 
The Global Server received information from different Local Servers and kept the 
record for future execution. The Mirrored Server is mainly used in case of any loss of 
data or further verification purpose. 

Client Machine: The Client program performed the functions on behalf of the voter. 
These functions include exchanging messages with the servers, processing user input 
and performing necessary cryptographic transformations.  

Server: The cryptographic operation as well as the biometric authentication was done 
by the server. Both the Registration process and Voting process were controlled by 
Administrator Server and Counter Server. 

Administrator: During Registration process the Administrator maintained the 
records of all the voters who were eligible for voting. It also generates public-private 
key-pair corresponding to each voter.  A database for generating the unique Voter ID 
number for each candidate was also maintained by the Administrator. During Voting, 
it checks whether the person had already registered or not. It also checked whether the 
person was the eligible voter or not by using the biometric of the person. It 
maintained the voting records of each voter who cast the vote successfully. It also 
maintained the Candidate list for each region. 

Validator: The main task of Validator was to keep voting record of those entire 
candidates who casted the vote successfully.  

Counter: The Counter server was responsible for collecting the valid votes and 
counting the votes corresponding to each candidate.  
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Fig. 1. General Schematic diagram of the proposed system 

The proposed architecture was designed in such a way that both the Registration & 
Voting Procedure had been conducted in various Polling booths. Each Polling station 
maintained several Client machines. Local server performed operation on behalf of 
two-three Polling stations. The Global server maintained the entire voting records 
from all the Local Servers and update the Global database throughout the whole 
voting process.  

4.1 Cryptographic Protocols 

Public key cryptography, also called asymmetric key cryptography, is a family of 
cryptographic algorithms which use two keys. One key is the private key that must be 
kept secret, while the other key is the public key which is advertised [6]. In our 
proposed scheme we used RSA as one of the strongest asymmetric key algorithm. 

4.1.1   Key Generation 
Select two prime numbers p & q. 
« (n) = (p-1) (q-1) 
Public Key (e) = {e | e ┴ (p-1) (q-1) and e< « (n): ┴ denotes relatively prime} 
Private Key (d) = {de ≡ 1 (mod « (n)) and d< « (n)} 

4.1.2   Encryption Procedure 
Input comprises of a Plain Text (PT) and Public key (e). 
Cipher Text (CT) = {PT^e (mod n)} 

4.1.3   Decryption Procedure 
Input is Cipher Text (CT) and Private key (d). 
Plain Text (PT) = {CT^d (mod n)} 
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4.2 Authenticity in the E-Voting System 

In our proposed scheme, the authentication of the voter was done using biometric [5]. 
We employed fingerprint as our biometric [8]. During Registration process, the user 
gave samples of fingerprint which send through the channel in an encrypted format. 
In the server side, these information’s were being processed and the statistical result 
was stored. During Voting process fingerprint of the person was send through the 
channel in an encrypted format which was then compared with the previously stored 
template. Whenever, the matching was found then the person was allowed for casting 
vote. The matching was done using a standard biometric matching system. It thus 
helped the Administrator to remove the fraud and made the authentication much more 
stronger and challenging.  

 

Fig. 2. Flowchart representation of Registration Process 

4.3 Registration Procedure 

In any election, every individual must register to be an eligible voter. The voter’s 
registration is a phase which enables a voter to make an entry in to the voting process 
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and generates an authentication id for casting vote later on. The steps necessary for 
registration procedure is described below: 

i) First of all, the user has to bring all his documents which are manually verified by 
the polling agents. 
ii) If the documents are verified, then the system checks the registration status of the 
particular user and gives permission for further registration. 
iii) In the next step, all his details will be entered into the system and checks the age 
status. 
iv) If eligible, the user is prompt to provide his fingerprint into the system [5]. 
v) System also captures the user’s photo. 
vi) Now, all the information’s are send in an encrypted form to the server which keeps 
a record for every individual and generates a unique Public-Private key pair which is 
also maintained into the database. 
vii) Finally a unique Voter ID no. is generated corresponding to every individual. 

The user is provided with a card which stores the necessary information necessary for 
voting process along with the Public key embedded into it. Finally, the registration 
procedure is over and the Administrator server maintains a record of all the 
individuals who have registered successfully for further process. 

4.4 Voting Procedure 

After the registration process is over, next comes the main task i.e. the Voting 
procedure which involves the participation of the voter for giving their choices for 
construction of the government. The steps are described below: 

i) First of all, the user shows the ID card given during registration process. The 
system captures the Voter Identification no. and checks whether this no. is already 
registered or not. 
ii) If registered, then the system checks the voting status of that individual. If the 
voting status is false, then the user is asked to provide his fingerprint. 
iii) If the fingerprint is matched then the system recognizes that the individual is an 
authentic voter and he is then provided with a unique vote ballot. The ballot is 
depended on the location or area of the voter. 
iv) Next the voter cast the vote according to his choice only once corresponding to his 
favorite candidate. 
v) The vote along with Voter Identification number and location is then send in an 
encrypted form to the Administrator server who maintains a separate record of all the 
votes along with voter authentication number and location. The information is 
encrypted with voter’s Public key which is decrypted only by his Private key and the 
information of key is known by the Administrator only. 
vi) The voting status along with VI no. is also been updated in Validator’s database 
for future verification. 
vii) The vote received by Administrator after decryption consists only a serial no. 
which is then send to the Counter server by encrypting with Counter’s Public key. 
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Fig. 3. Flowchart representation of Voting & Counting Process 

4.5 Counting Procedure 

The Counting procedure of the present e-Voting system includes the following steps: 

i) Counter after receiving the vote, decrypts it with its Private Key and receives the 
Serial number. 
ii) The serial no. corresponds to a particular Candidate of that location, which is 
maintained by Counter server. 
iii) It then updates the voting record of that particular Candidate for whom the vote 
has been cast. 
iv) Then among all the votes received Counter declared the Winning Candidate of that  
particular region. This process could not co-relate the Voter with his Vote. 

5 Conclusion 

With the use of a biometric-secure e-voting system, as the one proposed in this paper, 
many of the issues, that have challenged traditional voting systems in the past, are 
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bound to be resolved providing peace of mind to both voters and election candidates. 
At every step the system maintains confidentiality, security, privacy & authentication. 
The new system preserves the integrity of the voting process from the minute a voter 
steps in to cast his/her vote until the cast vote is registered in favor of the chosen 
candidate at a globally allocated DB repository. The proposed system is capable of 
denying access to any illegal voter/s, preventing multiple votes by the same voter, and 
blocking any introduced forms of malice that would adversely affect the voting 
process altogether. Thus, the proposed system is capable to increase the citizens trust 
and confidence and increases the voting population altogether. 
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Abstract. This paper presents a texture feature based algorithm for fingerprint 
matching. Our proposed fingerprint-matching algorithm employs texture 
features like Correlation, Inverse Difference Moment, and Entropy measure of 
fingerprint images. The proposed textural features of two fingerprints have been 
compared to compute the similarities at a given threshold. The algorithm has 
been tested on the FVC2002 DB2_B database. The proposed algorithm is 
evaluated using GAR and FAR. GAR of 97.5 % is observed with 8.53% of 
FAR at a threshold value of 0.9. The proposed textural Feature based matching 
will enhance GAR at the cost of slightly higher value of FAR and hence gives 
the best GAR at reasonable value of FAR.  

Keywords: Fingerprint Matching, Textural Feature, Genuine Acceptance Rate, 
False Acceptance Rate, Co-occurrence Matrix. 

1 Introduction 

In recent years biometrics physiological and/or behavioral traits have been widely 
accepted and implemented for individual identification [1]. Biometrics system can 
operate in two modes depending on the types of application [2] i.e. verification mode, 
and identification mode. From all the biometric traits, fingerprints have been popularly 
used and accepted biometrics, because of its highest levels of reliability [3] and have 
been extensively used by forensic experts in criminal investigations [4]. The methods 
of fingerprint recognition have been mainly classified as minutiae based, ridge feature 
based (like orientation), correlation-based methods.  Minutiae – based matching is a 
popular and widely used technique for fingerprint matching. In this technique minutiae 
points are extracted from two fingerprint images and stored as a set of points in two – 
dimensional plane. This technique essentially consists of alignment of template and the 
input minutiae set to determine the total number of matched minutiae [5]. In 
correlation based matching technique two fingerprint images are superimposed, and 
then pixel intensity level matching will be done at different alignments [6, 7]. These 
techniques are suffering from non-linear distortion, different finger pressure and 
alignment, and skin conditions.   
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2 Related Work 

The pattern of ridges and valleys in a fingerprint image can be observed as an oriented 
texture pattern [8]. Jain et al. [8] proposed a hybrid algorithm that uses both minutiae and 
texture information for fingerprint matching. Aggarwal et al. [9] proposed a gradient-
based approach to extract texture features around each minutiae location.  Recently, co-
occurrence matrices are employed to extract texture features of a fingerprint image. A 
fingerprint verification method proposed by Arivazhagan et al. [10], uses both Gabor 
wavelets and co-occurrence matrices to extract textural features. Yazdi et al. [11] also 
used co-occurrence matrices for fingerprint classification. We have proposed a 
fingerprint-matching algorithm using the three textural feature of fingerprint image 
characterized by the co-occurrence matrix. This method assumes that tone and texture are 
always present in an image. In order to extract these features a co-occurrence matrix is to 
be formed from the images. Haralick et al. [12] have proposed the 14 textural features. 
Out of these 14 textural features, three features seem to be relevant in context of 
fingerprint images. The main step of the proposed method includes: fingerprint image 
enhancement, core point detection, and ROI extraction. In this method, we have cropped 
the image around its core point of size (101× 101) [13]. All the rotations are performed 
by considering the core point as the central point [14]. Finally the textural features 
(Correlation, Inverse Difference Moment, and Entropy) are extracted by statistical 
analysis of the co-occurrence matrix formed from the cropped image at various angles 
(0o, 45o, 90o, 135o). This paper is organized in the following manner: section 3 describes 
the proposed algorithm. Section 4 discusses co-occurrence matrix and proposed feature 
extraction. Section 5 highlights the experimental results. And finally, the section 6 
concludes the paper. 

3 Proposed Algorithm  

The flowchart of the textural feature based fingerprint-matching algorithm is shown in 
Figure 1.  

 

Fig. 1. Flowchart of Proposed Algorithm 

The steps of proposed algorithm are explained in following sub-sections. 
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3.1 Fingerprint Image Enhancement 

Automatic fingerprint matching is dependent upon the comparison of local ridge 
characteristics and their relationships to make a personal identification [15]. The 
performance of a feature extraction algorithm heavily depends on the quality of the input 
fingerprint images. To deal with poor quality image, fingerprint enhancement is used to 
improve the performance of the matching algorithm. In this paper we have used the 
algorithm proposed by Hong, Wan and Jain [16] with different filter to increase the 
contrast between ridge and valley. The enhanced fingerprint image is shown in figure 2. 

 

Fig. 2. (a) Typical Fingerprint image and (b) Enhanced image 

3.2 Core Point Detection 

Many approaches for detecting singular points were proposed in the literature. 
Poincare index method for detecting singular points in fingerprint images has been 
widely used [16]. It has been shown that Poincare index method usually detects almost 
all true singular points when the index is computed along small region boundaries. In 
this work we have used Poincare index method to detect core point [15]. 

3.3 ROI Extraction 

To reduce the computational complexity, we have cropped the image of size 
101101× (m×n) around core point and considered as the region of interest (ROI) for 

computing texture feature [13].     

3.4 Alignment of Fingerprint Images 

After extraction of region of interest fingerprint images are aligned using rotation 
about core point by an angle of rotation rθ given in equation (1) [13]. 

( ) ( )( ) ( ) ( )( )
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,,1,11,1 '' nmnm
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θθθθθ −+−=
 

 (1) 

4 Co-occurrence Matrix 

First order statistics based features only provide the gray value distribution but lack in 
providing topographical distribution of the pixels. Second order statistics considers 
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pixels in pair and can be useful in extracting this type of information. Gray scale co-
occurrence matrix also known as gray tone spatial dependence matrix, is used to 
extract second order texture information. It has been shown that texture information is 
specified by the matrix of relative frequencies [ ]),,,( φdjiP in which two pixels 
separated by distance d occur on the image, one with gray tone i and the other with 
gray tone j in the direction specified by an angle φ [13]. Co-occurrence matrices for 
angles quantized to 45o interval are defined in [13]. 

4.1 Texture Feature Computation 

It is assumed that all the texture information is contained in Gray scale co-occurrence 
matrices. Haralick et al. [12] defines the measures of 14 different textural features, 
which can be extracted from the co-occurrence matrices. In this paper we have 
employed 3 of the 14 textural features defined as given below.  

Correlation Inverse Difference Moment Entropy 
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Above defined features are extracted for each gray level co-occurrence matrices in four 
direction specified by an angle 0o, 45o, 90o, 135o respectively. Generally the relative 
distance between the ridges in fingerprint images are at 4 pixels. Hence 16 gray level 
co-occurrence matrices are obtained with distance d = 4 pixels for each angle as shown 
in figure 4. 

 
         
         
         
         
         

Fig. 3. Various directions and the pixel of interest 

Here core point is assumed to be the pixel of interest. Each texture feature has been 
computed by taking the mean of 16 features computed for each gray level co-
occurrence matrix obtained by varying the values of d (1 to 4) and φ (0o, 45o, 90o, 
135o). The matching score has been computed by taking the mean of three features 
(Correlation, Inverse Difference Moment, and Entropy). The computed matching score 
is further compared with the threshold to take the matching decision. 

5 Experimental Results and Discussion 

Any biometrics traits have been evaluated using the following four parameters: 
Genuine Acceptance Rate (GAR) Genuine Rejection Rate (GRR); False Rejection Rate 

Pixel of Interest 

φ = 90o

φ = 45o

φ = 0o

φ = 135o 
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(FRR); False Acceptance Rate (FAR). The FVC2002 DB2_B database [17] has been 
taken to test the proposed algorithm.  Matching performance of the proposed algorithm 
has been measured in terms of genuine accept rate (GAR) and False acceptance Rate 
(FAR) for predefined threshold.  Total fingerprint images in DB2_B database are T = 8 
× N, where N is the number of subject (images of different person) in the database. A 
single image from each subject has been considered as trainee image and remaining T 
−1images are taken as test images for experimentation. Total trials carried out for 
finding genuine claims and imposter claims are N × (T−1), in which genuine claims are 
N × 7 and imposter claims are (total trials − genuine claims). GAR and FAR are 
measured in percentage and given in equation (2). 

FAR (in %age) = (Imposter claims accepted / Total imposter claims) ×100, and 

GAR (in %age) = (Genuine claims accepted / Total genuine claims) ×100, and 
(2)

In FVC2002 DB2_B database there are 10 subjects with 8 fingerprints in each subject. 
The subject 104_1.tif has been rejected for computing GAR; due to their core point 
being very close to the boundary region but these subjects have been considered for 
computing FAR. The test results of the experiment have been shown in table 1. The 
matching has been performed with the threshold value of 0.9. Weighted GAR and FAR 
has been computed for each subject and also shown in the table.  

Table 1. Test results of FVC2002 DB2_B databaseat a threshold of 0.9 

Database Subjects GAR (in %age) FAR (in %age) 

FVC2002 
DB2_B 

101 100 8.3 
102 100 9.7 

103 87.5 4.1 
105 87.5 4.1 
106 100 5.5 
107 87.5 6.9 
108 100 6.9 
109 100 5.5 

110 87.5 6.9 
Weighted Mean  97.5 5.83 

 
The Euclidean distance is employed for computing the similarity, between the 

trainee and test image. 

6 Conclusion 

In this proposed method fingerprint images are being matched using second order 
statistical features. The experimental results are very encouraging.  To reduce the 
computational efforts, we have extracted the region of interest (ROI) around core 
point. The result shows that the performance of this method is comparable with 
minutiae based method. The proposed algorithm can only be applied to the images 
having core point. Currently we are investigating the hybrid method, where textural 
features can be combined with minutiae features for fingerprint matching. 
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Abstract. Adders are the core elements of the complex arithmetic operations. 
These are the essential component which limits the speed of the operation of the 
overall systems like DSP Processors, Microprocessors etc. In this paper, we are 
proposing a new full adder based on FTL Logic using Carbon Nano Tube 
FET’s which are suitable for biomedical sensor applications. The proposed 
method significantly reduces the problem of Threshold voltage loss. The results 
are compared with 8-T, 10-T and 16-T full adders using CMOS and Carbon 
Nano tube FET’s 

Keywords: feed through logic, Carbon naotube FETS,  Adders, Bio medical 
sensors, Full adders. 

1 Introduction 

The basic building blocks of full adders are XOR, XNOR and AND gates. In the 
literature, various XOR, XNOR have been proposed which are motivated by three 
design goals viz. Minimizing the Transistor Count, Minimizing the Power 
Consumption and Increasing the Speed of the system. Therefore the low power design 
is of the major consideration. The conventional adder requires 28-Transistors are 
implemented in CMOS technology and it has full rail to rail voltage. But the problem 
with 28-Transistor full adder is the more dynamic power consumption and large area 
requirement. These problems are avoided by various full adders proposed in the 
literature. These low power full adders have the problem of threshold voltage loss 
thus produce weak 0 and weak 1 However; these are very useful in many applications 
like Multipliers etc.  In the following section we shall discuss elaborately about the 
advantages and disadvantages of these gates.  

2 4-Transistor XOR and XNOR Gates 

The 4-Transistor XOR and XNOR Gates are shown in the figure (1). The XNOR gate 
uses pass transistor logic. The pull down network is built in such a way that, the input 
of one transistor is used as source to another transistor. A is always compared with B 
and vice versa. If both are same then only the transistors will be ON and creates the 
discharging path. 
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Fig. 1. XNO 

 

Fig. 2.  XNOR Using CNFET 

 

Fig. 3. XNOR Using 50nm technology 

As shown in the above figure it is shown that there is significant threshold loss. It 
is implemented both with CMOS 50nm technology and Carbon Nano Tube FET’s. 
The advantage of using CNFET here is it increases the speed of operation with out 
threshold loss for logic 1.The following table explains the comparison between the 
two technologies.  
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Table 1. Comparison of XNOR between 50nm and CNFET 

A B OUT 50nm CNFET 

0 0 Weak 1 Strong 1 

0 1 Strong 0 Strong 0 

1 0 Weak 0 Weak 0 

1 1 Weak 1 Strong 1 

 

Fig. 4. Full Adder Sum Implementation Using 8-Transistors 

3 Proposed Circuit                                         

P  The circuit shown in figure () is based on feed through evaluation concept. It 
consists of NMOS logic network and a pull down transistor (Td) for discharging the 
output node to low logic level and a pull up PMOS load transistor (Tp). Td and Tp are 
operated by a clock signal. The advantages of FTL logic over Dynamic logic are the 
elimination of cascading problem and charge sharing problem. FTL always resets the 
out put node during the resetting phase and during the evaluation phase it MP1 is ON 
and MP2 will be OFF. Irrespective of the input values cascaded gats first rise to 
Vdd/2 and depending on the input values the output may rise to Vdd or remains same. 
So there is only a partial transition which increases the speed of operation. It has the 
advantage of domino type cascaded stages. So FTL speed is high because it reduces 
both low to high and high to low propagation delays. The below circuit is 
implemented in such a way that A is given as source to B transistor or vice versa.  
 

 

Fig. 5. FTL Based XNOR Gate 
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Fig. 6. Waveforms of FTL Based XNOR Gate 

As shown in the above figure the circuit is operated with V p as clock during the 
low clock cycle (evaluation period) circuit may produce the logical levels Vdd and 
Vdd/2. Here Vdd/2 is treated as low logic level and Vdd is treated as high logic level. 
This logic is suitable for biomedical applications where compact circuit with high 
speed is required. 

The circuit is tested for both CNFET and 50nm Technology. The main 
advantage of FTL based XNOR gate is it always produce Strong logic 1. The 
circuit is tested for several combinations and functionalities are verified. The 
following comparison table shows the significant improvement of FTL based circuits 
over 4-Transistor XOR.  

Table 2. Comparison of XNOR gate using 50nm and CNFET Technology 

TECHNOLOGY RISE TIME(ps) FALL TIME 
FTL (50nm) 8.515 7.447 
4-T XNOR(50nm) 12.35 11.6 
FTL CNFET 6.21 5.34 
4-T XNOR CNFET 7.1 6.3 

 

Fig. 7. FTL based FULL ADDER 
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Fig. 8. Waveforms of FTL based FULL ADDER 

4 Conclusion 

In this paper, we have compared the performance of FTL based XNOR gates and 4-
Transistor XNOR gate in 50nm and CNFET technologies. The results are compared 
first with 2V operation and then with 1V operation. FTL based circuit’s shows 
significant performance improvement over the 4T Xnor gates. The results are verified 
for full adder also. The maximum propagation delay observed for FTL based circuis 
observed is 6.31ps.  
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Abstract. Network security is becoming an important issue as the size and 
application of the network is exponentially increasing worldwide. Performance 
of Intrusion Detection System (IDS) is greatly depends on the size of data and a 
systematic approach to handling such data. In the paper, modified simulated 
annealing fuzzy clustering (SAFC) algorithm has been proposed using the 
concept of Rough set theory that removes randomness of the SAFC algorithm 
and applied on intrusion domain for data size reduction. The reduced data set 
increases classification accuracy in detecting network data set as ‘anomaly’ or 
‘normal’ compared to the original data set.  Davies-Bouldin (DB) validity Index 
is evaluated to measure the performance of the proposed IDS.  

Keywords: Intrusion Detection System, Simulated Annealing Fuzzy Clustering 
algorithm, Rough set theory. 

1 Introduction 

The NSL KDD Dataset consists of 42 attributes and 11,850 instances. To work with 
such large Knowledge database, system complexity as well as computational 
complexity increases steadily. Hence data reduction is the obvious choice that 
eliminates unimportant and redundant instances of network data set for detecting the 
data as ‘normal’ or ‘anomaly’.   In the paper modified simulated annealing fuzzy 
clustering (SAFC) algorithm [1] has been proposed using the concept of rough set 
theory that reduces data size by removing randomness of the SAFC algorithm.   

The limitations of fuzzy c-means clustering algorithm (FCM) [2] has been tackled 
in the SAFC algorithm using simulated annealing (SA) method [3].  In the SAFC 
algorithm, a configuration or state of the energy level is encoded as the centres of a 
variable number of fuzzy clusters. The Xie and Beni (XB) index [4] of the 
corresponding partition is used to measure the energy level of different states.  Since 
the number of clusters is variable, the searching technique applied on different 
dimensions creating different number of clusters until the algorithm converges. 
However, the algorithm perturbs the current centres (current configuration) by calling 
three functions namely, perturb_centre, split_center and delete_centre, which are 
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randomly chosen at each perturbation resulting different partitions of data depending 
on the random number.  The SAFC algorithm was extended by Xiao Ying Wang et. 
al. [5] for applying in gene expression data set.  In the paper modified SAFC 
algorithm has been proposed where the instances are clustered with respect to each 
attribute. Among the clusters corresponding to a particular attribute, most significant 
cluster is selected using attribute dependency concept of RST. The selected cluster 
contains features essential to classify the instances based on that attribute.  For further 
reducing the data size, redundant or overlapped instances are removed from the most 
significant clusters. The remaining instances show comparable classification accuracy 
with that of the complete data set using DB index value [6].  

The paper is divided into five sections. Section 2 describes rough set preliminaries 
required in the paper and section 3 explains the Modified SAFC algorithm.  Results 
are listed in section 4 while conclusions are arrived at section 5. 

2 Rough Set Preliminaries 

In rough set theory (RST) an information system is represented as a pair I = (U, A) 
where U is the universe of objects, A is a nonempty finite set of attributes such that 
a:U →V for every a ∈A and Va is the set of values of attribute a. With any P ⊆ A. An 
associated equivalence relation, called indiscernibility relation: 
IND(P)={(x,y)∈U2⏐a∈P, a(x)=a(y)} for which two objects (x and y) are equivalent. 
Due to lack of information, objects cannot be treated individually but as a granule 
consisting of equivalent objects. The family of all equivalence classes of I(P), i.e., the 
partition is determined by P and denoted by U/I(P). The block of the partition U/I(P), 
containing x is denoted by the notation: [x]P.  RS is an approximation of crisp set 
where lower and upper approximations are two crisp sets used to deal with the 
vagueness of information table.  The lower approximation of the set of interest X with 
respect to the attribute subset say, E is defined as EX={x∈U | [x]E ⊆X} representing 
the objects of X which are certainly belong to the subset E.  Upper approximation is a 
description of the objects that possibly belong to the subset E and defined as 
ĒX={x∈U | [x]E∩X≠φ}. The boundary region is the difference between the upper and 
lower approximation. The set X is called rough if the boundary region is nonempty, 
otherwise crisp.  The information table partitions A into two classes C and Q where Q 
⊆A of attributes, called condition and decision (action) attributes, respectively. The 
tuple I = (A,C,Q) is called a decision system. For data analysis another important 
concept of RST is to find out dependencies between the attributes. If a set of attributes 
Q depends totally on a set of attributes P (P⊆A), dependency γP(Q) is defined with a 
degree Q  =  

3 Modified SAFC Algorithm 

In the algorithm, T represents current temperature while max_T and min_T are 
maximum and minimum temperatures respectively. At each temperature cooling rate 
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r is used to decrease the temperature.  The parameters of the algorithm are set as: 
max_T=100, min_T=10.5, k = 40 and r = 0.9, determined through experimentations. 

For each attribute the instances are clustered using FCM algorithm with variable c. 
As a next step, the attribute dependency concept of rough set theory [7] is applied on 
the clusters to select the important and unique instances. The most significant cluster 
(MSC) with respect to each attribute having highest attribute dependency value is 
chosen and corresponding objects are considered for detecting inclusion in the 
reduced network data set.   

Algorithm: MODIFIED_SAFC 

1. Randomly initialise the number of clusters to c where 2 <=c<=n and n is the 
number of data points. 

2. Initialise data points with fuzzy membership μij, where i=1to n and j= 1 to c  

3. Calculate cluster centres  =   

4. Calculate current XB value (S) :  

5. Calculate attribute dependency of decision attribute with respect to each 
attribute considering complete dataset using c-means algorithm and stored in 
an array. 

6. Calculate mean (m) and standard deviation (std) of the array elements and set 
stdmin =  m – std and stdavg = m + std  

7. T=max_T, setting maximum temperature as starting temperature. 
8. If T > min _T , for i = 1 to k 
9. Cluster the objects with respect to each attribute considering initial number of 

clusters, supplied a priori 
10. Calculate attribute dependency of decision attribute considering objects in each 

cluster. 
11. Calculate mean (m) and standard deviation (std) of the attribute dependency 

value of each cluster  
12. If std<stdmin call preturb_centre, else if std<stdavg call split_centre, Else call 

delete_centre. 
13. Calculate new XB (XBnew) value using (1) based on the perturbation  
14. If new XB (XBnew) < current XB (XBcurrent), accept new centre. Set XBnew to 

XBcurrent, save best XB and best centres position. 
15. If XBnew > XBcurrent, accept new centre with probability: 

exp(-(XBnew-XBcurrent)/T). 
16. T = rT, 0 < r < 1  
17. i = i + 1. If i > k, stop, Else go to step 8. 
18. Return the best XB and best centre positions. 

The instances or objects appearing in different MSC with a finite number of times is 
determined and based on a threshold value objects are selected for forming the 
network intrusion data set. The algorithm reduced_dataset is described below. 
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Algorithm: reduced_dataset 
Input: Clusters with respect to each attribute  
Output: Reduced number of objects 
Begin 
for (j=1 to no_of_objects) 
Initialize counter[j] ; 
for (i=1 to no_of_attributes) 
{ 
1. Modified_SAFC(); 
2. Calculate attribute dependency for each cluster and select the cluster with 

highest attribute dependency value, called most significant cluster (MSC) 
3. For each objects ‘j’ in MSC, increment the respective counter[j]. 
 
/**********Setting up the threshold (Th) ***********/ 
  sum =0 ;  
 for (p=1 to no_of _objects) 
 { 
    sum = sum + counter[p] 
 }  
    Th=sum/ no_of _objects 
 
/**selection of objects based on the respective content  of counter**/ 
for (i=1 to no_of _objects) 
{ 
    If (counter[i]>Th) 
           select corresponding object 
} 

4 Experimental Results 

This algorithm was tested on network data NSL KDD data set [8]. The initial and 
final number of clusters is shown in table 1. The DB index [6] for initial and 
correspondingly final clusters obtained are shown below in the table1.   

Table 1. Comparison of MODIFIED_SAFC algorithm and SAFC algorithm 

Initial 
Number 
of Cluster 

Initial DB 
Index 

Final 
Number 
of 
Clusters 

Final DB 
Index 

Final No. 
of clusters 
in SAFC 

Algorithm 

DB Index 
in SAFC 
Algorithm 

7 000.397 2 0.015 3 0.022 
13 002.963 3 0.195 3 0.195 

25 008.695 3 0.198 3 0.182 
45 304.086 3 0.195 2 0.195 
50 876.928 3 3.042 3 3.269 
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The network data set consists of 41 conditional attributes and 1 decision attribute. 
There are 11850 objects. The modified SAFC algorithm is run on the reduct. The 
number of objects in Most Significant Cluster (MSC) to be included in reduced 
dataset for each attribute is given in table 2. The classification accuracy of complete 
dataset is 64.64%. The reduced dataset consists of only 7182 objects and its 
classification accuracy is 79.88% as shown in figure 1.  

Table 2. Number of Significant Objects for each Attributes 

Attributes Final Number of Clusters Reduced Instance in MSC 
1 4 476 
2 4 4597 

3 6 89 
4 3 632 
5 6 494 
6 2 1974 
7 2 5175 
8 2 5901 

9 2 2705 

 

Fig. 1. Comparison of Classification Accuracy of Complete Dataset and Reduced Dataset 

5 Conclusions 

The concept of rough set theory and simulated annealing are used in the paper to 
develop the modified SAFC algorithm, which do not require any additional  
information other than the network data. Here, clusters are generated with respect to 
each attribute that preserves profiles of traffic data and at the same time reduces size 
of the data. The limitations of FCM clustering algorithm, generation of sub-optimal 
solution and finally drawback of randomness in preparing clusters are removed in the 
proposed method.  It is clear from fig.1 that accuracy increases when data set is 
reduced, and consequently computation time becomes less.   
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Abstract. ZigBee network uses the simplified version of on-demand distance 
vector (AODV) routing which is named AODV junior (AODVjr).  There are 
three main differences between it and AODV. It does not have sequence 
number of destination and eliminates the sending error packet when a node 
crashes. The third difference is preventing form sending hello messages 
periodically for detecting the active nodes and use connect message that it sends 
by destination node. The other features are the same in both of them. One of 
them is the broadcasting of Route Request (RREQ) in the network for finding 
the shortest path. It causes that high energy is consumed in the network. As a 
result, ZigBee nodes that are supplied by batteries will die early. Therefore, an 
AODVjr based on Limited Flooding (FLAODVjr) in the network is suggested 
in this paper. This approach uses the information of tree routing algorithm for 
limiting the broadcasting of RREQ packets. The results of simulations prove the 
improvement of using this method. 

Keywords: ZigBee, Limited Flooding, AODVjr, Power Consumption. 

1 Introduction 

ZigBee network is a wireless network technology which provides low data rate, low 
power consumption, low cost and reliable communications. It is used in a variety of 
applications due to these features. It is one of the best choices for many networks that 
they do not need to high data and have restrictions in the accessing in power supplies 
such as automation and monitoring applications [1]. 

The Physical (PHY) and Medium Access Control (MAC) layers of ZigBee are 
based on IEEE 802.15.4 [2]. It is developed by ZigBee Alliance [3]. This technology 
operates in unlicensed frequency range of 868MHz, 915MHz and 2.4GHz with data 
rate 20-250kbps and also has a coverage range of 10-100m [2]. 

The nodes are divided into two types that include Full Function Device (FFD) and 
Reduced Function Device (RFD). A FFD node can act as a coordinator, router and 
end-device. In fact, it can form a network and specify address to joint nodes, if it acts 
as a coordinator. Also, it enables to route the packets and plays the role of end-device, 
namely, send its information to parent node. Another type of node, RFD, can just be  
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Fig. 1. Topologies of ZigBee Technology: (a). Star, (b). Mesh and (C). Tree. 

end-device in the network. From topological point of view, ZigBee has three 
topologies including star, tree and mesh that they are shown in figure 1. In the star 
topology, there are a coordinator and several other nodes which are connected to it by 
a hop. Tree is constituted based on parents-child relationships. There are a coordinator 
as a root of tree and other nodes that join as child to it. If a children node is a router, it 
can accept some child under certain circumstances. The last topology is mesh. This 
topology has a coordinator and some routers and end-devices. The FFD nodes can 
communicate with others, if they are in the coverage range of together. Thereby, there 
are maybe some paths between source and destination [3]. 

For finding shortest path, ZigBee uses routing algorithm based on AODV [4]. It 
can find the appropriate route by the use of broadcasting Route Request (RREQ). The 
destination node may receive RREQ packet from several paths. Then, it sends Route 
Reply (RREP) through shortest path. Also, this algorithm sends hello message 
periodically for detecting active nodes. This feature consumes energy that is not 
suitable for ZigBee technology. Therefore, the use of AODVjr [5] is suggested in [3]. 
The main difference between them is that sending hello message and precursor list are 
eliminated in AODVjr and just destination node transmits connect message. It is for 
understanding the situation of a route. If source node receives this packet, it can send 
their packet from that route. This difference reduces the number of sent packets and 
power consumption but AODVjr is similar to AODV in broadcasting RREQ packet 
that it consumes a high level of energy. Thus, finding a suitable method for reduction 
in sending routing packets is very important that is suggested in this paper. It use 
information of tree routing in AODVjr. 

The paper is organized as follows: section 2 introduces the overview of ZigBee 
routing protocol, section 3 is about the suggested routing method, section 4 presents 
the simulations of the discussed issues and the results of them; and the last section 
concludes this paper. 
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2 Overview of ZigBee Routing Protocols 

ZigBee technology has two main routing protocols. One of them is tree routing and 
another is AODV that AODVjr is introduced in this paper rather than it due to the 
above discussed reason. These approaches are explained as follow. 

2.1 Tree Routing  

Tree routing algorithm is based on addressing scheme that is named “Cskip”. It 
assigns an address to each joint node to the network. It operates based on three 
parameters including the maximum number of router children of a parent Rm, the 
maximum depth of network Lm and the maximum number of children of a parent Cm. 
The Addresses are calculated by Cskip(d) and assigned to nodes by their parents. It is 
calculated from below formula: 
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In this formula, d is the depth of a router node in the network. If Cskip(d) is 0, the 
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After the assigning address to all the nodes, tree routing algorithm uses it and parent-
children relationships between nodes for sending packets. When a node receives a 
packet, it must send it based on destination address to its child or parent. If the 
address of destination is between the address of its child, it will send that packet to it 
else it will send it to its parent. 
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2.2 AODVjr 

This algorithm uses broadcasting routing packets for finding a path between source 
and destination as it was said before. When destination node receives RREQ, it sends 
RREP to source node for creating a suitable node between them that is shown in 
figure 2. For understanding that the path is active, destination transmits connect 
message to source periodically.  

 

Fig. 2. Route Discovery in AODVjr 

3 Using Limited Flooding in AODVjr  

Broadcasting the RREQ packet in the network consumes a high level of power and in 
the ZigBee technology which uses batteries as a power supply generally; it reduces 
the lifetime of the network. 

For decreasing the number of sent routing packets in the network, a method that 
has suggested in [6] is applied to AODVjr. In this method, the information of tree 
routing is used for limiting the flooding of RREQ packet. This packet will be sent by 
nodes, if the amount of hop count is not 0. When each node transmits it, their amounts 
of hop count decrement one unit. Therefore, we can use it for limitation of 
broadcasting RREQ packet. This method is named Flooding Limitation AODVjr 
(FLAODVjr). 

Each node has a unique address based on Cskip addressing scheme. When a node 
wants to send its information to a destination, it set the amount of hop count based on 
information of tree routing. In the tree routing, when node A wants to send packet to 
node B, the packet send to the first common ancestor of node A and B. Then, it sends 
the packet to node B. Hence, the number of hops between them Ht is equal with the 
sum of the number of hops from A until the first ancestor and between that ancestor 
and B. Ht can be calculated by finding the difference of depth A and B with the first 
common ancestor.  

For finding the depth of nodes, if the address of sender is 0, it is coordinator with 
depth 0. If it is greater than 0, will start searching in the depth 0. If the parent of node 
is in that depth, its depth will be 1 else, will continue searching in next depth until Lm. 
when a node can find the depth of its parent dp, its depth is dp+1. For finding the depth 
of first common ancestor, it starts searching from d=0 until Lm-1 (because, nodes in 
the last depth is leaves of tree and cannot be parents of other nodes). At first, 
searching starts in the child of depth 0, namely, in the router child of the coordinator. 
It supposes the address of the first common ancestor is 1. If the address of A and B 
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are in the range of 1 and 1+Cskip(0), it will start searching in the router child of it and 
this trend will use for them. If they do not have common ancestor in the child of the 
first found ancestor, the depth of it is the depth of the first common ancestor. In the 
same depth, searching happens in router child and is started with one of them that it 
has smallest address. 

After calculating the Ht and setting the hop count equal to it, destination node 
receives RREQ packet. Sometimes the optimal hop count is not Ht. Because, in tree 
routing, it is possible that source and destination are in the coverage range of together 
or destination can receive packets, if it is in the coverage range of a router node that is 
not its parent but it can ensure that packets receive to their destinations. It can reduce 
the number of sent RREQ packet. As a consequence, the amount of consumed energy 
decreases. 

4 Simulations and Results 

For simulation, OPNET [7] simulator is used. In this case, area is considered 
100m×100m and operational frequency is 2.4GHz with 250Kbps. Also, the number of 
nodes increases up to 200 and the all amounts of Rm, Cm and Lm are the same, 
namely, 7. Also, achieving to comparison of the amounts of sent overhead is the goal 
of experiments in the AODVjr and FLAODVjr methods when the destination node is 
random. Reduction in mentioned parameter causes reduction in power consumption. 

Figure 3 demonstrates the amount of communication overhead of both approaches. 
In this case, FLAODVjr sends communication overhead less than another. This 
difference rises with increasing the number of node in the network. The high number 
of nodes causes the rising in the depth of the network. It increases the number of hops 
between source and destination. Thereby, sent routing packets or communication 
overhead will climb. 

 

Fig. 3. Comparison of Overhead in AODVjr and FLAODVjr 
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5 Conclusion  

In this paper, a method is suggested for reducing in power consumption of ZigBee 
Technology. It limits the broadcasting routing packets that use in AODV routing 
algorithm by the use of tree routing’s algorithm. The amount of hop count is set based 
on counterpart parameter in tree algorithm. Doing this work decreases the number of 
sent packets for finding the path between source and destination. Thereby, the 
consumed energy for sending mentioned packets is reduced and it helps to increase 
the lifetime of the network. Also, the result of simulation proves the above discussed 
issues. 
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Abstract. This paper describes an optimized algorithm for a simulated agent in 
the RoboCup Soccer 2D Simulation environment to find a better way dribbling 
with ball and simultaneously avoiding opponents who are blocking our agent’s 
way to the goal. At first an optimized algorithm for finding the best way for 
each cycle is introduced, which gives us an optimum direction toward the goal, 
avoiding the opponent agents. Then this algorithm is improved using a 
Reinforcement Learning (RL) method. The experimental results using Soccer 
2D Simulator shows the improvement of the behavior of the agent in this multi-
agent system. 

Keywords: Soccer 2D Simulation, Reinforcement Learning, Multi-Agent 
System, Path Finding, Dribbling. 

1 Introduction 

In RoboCup Soccer 2D Simulation which is a multi-agent system, the goal of each 
team is to play a realistic soccer game and win the game against the opponent team. 
Each team has 11 agents and each agent has to play its role in the field and try to lead 
the ball to the offense part of the team and score goals [3]. In order to achieve this 
goal, each agent have different situations e.g. with ball situation or without ball 
situation, and for each situation it can make different decisions e.g. passing the ball or 
dribbling with ball. In Fig.1 a simple decision tree for one agent in a simulated soccer 
field is shown. 

When the game is in play on mode, most of the times the ball owner decides to 
dribble with ball unless an opponent is so near that it can’t continue dribbling or a 
high recommended pass e.g. a through pass is available [1]. This shows that dribbling 
is so effective in the gameplay of a team. In this skill agent should find a target to start 
or continue its movement with ball to create a good attacking situation [6]. 
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This paper introduces an optimized algorithm to find the optimum target for the 
current state of the environment which is a soccer field including 11 teammate agents 
and 11 opponents as in a realistic soccer game, and then this algorithm is improved 
with RL algorithm and the experimental result is shown. It is organized as follows: 
section 2 briefly describes the RL algorithm. Section 3 describes the optimized static 
algorithm used for finding an optimum target regarding the current state without any 
further knowledge from last actions and decisions. Section 4 describes adding the RL 
algorithm to this method in order to improve the results for dribbling skill and shows 
the results after using this method in Soccer 2D Simulation environment. Finally, 
Section 5 summarizes some important points learned from this research and outlines 
future work. 

 

Fig. 1. A simple decision tree for one agent 

2 Reinforcement Learning Algorithm 

Reinforcement Learning is one of the studies in Machine Learning field that is 
concerned with an autonomous agent interacting with its environment via perception 
and action [4]. The basic Reinforcement Learning model consists of: 

1. A set of environment states; 
2. A set of actions; 
3. Rules of transitioning between states; 
4. Rules that determine the scalar immediate reward of a transition; 
5. Rules that describe what the agent observes. 

The agent senses the current state of the environment in each step of the interaction, 
and decides an action to execute. The action alters the state of the environment, and 
the agent receives a scalar reinforcement signal to indicate the admissibility of the 
next state. In this way, “The RL problem is meant to be a straightforward framing of 
the problem of learning from interaction to achieve a goal” [2]. 



 Optimization for Agent Path Finding in Soccer 2D Simulation 111 

The task of each RL agent is to find out a static plan of actions that maps the 
current state of the environment into an optimal action(s) to be performed in the 
current state, maximizing the expected long term sum of values of the reinforcement 
signal, from any starting state [5]. The RL learner agent must expressly explore its 
environment to find the best decision in each state to perform the best possible action 
in its environment and remember its previous experiences to improve its future 
decision making. 

3 The Optimized Static Path Finding Algorithm for Ball Owner 

This algorithm is planned for the ball owner to find an optimum path to dribble with 
ball and create a better situation to pass the ball or create a dangerous situation in 
front of opponent’s goal to score a goal. In this algorithm, the agent is making a 
decision based on the current situation of the environment without any further 
knowledge about its last experiences. 

In every different part of the field the agent must have a default dribble target 
which is not affected by opponent agents yet and then the algorithm will change the 
path in order to achieve the best effective movement. A simple default target for each 
part of the field is shown in Fig. 2. 

 

Fig. 2. Default dribble target for an agent in the soccer field 

If ball owner is before the red line, dribble target will be set to a point in front of 
the agent toward the X dimension only, but after the red line where the agent is near 
the opponent’s goal, dribble target will be set to the center of the goal line in order to 
carry the ball to a position that a shoot may be available. In dribble skill, the ball 
owner agent at last executes a dribble to a particular direction which is calculated by 
the algorithm. 

After setting the default target, a comparative factor d is defined. This factor is the 
main part of the algorithm which affects the final direction of dribbling and is 
associated with the distance of the opponent to the ball owner agent. It is calculated 
with a comparative ratio. This d should be converted from distance to an angle with a 
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Fig. 3. The graph of inverse tangent function 

high sensitivity for low distances and less sensitivity for far distances so the agent can 
have a good reflex while the opponent moves near him and to have less consideration 
while the opponent moves in far distances e.g. when opponent’s distance from agent 
changes from 4 meters to 2 meters, it should affect more on the dribble direction than 
a change from 15 meters to 13 meters. The inverse tangent function is appropriate for 
this situation. As shown is Fig. 3, the inverse tangent function has more sensitivity for 
low values and low sensitivity for high values in both minus and positive values. 

After d is converted to the desired angle with the suitable function, the range of d 
should be changed to match with all possible movements for agent. 

The agent should do this process for every single opponent to find one effective 
direction for each opponent and at last add the average of these calculated directions 
to the default dribble direction which was created from the defined dribble targets. 
The algorithm for this process is shown in Table 1.  

Table 1. The optimized path finding algorithm 

Initialize the environment’s current situation s. 
Define a modifier with the value 0. 

Repeat for every opponent: 
Declare difference with value of the difference of angle between these two vectors:  

- current opponent's position to ball 
- agent's dribble target to ball 

Define d, the distance between the opponent and the ball owner. 
Normalize the value of d. 
Convert the type of d with inverse tangent function. 
Normalize the range of d. 
Update the value of modifier according to: 

modifier ← modifier + difference*d. 
Until next seen opponent is not checked. 

Update the final dribble direction according to: 
Final direction ← default direction + (modifier / number of checked opponents) 
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4 Adding Reinforcement Learning to Improve the Results 

The algorithm discussed in Section 3 can be improved by using the experiences of 
agent from its last actions and percepts. In order to optimize the dribble routes, the RL 
algorithm can be used. There are some comparative factors in the algorithm used to 
normalize the range of the final direction which are some integers that had needed to 
be tuned for an acceptable result. Without a learning algorithm it is difficult to find 
the best ratio. Best rates in the current algorithm are not the same against different 
team with different strategies and block algorithms. 

The agent should derive a better ratio after each cycle of this algorithm’s execution 
by investigating the start and finish position of the dribble action. Every time agent 
starts to dribble, it saves the information of the beginning point and continues its 
action until it decides not to execute the dribble skill according to its decision tree. At 
last the dribble route is compared to other possible routes that might have been chosen 
if the ratio was different from the current value. If the agent thinks that a better route 
is available for the next dribble action, it would change the ratio to improve the result 
of dribbling. To compare different situations and actions, the success percent SP is 
used which is calculated from current dribble action’s start position distance to goal 
(s1) and dribble’s finish position distance to goal( s2): 

SP = (s1 – s2) / s1. (1) 

After using this algorithm and improving it with the RL algorithm, the experimental 
results in the simulated 2D soccer field showed improvement of the RL learner’s 
behavior and its effect on team’s performance. A comparative graph of the 
performance for 3 different tests is shown in Fig. 4. A simple agent is an agent which 
dribbles with ball toward the opponent team’s goal without considering opponent 
agents. Success percent of a simple agent is also shown in the following figure. 

 

Fig. 4. Results of different algorithms against static opponent agents in Soccer 2D Simulation 
domain 
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5 Conclusions and Future Work 

In this paper an optimized algorithm for an agent in a Soccer 2D Simulator 
environment was presented. The presented algorithm had better results and improved 
the performance of a simple agent dribbling toward the opponent team’s goal without 
considering opponent agents. Although there are different algorithms which consider 
opponent agents and affect them on the dribbling path for agent, the presented 
algorithm has a higher performance than other implemented algorithms and gives a 
satisfying result with high flexibility which makes it easier to improve this existing 
algorithm with learning methods such as Reinforcement Learning. Results of adding 
the RL algorithm to the optimized algorithm showed improvement in agent’s 
behavior.  

Future works include adding other well-known learning methods for the simulated 
agent and also extending this algorithm to other complex domains, such as Soccer 3D 
Simulation and Small Size League robots. 
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Abstract. A band-limited signal must be uniformly sampled at lea   st twice its 
bandwidth to guarantee reconstruction at the receiver’s end according to 
Shannon/Nyquist theorem. Compressive sensing suggests that sparsity helps 
representing the signal in much lesser dimensions. Analog-to-information 
convertor utilizes this sparsity in order to sample signals at information rate that 
enhances the efficiency of ADC which otherwise has to sample at very high 
rates for wideband signals. In this paper, we explore the combination of 
Compressive Sensing with M-ary PPM Ultra Wideband modulation scheme. 
The signals are detected without having to estimate the channel. Orthogonal 
matching pursuit is used as the reconstruction algorithm for the recovery of 
sparse signal from its compressed measurements. 

Keywords: Analog to information converter, Compressive sensing, Orthogonal 
matching pursuit, Pulse-position modulation. 

1 Introduction 

Sampling rate is one of the key features of any communications system and its 
reduction increases the overall performance of the communications system. At the 
receiver end, a big hurdle is the efficiency of the Analog-to-Digital Converter (ADC). 
The ADC process is based on the nyquist sampling theorem, which  guarantees the 
reconstruction of a band-limited signal .Growth in applications like ultra-wideband 
communication are pushing the performance of ADC’s. Due to this, Pulse Position 
Modulation scheme has gained quite an importance in the realization of such systems.  

Compressive Sensing (CS) with pulse position modulation yields one step forward 
in this direction as Pulse position modulated (PPM) signal is sparse in time domain. 
Also it is used as ultra wideband modulation scheme as PPM modulated signal is 
more immune to noise. Furthermore, it has been found that most of the signals with 
large bandwidth have a small rate of information. This property of wideband signals 
makes them sparse in information and has led to methods of sampling based on the 
amount of information. Compressive sensing offers more flexible options to deal with 
sparse signals in terms of the location of the information and the non-uniformity of 
measurements. Using this CS theory, an Analog-to-information convertor can be 
employed that uses random demodulation to compress the signal and using a 
reconstruction algorithm like the orthogonal matching pursuit and basis pursuit. 



116 D. Abhilash et al. 

2 Proposed Block Diagram and Brief Discussion  

Ultra Wide Band (UWB) operates at base bands and transmits digital data at very 
high rates with very low power densities. The pulses transmitted are of very short 
duration (in the order of nanosecond or less) and low duty cycle making this 
appropriate for high speed short range indoor wireless communications. 

 Pulse Position Modulation (PPM) is an M-ary orthogonal modulation technique 
where the data modulates the position of the transmitted pulse within an assigned time 
period. Advantages of PPM include its simplicity, immunity to noise, non-coherent 
detection, the ease of controlling delays [5] and the property of sparsity in time 
domain useful for compressed sensing.  

 
 

Fig. 1. PPM symbol in UWB 

A 0 message bit generates a solid line and a 1 message bit generates a dotted line.  
Let x (t) represent the chain of transmitted PPM symbols. The PPM signal is then 

passed through a pulse shaping filter for UWB communication. The maximum 
channel delay spread possible without any conflict is Tmds < Tf/2 , so each pulse does 
not spill over to other pulse positions. 

 

 

Fig. 2. Generation, reconstruction and detection scheme 

This block diagram shows the generation, sub-nyquist sampling and reconstruction 
and detection process for PPM. Additive white Gaussian noise is added after the 

channel. It is seen that y measurements are obtained from the AIC block; and from 
^

S

is the reconstructed vector. For reducing the overall system complexity, non-coherent 
receiver is used. Since the transmitted power is spread over a large bandwidth; this 
detection causes very low interference to narrowband signals. The detection process is 
more like a generalized maximum likelihood detector. Non-coherent receivers are 
more robust to synchronization errors as a slight shift in integration region will not 
result in significant performance degradation as the receiver is less sensitive to clock 
jitter.  

LTTmds =
NTT f =
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In the case of 2-PPM, if N is the total number of Nyquist rate samples of the 
symbol, then the decision rule is based on the following relation, 

                          

2

2

^

:12/

2

2
2

:1

^

NN
N SS +<

> .                                           (2.1) 

where i:j denotes the sub-vector of ̂ from position i to j with i, j ∈ Z+.Since the 
channel effect is limited to the duration of the pulse, multiple paths in fact contribute 
to a correct decision. Sparsity expresses the idea that the information rate of a 
continuous time or discrete signal may be much smaller than suggested by its 
bandwidth [1].  

Consider a real-valued, discrete time signal, NRx ∈ which can be expressed in 

orthonormal basis ].,.....,,[ 21 Mψψψψ = Where the vector  ],.....,,[ 21 Mssss =  

is a sparse vector having few non-zero components. Using matrix notation it may be 
represented as sx ψ= .This theory extends to signals that are well approximated 

with a signal that is K-sparse inψ . Considering the classical linear measurement 

model for the above signal, 

      Assxy === φψφ                                               (2.2) 

Matrix A is called measurement matrix with rank M, lesser than the rank N of the 
signal x. It satisfies incoherence and Restricted Isometric Property [1]. To identify 
the ideal signal s, determine which columns of A participate in the measurement 
vector y. After each iteration, the column of A that is most strongly correlated with 
the remaining part of y is chosen. Then subtract its contribution from y and iterate 
on the residual and after m iterations, the algorithm will identify the correct set of 
columns. 

 

Fig. 3. Block diagram of Random Demodulator 

The random demodulator [3] consists of three main components: demodulation, 
filtering, and uniform sampling. The signal x (t) is multiplied by a chipping sequence, 
which alternates between -1 and 1 at the Nyquist rate or higher. The chipping 
sequence is used to create a continuous-time demodulation signal via the formula 

          
and
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The altered signal is then sent through an anti-aliasing low- pass filter that acts as an 
integrator that sums the demodulated signal y(t) for 1/R seconds, which prepares the 
signal for the ADC. The ADC samples to obtain ym .This system can be modeled as a 
discrete vector x operated on by a matrix Φ containing N/M pseudo-random 1  per 
row. For example, with N = 6 and M = 3 and a sequence p = [-1, 1, -1, -1, 1, -1], over 
a period of 1 second such a Φ might look like, 

















−
−−

−
=

110000

001100

000011

φ
 

Such that y= Φ x. The sampling rate M is much lower than the Nyquist rate. M 
depends primarily on the number K of significant frequencies that participate in the 
signal in. 

3 Simulation Results 

The PPM signal generated should be sampled at a Nyquist rate of 1 GHz to retrieve 
the signal back in an UWB application [5]. Hence the ADC should sample at a 
frequency of 1GHz and according to the quantization levels the rate of the bits 
coming will be much faster and that such should be processed by the system at that 
rate to detect the message bit sent.  

 

Fig. 4. 2-PPM BER using Random Sampling and reconstructed using OMP algorithm 

If the sampling rate is reduced it reduces a lot of stress on ADCs which can be 
compensated to provide better quantization levels and reducing the stress on the 
digital systems involved in later stage. The PPM signal is sampled at sub Nyquist rate 
using random sampling and random demodulation. The above step produces the 
compressed measurement matrix. The signal is then reconstructed using basis pursuit 
or orthogonal matching pursuit algorithm.   
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Fig. 5. 2-PPM BER using Random Demodulation and reconstructed using OMP algorithm 

The same signal is compressed with a Random demodulator and then reconstructed 
with OMP algorithm. The results show that in both Random demodulation and 
random sampling the graph converges in same rate. But the hardware involved in 
making a Random sampling is very complicated. The hardware of a Random 
sampling is huge as it involves a parallel bank of ADC’s and for each ADC exclusive 
chipping sequence should be generated and then reconstructed with OMP algorithm 
[4].On the other hand, a random demodulator just employs only one ADC, one 
chipping sequence generator and provides the same result as that of a random 
sampler. Here the hardware is much simpler. By using a random demodulator 
resource needed, energy used and complications can be reduced to a great extent.  

 

Fig. 6. 2-PPM BER using Random Demodulation and reconstructed using Basis pursuit 
algorithm 

From the Fig.6 it is observed that in both basis pursuit and OMP algorithm the 
signal is reconstructed using almost the same convergence. But the OMP 
reconstruction is very faster than Basis pursuit reconstruction technique. Taking the 
computational time taken by the basis pursuit in the reconstruction part, OMP 
performs better for a real time system. With a compression ratio of 25 % that is used 
here signal can now be sampled at just .25 GHz. Hence the ADC can now increase the 
precision of the quantization level which gives better signal detection. 

0 5 10 15 20
10

-4

10
-2

10
0

SNR[dB]

B
E

R

0 5 10 15 20 25
10

-5

10
0

SNR

B
E

R



120 D. Abhilash et al. 

 

Fig. 7. Signal reconstruction by Compressive sensing and Nyquist sampling 

The Fig.7 shows the plot of the signal sampled at Nyquist rate and another signal 
sampled by compressed sensing technique. From the graph it can be observed that 
signal reconstructed by CS is only a little SNR below the signal reconstructed by 
Nyquist rate. But the stress on the digital systems is just 1/4th of the original stress. 

The Table1 gives the comparison of BER for different compression ratio 

Table 1. Comparison of BER for different compression ratios 

Compression ratio BER for SNR 20 BER for SNR 25 BER for SNR 15 

m/N=.50 0.001 0 0.0180 
m/N=0.25 0.0040 0 0.07 
m/N=0.125 0.0330 0.005 0.1240 
m/N=0.1 0.0920 0.0190 0.2060 
m/N=0.05 0.1310 0.0580 0.2770 

4 Conclusion 

In this paper, the effect of CS for PPM is explored. The model can be used for 
recovering a PPM signal with the help of analog to information converter 
implementations namely, random demodulation and random sampling. CS has been 
utilized to reduce sampling rates for these signals. The AIC samples at a fraction of 
the nyquist rate exploiting the property of sparsity of the PPM signal and hence the 
computational stress over the ADC at the receiver is reduced. In this paper it is shown 
that the signal detection and reconstruction can be done without having to estimate the 
channel. In situations where the channel estimate is crucial, CS can still be applied to 
estimate the channel as well. Using a random matrix as the measurement matrix, the 
message signal can be reconstructed exactly using OMP and BP algorithms amongst 
which OMP gave better results. Research can be carried out to ascertain and enhance 
the performance of compressed sensing in situations with practical abnormalities e.g., 
timing errors, quantization errors, integrator abnormalities etc. 
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Abstract. The Semantic Web presents new opportunities for enabling modelling, 
sharing and reasoning with knowledge available on the web. These are made 
possible through the formal representation of the knowledge domain with 
ontologies. Ontology is also seen as a key factor for enabling interoperability 
across heterogeneous systems. Ontology mapping  is required for combining 
distributed and heterogeneous ontologies. This paper introduces you to the 
problem of heterogeneity, and need for ontologies and mapping. Also gives an 
overview of some such ontology mapping systems together with a new system 
using neural network. The system designed takes OWL files as input and 
determines all kinds of matching such as 1:1,1:n,n:1,n:n between the entities.  

Keywords: Semantic web, OWL, Ontology, Ontology Mapping, Neural 
Network. 

1 Introduction 

The Semantic Web[1], is a vision where data has structure and semantics. Ontologies 
describe the semantics of the data.When data is marked up using ontologies, software 
agents can better understand the semantics and therefore more intelligently locate and 
integrate data for a wide variety of tasks. Although Semantic Web offers a compelling 
vision, but it also raises many difficult challenges. Most important of it is finding 
semantic mapping of ontologies. Software agents will find great difficult in making an 
alignment in two different ontologies from two different domains while surfing the 
semantic web and trying to comprehend the semantic contents over it. Our software 
agent surfing the semantic web should understand that the various terminologies used 
in these pair of ontologies are same though they look and read different. This lack of 
standardization, which hampers this communication and collaboration between agents 
on semantic web, creates interoperability problem and requires some ontology 
mapping mechanism.  

2 Ontology Mapping Systems 

Mapping systems[4][5][6][7] are classified into manual, semi-automatic and automatic 
systems based on human intervention during mapping. They may also be categorized 
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into metadata based and instance based methods. Metadata based methods rely on the 
name, attributes ,structure of ontology concepts to generate similarity and instance 
based methods match the instances under the concepts to generate similarities. 

2.1 Instance Based Mapping Methods 

GLUE [2]uses a machine learning technique to find semantic mapping between 
ontologies.  

FCA-merge [9]uses formal concept analysis techniques to merge two ontologies 
sharing the same set of instances. The overall 3 steps in this method are instance 
extraction, concept lattice computation and interactive generation of the final merged 
ontology.  

2.2 Metadata Based Mapping Methods 

Cupid[10] implements an algorithm comprising linguistic and structural schema 
matching techniques and computing similarity coefficients with the assistance of 
domain specific thesauri. 

COMA,COMA++[11][12] consists of parallel composition of matchers. It uses 
string based techniques such as n-gram,editdistance ,thesauri look up like Cupid etc. It 
is more flexible than Cupid. COMA++ is the advanced implementation of COMA 
with graphical interface. 

2.3 Combined Methods 

RiMOM[13] discovers similarities within entity descriptions, analyses instances, entity 
names, entity descriptions, taxonomy structure and constraints prior to using Bayesian 
decision theory in order to generate an alignment between ontologies and additionally 
accepts user input to improve mappings. Both instances and metadata play important 
role in mapping ontology concepts. Some ontologies metadata may be erroneous, there  
instances may play important role in identifying correspondences; in some cases 
instances may not be available there structure of ontology i.e metadata may give good 
response. If  both are well defined then accuracy of mapping  will be improved by 
considering both instances and metadata. Also majority of the methods designed earlier 
do not take OWL as input and find only concept mappings of the form 1:1. Our aim is 
to find all kinds of mapping between concepts ,between properties such as 1:1, 
1:n,n:1,n:n. By keeping this in mind we designed a system which computes various 
types of similarities based on metadata and instances and combines them as a weighted 
sum to get resulting similarity using neural network learning. 

3 Overview of Our Approach 

For our study, an ontology consists of a hierarchical information about various 
concepts and the various attributes and instances associated with each concepts. An 
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instance can be associated with multiple concepts, e.g. when the ontology contains 
concepts of orthogonal aspects. Moreover, an instance may be assigned not only to 
leaf level concepts but also to inner concepts of the ontology. The key idea of our 
approach is to derive the similarity between concepts from the similarity of the 
associated instances. Determining such instance matches is easy in some domains, 
e.g. by using the non-ambiguous EAN in e-commerce scenarios. Moreover, instance 
matches may be provided by hyperlinks between different data sources and, thus, can 
easily be extracted. In the absence of unique identifiers, instance matching can be 
performed by general object matching (duplicate identification) approaches, e.g. by 
comparing attribute values. An important advantage for instance-based ontology 
matching is that the number of instances is typically higher than the number of 
concepts. This way, we can determine the degree of concept similarity based on the 
number of matching instances. Furthermore, the match accuracy of the approach can 
become rather robust against some instance mismatches. We use name, attribute and 
structure based similarity under metadata section. 

3.1 Similarity Computation 

First we find dice similarity between pairs of concepts of ontology O1 and O2 as  per 
following formula. 

  

(1)

 
In the formula (1), |Ic1| (|Ic2|) denotes the number of instances that are associated to 
the concepts c1 (c2). |Ic1∩Ic2| is the number of matched instances that are associated 
to both concepts, c1 and c2. In other words: the similarity between concepts is the 
relative overlap of the associated instances. 

The dice similarity values do not take into account the relative concept cardinalities 
of the two ontologies but determine the overlap with respect to the combined 
cardinalities. In the case of larger cardinality differences the resulting similarity 
values thus can become quite small, even if all instances of the smaller concept match 
to another concept. We therefore additionally utilize the minimal similarity metric 
which determines the instance overlap with respect to the smaller-sized concept: 

  
(2)

 

For comparison purposes we also consider a base similarity which matches two 
concepts already if they share at least one instance. 

  

(3)
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Next we consider the fourth and fifth metrix as  

  
(4)

 

  
(5)

 

Two attribute based matrices are determined based on ratio of number of common 
attribute types to maximum number of attributes and to the minimum number of 
attributes.  

  

(6)

 

  

(7)

 

Path difference consists of comparing not only labels of objects but the sequence of 
labels of entities to which those bearing the label are related. Suppose we want to 
compare two labels we construct two strings s and t consisting of names of their super 
classes on the path from common root and use them to find similarity. Path based 
similarity is determined as per following equation. Here  is the similarity 
computed based upon semantic relation between leaves of the tree. Here λ is between 
0 to 1 value. This measure is dependent on the similarity between the last element on 
each path: this similarity is affected by λ penalty but every subsequent step is affected 
by a λ(1-λ)n penalty. 

  

(8)

 

3.2 Concept Similarity Matrix 

If s1,s2,s3,s4,s5,s6, s7,s8are the similarities computed between two concepts C1 and C2 of 
O1 and O2 respectively then the similarity value s between C1 and C2 is obtained as 
weighted sum of  s1,s2,s3,s4,s5,s6, s7,s8 as weights are randomly initialized and will be 
adjusted through the learning process. For two ontologies being mapped O1 and O2 we 
calculate the similarity values for pairwise concepts (one from O1 and the other from 
O2, considering all combinations). Then we build n1Xn2 matrix M to record all values 
calculated , where ni is the number of concepts in Oi. The cell Mij stores similarity 
between ith concept in O1 with jth concept in O2. 

3.3 Learning through NN 

The main purpose of NN is to learn the different weights for  instance based and 
metadata measures during matching process. 
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We adopt a three layer feed forward neural network.The network has 8 units in the 
input layer, 12 units in the hidden layer and one output unit. The input to the network 
is vector s representing different type of similarity. The output is s the similarity value 
between concept C1 and C2 of O1 and O2.  

Initially we obtain 8 concept similarity matrices Mi as explained in section A. Then 
we pick up randomly a set of  concepts and an expected  similarity value as per 
manual matching  and give this to train the network with initially set random weights 
and biases. 

3.4 Other Kinds of Mappings 

Once concepts are mapped the system proceeds to find mappings between other 
entities and other type of mapping . For properties three kinds of similarity are found. 
First one is lexical similarity between labels such as Levenshteins distance, lexical 
similarity for comments using TF-IDF[14] score and  the similarity given by the ratio 
of number of token operations needed to maximum of number of tokens in comments 
of both. Another matrix used is similarities between domain and range.  In place of 
attributes their values in instances are considered for properties. Again NN is used to 
give different weightage to different measures calculated for properties.  

3.5 Experimental Results 

The test was conducted on benchmark data sets 101,103,104,201…210. The accuracy 
is measured using precision,recall and f-measure. Precision is the ratio of correctly 
found correspondences over the total number of returned correspondences. Recall is 
the ratio of correctly found correspondences over expected correspondences. F-
measure is computed using precision and recall. The plot of precision, recall and  
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f-measures are as per Figure 1 and 2 for  proposed method and RiMOM respectively. 
Figure 3 shows performance of neural network. It is found that precision, recall and  
f-measures are good for initial benchmark sets and as the complexity of the data set 
increases the precision, recall and f-measures decrease slightly. Also the accuracy is 
good when compared to RiMOM[16].  

4 Conclusion 

This Paper has presented an approach for ontology mapping using neural network. 
The accuracy of the system proposed is found to be remarkable with respect to 
another similar system RiMOM.  
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Abstract. Researchers have been emphasizing on employing mobile agents to 
assist vertical handover decisions in 4G mainly because it reduce consumption 
of network bandwidth, delay in network latency and the time taken to complete 
a particular task in PMIPv6 environment is minimized as well. However, when 
more than the desired number of mobile nodes is attached to the PMIPv6 
domain including a particular MAG, the MAG gets overload. In fact, with this 
increasing load, the end-to-end transmission delay and the number of packet 
loss also increases. Since the number of mobile users and the associated 
applications are increasing exponentially, the problem stated above is obvious. 
Yet, the current specification of PMIPv6 does not provide any solution for this 
problem. Thus, this work extends the previous works wherein the employment 
of mobile agents in PMIPv6 has been justified but no efforts have been put 
towards reducing and hence balancing the load of overloaded MAG. The paper 
proposes a skilful load balancing scheme for the PMIPv6 network to balance 
the load over MAGs in the domain.  

Keywords: Load Balancing Schemes, Mobile Agents, PMIPv6, Vertical 
Handover. 

1 Introduction 

The communication technology has observed exponential progression from fixed line 
analogue connection to high speed connections including wireless interfaces at a 
touch of a button. In fact, these advancements have propagated to mobile devices 
which are capable of handling multimedia and other real time applications. In addition 
to providing new technological opportunities, new challenges such as increased usage 
of services and maintaining QoS, utilization of available resources and most 
importantly seamless handover have posed into.  In order to address the issues stated 
above authors in their previous works had introduced agent-based PMIPv6[16]  
with the aim for efficient service dissemination and seamless handover. The idea  
of injecting mobile agents was implemented after scrutinizing the literature [12] 
thoroughly and it was discovered that mobile agents can greatly reduce the  
battery-consumption, communication cost, especially over low bandwidth links by 
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moving the processing functioning to the agents rather than bringing the data to 
central processor. However, the handover latency and packet loss could improve in 
some conditions only. 

Injecting mobile agents in PMIPv6 architecture lead to new computing paradigm 
which is a noticeable distinction to the traditional client/server-based and hardwired 
computing. The mobile agent is a special kind of software that travels the network 
either periodically or on demand. It performs data processing autonomously while 
migrating from node to node. Literature [10] reflects that mobile agents offer 
advantages such as scalability, extensibility, energy awareness and reliability making 
them more suitable for heterogeneous wired/wireless networks than their counterparts. 
Mobile agents found their utility for data fusion tasks in distributed networks and this 
characteristic have been exploited in this paper to reduce the load of overloaded MAG 
in PMIPv6 domain.  

Authors in their previous works proposed agent-based PMIPv6 and extensive 
simulations reflected that in certain conditions a particular MAG gets overloaded. The 
load of a MAG has to be less than or equal to the specified threshold. The present load 
(PL) of a MAG can be measured on packet arrival rate [7] at every certain time 
interval and the arrival rate measured at jth time interval is denoted by λi,j (1<=i<=Nm). 
At every Nm measurements, the average arrival rate λ`i is estimated. Supposing that µi 
is the average service rate of MAGi, the average packet arrival rate at MAGi is 
calculated using weighted moving average method [7] given as follows: 

 ` =  ∑ ( )∑   (1) 

Then, the load pi = λ`i/ µi is calculated. If the value of pi exceeds the MAG threshold 
( ) it gets overloaded and need for either reducing or balancing the load of MAG 
becomes apparent. Therefore, this work aims to propose a load reduction and 
balancing mechanism. 

The structure of the paper comprises of four sections. Section 2 presents the related 
work. Section 3 presents the proposed solution for load reduction and balance. Section 
4 shows the evaluation of the proposed work and finally conclusion of the work is 
presented in Section 5. 

2 Related Work  

Recently, mobile agents have been proposed for efficient migration of data in 
telecommunications [8]. Migration in distributed computing can be performed for 
enhancement in performance. Load balancing with resource migration [14] partitions 
the distributed system into regions to get the optimal solutions in many instances. 
Novel load balancing architecture [3] has employed mobility agent who, acts as a 
front-end for the load balancing devices hiding mobility related issues from the load 
balancer and from the servers. Another efficient load balancing AP selection 
algorithm [5] considers load at each of the access points (APs) and its suitability with 
respect to the direction of advancement of the MN. Talent-based and Centrality-based 
[4] task allocation models are also used for load balancing. In Talent-based model the 
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tasks are assigned as per the talent of the agent. However centrality-based method is 
implemented according to the agent’s centralities in network. A distributed agent 
strategy [13] allow the system to scale well rather than using a centralized control, as 
well as achieving a reasonable good resource utilization and meeting application 
execution deadlines. An analytic model [1] of average queuing delay per packet was 
proposed. The model also includes the Media Independent Handover (MIH) protocol 
to prevent the overload from being relocated to the overloaded point of attachments 
(PoA).  Another approach for PMIPv6 based on measurement of packet arrival rate at 
every certain time interval by MAG. MAG sends its current load information to the 
related LMA periodically by utilizing the Heartbeat message [17]. Extension in 
heartbeat message [6] by adding ‘Load Information’ field after ‘Heartbeat Interval’ 
was proposed.  Another approach for load balancing [7] proposed by setting a 
threshold value of MAG. LMA computes the fairness index (FI) value of all the 
connected MAGs. If the computed FI value is less than threshold value it sends a load 
balancing message to most overloaded MAG. 

Generating candidate MAG list [9] is another approach proposed for balancing the 
load. MAG list can be built by exchanging the MAG load information among MAGs 
in the PMIPv6 domain. The order preference of the candidate MAG list is based on 
the technique for order preference by similarity to ideal solution (TOPSIS) algorithm 
[18]. Since heartbeat messages are exchanged between each network entity, extending 
the heartbeat messages enables each MAG gather the load information of other MAGs 
to build up a candidate MAG list. This candidate MAG list will serve as a reference 
for load balancing mechanism that will be triggered when the load of an MAG 
exceeds its load threshold. 

Now, focusing on the existing solutions that are basically hardwired and are not 
intelligent enough to provide independence to service providers as well as to users, we 
had proposed an agent based smart solution [16] mainly comprising of agents injected at 
all the core elements namely LMA, MAG and MN of PMIPv6 domain. The new  
agent-based solution is powerful enough to reduce the battery-consumption and 
communication cost however, handover latency and packet loss during handover could 
be reduced conditionally. The agents had been named as LMAagent, MAGagent, MNagent, 
compute agent and information agent [16]. As shown in figure 1, the smart solution 
operates in three modules which can be executed autonomously and iteratively as well. 
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Evaluate Trustworthiness (Reliability Model) 

Fig. 1. Smart Solution for Vertical Handover 
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When two agents (at any level) intend to communicate, the first module is 
activated to check the trustworthiness of agents [11] by evaluating the trust certificate 
for mobile agents. In fact, trust is one of the basic parameter of evaluating a mobile 
agent-based system and usually computed by analyzing various parameters such as 
direct experience, third party references and confidentiality, persistence etc. A trusted 
agent migrates through the neighboring MAGs populating weight for every MAG 
which, in turn helps the mobile users to choose always best network [15]. When the 
best connected network is identified, the emigration framework (MAEF) [2] finally 
transfers the MN to the target MAG. Apart from these basic functionalities these 
agents manages network policy, managing MN logs, buffering data packets, 
performing AAA for MN, computing Remaining Transaction Time (RTT) and 
managing user preferences etc. All these tasks are performed by agents deployed at 
different level of PMIPv6 environment. For instance, MNagent is responsible for 
managing the user’s preferences, which is computed by MAGagent by calculating the 
network weight based on weight rules [15]. MAGagent collects this information by 
interacting with other neighboring MAGagents. It also computes Remaining Transaction 
Time (RTT) for the present transactions for shifting to other MAGs (in case of lesser 
battery life as compared to the required) without losing the data. In parallel MAGagent 
buffered the data packets to reduce the packet lost in case of handover situation. It 
also manages the MN log for authentication and authorization on the behalf of MN to 
overcome the latency period. Figure 2 depicts the high level of various responsibilities 
of MAGagent and hence it is evident that the MAGagent is usually overloaded.   
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On the other side LMAagent is responsible for managing the network policies and in 
case of any change in network policy the same should be intimated to MAGagent to 
check that MN connected to the MAGs are able to fulfill the criteria or handover is 
needed for those MN. So the responsibility of MAG in network based model is high 
as compare to MN and LMA. Now since, MAG is a device which works on behalf of 
LMA and manages number of MNs, therefore when the number of MNs connected to 
a particular MAG, becomes large, the MAG and its associated agent gets overloaded 
and hence, the MNs will suffer from queuing delay at the MAG, resulting in increased 
end-to-end delay. To solve this issue an intelligent load reduction and balancing 
mechanism is required in PMIPv6 environment.   

Next section aims to propose criteria for reducing load of MAG with the help of 
MAGagent and hence proposes to balance the load at MAG in PMIPv6.  

3 Proposed Solution 

This section initially proposes a strategy to reduce the load of MAG and further 
balances the overloaded MAG.  

The proposed strategy employs the mobile agent’s, specifically MAGagent’s ability 
to reduce the communication and cost in an application specific zone. MAGagent shall 
adjust their behaviors depending on the QoS needs such as handover latency. The 
upcoming section proposes to reduce the MAG load by filtering the irrelevant data , 
reducing the information redundancy and communication overhead.  

3.1 The Load Reduction Strategy 

With the introduction of mobile agents in PMIPv6 domain, the trend has changed to 
“One Deployment and Multiple Applications” and such a trend requires mobile agents 
to have various capabilities to handle multiple applications at the same time. In 
general, one cannot expect to store every possible application to the cache associated 
with either mobile agent or even MAG itself. The MAG can assign the local code 
based on the requirement of a specific application to the associated MAGagent which is 
then responsible for locally processing the information. In addition MAGagents can be 
replicated by MAG, if desired. This capability results into the transmission of only 
relevant data to MAG for further processing. Let α be the data reduction ratio 
contributed by the MAGagent and βi be the size of actual data at the mobile node i 
(MNi), then the size of reduced data (γi) is given by 

 γ =  α . β    
Where, R [0,1] defines the range of .  

Now, the MAGagent initially moves to one mobile node to gather the data and then 
traverses the complete list of all mobile nodes attached to the respective MAG at that 
 

 

(2) 
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particular instant of time. If for the first node the size of reduced data is given by , 
then the total Load Reduced ( ) at MAG is given by   

 = ∑ .    
Where k is the number of mobile nodes connected with MAG and π (0< π<1) is the 
aggregation factor multiplied with the sequence of reduced data.  

Further, the communication overhead can also be reduced if the shorter packets can 
be combined to form bigger packet before transferring on to the network. However, 
this part is little difficult to implement at his level and is out of the scope of this work. 
Now,  shall be considered as the current load of MAG and is compared with  i.e. 
the threshold load set for the MAG. If  > then the load LMAagent is activated and 
executes the load balancing strategy as proposed in next section else the MAG 
continues to handle the tasks allocated to it.  

3.2 The Load Balancing Strategy 

The proposed strategy executes if the reduced load of MAG is still more than the 
setlimits of MAG. LMAagent initially computes the overload as per the given equation: =                                                            (4) 

Now based on the  LMAagent select the mobile nodes on the basis of following 
criteria:  
 

Criteria 1: MNs initiating maximum number of packets to be transferred 
(high priority) 
Criteria 2: Mobile nodes causing queuing delay 
Criteria 3: Mobile node running real time applications (Lowest priority)  

The mobile nodes satisfying the criteria 1 shall be the nodes which must be handover 
on top priority. However, if the same node satisfies the criteria 3 also, then the same 
nodes shall be ignored and next node shall be checked. The process of selecting nodes 
will continue until it satisfies MAG’s threshold. The MAGagent also sends a De-
registration request to LMAagent for the selected node. These nodes should be shifted 
to best available network as per the algorithm given by Chander[15]. Further, the new 
updated load is computed after one mobile node has been handed over to the 
neighboring MAG. The load of MAG would now be given as: 

  =  βi 

The figure 3 shows the complete working of the proposed solution 
 

 
 
 
 
 

(3) 

(5) 



134 J. Dimple and C. Kailash 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Flow Diagram showing working of MAG and LMA Agent 

4 Performance Evaluation 

We proposed proficient model to reduce average queuing delay at MAG level in 
PMIPv6 environment using Intelligent Agents. For evaluating the proposed model a 
simulator was developed in JAVA. The parameters used for simulation are shown in 
Table 1. 

Table 1. Parameters used for simulation 

Parameters Values
MAG Capacity 100
MAG Load 0-100
MAG Threshold 75
Simulation Time In Seconds

In our simulation study we took load of three MAGs assuming that each MAG is 
having capacity of 100 MN’s sessions. The threshold value of the MAG is set to 75. 
The MAG initiates load reduction and load balancing whenever overload is 
considered overloaded MAG is shown in the figure 4 (a).  
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(a) Before Load Balance (b) After Load Balance 

Fig. 4. Ongoing session Load over MAGs  

As shown in Figure 4(b) all the three MAGs are significantly balanced within their 
threshold value and also reduce the queuing delay at the MAG compared to no-load 
balancing case.     

5 Conclusion 

This work uniquely contributed a load reduction and balancing strategy for reducing 
the load of MAG. The previous works had been indicative that MAG gets overloaded 
often loading to queuing delay. The work proposes two algorithms initially for 
reducing the loading & later for balancing the load, if still required. The work has 
been simulated in java and the evaluation reflects that results are in comparison with 
other existing strategies. 
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Abstract. In Kannada document image analysis, the document segmentation 
into individual lines, words and characters poses many challenges. The 
aksharas of Kannada language are formed by combination of glyphs of 
consonant, consonant conjuncts and vowel modifiers; therefore a lot variation in 
widths and heights of aksharas can be observed. Moreover an akshara is 
composed of two or more disconnected components. The consonant conjuncts 
pose more problems as they occasionally overlap with next line or next 
character. In this research we have proposed a Kannada document segmentation 
method using zone based projection profiles. The experiments are conducted on 
several scanned Kannada document with different fonts and character 
segmentation rate of 99.2% and consonant conjunct segmentation rate of 
92.73% on an average is observed. 

Keywords: Document image analysis, document segmentation, Kannada script. 

1 Introduction 

During the past few decades, substantial research efforts have been devoted to 
document image analysis using Optical Character Recognition (OCR) [l]. Recently 
there are several OCR systems developed for Indian languages such as Devanagari 
characters [2], Bengali characters [3], and Tamil characters [4] etc. The segmentation 
is one of the crucial steps in OCR. In the document image analysis, the segmentation 
process involves three steps viz: Line, Word and Character segmentation. For the 
languages like Kannada, segmentation is more challenging due to the large collection 
of aksharas and presence of conjunct consonant (subscript or Vatthu) [5]. The 
Kannada character segmentation is also difficult because Kannada characters have 
higher similarity in shapes and higher variability across fonts in character belonging 
to same class [6]. As in any Indian language, the Kannada characters are too 
inflectional and agglutinative in nature. The Kannada script has 19090 characters 
which are formed by grammatical combination of basic symbols. In [7] authors have 
proposed a two stage character segmentation technique for Kannada. At first stage 
consonant conjuncts are separated using connected component algorithm and in the 
next stage characters are segmented using projection profile. The work reported in 
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this paper is motivated by the fact that high efficient segmentation can be carried out 
by projection profile method. The rest of the paper is organized as follows. In section 
2 we have discussed the challenges involved in the Kannada document segmentation. 
Our proposed segmentation method is discussed in section 3. The experimental results 
are given in section 4 and finally the conclusion is covered in section 5. 

2 Challenges Involved in Kannada Document Segmentation 

The segmentation of Kannada document poses many challenges. In a language like 
English, usually the space between two lines, words and characters is sufficient to 
segment them individually.  But Kannada document this is more difficulty as the 
width of the aksharas formed by combination of a consonant and vowels vary widely 
also a single akshara may be composed of two or more disconnected components. 
Moreover the conjunct occurring at the bottom of an akshara may sometimes 
intercept with boundary of next line or with next character, causing difficulty while 
selecting the segmentation position. To handle such cases in this paper a segmentation 
method is developed using projection profiles of the document image. 

3 Proposed Segmentation 

In this section we discuss the Kannada document image segmentation, which involves 
in identifying boundary position of individual lines, words and characters and 
separate them from the document. 

3.1 Lines and Words Segmentation 

The digitized image of the document is segmented into lines and words using 
Horizontal Projection Profile (HPP) and Vertical Projection Profile (VPP).  

 

Fig. 1. (a) A portion of Kannada document. (b) HPP of document.  

A HPP is a one-dimensional array where each element denotes the sum of pixels 
along a row in the image and VPP gives the column sums. By looking at the HPP of a 
document it is possible to separate lines of it. However, for Kannada document 
consonant conjuncts (vatthus), which occur below the base consonant, may overlap 
with vowel modifier of next line as depicted in Fig. 1(a). Therefore distinct zero 
valleys may not occur in HPP. The approach proposed in this paper is to identify 
Head line (Hl) and Base line (Bl) position from HPP as shown in Fig. 1(b), where 
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more strength in projection profile is observed. Then the segmentation position lS for 
lth line is taken as position where a minimum profile in HPP between the present Bl to 
next Hl position, i.e.,  

 
}|)(HPPmin{ 1+≤≤= ll

l
HlkBlkS

      
(1)

 

For last line nlHl =+1  where n is number of profiles in HPP. A VPP is applied to a 

line for word segmentation as shown in Fig. 2. The space between each word, which 
is sufficiently large compared to inter character space, is used to determine the word 
boundaries.  

 
Fig. 2. Word segmentation 

3.2 Characters Segmentation 

In Kannada, aksharas are formed by combination of glyphs corresponding to vowels, 
consonants, conjuncts and vowel modifiers. The conjuncts appear at the bottom of a 
character while vowel modifiers appear either at right side or at bottom. Occasionally, 
the consonant conjuncts, which appear at below the base consonant, may overlap with 
the base consonant of next character in the VPP as shown in Fig. 3(a) or overlap in 
the middle zone in HPP as shown in the Fig. 3(b). Due to these peculiarities of 
conjuncts, a single VPP of a word does not yield proper segmentation of characters. 

 
Fig. 3. Examples for overlap of consonant conjunct 

To overcome these problems, we have proposed to use two VPPs of a word for the 
segmentation. From the top and middle zones of the word a VPP (VPPTM) is obtained. 
By analysing VPPTM base consonants are located. For a word of Fig. 4(a) three zones 
are depicted in Fig. 4(b). In the Fig. 4(c) top and middle zones along VPPTM of the 
word are shown. The space in VPPTM is used to separate base consonants. To separate 
consonant conjuncts, we take VPP of bottom zone (VPPB) of the word. The consonant 
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conjuncts can readily be located in VPPB as shown in Fig. 4(d). Furthermore, it is 
important to know for which base consonant a particular conjunct is associated. We 
achieve this by analysing the corresponding positions of base consonant in VPPTM and 
position of conjunct in VPPB. Suppose a consonant conjunct is present between the 

locations 1xc and 2xc in VPPB. Then this conjunct is associated with ith base 

consonant if 

 
ii

xbxcxb 211 ≤≤  
(2)

 

where ith base consonant is present between the locations
i

xb1 and 
i

xb2 in VPPTM. In 

Fig. 4(c) the locations of consonant  are shown. The conjunct  is present between 

locations 1xc and 2xc as shown in Fig. 4(d). Here 
2

21
2

1 xbxcxb ≤≤  therefore 

conjunct  is associated with . We also utilize width of the vowel modifier to 
make it associated with base consonant. In Fig. 4(e) the segmented base consonant, 
vowel modifier and consonant conjuncts are shown. 

 

Fig. 4. (a) A word. (b) Word with three zones. (c) VPP for top and middle zones. (d) VPP for 
bottom zone. (e)Segmented aksharas. 

4 Experimental Results 

To conduct the experiments, we have prepared the text pages containing different 
fonts using multilingual Baraha editor. The prepared pages are scanned using HP 
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Laserjet 3055 scanner. An example for Kannada document is shown in Fig. 5. The 
document collection has pages of four major font types and for the segmentation 
experiments two pages of each font are considered. The total 8 pages with the text 
taken from the various weekly, monthly magazines, newspapers and several text 
books are collected. Each page has around 30 to 35 lines and around 220 words in it.  

 

Fig. 5. A scanned Kannada document 

To evaluate the proposed method each scanned Kannada document is subject to 
segmentation. At the first level the line segmentation is carried out using HPP, the 
line segmentation is very accurate and our segmentation method is successful in 
segmenting the lines in all the documents. Then word segmentation is carried out after 
line segmentation using VPP. Standard word space is used to segment a word. VPP 
method is successful in word segmentation with 100 % accuracy.  

Table 1. Character segmentation results 

Page 
No. 

Font Type BRH 
Character Segmentation Vathhu segmentation 

Characters Segmented Segmentation Vatthu Segmented Segmentation  

  Present Properly Rate in % Present Properly Rate in % 

1 Amerika kannada 898 896 99.78 92 84 91.30 

2 Amerika kannada 977 974 99.69 109 101 92.66 

3 kasturi 919 896 97.50 77 73 94.81 

4 kasturi 922 902 97.83 79 75 94.94 

5 Kannada 874 871 99.66 132 121 91.67 

6 Kannada 931 926 99.46 136 124 91.18 

7 Vijay 976 975 99.90 157 145 92.36 

8 Vijay 845 843 99.76 127 118 92.91 

Thereafter the character segmentation is carried out. For each scanned document, 
the segmented characters are manually inspected and the accuracy of the character 
segmentation is found out, the results are summarized in Table 1.  Minimum character 
segmentation rates of 97.5% and 97.83% for BRH Kasturi are observed. For the other 
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documents character segmentation rate of more than 99.0% is observed. On 
comparison with the segmentation technique of [7] in which the character 
segmentation rate reported as 98.2% and our segmentation method produced character 
segmentation rate of 99.2% on the average. For vatthu segmentation rate of 92.73% 
on an average is obtained. 

5 Conclusion 

In document analysis, a document is segmented into individual lines, words and 
characters. The Kannada document segmentation poses many challenges due to 
peculiarities of the script. In Kannada, aksharas are quite complicated with 
considerable variation in widths and heights. Also they are composed of two or more 
disconnected components. Consonant conjunct which occurs at the bottom of the 
consonant may sometimes overlap with boundary of next line or next character; 
causing difficulty to select segmentation position. To overcome all these challenges, 
we have proposed an efficient Kannada document segmentation method using 
projection profiles. Experiments have been conducted on scanned Kannada document 
with different fonts and character segmentation rate of 99.2% and vatthus 
segmentation rate of 92.73% on an average are observed.  
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Abstract. Transmitter based linear precoding scheme that outperforms 
conventional precoding by making use of a portion of the interference between 
the users in a multicarrier direct sequence code-division multiple-access (MC DS-
CDMA) system downlink is proposed. A part of interference utilization  
is achieved by selectively orthogonalizing the desired symbols to destructive 
interference by means of precoding while allowing interference that 
constructively contributes to the useful signal’s energy. Existence and exploitation 
of constructive interference effectively spreads the signal constellation and 
enhances the signal-to-interference-plus-noise ratio (SINR) at the receiver. The 
scheme introduced in this project applies to the downlink of cellular phase-shift 
keying (PSK)-based MC DS-CDMA systems. 

Keywords: Multi carrier code-division multiple access (MC DS-CDMA), 
downlink interference utilization, precoding. 

1 Introduction 

The performance of a multi carrier code-division multiple-access (MC DS-CDMA) 
system is afflicted with various forms of interference. To reduce the complexity of the 
mobile units (MUs) of a MC DS-CDMA communication system, the current trend is 
mitigating these system impediments at the base station (BS) prior to downlink 
transmission by use of precoding techniques. Various methods have been proposed by 
a number of researchers toward this end, following an initial idea proposed by 
Esmailzadehet al. [1] introduced a single-user precoding technique by transferring the 
Rake processing to the BS. This technique’s main advantage is the simplification of 
the MU’s architecture. This is done in the time-division duplex CDMA mode [2], 
where uplink and downlink have highly correlated. A multiuser transmitter precoding 
(TP) scheme is presented in [3], similar to the conventional receiver-based 
decorrelator–detector. A joint pre- and postdecorrelating scheme is introduced in [4] 
by Vojcic and Jang [3], which improves performance, compared with [3], but limits 
the complexity reduction at the MU. A further linear-precoding technique based on 
numerical optimization is introduced in [6], where the restrictions on the received 
symbols relevant to the decision thresholds of the modulation’s constellation are 
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relaxed to attain a more-flexible optimization of the precoding matrix to reduce the 
transmitted power. Complementary to the preceding methods, further precoding 
schemes have been investigated in [5].Christos Masouros and EmaudAlusa proposed 
a system in where precoding is done in the account of constructive interference in [7]. 
A further achievement is obtained in this system. 

2 Selective Precoding 

Selective precoding is applied onthe downlink transmission of a multicarrier direct 
sequence CDMA system. The modification is usually made in the transmitter of the 
downlink to achieve good performance in the transmission. The Fig.1 represents the 
block diagram of the proposed system in which binary phase shift keying is used for 
modulation, the code Walsh Hadamard code for coding, Rayleigh scattering effect and 
additive White Gaussian noise affects the signal when it passes through the channel.  

 

Fig. 1. Block diagram of the proposed system 

The channel impulse response is estimated in the downlink since the downlink 
transmission takes after the uplink transmission which transmits the signal through the 
same channel. In such case a preferred system implementation is to take N user bits 
(possibly but not necessarily for different destinations), to transform these using a 
Walsh Hadamard Transform, followed by an inverse fast Fourier transform. 

2.1 Downlink Signal Model 

Considering K numberusers, the channels’ path delays are assumed to be multiples of 
the chip intervals with rectangular pulse shapes. All codes are assumed to have a fixed 
processing gain of L and a normalized energy of one. we use the following 

definitions: X( )= [x( )x( ) x( )  ] is the 1 × K data vector, with the kth 

element  x( )being the modulated symbol of the kth user for the ith symbol period;  
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A = diag([a   a aK ])  is the K × K diagonal matrix of amplitudes, with scalar a being the amplitude of the kth user. C = [C( )C( )    C(K) Tis the K × L matrix 

containing the users’ codes, with C( ) = [c( )c  ( ) cL( ) ] being the 1 × L code vector 

of the kth user, where the lth  element   c( ) ∈ {  1 √L⁄ , 1 √L⁄  } is the lth chip of 
the kth user’s code sequence, and H( ) is the kth user’s channel matrix, with h( )being the pth tap of the kth MU’s (user’s) downlink channel. Using the preceding 
equation, we can further define S( ) = [S( )S( ) S(K ) T as the K × (L + P − 1) 
matrix of the codes of all users corrupted by the multipath channel of the uth MU, 
with S( ) = C( )

・

( )being the code of user k corrupted by the multipath of the uth 
MU. In addition, let us model the additive white Gaussian nose at the uth MU at the 

ith symbol period by the 1 × (L + P − 1) vector  ( ) = [n( )n( )   nL P( ) ], with 

the lth element n( )being the noise component at the lth received chip of the uth 
MU’s received signal for the ith symbol period. The received signal at the uth MU at 
the ith symbol period can then be modeled by the 1 × (L + P − 1) vector 
             r( ) = X( ). A. C. H( ) n( ) =. A. ( ) n( )  (1) 

Employing Rake processing at the uth receiver, the decision symbol at the ith symbol 
period can be written as   ( ) = r( ). ( )  = X( ). A. C. H( ). H( ) . ( ) n( ). H( ) . ( )                                                   (2) 

Which is effectively the received signal multiplied by the code of user u corrupted by 
his downlink channel. In (2), the operator (. )Hrepresents the Hermitian transpose of a 
matrix. The output of the Rake receivers at all MUs can be combined in the 1 × K 
vector d( ) = X( ). A. R η( )                                                 (3) 

Where R is the K × K cross correlation matrix of the multipath corrupted non 

modulated signature waveforms, and η( ) = [η( )η( ) ηK( ) ], with the uth element 

η( ) =  ( ). ( )H .C( )Hbeing the noise component at the uth Rake output. It is 
assumed that R is positive definite in order for the inverse to exist. The element on the 
kth row and uth column of the matrix R is given by                                       ( ) = ( ) ( ) ( ) η( )                                       (5) 

with the first term of the right side of the equation being the desired signal and the 
second term being the MAI at the uth MU at the ith symbol period given as ( ) = ∑ ( ),                                         (6) 

For PSK modulation, the MAI is constructive when it adds to the desired user’s signal 
energy, thus improving the effective signal-to-interference-plus-noise ratio (SINR). 
Hence, the instantaneous effective SINR can be written as 
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=     
                                                              (7) 

Where J  = E { ∑ aU x( )ρ  | } and J  = E { ∑ aU x( )ρ  | } are the average 
power of the instantaneous constructive and destructive MAI, respectively, and U and U denote the number of constructive and destructive interferers, respectively. For 

binary phase shift keying (BPSK) modulation, the desired user’s symbol x( )∈ {−1, 
+1}, and therefore, interference from a specific (kth) useris constructive when it has 

the same sign as the desired data x( ).For the user-to-user interference, this translates to Re a . x( ) . Re a . x( )ρ 0                                             (8) 

Therefore, to characterize the MAI, the left part of (8) should be evaluated for all 
interfering users. M( ) = e(diag X( ). A . R. Re diag X( ). A                                 (9) 

The equation (9) defines the cross-correlation matrix of the multipath affected 
signature waveforms. The preceding criterion translates differently to various higher 
order PSK constellations. Here the orthogonalizing is applied for every user but only 
users that impose destructive interference to the useful signal at each symbol period. 
This would completely remove all destructive interference while allowing all 
constructive interference.  

Loop for u=1 to K 
Loop for k=1 to K, k  
 If M( ) , 0 then R , = 0 
Else 

 R , = (10) 

XR =[ ]              (11) 

Obviously, this method aims at enhanced performance by retaining purely 
constructive MAI, but it requires higher amount of decorrelation. The trade off to 
useful MAI energy, however, is better than other techniques, which yields better 
performance. However, since decorrelation is fuller, the complexity is increased. 

3 Results and Discussion 

The simulation of bit error rate for the DS CDMA system that uses precoding 
technique is shown in the Fig.2. 

The simulation shows the comparison of different PSK techniques and it is 
efficient in the case of BPSK where the BER is significantly reduced. In the case of 
QPSK and 8PSK, the reduction of BER is observed but not as much as of BPSK 
modulation.  
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special type of technique with PSK modulation. The channel state information is not 
considered similar to the transmission in the uplink system. Users signal experience 
the average bit error rate.  

The simulation of MC-DS CDMA system with the proposed precoding technique 
is shown in the Fig.4. At the transmitter the selective precoding technique is applied 
and the signals that pass through the channel and reaches the receiver. In Fig 3, the 
simulation output of MC-DS CDMA system which applies spreading to the entire 
user’s modulated signal. The simulation is done with two users whose signal has to be 
transmitted to the receivers. The bit error rate of the MC-DS CDMA between users 
yields10 .In the Fig.4, the simulation for the selective precoding technique is done 
where the users data gives constructive interference are passed through the channel 
without coding and the interference users data is coded . Here the bit error rate is 
reduced from 10 to nearly10 . Thus the signal to interference plus ratio is 
improved with Reduced Bit Error Rate.   

4 Conclusions and Future Work 

The proposed technique offers a significant improvement in yielding an acceptable 
performance and limiting the need for power control, which is present, even in the 
majority of receiver-based decorrelation techniques in MC DS-CDMA system. The 
selective precoding technique used in multi carrier direct sequence code division 
multiple access system is to reduces the burden in mobile station. it has been shown 
that a part of the MAI in Multi carrier direct sequence code division multiple access 
communication systems can be exploited toward BER performance improvement. 
The bit error rate can be still improved by using efficient data correction technique 
and increasing the rake fingers at the receiver side by which the signal reach receiver 
at various directions makes the deduction of transmitted signal efficient. 
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Abstract. Clustering also called unsupervised learning algorithm & Association 
rule algorithm are the data mining techniques which can be used to discover 
rules & patterns from data. Course recommender system in E-Learning is used 
to predict the best combination of courses based student’s choice. Here in this 
paper we present how the combination of clustering algorithm- EM clustering 
Algorithm & association rule algorithm- Apriori Association Rule is useful in 
Course Recommender system. So we present this new approach & show how its 
result differs from the result of using only the association rule algorithm.  

Keywords: Simple K-means Clustering Algorithm, Apriori association Rule, 
Weka, Moodle. 

1 Introduction 

The course recommendation system in e-learning is a system that suggests the best 
combination of courses in which the students are interested [9] e.g. If student is 
interested in studying the data structure then he/she is interested in studying the C-
programming language also. The architecture of this Course Recommender System & 
preprocessing technique is already explained in [8].  

 

  

Fig. 1. Course Recommender System in E-Learning 
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In the combined approach of clustering & association rule algorithm, after 
collecting the data from Moodle database, we clustered the data using clustering 
algorithm e.g. EM algorithm. After clustering data, we use the Apriori Association 
Rule algorithm to find the best combination of courses. To find the result using only 
the Apriori association rule algorithm, we need to preprocess the data from Moodle 
database but if we consider the combination of clustering & association rule algorithm 
then there is no need to preprocess the data.  

2 Literature Review 

In paper [2], they proposed a method for grouping and summarizing large sets of 
association rules according to the items contained in each rule. They used hierarchical 
clustering to partition the initial rule set into thematically coherent subsets. This 
enabled the summarization of the rule set by adequately choosing a representative rule 
for each subset, and helped in the interactive exploration of the rule model by the 
user. Rule clusters can also be used to infer novel interest measures for the rules. 

In paper [3], they explained Aspect oriented programming which offers a unique 
module, an aspect, to encapsulate scattered and tangled code, which made it hopeful 
to solve the problem of crosscutting concerns. A novel aspect mining method which 
combined clustering and association rule technology is provided in this article.  

In the paper [4], they proposed a system that integrated Web page clustering into 
log file association mining and used the cluster labels as Web page content indicators. 
They experimented with several approaches to content clustering, relying on keyword 
and character n-gram based clustering with different distance measures and parameter 
settings.  

The research [5] proposed a bracing approach for increasing web server 
performance by analyzing user behavior, in this pre-fetching and prediction was done 
by pre-processing the user access log and integrating the three techniques i.e. 
Clustering, Markov model and association rules which achieved better web page 
access prediction accuracy.  

In paper [9], they presented a new approach to cluster web images. A tree-distance-
based evaluation measure was used to evaluate the quality of image clustering with 
respect to manually generated ground truth.  

3 Expectation Maximization (EM) Clustering Algorithm 

An expectation–maximization (EM) algorithm is an iterative method for finding 
maximum likelihood or maximum a posteriori (MAP) estimates of parameters in 
statistical models, where the model depends on unobserved latent variables. The EM 
iteration alternates between performing an expectation (E) step, which computes the 
expectation of the log-likelihood evaluated using the current estimate for the 
parameters, and maximization (M) step, which computes parameters maximizing  
the expected log-likelihood found on the E step. These parameter-estimates are then 
used to determine the distribution of the latent variables in the next E step [10]. EM 
assigns a probability distribution to each instance which indicates the probability of it 
belonging to each of the clusters.  
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4 Apriori Association Rule Algorithm 

Apriori Association rule is used to mine the frequent patterns in database. Support & 
confidence are the normal method used to measure the quality of association rule. 
Support for the association rule X->Y is the percentage of transaction in the database 
that contains XUY. Confidence for the association rule is X->Y is the ratio of the 
number of transaction that contains XUY to the number of transaction that contain X.  

The Apriori association rule algorithm is given as [6]: 

Input        : Database of Transactions D={t1,t2, …, tn} 
                   Set if Items I= {I1 ,I2 ,….Ik} 
                   Frequent (Large) Itemset L             
                   Support,  
                   Confidence. 
Output     : Association Rule satisfying Support & Confidence 
Method    : 

    C1 = Itemsets of size one in I; 
    Determine all large itemsets of size 1, L1; 
    i = 1; 
   Repeat 
       i = i + 1; 
      Ci = Apriori-Gen(Li-1);      
      Apriori-Gen(Li-1) 

1. Generate candidates of size i+1 from large itemsets of size i. 
2. Join large itemsets of size i if they agree on i-1. 
3. Prune candidates who have subsets that are not large. 

  Count Ci to determine Li; 
Until no more large itemsets found; 

5 Result and Implementation 

Here we are considering the sample data extracted from Moodle database as shown in 
figure 2. Here we consider 45 student & 15 courses. We consider the courses like C-
programming (C), Visual Basic (VB), Active Server Pages (ASP), Computer Network 
(CN), Network Engineering (NE), Microprocessor (MP), Computer Organization 
(CO), Database Engineering (DBE), Advanced Database System (ADS), Operating 
System (OS), Distributed System (DS), Finite Automata System (FSA), Data 
Structure (DS-I), Software Engineering (SE), and Software Testing & Quality 
assurance (STQA). In this table yes represent that the student is interested in that 
course & no represent that student do not like that course . In preprocessing step, we 
delete those rows & columns from sample data shown in figure 2, having very less 
student count & less course count. After preprocessing of data we got 8 courses & 38 
rows i.e. 38 students.  These 8 courses are C-programming (C), Visual Basic (VB), 
Active Server Pages (ASP),  Computer Network  (CN), Network Engineering (NE), 
Operating System  (OS), Distributed System (DS), Data Structure (DS-I).  

The result of applying Apriori association rule before & after preprocessing of data 
is in table 1. Before preprocessing of data, we got the association rule containing “no” 
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only. As we are recommending the course, we preprocess the data. The result after 
preprocessing of data is also shown in table 1. Now the association rule contains only 
“yes”. The meaning of the association rule “DS=yes -> OS=yes” is that we can 
recommend to new student who has recently enrolled for DS course, the operating 
system as a course to be opted. If we consider combination of clustering & association 
rule then there is no need preprocess the data. First we apply EM clustering algorithm 
to data selected from Moodle course. EM algorithm give four clusters out of which 
only cluster 2 gives the correct association rule containing “yes” only. After clustering 
of data, we got the data which is shown in figure 3. The result of applying the Apriori 
association rule on clustered data is shown in table 1. 

 

Fig. 2. Sample data extracted from Moodle Database 



 Prediction of Course Selection in E-Learning System 153 

 
Fig. 3. Sample Table after application of clustering algorithm- EM algorithm 

Table 1. Result after application of data mining algorithms 

Course  Courses considered in  table 1  C,  VB,  ASP,  CN, NE,   OS, DS,  DS-I 
Result Result of Apriori Association Rule 

before preprocessing & 
application of combination of 
Clustering & Association Rule 

Result of Apriori Association Rule after 
preprocessing & before application of 
combination of Clustering & Association Rule 

Minimum  support: 0.7 
confidence: 0.9 
Best rules found: 
1. CO=no → MP=no  
2.DBE=no  →  ADS=no   
3.CO=no FSA=no  → MP=no  
4.MP=no → CO=no  
5.STQA=no  → SE=no  
6.SE=no  → STQA=no  
7.ADS=no  → DBE=no  
8.MP=no FSA=no →CO=no  
9.FSA=no  STQA=no → SE=no  
10. FSA=no SE=no  → STQA=no 

Minimum support: 0.5 
confidence: 0.9 
Best rules found: 
1. DS=yes  →OS=yes    
2. VB=yes →ASP=yes  
3. NE=yes  → CN=yes  
4. CN=yes  → NE=yes  
5. C=yes VB=yes  → ASP=yes 
6. DS=yes DS-I=yes  → 
OS=yes  
7. OS=yes  →DS=yes  
8. ASP=yes  →C=yes     
9. C=yes  →ASP=yes  
10.ASP=yes  →VB=yes 

Minimum 
support: 0.6  
confidence: 0.9 
Best rules 
found: 
1. DS=yes  
→OS=yes  
 2.OS=yes  
→DS=yes     

 
Course Courses considered in  table 1
Result 
 

Result After Application of 
Clustering algorithm-
Simple K-means 

Result After Application of Clustering algorithm-
Simple K-means & Association Rule-Apriori 
Association Rule(Cluster 2 correct result) 

Number of Cluster:-1 
Seed: 100 
Clustered Instances 

0 10 ( 22%) 
        1      13 ( 29%) 
        2      12 ( 27%) 
        3      10 ( 22%) 

 

Minimum support: 0.95  
confidence: 0.9 
Best rules found 
 1. OS=yes  → ASP=yes     conf:(1) 
 2. ASP=yes  → OS=yes     conf:(1) 
 3. DS=yes  → ASP=yes     conf:(1) 
 4. ASP=yes  → DS=yes     conf:(1) 
 5. DS=yes  → OS=yes     conf:(1) 
 6. OS=yes  → DS=yes     conf:(1) 
 7. OS=yes DS=yes→ ASP=yes  conf:(1) 
 8. ASP=yes DS=yes → OS=yes conf:(1) 
 9. ASP=yes OS=yes → DS=yes conf:(1) 
10. DS=yes→ ASP=yes OS=yes conf:(1) 
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6 Conclusion and Future Work 

In this paper, we try to present the combination of EM clustering & Apriori 
association rule algorithms in Course Recommender System. If we consider only 
Apriori association rule mining then we need to preprocess the data from Moodle 
database. But if we use this combine approach of clustering & association rule 
algorithm then there is no need to preprocess the data. With only the association rule 
algorithm, as we increase the support, we get the less number of results. But with this 
combined approach, we find that the combination of clustering & association rule 
algorithm gives more number of association rules for increased support as compare to 
the number of association rules got using only the association rule.  Future work 
includes the atomization of this combination algorithm & testing the result on data. 
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Abstract. A visual sensor network is one of the streams of sensor network in 
which an image from the sensor node is transmitted to the server to be 
processed further without human intervention. Object Recognition in specific 
applications such as agriculture, defense etc, requires only the object of 
importance to be captured and transmitted to the processing center. This can be 
done by training the visual sensor node using the multilayer feed-forward 
technique. In the proposed work, a fruit object recognition system has been 
developed using the multilayer feed-forward technique of the neural network by 
extracting features from the sample fruit images. The experimental results 
reveal average recognition rate of 94.23%.  

Keywords: Wireless sensor network, Neural network, pattern recognition. 

1 Introduction 

Wireless sensor networks being the current research topics find wider applications in 
surveillance systems, weather monitoring, target detection and classification etc. 
Visual sensors have the advantage of incorporating the image processing and machine 
learning techniques. This feature helps in improving fruit detection and classification 
depending on their quality. Limitations of visual sensors are that the resources of 
energy, memory, computational speed and bandwidth are severely constrained [1]. 
Hence wireless visual sensor networks should be designed such that, the lifetime of 
sensor nodes is maximized. Fruit detection system is primarily developed for robotic 
fruit harvesting. However this technology can easily be tailored for other applications 
such as on tree yield monitoring, crop health status monitoring, disease detection, and 
other operations which require a visual sensor. Object Recognition has become the 
real challenge for the detection of objects. Many recognition techniques used for 
object detection are being explored to achieve the human recognition level for tens of 
thousands of categories under a wide variety of conditions.  

Currently, sorting of fruits mostly depends on manual method which results in low 
efficiency, and on annual basis requires lots of labor and financial assistance. During 
1970s, machine vision was widely used in the field of varietal recognition because of 
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the advancements in the field of image processing, lower cost and higher speed of 
computer and its many features [2]. Machine vision system was mainly used for 
obtaining information of the working environment and performed detection and 
orientation of the operating target. 

Various methods for image recognition have been presented by many researchers. 
Image matching is one of the most widely used techniques. To build an energy model 
that accurately defines the energy consumption of sensor node is extremely difficult 
while designing a protocol [5]. In this work we propose a fruit recognition approach 
based on images, which combines three different categories like shape, texture and 
color features. An attempt has been made to develop an efficient recognition system 
for wireless visual sensor network combining the aforementioned features. A 
theoretical approach gives an idea as to how the algorithm helps in increasing the 
WSN lifetime. 

2 Related Work 

The process of using the high level information of an object is known as Pattern 
classification, which includes assigning an object to a category of a class using the 
extracted features. In computer science and engineering, Pattern recognition is an 
important area which aids in classifying/recognizing the different patterns, and also 
includes sound and vision patterns. Energy consumption is the core issue in the WSN. 
Combined effect of object recognition and training of sensors will lead to the 
enhancement in the WSN lifetime. 

Woo Chaw Seng et al. [2] described new fruit recognition, which combines three 
features analysis methods: color-based, shape-based and size-based in order to 
increase accuracy of recognition. The proposed method classifies and recognizes fruit 
images based on the obtained feature values by using nearest neighbors classification. 
The proposed fruit recognition system analysis classifies and identifies fruits 
successfully up to 90% accuracy. Shah Rizam M. S. B. et al. [3] describes the 
watermelon ripeness determination using image processing techniques and artificial 
neural networks. The significance of this study is to determine the ripening stages of 
the watermelon with the mean value that is obtained from the image by using color 
space of the watermelon. The proposed work is successful up to 86.51% in 
determining the ripeness of watermelon. Hetal N. Patel et al. [4] proposed a fruit 
detection using improved multiple features based algorithm. Different features such as 
intensity, color, orientation and edges are extracted using the image processing 
toolbox. The Detection Efficiency is achieved up to 90% for different fruit image on 
tree, captured from different positions. The input images are the sections of tree 
images captured. This proposed approach can be applied for targeting fruits for 
robotic fruit harvesting. Hai-Ying Zhou et al. [5] describes the current simulation 
models and platforms such as OPENET, NS2, SHAWN, SensorSim, EmStar, OMNet, 
GloMoSim etc does not give appropriate results of energy consumption in sensor 
nodes and its applications. This paper addresses on WSN energy model and aiming to 
provide accurate energy models for simulations to be carried out. 
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3 Proposed Method to Detect Fruit 

The fruit detection technique consists of mainly 3 stages – preprocessing, feature 
extraction and training using the multilayer feed-forward neural network. The 
algorithm for the proposed work is 

Input data: 
Training parameter set: x1, x2,……x11  features from a1,a2, and a3 categories 
Multilayer feedforward back propagation network 
Transfer functions: tansig, trainlm, purelin and learngdm 

Output data: 
Z1 and Z2 are 2 bit values to recognize a particular fruit  

Procedure: Training  
Extract features x1 to x11 from fruit and store it in training file 
Training the neural network with: x1, x2,……x11  extracted features 
Repeat N times 

Testing 
Extract features x1 to x11 and store it in testing file 
Z1 and Z2 values gives required output 

Assumptions: 
Fruit images are taken in a closed room. (No lighting effects) 
Fruits are placed on white surface 
Images are taken from fixed height i.e 15 inches with the help of stand. (Figure 7) 
All images are of same size  
In this work, before feature extraction, an object has to be preprocessed and it 

includes cropping of an image, RGB (figure 1) to B/W (figure 2) conversion, Edge 
detection (figure 3) and lastly Filling (figure 4).  

The proposed work is carried out using MATLAB software. Converting an image 
in to gray scale has several advantages in finding out the different features accurately. 
To find out a particular shape of an object, detecting an edge is necessary, here the 
edge is detected by using canny method. The area covered by an image is easily 
determined by filling. 

 

Fig. 1. (RGB image)                           Fig. 2. (RGB to B/W) 
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                          Fig. 3. ( Edge detection)                              Fig. 4. (Filling) 

3.1 Feature Extraction  

In the proposed work, features are taken from mainly three categories like Shape, 
Texture and Color respectively. In the shape category we have extracted features like 
Area, Majoraxislength, Minoraxislength and Perimeter. These will act as the external 
features of an object. These features are helpful for the detection at the initial level, as 
they hold only for physical appearance. The Table 1 shows the sample shape values of 
fruits. 

Table 1. Shape values 

Fruits Area Majoraxis length Minoraxis length Perimeter 

Apple 28046 207.29 173.55 667.41 

Orange 22573 172.76 166.44 562.35 

Sapota 19923 161.54 157.38 523.87 

The second category is the Texture. From this category we have extracted features 
such as Contrast, Energy, Homogeneity and Entropy. Since many years Texture plays 
a lead role in pattern analysis. It differentiates the pattern by visual properties of 
objects and background, difference in the intensity of pixels. The following Table 2 
shows the texture values of three different fruits. 

Table 2. Texture values 

Fruits Contrast Energy Homogeneity Entropy 

Apple 0.0655 0.2559 0.9672 6.5958 

Orange 0.0476 0.3712 0.9762 6.2086 

Sapota 0.0554 0.2917 0.9723 6.9332 
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From the color category we have extracted the features like Hue, Saturation (from 
HSV color space) and Blue (from RGB color space). From Hue and Saturation we can 
get the dominance of a color that we readily experience when we look at the color of 
an object. For example Blue signifies the blue color content from the color of an 
object. The Table 3 shows the color values for three different fruits. 

Table 3. Color values 

Fruits Hue Saturation Blue 

Apple 0.6479 0.2828 121.59 

Orange 0.0954 0.3912 98.21 

Sapota 0.6234 0.3337 118.27 

 

Fig. 5. Fruit detection system 

3.2 Training with Artificial Neural Network 

A neural network is a massively parallel distributed processor made up of simple 
processing units, which has the natural propensity for storing the experimental 
knowledge and making it available for use [09]. The network model used for training 
of fruits is as shown in figure 6 [11]. 

 

Fig. 6. Multi layer feed-forward network 
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The input layer signifies the no. of inputs given for training, in the present work 
eleven inputs will act as source nodes. Four hidden neurons are present in the middle 
layer and in the output layer we have used two bits. 

There are four types of inputs (fruits) given to the learning machine: they are 
Apple, Orange, Sapota and other things which are not fruits. Eleven different features 
are extracted from each of the type and are used for training. Testing is done by the 
query image and it will be identified by the ANN. 

The functions that determine the I/P and O/P behaviors are called transfer 
functions. The transfer functions used in the proposed work are tansig, trainlm, 
purelin and learngdm. And for creating our network we have used newff training 
function. Levenberg-Marquardt backpropagation algorithm is used for training and it 
is considered to be fastest, supervised backpropagation algorithm.  

4 Experimental Results 

To carry out the experiment we have used the hardware device for taking the fruit 
image is as shown in figure 8. The digital camera used for taking image is Nikon 
coolpix L20 with 10 megapixels resolution and 3.6 zoom and has 3inch LCD.  To 
carry out the simulation we have used MATLAB software. In this work, for three 
different types of fruits a separate database has been created, and they are used for 
further processing. 

 

Fig. 7. Camera stand 

Table 4. Results of proposed system 

Sl.No Fruits Training 
fruit 

images 

Testing 
fruit 

images 

Recognition 
rate 

1 Apple 50 71 94.36% 

2 Orange  40 60 93.33% 

3 Sapota 40 60 95% 

The table 4 contains the fruit image database and recognition rate of the proposed 
system. The proposed system achieves an average recognition rate of 94.23%. 
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Fig. 8. Simulation result of training the ANN 

The simulation results for multilayer feed-forward neural network used to train the 
data set. More specifically Figure 8 depicts the performance of the ANN for a 
particular training data. The tern “Train” specifies the network's performance 
according to the mean of squared errors, which resembles the more favorable nature 
of training indicated by the term “Best” in the above graph. 

5 Energy Factor 

In this work we have considered three types of energy consumption. Namely Sensor 
sensing, Sensor logging and Micro controller processing [11]. The amounts of energy 
consumed by the three energy sources are given by the following equations.     E N(b) = bV I T                                     (1) E N (b) = E E =   V (I T  I T )     (2) 

E N b, N = b N C V  b V I eV V N
        (3) 

The energy consumed by different energy sources in single iteration is as follows. 
Sensor sensing: 0.675 W 
Sensor logging: 8.74 µW 
Microcontroller processing: 51.94 W 
In a single iteration energy consumed by a single sensor node is 52.615 W. In a 

particular environment 10 sensor nodes are deployed, the energy consumed by these 
ten sensor nodes will be 526.15 W. The lifetime of the sensor network can be 
increased by training the sensor nodes, to increase the sensor network lifetime, if we 
train the four sensor nodes then the amount of energy consumed by them will be 
210.46 W. By this 315.69 W energy can be saved because the other six nodes will be 
in sleep/inactive mode. So with the proposed method the lifetime of the sensor 
network can be increased considerably. 
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6 Conclusion 

The proposed experimental system for visual sensor node is trained to detect fruits. 
An experiment has been carried out by extracting features from different categories. 
An analysis has been done by taking each category feature individually as well as by 
combining all the features. More accurate results have been drawn considering all the 
features rather than taking them individually. An efficiency of 94.23% has been 
achieved with the proposed work. The proposed method can be applied to sensor 
nodes so that it increases the lifetime of the sensor network considerably. 

References 

1. Chen, F.: Simulation of wireless sensor nodes using SMAC, Master’s thesis, Department 
of Computer Science, University of Erlangen-Neuremberg (September 2005),  
http://dcg.ethz.ch/theses/ss05/mics-embedding-report.pdf  

2. Seng, W.C., Mirisaee, S.H.: A New Method for Fruits Recognition System. In: 2009 
International Conference on Electrical Engineering and Informatics, Selangor, Malaysia, 
August 5-7 (2009) 

3. Shah Rizam, M.S.B., Farah Yasmin, A.R., Ahmad Ihsan, M.Y., Shazana, K.: Non-
destructive Watermelon Ripeness Determination Using Image Processing and Artificial 
Neural Network (ANN). International Journal of Electrical and Computer Engineering 4(6) 
(2009) 

4. Patel, H.N., Jain, R.K., Joshi, M.V.: Fruit Detection using Improved Multiple Features 
based Algorithm. International Journal of Computer Applications (0975 – 8887) 13(2) 
(January 2011) 

5. Zhou, H.-Y., Luo, D.-Y., Gao, Y., Zuo, D.-C.: Modeling of Node Energy Consumption for 
Wireless Sensor Networks. Journal of Scientific Research, Wireless Sensor Network 3, 
18–23 (2011) 

6. Song, W.-G., Guo, H.-X., Wang, Y.: A Method of Fruits Recognition Based on SIFT 
Characteristics Matching. In: 2009 International Conference on Artificial Intelligence and 
Computational Intelligence (2009) 

7. Jiménez, A.R., Jain, A.K., Ceres, R., Pons, J.L.: Automatic fruit recognition: A survey and 
new results using Range/Attenuation images. Pattern Recognition 32(10), 1719–1736 
(1999) 

8. Yang, L., Dickinson, J., Wu, Q.M.J., Lang, S.: A Fruit Recognition Method for Automatic 
Harvesting. IEEE (2007) 

9. Basu, J.K., Bhattacharyya, D., Kim, T.-H.: Use of Artificial Neural Network in Pattern 
Recognition. International Journal of Software Engineering and Its Applications 4(2) 
(April 2010) 

10. Zilan, R., Barceló-Ordinas, J.M., Tavli, B.: Image Recognition Traffic Patterns for 
Wireless Multimedia Sensor Networks. EuroNGI Network of Excellence and CICYT 
TEC2004-06437-C05-05 

11. Halgamuge, M.N., Zukerman, M., Ramamohanarao, K., Vu, H.L.: An estimation of sensor 
energy consumption. Progress In Electromagnetics Research B 12, 259–295 (2009) 



V.V. Das and Y. Chaba (Eds.): AIM/CCPE 2012, CCIS 296, pp. 163–180, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Software Program Development Life Cycle Standards  
for Banking and Financial Services IT Industry 

Poyyamozhi Kuttalam1, N. Keerthika2, K. Alagarsamy3, and K. Iyakutti4 

1 Project Manager, Larsen and Toubro Infotech 
poyyamozhi@gmail.com 

2 Department of Information Technology, Sethu Institute of Technology, India 
ns.keerthika@gmail.com 

3 Computer Center, Madurai Kamaraj University, India 
alagarsamymku@gmail.com 

4 School of Physics, Madurai Kamaraj University, India  
iyakutti@gmail.com 

Abstract. In general we have Software Program Development Life Cycle 
standards for the IT projects in common, considering all the industries or 
domains or businesses. This Program Lifecycle outlines the structure by which 
a program manager can effectively plan, execute, monitor and control a 
program and the projects of which it is comprised. It defines high level 
activities that can be applied to all organizations within a Banking and Financial 
Services Company with the ability to add line of business level activities and 
deliverables to meet the needs of that particular business. 

Keywords: Software program development, bfs software program structure, 
Program development standards. 

1 Introduction 

This Program Management is the process of managing multiple ongoing projects 
which may be inter-dependent. This management includes the coordination and 
prioritization of cross-functional resources to obtain the desired benefits of the 
program. [1]. This defines a standard set of delivery lifecycles across all Banking and 
Financial Services Industry’s Line of Business as well as terminology and high level 
processes.  In this effort, programs are defined with the following criteria:  

• Scale – Large / Extra Large (Size categories defined at LOB level) 
• Breadth – Multiple processes, multi-disciplinary, multiple sponsors, multi-

project and/or multiple LOB impacts 
• Complexity – High (Significant Architectural changes, independent testing 

team) 
• Technology – Re-engineering, re-architecting, multiple conversions 
• Strategic Importance – Capital expansion, repositioning, executive 

sponsorship 
• Governance and Oversight – Steering Committee and/or Guidance 

Management Team 
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• Release Structure – Quarterly 
• Examples – Acquisitions or mergers, new business ventures, or new 

technology platform 
• Each LOB will utilize the Program Criteria as defined and add additional 

criteria specific to their LOB as necessary for proper categorization. 

1.1 Audience 

The intended audience for the Program Lifecycle is program directors, managers, and 
Project Management Office.  

1.2 Scope 

The scope of this document will be the program lifecycle structure and controlling 
processes. These include: 

• Program Phases 
• ETVX Model 
• Program Phase Gates 
• Activities and Deliverables 

1.3 Out of Scope 

The following items are out of scope of this document: 

• LOB level implementation processes 
• LOB specific activities and deliverables 
• Roles and responsibilities 

1.4 Assumptions 

The following assumptions apply: 

• Prioritization model ensures project alignment with business objectives 
• Project Sponsors engaged to provide direction, address escalated issues and 

mitigate risks 
• Quality Assurance practices will support the proposed model 

2 Related Supporting Documents 

2.1 BFS IT MP 

The Banking and Financial Services Information Technology Management Policy 
(BFS IT MP) is the BFS standard for managing Information Technology within the 
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organization; the document includes Architecture, Change Management, Contracting 
and Outsourcing, Information Security, Problem Management, Project Management, 
Resource Management, and Software Management. Many of these topics touch upon 
activities executed during the program lifecycle. [4] [9] 

2.2 Program Management Methodology Standard (PMMS) 

The Program Management Methodology Standard document is a partner to this effort. 
The management methodologies defined in that document can be applied to manage 
the activities and deliverables in this effort. [1] [2] [3]  

2.3 Program Management Handbook 

The Program Management Handbook outlines a standard framework for managing 
and delivering enterprise-wide flagship initiatives and programs. The content of the 
document is based on a combination of internal and external leading practices. These 
leading practices are tightly aligned with industry standard methodologies published 
by the Project Management Institute (PMI). [2] 

3 Overview 
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3.1 Program Life-Cycle Structure 

The ETVX (Entry, Tasks, Verification and Validation, and EXit) model outlines a 
structured approach for accomplishing activities and ensuring that tasks meet defined 
criteria. By utilizing this model, at each phase in the Program Lifecycle it creates a 
“soft stop” allowing activities of following phases to be started without the a final 
signoff of all required deliverables of the past phase. [5] [6] [7] [8]      

Entry Criteria: A checklist of conditions that must be satisfied before the beginning 
of phase activities. 

Tasks: A set of tasks that need to be carried out. 
Verification and Validation: A list of validation tasks to verify the work items 

produced by the activity. 
Exit Criteria: A checklist of conditions that must be satisfied before the activity is 

completed. 

 

 

3.2 Program Life-Cycle Structure 

Program gates are placed at critical locations in the program lifecycle. They represent 
“hard stops” where no work in later phases can be started without the completion of 
all deliverables of phases up to that Phase Gate. It provides the program manager and 
release managers with an opportunity to closely review the progress and quality of the 
program up to that point to ensure that it is meeting its objectives and quality 
standards. [5] [6] [7] [8] 

3.3 Monitoring and Controlling 

Monitoring and controlling is done over all major program variables; cost, time, scope 
and quality of deliverable throughout the program lifecycle. This is an extension of 
the monitoring and controlling that is done at the project level. The health of each of 

Tasks

Validation

Entry Criteria

Exit Criteria
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the projects is reported to the Program Manager to be used for determining the health 
of the program. [5] [6] [7] [8] 

4 Time Tracking 

Time tracking at the Program level will be done via Time Tracking system used in the 
organization where program time will be logged against a project specific to the time 
and deliverables of the program. [10] 

5 Conceptualization Phase  

5.1 Purpose 

The purpose of this phase is for the program to undergo analysis of feasibility and 
program design which includes the program charter, initial cost benefit analysis and 
risk assessments. Upon completion of this phase the program should be at a state 
where it is ready to be pitched for sponsorship and business approval.  [10] [11] [12] 

5.2 ETVX 

5.2.1   Entry Criteria 
The entry criteria’s are 

• Business Need - A business problem or initiative that requires the 
management methodologies of a program. This is used to create the 
“Solution Concept”. 

• Solution Concept (The Program) - The end result of the solution concept is 
what the program will be created to deliver. 

5.2.2   Tasks 
a. Activity: Create Program Charter  

Purpose: Define the reason for the program, objectives and scope of the program. 
Items to be included in the charter: 

• Business Case 
• Benefits 
• Problem Statement 
• Goal Statement 
• High-level Program Statement of Scope 
• Program Assumptions and Limitations 
• High-level Program Timeline 
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All are required deliverables 
 

b. Activity: Perform Feasibility Study  
Purpose: Review the program technology plans to ensure that it fits with the current 
technology roadmap and is feasible to implement within the environment. This is a 
required deliverable. 

c. Activity: Perform Initial Cost Benefit Analysis  
Purpose: Initial review to determine if the benefits to be obtained from the program 
will outweigh the costs incurred from it or by not doing it. This is a required 
deliverable.  

d. Activity: Perform Initial Risk Assessment  
Purpose: Initial review to determine if the risks that will be taken while executing the 
program are within acceptable tolerance levels and can be appropriately mitigated to 
ensure program success. This is a required deliverable. 

5.2.3   Validation and Verification 
Action - Definition of what is to be accomplished has been documented 

5.2.4   Exit Criteria 
The deliverables are: 

• Program Charter - Required 
• Feasibility Study - Required 
• Initial Cost / Benefit Analysis – Required 
• Initial Risk Assessment – Required 

6 Authorization Phase 

6.1 Purpose 

The purpose of this phase is aimed defining the necessary components to obtain 
business approval. Such things include proof of concept, level 0 cost and effort 
estimates, governance model, and sponsorship. Upon completion of this phase the 
program should be ready for a technical infrastructure proposal. [10] [11] [12] 

6.2 ETVX 

6.2.1   Entry Criteria 
The entry criteria’s are, 

• Completed Program Charter 
• Completed Feasibility Study 
• Completed Initial Cost Benefit Analysis 
• Completed Initial Risk Assessment 
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6.2.2   Tasks 
a. Activity: Define SC and obtain sponsorship 

Purpose: The Steering Committee (SC) is comprised of senior level people within the 
IT organization, this may include the CIO and directors as well as senior level people 
from Operations and Front-End. They are responsible for providing the sponsorship 
of the program and the high level of management oversight. This is a required 
deliverable. 

b. Activity: Define Program Governance Model  
Purpose: The Program Governance Model (PGM) provides the governance structure of 
the program including roles and responsibilities. This is a required deliverable. 

c. Activity: Obtain ITLC notification and authorization 
Purpose: Information Technology Leadership Council notification and authorization 
is required for all projects/programs that involves excess budget. This deliverable is 
complying as necessary. 

d. Activity: Define program setup and organization  
Purpose: The program setup and organization is used to define the structure of the 
overall program and those involved. The Program Management Handbook should be 
utilized for this activity. This is a required deliverable. 

e. Activity: Determine Level 0 cost and effort estimate 
Purpose: Level 0 estimates are used to provide an initial view of the cost and effort of 
the program based on the high level information available. This is a required 
deliverable. 

f. Activity: Perform resource skill assessment 
Purpose: An assessment of current workforce’s skills and those required to complete 
to program must be done. If there are gaps in the skills available and those required 
investigation should be done to determine if external contracts should be issued to fill 
the gaps or provide training for the existing resources. A plan of how to obtain the 
cross-functional resources should be created. This is a required deliverable. 

g. Activity: Obtain pre-funding approval 
Purpose: Pre-funding approval is the “go-ahead” for doing in-depth research, program 
structuring, vendor selection, etc. and the use of resources to perform such activities. 
This is a required deliverable. 

h. Activity: Perform proof of concept 
Purpose: This in-depth research is done to determine the best method(s) by which to 
obtain the benefits of the program. This may include Vendor-Software selection and 
technology mapping to determine integration capabilities. The need for this is to be 
determined by the Steering Committee. This is a required deliverable. 

i. Activity: Obtain architecture review and approval 
Purpose: The Chief Technology Office must sign off on the proof of concept and 
technologies being used to ensure they align with the technology roadmap. This 
deliverable is complying as necessary. 

j. Activity: Obtain vendor approvals 
Purpose: Vendor approvals are to show that vendor selection activities have been 
completed and approved before working with a new vendor. This deliverable is 
complying as necessary. 
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6.2.3   Validation and Verification 
The actions are, 

• Review of the Program Governance Model and program setup should be 
reviewed by the PMO to ensure compliance with the Program Lifecycle and 
Management Methodology Standard. 

• Resource skill assessments should have a plan of how to obtain the required 
skilled resources if they are not present or available in the current 
environment. 

• The proof of concept should have details regarding the technology being 
leveraged to obtain the benefits of the program in the most efficient manner 
as well as the details of the technologies that were not selected to minimize 
future proof of concept activities for related projects/programs. 

6.2.4   Exit Criteria 
The Deliverables are:  

• SC and Sponsorship - Required 
• Program Governance Model - Required 
• ITLC Notification / Authorization - Comply As Necessary 
• Program Setup and Organization - Required 
• Cost and Effort Estimate (level 0) - Required 
• Resource Skill Assessment - Required 
• Pre-Funding Approval - Required 
• Proof of Concept - Comply As Necessary 
• Architecture Review and Approval - Comply As Necessary 
• Vendor Management – Vendor Approvals - Comply As Necessary 

7 Technical Infrastructure Proposal Phase 

7.1 Purpose 

This is meant to develop the complete plan for the technical infrastructure. This 
includes defining plans for architecture, development environment, facilities, 
obtaining vendor contracts, and offshore plans. [10] [11] [12]  

7.2 ETVX 

7.2.1   Entry Criteria 
The entry criteria’s are, 

• SC and Sponsorship is available 
• Program Governance Model is complete 
• ITLC Notification / Authorization is complete if required 
• Program Setup and Organization is complete 
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• Cost and Effort Estimate (level 0) is complete 
• Resource Skill Assessment is complete 
• Pre-Funding Approval is complete 
• Proof of Concept is complete if required 
• Architecture Review and Approval is complete if required 
• Vendor Management – Vendor Approvals is complete if required 

7.2.2   Tasks 
a. Activity: Define plans for architecture, development environment and 

facilities 
Purpose: Document plans for the technical architecture of the program, with 
collaboration from the CTO architects to ensure compliance with the technology 
roadmap, the development environment and the facilities required such as office 
space or data center space for completion of the program. This is a required 
deliverable. 

b. Activity: Obtain vendor contracts 
Purpose: Obtain signed agreements with the selected vendors to provide specific 
services to products to the program. This is complying as necessary. 

c. Activity: Define offshore plan, security and organization 
Purpose: Document plans for the use of offshore resources i.e. development teams, 
required security, and organization. This is a required deliverable. 

7.2.3   Validation and Verification 
The actions is, 

All plans and agreements have been documented and stored in the proper 
knowledge base. 

7.2.4   Exit Criteria 
The Deliverables are:  

• Plans for architecture, development environment and facilities - Required 
• Vendor Management – Vendor contract - Comply as Necessary 
• Offshore plan, security and organization – Required 

8 Investment Appraisal and Benefit Assessment Phase 

8.1 Purpose 

The purpose of this phase is to perform Investment and benefits assessments which 
are required to determine if the structure of the program will provide the benefits 
that it is designed to and to ensure that the investment required obtaining these 
benefits falls within a tolerable range. [10] [11] [12]  
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8.2 ETVX 

8.2.1   Entry Criteria 
The entry criteria’s are, 

• Plans for architecture, development environment and facilities are complete 
• Vendor Management – Vendor contract are complete 
• Offshore plan, security and organization are complete 

8.2.2   Tasks 
a. Activity: Obtain projected ROI 

Purpose: Return On investment is required to determine if the program will provide 
benefits that compensate for the investment required by the program. This is a 
required deliverable. 

b. Activity: Define incremental benefits plan 
Purpose: The incremental benefits plan is to state the expected benefits that are to be 
obtained over the duration of the program as each of the phases within the program is 
implemented. This is a required deliverable. 

c. Activity: Define fund allocation plan 
Purpose: The fund allocation plan defines how the funds from the CEP are to be 
allocated over the program and how the spending is tracked. This is a required 
deliverable. 

d. Activity: Obtain approved CEP 
Purpose: The CEP represents a commitment to the program from the business and 
provides the capital funding required continuing the program through completion. 
This is a required deliverable. 

8.2.3   Validation and Verification 
The action is, 

Ensure that the Incremental Benefits Plan, Fund Allocation Plan, ROI and CEP are 
stored in the program knowledge base. 

8.2.4   Exit Criteria 
The Deliverables are:  

• ROI Validated - Required 
• CEP Approved - Required 
• Incremental benefits plan - Required 
• Fund allocation plan – Required 

9 Technical Infrastructure Phase 

9.1 Purpose 

This phase’s purpose is to create the technical infrastructure required for the program 
and define the COB plan. [10] [11] [12]  
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9.2   ETVX 

9.2.1   Entry Criteria 
The entry criteria’s are, 

• ROI projection is complete 
• CEP Approved 
• Incremental benefits plan is complete 
• Fund allocation plan is complete 

9.2.2   Tasks 
a. Activity: Create architecture and development environment 

Purpose: Install the architecture and development environment required for program 
development and testing. It is a required deliverable. 

b. Activity: Define technology processes 
Purpose: Define the processes that are to be used to construct and support the new 
technologies being implemented. It is a required document. 

c. Activity: Create program COB plan 
Purpose: Define the Continuity of Business plan for this program ensuring it meets 
the COB requirements. It is a required deliverable. 

d. Activity: Create program facilities 
Purpose: If facilities are required for the program, acquire and setup the environment 
for the needs of the program. It is comply as necessary. 

9.2.3   Validation and Verification 
The actions are, 

• Validate the architecture and development environment meet the 
requirements of the program. 

• Validate that the technology processes and COB plans are complete and 
stored in the specified program knowledge base. 

• If program facilities are required, validate that they meet the requirements of 
the program. 

9.2.4   Exit Criteria 
The Deliverables are:  

• Architecture and development environment - Required 
• Technology processes - Required 
• Program COB plan - Required 

Program facilities - Comply as necessary 
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10 Organizational Readiness and Quality Assurance Plan Phase 

10.1 Purpose 

This phase’s purpose is to provide the business preparation, communication and 
oversight to the impacted components of the business for the impending cultural 
changes that will be introduced by the program. [10] [11] [12]  

10.2   ETVX 

10.2.1   Entry Criteria 
The entry criteria’s are, 

• Program Charter is completed 
• Risk Assessment is completed and available 

10.2.2   Tasks 
a. Activity: Discovery sessions and concept days  

Purpose: Executive level discussions where they decide to move forward with the 
program. R 

b. Activity: Quality Assurance Plan  
Purpose: Reviews of the scripts that are to be used to validate the components of the 
program to ensure quality. It is a required deliverable. 

c. Activity: Blueprinting/Gap analysis  
Purpose: To determine and document the gaps between the current system and the 
proposed system as well as business operational processes and determine a resolution 
and ensure system gaps are incorporated into requirements.  It is a required 
deliverable. 

d. Activity: Training Plan  
Purpose: Defining and documenting the training plan and policy as it pertains to the 
program.  It is a required deliverable. 

e. Activity: Event Management Model  
Purpose: The planning and documenting of the event, command centers, issue 
reporting, etc. It is a required deliverable. 

f. Activity: Functional Model  
Purpose: Document the equipment and operational and business functions that you 
have and the changes that are being made to them to determine what functions are 
new to the systems. Document the operational and business functions and the changes 
that are being. It is a required deliverable. 

g. Activity: Communications Plan  
Purpose: Defining and documenting a communications plan for informing whoever is 
being impacted by the program. It is a required deliverable. 

h. Activity: Transitional Support  
Purpose: Ensuring that those who are familiar with the program are available to the 
business to facilitate knowledge transfer. It is a required deliverable. 
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i. Activity: Balancing and Reconciliation Process  
Purpose: Defined and documented plan to ensure business and operations have 
accounted for inventory and/or dollars as a result of the change resulting from the 
program. It is comply as necessary. 

j. Activity: Interface Plan  
Purpose: To determine what interfaces need to be changed based on the program i.e. 
letters, forms, system entitlement. It is a required deliverable. 

k. Activity: Pipeline Freeze Plan  
Purpose: Cutover Plan.  It is a required deliverable. 

10.2.3   Validation and Verification 
The action is to verify that the documents from the Blueprinting/Gap analysis, 
Training Plan, Functional Model, Communication Plan, Event Management Model, 
Production validation and script reviews, floor support and process balancing are all 
available in the specified program knowledge base. 

10.2.4   Exit Criteria 
The Deliverables are:  

• Discovery sessions and concept days - Required 
• Blueprinting/Gap analysis - Required 
• Training Plan - Required 
• Functional Model - Required 
• Communications Plan - Required 
• Event Management Model - Required 
• Production validation and script reviews - Required 
• Transitional support - Required 
• Balancing and Reconciliation Process - Comply as Necessary 
• Interface Plan - Required 

Pipeline Freeze Plan – Required 

11 Program Acceptance Phase 

11.1 Purpose 

The purpose of this phase is to transition from the program into the operations 
environment and to validate the new functionality. [10] [11] [12]  

11.2 ETVX 

11.2.1   Entry Criteria 
The entry criteria’s are, 

• Program projects development and testing are complete. 
• Implementation plan has been documented and is available. 
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11.2.2   Tasks 
a. Activity: Non-Public Pilot Test 

Purpose: A pilot test of the components of the program and/or the program as a whole 
to ensure quality before making it publicly available. It is comply as necessary. 

b. Activity: Transition and Acceptance Plan 
Purpose: Transition of the knowledge of the new systems to support teams for 
operations. It is a required deliverable. 

c. Activity: Program Evaluation 
Purpose: Evaluate if the business case, goals and objectives were met. It is a required 
deliverable. 

d. Activity: Program Debrief or Lessons Learned  
Purpose: To gather high level metrics of the program to aid in determining room for 
improvement in the program process. Lessons learned are to be gathered from 
discussions with the teams and management involved in the program. 

Lessons learned may be gathered after each project and provided to the program 
management team to be rolled into other projects that are either in progress or haven’t 
started yet. This enables a composite strategic view to be compiled at the end of the 
program. It is a required deliverable. 

11.2.3   Validation and Verification 
The actions are, 

• Verify that documentation is available regarding the tests on new and 
impacted functionality and the documentation is stored in the specified 
program knowledge base. 

• Verify that all system knowledge has been transferred to support teams to 
minimize the need for development teams to be brought back into the 
support role after the program has been put into the production environment. 

11.2.4   Exit Criteria 
The Deliverables are:  

• Non-Public Pilot Test - Comply as Necessary 
• Transition and Acceptance Plan - Required 
• Program Evaluation - Required 
• Program Debrief or Lessons Learned – Required 

12 Program Closeout Phase 

12.1 Purpose 

The purpose of this phase is to dismantle the program. This includes tasks such as 
closing reports, finalizing any remaining documentation, reallocation of unneeded 
infrastructure, etc. [12]  
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12.2 ETVX 

12.2.1   Entry Criteria 
The entry criteria is, all deliverables from prior phases have been completed 

12.2.2   Tasks 
a. Activity: Closeout reports 

Purpose: Ensure that all reports and program information is complete. It is a required 
deliverable. 

b. Activity: Perform Investment and Benefit Realization / Validation 
Purpose: Perform an assessment on the benefits of the program to determine if they 
meet the expectations that were defined at the beginning of the program.  It is a 
required deliverable. 

12.2.3   Validation and Verification 
The action is to verify that all reports and program information is complete. 

12.2.4   Exit Criteria 
The Deliverables are:  

• Closeout reports - Required 
• Investment and benefit realization / validation – Required 

13 Program Acceptance Phase 

13.1   Authorization Phase Gate 

13.1.1   Purpose 
To ensure the Program Charter is defined, sponsorship is received and the program 
organization and governance is established. [10] [11] [12] 

13.1.2   Deliverables 
The deliverables are, 

• Program Charter - Required 
• Risk Assessment - Required 
• SC & Sponsorship - Required 
• Program Setup & Organization - Required 
• Program Governance - Required 
• Architecture Approval – Required 

13.2 Investment/Benefit Analysis Phase Gate 

13.2.1   Purpose 
Purpose is to ensure the proposed technical infrastructure and architecture is 
approved, investment and benefit assessments are completed and CEP is approved. 
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13.2.2   Deliverables 
The deliverables are, 

• Architecture / Infrastructure Plans - Required 
• ROI Validated with Benefits Plan - Required 
• CEP Approved – Required 

13.3   Program Acceptance Phase Gate 

13.3.1   Purpose 
Purpose is to ensure the proposed technical infrastructure and architecture is 
approved, investment and benefit assessments are completed and CEP is approved. 

13.3.2   Deliverables 
The deliverables are, 

• Program Evaluation - Required 
• Program Debrief or Lessons Learned – Required 

14 Glossary 

Architecture Documentation: It is a special breed of design document. In a way, 
architecture documents are third derivative from the code (design document being 
second derivative, and code documents being first). 

Complexity: The level of intricacy of the proposed task relating to design and testing 
requirements. 

Pipeline Freeze Plan: The transitional timeline from point A to point B in a project. 

Scale: Consists of effort and cost and is implemented at LOB level due to vast 
differences in capacity but must have each of the following size categories defined; 
small, medium, large, and extra-large. 

Technology: A holistic view of the technologies to be implemented or modified and 
the associated impacts and risks they give to the environment. 

Phase Gate: A “hard stop” where the project cannot enter the next phase of the life 
cycle without having completed all activities/deliverables of the phases prior to that 
Phase Gate. 

Banking and Financial Services (BFS): Banking and Financial Services (also 
known as BFS) is an industry name. This term is commonly used by IT/ITES/BPO 
companies to refer to the services they offer to companies in these domains. Banking 
may include core banking, retail, private, corporate, investment, cards and the like. 
Financial Services may include stock-broking, payment gateways, mutual funds etc. 
A lot of data processing, application testing and software development activities are 
outsourced to companies that specialize in this domain. 
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Change Management: It is a structured approach to shifting/transitioning 
individuals, teams, and organizations from a current state to a desired future state. It is 
an organizational process aimed at helping employees to accept and embrace changes 
in their current business environment. In project management, change management 
refers to a project management process where changes to a project are formally 
introduced and approved 

Line of Business (LOB): It is a general term which often refers to a set of one or 
more highly related products which service a particular customer transaction or 
business need. 

Business Requirement Document: In IT projects business requirements is often a 
precursor to designing and building a new business application/system, or changing 
an existing one, and often sets the context for business process modeling, 
requirements analysis. The business requirements may encompass pre-requisites for 
both functional requirements and non-functional requirements that are desirable in the 
new or to be changed system.  

Contract and Outsourcing: Contract is a legally enforceable agreement between two 
or more parties with mutual obligations, which may or may not have elements in 
writing. Outsourcing or sub-servicing often refers to the process of contracting to a 
third-party. 

The University of California Information Technology Leadership Council 
(ITLC) is the system-wide IT governing body that works in partnership with UC 
leadership to articulate goals, strategies, priorities and resource allocations for 
investment in, and deployment of, technology-based solutions that support the 
University's missions of teaching, research, public service, and patient care. 

Phase Review: A “soft stop” where a project can continue into the next phase’s 
activities without fully completing the requirements of the last phase. However, the 
last phase will remain incomplete until all activities/deliverables are completed. 

Project Management: It is the discipline of planning, organizing, securing, and 
managing resources to achieve specific goals 

Steering Committee: A steering committee is a committee that provides guidance, 
direction and control to a project within an organization. The term is derived from the 
steering mechanism that changes the desired course of a vehicle. Project Steering 
Committees are frequently used for guiding and monitoring the information 
technology projects in large organizations, as part of project governance. The 
functions of the committee might include building a business case for the project, 
planning providing assistance and guidance, monitoring the progress, controlling the 
project scope and resolving conflicts. 

15 Acronyms 

CEP Capital Expenditure Policy 
BFS IT MP Banking & Financial Services Information Technology 

Management Policy 
ETVX Entry Tasks Validation and Verification eXit 
LOB Line of Business 
BFS IT Banking & Financial Services Information Technology 
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PCM Process Control Manual 
PM Project Manager 
SQM Software Quality Manager 
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Abstract. High Peak to Average Power Ratio (PAPR) is the major disadvantage 
in Orthogonal Frequency Division Multiplexing (OFDM). OFDM is extensively 
used in wireless communication systems due to its excellent performance. To 
reduce high PAPR, various techniques like clipping, companding, coding, etc. 
have been proposed. Companding technique effectively reduces the PAPR. In this 
paper, we propose new non-linear companding transforms which reduce PAPR 
efficaciously and are much more flexible when compared to other existing 
transforms. The theoretical analysis and simulation results of the proposed scheme 
are presented. 

Keywords: OFDM, PAPR, and Companding. 

1 Introduction 

OFDM, a special case of Multi-carrier modulation is a popular modulation technique 
used in many broadband wireless communication systems. The main advantage of 
OFDM is its high spectral efficiency, high data rates, its robustness to multipath 
fading and its easy implementation. One of its main disadvantages is its high Peak to 
Average Power Ratio (PAPR). When the OFDM signal with high PAPR passes 
through a non-linear device, the signals may suffer significant non-linear distortion 
which in turn degrades the performance of the system. In order to reduce PAPR, 
several PAPR reduction techniques have been proposed, out of which non-linear 
companding transforms are more effective. Non-linear companding effectively 
reduces the PAPR by transforming the power or amplitude of the original signals into 
uniform distribution. 

Advantages of nonlinear companding transform include good system performance, 
simplicity of implementation, no restriction on the number of subcarriers, type of 
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constellation and it can be used in both large and small signals without any 
ramifications and bandwidth expansion. 

The rest of the paper is organized as follows: Section 2 describes the OFDM 
system and PAPR. Section 3 describes reduction of PAPR in OFDM using existing 
non-linear transforms. Section 4 describes newly proposed transforms. Section 5 
gives performance analysis of the companding transforms.  

2 System Model 

2.1 OFDM 

Orthogonal frequency division multiplexing (OFDM) is a special case of multi-carrier 
modulation (MCM). The basic idea of multicarrier modulation is to divide the bit-
stream into many different sub-streams and send these over many different sub-
channels. In OFDM, these sub-channels overlap. But these sub channels are 
orthogonal to each other. Main advantage of OFDM is its very high data rate of up to 
100Mbps and very less Inter-symbol Interference (ISI). 

 
Fig. 1. OFDM system with companding 

2.2 PAPR 

The PAPR for the discrete-time signal x[ ] is defined as the ratio of its maximum 
instantaneous power to its average power and can be expressed as ( ) = max | || | , 0 1                    (1) 

Where [ ] denotes the expectation operator. The PAPR reduction capability is 
measured by the empirical complementary cumulative distributive function (CCDF), 
which indicates the probability that the PAPR is above a certain threshold. 
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3 Companding Transforms 

Firstly, companding equations must adjust the power levels of low amplitude signals 
and reduce the high peaks to minimize the overall PAPR. It should amplify the low 
amplitudes and compress the high peaks. So it should be a non-linear equation which 
is monotonically increasing with decreasing slope. 

Specifically, the companding transform should satisfy the following two 
conditions: 

(1) E(| ( )| ) E(| ( )| )                                  (2) 

(2) |s(n)| |x(n)| when |x(n) |;                              (3) 

|s(n)| | ( )| when |x(n) |                             (4) 

Where  is the average amplitude of the signal, s(n) is the companded signal and x(n) 
is the input signal. 

4 Proposed Companding Transforms 

Newly proposed equations are more efficient than the existing transforms. First one is 
the nth root equation and second equation is a non-linear fraction equation. They are 
designed using basic mathematical knowledge. They have been designed for 
satisfying basic requirements of non-linear companding transforms. 

4.1 nth Root Transform = 1.                                   (5) 

It amplifies the amplitudes below the amplitude value of Δ and compresses the 
amplitudes beyond that value. Δ is given by Δ = ( )                                  (6) 

Conditions:  
Conditions for the equation to perform companding are: 

• k1, k2 and n should be positive 
• n ≥ 1 

Advantages: 
Advantages of the equation are: 

• More flexible equation where the slope can be determined by the values of n 
• k2 determines the point of transition from expansion to compression. 
• Power of companded signal is determined by k1. 
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4.2 First Order Fraction Transform = .( . )                                (7) 

The amplification and compression values are determined by the value of (k1/k2) because 
for larger values of x, equation tends to have a slope of zero at a max value of y = (k1/k2). 

Conditions:  
Conditions for the equation to perform companding are: 

• k1 and k2 are positive 
• k2 ≥ 1 

Advantage of the equation is it is more flexible equation where the slope of the curve 
and its amplitude can be varied by the values of k1 and k2 

These equations (5) and (7) are monotonically increasing functions with decreasing 
slope in the interval [0,-∞) and they have following common advantages: 

• Level of companding can be easily modified by appropriate selection of 
parameters 

• They have very simple inverse functions 

5 Performance Evaluation 

In this section, new companding transforms are simulated and their performance is 
evaluated by comparing them with few existing companding transforms. These 
simulations were carried out on an OFDM system with 16-QAM modulation and 
IFFT size of 64 in an Additive White Gaussian Noise (AWGN) channel.  

Fig. 2 is the simulation of the nth root equation (7) for different values of n with 
k1=1 and k2 = 1. It shows that since Δ=1, amplitude levels below the value of 1 will 
be amplified and beyond the value of 1 will be compressed and it also shows that the 
amplification and compression depends on the value of n. 
 

 

Fig. 2. Transform curves of nth root equation 
for different values of n 

Fig. 3. Transform curves first order fraction 
equation for different values of k2 
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Fig. 3 is the simulation of the first order fraction equation (9) for different values of 
k2 and k1=4. It shows that the equation is tending to be line of slope zero y = (k1/k2) 
and this determines the compression of the peaks.  

 

 
Fig. 4(a) 

 
Fig. 4(b) 

Fig. 4. Comparison of performance of companding transforms. (a) Comparison of PAPR  
(b) Comparison of BER. 

Fig. 4 compares the performance of various companding transforms on an OFDM 
system. Proposed techniques have a relatively better performance than the existing 
techniques. Firstly, nth root transform has a 13db less PAPR and first order fraction 
has a 6db less PAPR than the logarithmic transform. 

Performance of nth root transform and first order fraction equation transform is 
analyzed in Fig. 5 and Fig. 6. As n and k2 increases PAPR decreases, but BER 
increases. There is tradeoff between PAPR and BER. The degradation in BER is 
because the equations (5) and (7) tend to have a slope of zero with increase in n and k2 
values and the peaks get compressed to a constant value irrespective of their amplitude. 
So, the information in these peaks cannot be retrieved easily by decompanding. 

 

 
Fig. 5(a) 

 
Fig. 5(b)

Fig. 5. Performance analyses of nth root equation. (a) Comparison of PAPR (b) Comparison of 
BER. 
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Fig. 6(a) 
 

Fig. 6(b)

Fig. 7. Performance analyses of first order fraction equation. (a) Comparison of PAPR (b) 
Comparison of BER. 

6 Conclusion 

This paper is focused on PAPR reduction techniques which use non-linear 
companding to reduce the high PAPR of OFDM systems. This technique is very 
effective in reducing the PAPR. Simulations show that the proposed transforms have 
better PAPR reduction capability than the existing non-linear companding transforms 
and these transforms can be tuned according to their application by selecting 
appropriate parameters. But these transforms have relatively more BER.  

So, this work has paved a new path for further work in reducing the BER in the 
proposed scheme. 
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Abstract. The explosive growth of battery operated semiconductor devices has 
made low-power design a priority in recent years. The effect of temperature on 
the leakage currents is coming as a future challenge in the high density CMOS 
based portable mobile multimedia rich applications. In this paper the standby 
leakage power analysis at different operating temperature for the Conventional 
6T SRAM, P3 SRAM and P4 SRAM cell has been carried out. It has been 
observed that for 6T SRAM there is an increase in standby leakage power with 
increase in temperature and the gate leakage current is found to be reduced with 
temperature variations, but this effect of temperature variation is found to be 
significantly lowered in P3 and P4 SRAM cells due to p-MOS stacking. The 
design simulation has been performed on CMOS deep sub-micron technology 
node, 45nm, at VDD=0.7V and 0.8V, for n-MOS and p-MOS threshold voltages 
as 0.24V and 0.224V, respectively on temperature range from -250C to +1250C. 

Keywords: Conventional SRAM Bit-Cell, P4 Cell, P3 Cell, Leakage Current, 
Gate Oxide Tunneling, Temperature. 

1 Introduction 

The demand of multimedia rich applications in portable and mobile devices is 
increasing at a starling rate, and the most basic need of such applications are 
Performance and Power. These two parameters performance and power are primary 
design issues for systems ranging from server computers to handheld devices. 
Performance is affected by both temperature and supply voltage because the circuit 
delay is dependent on temperature and voltage. 

By consequently scaling technology down further, we now reached a state where 
parasitic leakage effects do not only dominate the power budget but also become a 
concern as important as the performance which used to be the most important scaling 
concern since the advent of MOSFETs. According to the ITRS roadmap [1], the top 
challenges towards the 32nm technology node are controlling leakage while 
increasing performance. Furthermore, as semiconductor technology scales down, 
leakage power's exponential dependence on temperature and supply voltage becomes 
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significant. Therefore, future design studies call for temperature and voltage aware 
performance and power modeling. 

In this paper, we investigate the effects of the temperature on the characteristics of the 
static random access memory (SRAM) bit cells. The rest of the paper is organized as 
follows. In section 2, basic leakage current mechanisms and detailed description of gate 
leakage currents is presented. The section 3 reviews the P4 and the P3 SRAM cell designs. 
The simulation results and conclusions are discussed in section 4 and 5 respectively. 

2 Leakage Current Mechanisms 

High leakage current in deep-submicron regimes is the major contributor of power 
dissipation of CMOS circuits as the device is being scaled [2]. Various leakage 
current mechanisms are shown in Figure 1. 

 

Fig. 1. Leakage current mechanisms of deep-submicron transistors 

2.1   Gate Leakage (IG) 

A vast fraction of the total leakage of sub-100nm systems is due to gate current. The 
gate leakage can be divided into the major effect of gate tunneling (IGD) and hot-
carrier injection IHCI. 

A. Gate Direct Tunneling Leakage (IGD) 

The dominant source of gate currents is gate tunneling, which can again be subdivided 
by current path, origin of carriers or the shape of potential to be passed. 

• From an electrical point of view, the possible current paths are directly through 
the oxide to source Igs or drain Igd, or into the channel Igc. From the channel, the 
current can then flow to source Igcs, to drain Igcd or to bulk Igb. Figure 2 presents these 
five possible gate-tunneling current paths. 
In a simplified form, it results as = , . . ( , , . , . ) 
Where x is the respective terminal (source, drain or bulk), kx, αi,x, and βx are 
constants, depending on the terminal x. Gate-source and gate-drain leakage are 
described identically. As tunneling probability gives the charge transfer per electron 
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trying to pass the barrier, it has to be multiplied with an area to compute current from 
current density. Gate tunneling always occurs over the entire width W of a transistor, 
but for gate-drain and gate-source leakage only over a small fraction of the channel 
length, denoted Leff,x. Another asymmetry between gate-source/drain and gate-bulk 
leakage is VY, which is Vgx for x = source/drain but VT (thermal voltage) for x = gate. 
Usually VT << Vgx for x = source/drain, thus tunneling to bulk is much smaller and 
temperature dependent. 

Effect of Temperature: The behavior as described by above equation can be observed, 
when plotting the gate current Igx versus the respective voltage Vgx for different oxide 
thicknesses and temperatures as presented in Figure 3: Gate leakage is exponentially 
dependent on oxide thickness as well as potential difference. Gate to bulk tunneling is 
almost two orders of magnitude smaller than gate to source or gate to drain leakage 
and only gate to bulk leakage is showing a significant thermal dependency. 

 

 
 

Fig. 2. Current paths in MOSFET transistors     Fig. 3. Gate leakage of the 45nm predictive 
technology model NMOS device [3] 

B. Hot Carrier Effects 

In comparison to other isolators, silicon oxide, the recent MOSFET gate dielectric, 
has a comparatively small band-gap of 3.3eV @ 300K. As soon as a carrier inside the 
channel manages to obtain this energy, it can enter the oxide’s conduction band and 
carry a current towards the gate without the exponential decrease per oxide thickness. 
Especially in short channel devices, the electric fields may become large enough to 
accelerate the carriers so that they become hot, what means that their kinetic energy 
exceeds the oxide band-gap. Holes from the valence band additionally need to 
overwhelm the silicon band-gap (1.12eV @ 300K) and have a larger effective mass.  

• Drain avalanche hot carrier injection (DAHC): When switching, for Vds > Vgs > 0 
(this condition is typically reached when switching), a high field occurs at the drain. 
The accelerated carriers collide with the silicon lattice, generating electron-hole pairs 
(impact ionization). The resulting electron-hole pairs may have sufficient energy to 
becoming hot, thus reaching the oxide conduction band. 

• Channel hot electron injection (CHE): If drain and channel potential both are 
significantly higher than the source, carriers traversing the channel are attracted by the 
gate potential. Some of them may reach channel-oxide junction before reaching drain. 
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• Substrate hot electron injection (SHE): In case of extreme biasing of the substrate, 
carriers from the substrate are accelerated towards the gate if Vgb is large. As they 
move upwards, they gain more energy in the higher field close to the surface. 

• Secondary generated hot electrons injection (SGHE): The SGHE equals the 
DAHC effect. But additionally, while the majority carriers move towards the gate 
oxide, the minority carriers move towards the substrate creating a field which is 
driving the majority carriers towards the gate. 

3 A Review of Related Work 

With new concept of “PMOS stacking” introduced in P4-SRAM Bit-Cell [4]. The 
main ideas behind the bit-cell were: 

• The barrier height of the holes is more than that of the electrons, i.e, 4.5eV versus 
3.1eV, respectively. So, the gate leakage current will be lower in the off state of 
the p-MOS transistors whereas the full-supply substrate body-bias will involve in 
reduction of the sub-threshold leakage during standby mode of proposed design. 

• Concept of the transistor stacking for the leakage power reduction. These, extra 
p-MOS transistors of the Gated-GND, produces the stacking effect in conjunction 
with the SRAM Bit-Cell transistors when the Gated-GND transistors are turned-
off by opposing flow of leakage current through them. 

Thus hot carrier injection is much stronger in NMOS devices. 
According to [5], hot carrier effects can be sub-divided into four effects: 
In [6], a P3 SRAM bit-cell structure at 45nm technology has been proposed for 

high activity factor based applications. The cell has been proposed for reduction of 
leakage power through gate leakage current and sub-threshold leakage current 
reduction in both active and standby mode of memory operation. The p-MOS stacking 
transistor, connected in series (in line), is kept off in standby mode and kept on in 
active (read/write) mode. The p-MOS transistors are used to lower the gate leakage 
current [7]. In [8], PP SRAM-cell has been proposed which uses p-MOS transistors as 
pass transistors to reduce gate leakage on the expense of some performance 
degradation. This performance degradation occurs due to different mobility 
coefficients for n-MOS and p-MOS. 

4 Results and Discussion 

4.1 Static Power Consumption 

To analyze the effect of temperature on standby power and Gate Leakage currents in 
6T, P4, and P3 SRAM Cells, the simulation work is being performed at 45nm  CMOS 
technology with gate oxide thickness of 2.4nm at different temperatures (-25°C to 
125°C) to ensure different environmental temperatures at supply voltage of VDD=0.8V  
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and 0.7V. It has been observed that due to change in operating temperature there is an 
increase in standby leakage power in 6T SRAM cell, but in P3 and P4 SRAM cell, 
due to p-MOS stacking, effect of temperature has been lowered as compare to 6T 
SRAM  cell by 71.02%, 85.03%, 94.12% and 94% in P3 SRAM cell at -25°C, 25°C, 
75°C and 125°C  respectively, and 72.69% , 87.45%, 96.07% and 96.27% in P4 
SRAM cell at -25°C, 25°C, 75°C and 125°C, at VDD=0.8V respectively. 

At VDD=0.7V, the standby leakage power is found to be reduced by 71.77%, 
85.93%, 94.03% and 93.14% in case of P3 SRAM cell (w.r.t 6T SRAM cell)  
at -25°C, 25°C, 75°C and 125°C and in case of P4 SRAM cell, decrease in standby 
power w.r.t conventional 6T SRAM cell is 82.88%, 92.58%, 97.34% and 96.19%  
at -25°C, 25°C, 75°C and 125°C. 

 

Fig. 4. Standby Power at VDD= 0.8V Fig. 5. Standby Power at VDD= 0.7V 

Figure 4 and 5 shows the comparison of standby power at different temperatures 
for 6T, P3 and P4 SRAM Bit cells. 

4.2 Gate Leakage Current (IG) 

Fig. 6 and 7 shows the comparison of Gate leakage current at different temperatures 
in standby mode for 6T, P3 and P4 SRAM Bit cells. Because of the p-MOS stacking 
effect in P3 and P4 SRAM cells, gate leakage current is found to be significantly 
reduced at different operating temperatures. 

At VDD=0.8V, in P3 SRAM cell, the gate leakage current reduction is 88.50%, 
69.07%, 67.61% and 50.8% at -25°C, 25°C, 75°C and 125°C respectively and in P4 
SRAM cell the percentage value of gate leakage current reduction is 88.57%, 79.77%, 
73.62% and 66.3% at -25°C, 25°C, 75°C and 125°C respectively. And at VDD=0.7V, 
in P3 SRAM cell, the gate leakage current reduction is 59.45%, 83.6%, 70.83% and 
37.74% at -25°C, 25°C, 75°C and 125°C respectively and in P4 SRAM cell the 
percentage value of gate leakage current reduction is 59.95%, 81.34%, 72% and 
68.87% at -25°C, 25°C, 75°C and 125°C respectively. 
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Fig. 6. Gate Leakage Current at VDD=0.7V Fig. 7. Gate Leakage Current at VDD=0.8V 

5 Conclusion 

In this paper the standby leakage power analysis at different operating temperature for 
the Conventional 6T SRAM, P3 SRAM and P4 SRAM cell has been carried out. It 
has been observed that for 6T SRAM there is an increase in standby leakage power 
with increase in temperature and the gate leakage current is found to be reduced with 
temperature variations, but this effect of temperature variation is found to be 
significantly lowered in P3 and P4 SRAM cells due to pMOS stacking. 
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Abstract. The main task of an address allocation protocol is to manage the 
address allocation to the nodes in the ad hoc MANETs.  All routing protocols 
assume nodes to be configured a priori with a unique IP address.  Allocating 
addresses to mobile nodes is a fundamental and difficult problem. A mobile 
device cannot participate in unicast communications until it is assigned a 
conflict-free IP address.  So addressing in MANETs is of significant 
importance, and the address configuration process should be fast, as the 
algorithm must be able to select, allocate and assign a unique network address 
to the unconfigured node before with a unique IP address. As the network is an 
ad hoc network no centralized control of the network is possible.  Since every 
address change may break transport layer connections, unnecessary address 
changes should be avoided.  Here we present an Ensemble approach in which a 
group of nodes can be assigned IP Addresses when the network is initiated. 

Keywords: Address Allocation, Mobile Ad-Hoc Network, Node Joining, 
Address Character, Temporary Address, Permanent Address. 

1 Introduction 

In the real work in order to communicate with other communication entities, each of 
the communication entity should be equipped with a unique address using which it 
can be reached.  Addresses are important in computer communications, as both 
identifiers and locators of nodes requires addresses for communication.  One of the 
important criterions when allocating the addresses is that each host must be assigned 
with a unique address.  Typically, there are three ways that a host might obtain a 
unique address.  The first is to ask a central server, such as a dynamic host 
configuration (DHCP) server [2], where the server is responsible for ensuring that all 
allocated addresses are unique.   The second one is, a host may use a link-local (LL) 
protocol [2] to generate itself an address and carry out duplicate address detection 
(DAD) to ensure that the chosen address is unique.  However, LL protocols assume 
all nodes are of link-local scope and are thereby available to defend their addresses at 
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all times.  Finally, a node may rely on the user to ensure that the assigned addresses 
are unique. 

A Mobile Ad Hoc Network (MANET) [5] is an independent self organizing 
network in which each node functions as both an end host and a router. This form of 
wireless network is created by mobile nodes without any existing or fixed 
infrastructure. The topology of a mobile Ad hoc network is typically highly dynamic 
because its nodes are free to move independently and randomly. The size of a 
MANET is constantly changing as nodes come in and out of the network range. A 
node is not part of a MANET until it is within the transmission range of an already 
configured node in the MANET. During the time a node is present in the MANET; it 
may or may not participate in communication or packet forwarding. 

Nodes in the MANET need some form of identity before participating in 
communication.  Using traditional methods, such as DHCP [3], is not possible 
because nodes in the MANET are highly mobile and a central authority is not always 
reachable. Mobile IP [4] is also not a solution because MANETs are wired. 

2 Literature Survey 

The address allocation protocols are divided into three categories (1)Stateful protocols 
(2) Stateless protocols (3) Hybrid protocols.  Stateless [15] approaches use conflict 
detection mechanism for allocating addresses to new nodes. A new node randomly 
chooses an address from a prescribed address block and then verifies its uniqueness 
by either querying that address to receive a reply or by performing duplicate address 
detection. No address allocation tables are maintained. An unconfigured node self- 
assigns an address randomly and verifies its uniqueness with duplicate address 
detection (DAD) [12]. 

According to [6], recent address allocation protocols can be divided into stateless and 
stateful approaches. In a stateless approach [7], a node chooses an IP address and performs 
Duplicate Address Detection (DAD) [8][12] is the stateless proposal for distributed 
protocol in which every node that wants to join the network, floods the network with 
Address Request message (AREQ) to find the existence of the IP in the network.   

Stateful [13] approaches can be further divided into leader based-approaches, 
distributed common address space approaches and distributed disjoint address space 
approaches. In leader- based approaches [9] the workload on a leader is too heavy and 
a node may not be always reachable in the MANET. In MANETconf [10], address 
assignment is based on a distributed mutual exclusion algorithm that treats IP 
addresses as a shared resource. As in MANET-conf, the dynamic address 
configuration protocol [7] also requires nodes to perform DAD during address 
assignment, which increases the latency of nodes joining the MANET. Complete 
synchronization is required between all nodes to avoid duplicate addresses. Dynamic 
Host Configuration Protocol (DHCP) [3] is not feasible because a server may not be 
permanently reachable by all nodes. In DHCP, there is also a single point of failure. 

All the stateless approaches and common distributed allocation table approaches 
can be categorized as conflict avoidance approaches. Addresses are assigned from a 
pre-authorized or calculated address pool. Then permission is granted by all the nodes 
for the address allocation, or all the nodes in the MANET are informed of the 
allocated address to purge it from the pending address table entry. 
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3 IP Address Assignment 

In order to establish the Communication between the nodes it is mandatory that the 
nodes to be in the network.  To uniquely identify the nodes present in the network, 
these nodes must be assigned with unique IP.  If these IP addresses are not unique 
misrouting takes place and the information cannot be delivered or sent to the right 
receiver.  So the nodes must be configured with the non duplicate IP address.  This 
can be implemented by Ensemble Approach.  The name ensemble is used here as we 
are assigning the group of nodes IP addresses together at the same time.  This method 
makes use of the MAC-IP table, which contains the information regarding the MAC 
addresses of the nodes and the random number generated for that node, and the new 
IP address that has been generated is maintained. 

Every Node in the MANET maintains the MAC-IP table.  Whenever the network is 
instantiated, hello messages are exchanged by the nodes to tell their existence and also to 
know about the existence of the neighbors.  Embed in the hello messages is the MAC-IP 
table.  The MAC-IP table has the entries of MAC Address of the nodes, Nonce and the IP 
Addresses that will be generated.  The format of MAC-IP table is given in [11]. 

Nonce are the Random numbers they are used because the MAC Addresses are not 
unique as some manufacturers sell network adapters with non-registered MAC 
addresses or the MAC address may be corrupt while manufacturing.  Most of the 
network adapters allow users to change the MAC address to arbitrary values and some 
of the adapters may not be having IEEE MAC addresses at all. Because of the above 
reasons the random number is used to recognize the uniqueness. 

3.1 Duplicate Address Detection Scheme 

The new node after it enters into the network gets the information regarding the IP 
address to use.  It assigns the IP address and creates the packet as Fig. 1 and 
broadcasts the packet to the subnet. 

AR FIM unused Originator Nonce 
Originator’s IP Address 
AGE According to timer 

Fig. 1. Address Request/Reply Packet Format 

In the Fig. 1 the first bit tell whether it is Address Request or Address Reply packet.  If 
the bit is set to 0 (zero) it does mean that it is the Address Request, if it is set to 1 (one) it 
means that it is Address Reply.  The next bit FIM represents Found In the MAC-IP table.  
By default this bit is set to 0.  If this bit is set to 1 it means that the requested IP Address 
is present in the MAC-IP table and there is an address conflict.  It maintains the age of 
the IP address that has been assigned by the originator.  The next 14-bit field is unused 
one and may be used in the future for more further enhancement.  The 16 bits are for the 
Nonce generated by the Originator, this is maintained because, it may so happen that 
more than one node can assign the same address, and the Address Reply packet may be 
routed back wrongly.  So by means of the nonce the packets can determine whether it has  
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reached the correct node or not.  The requested IP Address is present in the Originator’s 
IP Address field.  The next 32 bits represents AGE field and is capable of counting up to 
1,193,046 hours ≈ 49,710 days. 

3.2 Conflict Detection Allocation 

There do already exist some nodes for which IP addresses are assigned, and there are 
these two new nodes which entered into the network for which IP Addresses are not 
assigned. As said already both of them have temporarily been assigned the same IP 
address and they need to check for the address conflict.  The two new nodes in the 
network one of the node we call them as the new node and the other node we call it as 
current node.   

The new node broadcasts the packet by assigning the following things AR field is 
set to 1, FIM to 0, AGE field is incremental timer which has started when the node 
has entered into the network, the Originators IP Address which it wants to assign and 
the Nonce generated by the node.  When the current node receives this AREQ packet, 
it first checks whether it has processed this packet before or not, this is done by 
maintaining the AREQ (Address Request) seen table which will be associated with 
time-to-live field,  if it has processed before it simply discards the packet.  If it has not 
done before it identifies this as the new packet and makes an entry in the AREQ seen 
table.  Now the current node checks with its own  MAC-IP table whether the assigned 
IP address is already assigned by some other node and this information has not 
reached to the new node.  If an entry is found in the MAC-IP table then it sets the AR 
field to 1 and sets the (Found in MAC-IP table) FIM bit to 1 and sends it back to the 
new node, now the new node changes its IP address and repeats the process again, 
that is by selecting the new IP from the list of the free IP Addresses available and 
broadcasting the AREQ/AREP packet again.  The nodes upon receiving the AREQ 
packet checks with the entry in the MAC-IP table, if no match is found, then the new 
node check with its own IP addresses whether it matches or not.  If the new nodes IP 
Addresses does not match then it simply forwards the packet to its neighbors, else 

• If the current node’s AGE timer is greater than that of the AREQ packets AGE 
timer generated by the new node, then the current node’s IP address remains 
unchanged and the current node changes the AGE field with that of its own and 
changes the AR bit to 1 and sends back to the new node.  The current node changes 
the AGE field to that of its own because, to let know the new node that the IP 
address conflict has happened and the current node is elder than itself and it has to 
change its IP address.  The new node can now change its IP address and initiate the 
AREQ packet and the process is repeated again. 

•  If the current node AGE timer is less than that of the AREQ packet AGE timer, 
generated by the previous node, then the new node drops its own IP Address and 
initiates the AREQ for a new IP Address.  Now the current node will include its 
current IP Address Timer into the AGE field of the AREQ packet. 

Fig 2 represents the flowchart for Duplicate Address Detection Scheme and Conflict 
Detection Allocation. 
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Fig. 2. Flow Chart for the Duplicate Address Detection Scheme & Conflict Detection 
Allocation 
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4 Experimental Results 

The entire simulation was run on ns-2[1] version 2.30 simulator installed in Intel Core 
2 CPU of 2.00 GHz Processor and 256 MB of RAM. Fig. 3 and Fig. 4 represent the 
graphs drawn against Number of nodes and Time required in seconds.  Fig. 5 and Fig. 
6 represents the graphs drawn against Number of nodes and number of Broadcasts 
required. All the Figures from Fig. 3 through 5 are shown in the terrain range of 500 x 
500 and 750 x 750.  Whatever may be the number of nodes and terrain area it takes 
less than 1 second to build the MAC-IP table.  

 

Fig. 3. Time required when Terrain  Range is 
500 x 500 

Fig. 4. Time required when Terrain 

 

 

Fig. 5. Broadcasts required when Terrain Fig. 6. Broadcasts required when Terrain  
Range is 750 x 750 
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5 Summary 

Thus we are successfully able to allocate the IP addresses to a group of nodes when 
the network is initiated or to the individual nodes when the nodes add up after the 
initial configuration, Reasons why Nonce is used, Duplicate Address Detection 
Scheme, Conflict detection allocation is clearly shown.  Thus we have effectively 
build a MAC-IP table which is used to auto-configure the IP addresses of the nodes in 
the network, which takes less than 1 second of the time.  
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Abstract. Dynamic Time Warping (DTW) is template based cost minimization 
technique. We propose Hidden Markov Model (HMM) based enhanced DTW 
technique to efficiently recognize various speaking rate signals and for 
recognizing closely similar utterances. We extend the derivation of Viterbi and 
forward algorithms for finding optimized path alignment in new propose 
technique and extend the Baum-Welch algorithm to optimize the model 
parameters. The proposed technique is compared with conventional DTW 
technique, and from comparative results analysis we find that it improves the 
results from 84% to 94 % using DTW technique for Hindi spoken words for 
various speech utterances in different environmental conditions or for varying 
speakers.  

Keywords: Dynamic Time Warping, Hidden Markov Model. 

1 Introduction 

In informal way, different people speak Hindi in different way like with fast, slow, 
and normal speaking rate. Then this variation degrades the recognition rate [5]. There 
are three techniques prevalent for automatic speech recognition (ASR): The template 
based technique, the statistical based technique, and artificial neural network (ANN) 
based technique. In template based technique, each word of dictionary is denoted by 
one or more templates. And we find out the most time aligned path between reference 
template and testing word, using DTW technique. Statistical based technique is 
sounder in mathematical formulation, this is based on HMM technique.  

Many authors worked for Hindi language speech recognition system. K. Kumar et 
al [1] have presented an approach for designing an isolated-word, Hindi speech 
recognition system. The features are derived by employing linear prediction coding 
coefficients and the speech recognition is performed using continuous HMM. The 
system provides good performance results for speaker independent environments and  
 

                                                           
* Corresponding author. 
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Fig. 1. Block Diagram of Hindi Speech Recognition (HSR) 

is highly efficient for large vocabulary size. R K Agarwal et al [2] also presented a 
HMM with Gaussian mixture based automatic ASR using MFCC features, but this 
technique was also evaluated for simple utterances. Shivesh Ranjan [3] has also 
applied LPC over Discrete Wavelet transform coefficients for designing a speech 
recognition system for Hindi words, but it focuses over computing LPC coefficients 
separately for the wavelets coefficients. These authors focused on features extraction 
and matching techniques. 

Above authors presented various speech features and HMM based speech 
recognition system and evaluate them on various situations. If we evaluate them for 
varying speaking rate then their recognition result degrade. In order to enhance results 
for varying speaking rate condition, we are proposing model to compress and stretch 
the testing sample according the reference template and HMM will calculate sum of 
densities along all possible alignment paths [4].     

This paper presents unified approach of vector quantization, DTW, and HMM as 
shown in Fig. 1. Second section describes signal pre-processing, feature extraction 
techniques and vector quantization. Third section presents about DTW, enhanced 
DTW, and HMM based enhanced DTW. In the fourth section we discussed 
experiments and result analysis. And in the fifth section, conclusion is discussed.        

2 Speech Feature Extraction 

Speech is a quasi-static signal. Initially Speech is stored in amplitude and time domain at 
16KHz and with mono channel in .wav (file extension) form. In order to resemble human-
auditory system in our mechanics, we have to extract features in the similar manner. 
Human auditory system behaves logarithmically for high-frequency signal and linearly for 
low-frequency signal. So, we used the MFCC (Mel Frequency Cepstral Coefficients) 
coefficients [6], and their first and second derivatives [7] including energy of the signal. 
Initially a Hindi dictionary of 13 words is created. Each word is spoken by 40 different 
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users, 10 times each word. Database of spoken words is created by different-different 
speakers of varying speaking rate like slowly, moderate, and fast in order to make it 
efficient. Through random selection, we used 32 speakers’ data to extract features and rest 
data are used for testing purpose. Features are extracted as shown in the block diagram. 
Linde–Buzo–Gray algorithm [10] is used to quantize features. This is an iterative 
technique of vector quantization. If each word contains  utterances, then  utterances are 
represented in the following manner: 
 , , … … … … … . … … . , ( ),  

 

And each utterance contain   feature vector:                             
 , , … … . , ( ), … … . . ( ),  

 

After LBG vector quantization,  utterances are generated:  
 , , … … … … … . … … . , ( ),  

 

An average template is created from the all k feature vectors to lessen the varying 
factors of the speech signals. If a word is spoken different times by a single speaker, 
different-different signal will generate every time as given in the fig. 2. So, this 
difference will reduce by averaging the signal [4].  = ∑

                                                         (1) 

 

Fig. 2. Single word ‘chunana (in English ‘Select’)’ with different speaking rates 

3 DTW and Enhanced DTW 

The DTW algorithm provides a procedure to align optimally in time the test and the 
references patterns and to give the average distance associated with the optimal 
warping path as shown in Fig. 3. Dynamic Time Warping is a pattern matching 
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algorithm based on Bellman’s principle of optimality with a non-linear time 
normalization effect [11].  

The DTW technique creates alignment between the two sequences of feature 
vectors. , , … … … . . ,   and , , … … … . . , :     

A distance between two feature vectors  and  can be represented by a function ( , ), this is a local distance. For computing global distance, we compute recursively 
local distances and add them for best predecessor. Best global distance is:  ( , ) = min , ( , ) ( , )                         (2) 

DTW is used to establish time scale alignment between two feature vectors. DTW 
system can capture long-range dependencies in acoustic data, and can potentially 
adapt to differences in speaker, and accent. From the above analysis, DTW is 
effective in wide scale observation and HMM is used for solving the analysis of the 
detail. Hence we can combine these two methods for designing efficient system as 
shown in Fig. 3. Enhanced DTW [12] can be designed with following elements: 

A DTW technique can be applied on given input feature vector sequence , , … … … . . ,   and DTW template which is a sequence of states , , … … … . . , . In enhanced DTW each state is characterized by the set of 
parameters.  

1.  is the set of model parameters.    
2. Quality of the model is calculated by the following form:          

 

  ( | ) = ∑ ( , | )                                       (3) 
 

Here,  is the set of all valid paths. 
3. Path quality is measured by 

 

 ( , | ) = ( | ) ( | , ).                                (4) 
 ( | ) is a prior measure for traversing through path q, and ( | , ) is a 

posterior quality measure.                                                                                                                               

Prior path traversal measure is given as: 
 ( | ) = ∑ ( )( ) ( )

,                                      (5) 
 ( ) is the sequence of the connected segments , , … … … . . ,  of valid path.  ( ) is the weight of the  segment .  ( ) = ∑ .  (6),  is the number of grid points.           ( ) is the path independent so it can be denoted by .  

The posterior path quality calculation is the summation of quality of segment that 
make path.                 

 ( | , ) = ∏ ( ) | ,                                         (7)  
 |  is the quality measure of the segment  and its associated grid points.  
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| = ∏ ( ) ( )                                        (8) 
 

Where ( | ) = ( | ) ( ) ( ) , ( | ) is the weighted and normalized local 
similarity calculation for grid point. ( | ) is the Gaussian probability density function.  

Our technique is not statistical, we measure quality of the path that may depend 
upon the path and weighting and normalization violate the condition of statistical 
behavior. Problems associated with enhanced DTW model are optimal path 
resolution, and parameter estimation for the model [12].  

Path quality can be calculated using the forward and backward algorithms [11]. We 
define forward variable ( ) as the sum of the path quality measure over all valid 
path from starting to end point.                        

 ( )  ∑ ∏ ( ). ( | )( ), .                      (9) 
 

And for the backward algorithm, we start from the last grid point and reached at the 
start. That can be represented by the ( ). 

Optimal path can be measured by maximizing the all valid path originating from 
the starting point.   

 ( )  max , , ∏ ( ). ( | )( ) .                    (10) 
 

We calculate the parameter set  and given training patterns are = , , … … … … … . … … . , ( ), . Our objective is to maximize ( | ) [12]. 
i.e.  = arg max ( | )                                             (11) 

4 Experiments and Result Analysis 

We developed a Hindi speech recognition system in order to increase user-machine 
interaction for non-technical and for rural users. They can use this interaction system 
in knowing anaj mandi (a place of selling and buying of agriculture goods) rate of 
cereals, vegetables, and other agriculture products and in other technical gadgets. So, 
we stored speech utterances of various rural users from different places. We choose 
eight places and five users from each place. Each user speak ten times single word so, 
we get 400 utterances for each word. We have 13 words dictionary so, total 
400*13=5200 spoken words.    

DTW technique helps in normalizing the time of utterances and this improves the 
ability of Baum Welsh algorithm and in learning the data because sequence of feature 
vectors aligned in time and it favours in discriminating the speech feature vector from 
other templates than similar templates. For the phonetically close utterances, after the 
alignment they have their own size and it increases the discrimination of the models at 
the transition matrix level. 

Eighty spoken words for each thirteen Hindi words from the training data are used for 
the testing purpose of the recognition system in the three different environments. We 
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compared the results as shown in the fig. 4, from both enhanced and conventional 
DTW technique and find out that results improved from 84% to 94% recognition rate 
in closed class room environment. In the conference room results improved from the 
81.5% to 92.5% and in the open air environment improved from 80% to 91.5%. 

 

 

Fig. 3. Unified model of DTW and HMM 

 

Fig. 4. Result analysis for both techniques 
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5 Conclusion 

This paper presents a speech recognition system for Hindi language that can work 
efficiently for varying speaking rate speech utterances and for closely similar 
utterances. We design a unified model of DTW and HMM in order to combine 
template based approach and statistical approach. This model work efficiently for 
objective and we test it on a Local area Network application of query-system for rate 
of agriculture goods. It is tested by rural people. Enhanced DTW increased results 
from 84% to 94% by increasing 10% in recognition rate. 
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Abstract. This paper presents a novel method of de-referencing (Blinding) the 
Non-Blind algorithms employed in the application of Adaptive Beamforming 
developed for smart antenna applications. The method (primarily based on 
Adaptive Controller)involves taking a FeedForward channel from receiver 
antenna output and its summation(subtraction) with the system o/p FeedBack 
can actually replace the role of reference signal, conventionally required to 
calculate the feedback error. The summation/subtraction results in error signal 
which is then inserted into the Adaptive Algorithm. LMS and RLS Algorithms 
are used in this paper for experimentation. System input was a DS-SS QPSK  
digital signal . This Beamforming scheme was also successfully observed using 
Agilent ADS by doing basic level simulations for micro-strip patch array. 

Keywords: Adaptive Beamforming, Feedforwar-, Feedback, Adaptive 
Controller, LMS, RLS, Microstrip-patch Antenna, Agilent ADS. 

1 Introduction 

Smart Antennas is a system of antenna array which identifies spatial signal signatures 
with the help of Adaptive Beamforming Algorithms. A process of adapting magnitude 
and phase of the signal from every antenna element to form  narrow beams in order to 
concentrate the reception in specific direction while neglecting the interference , is 
known as Beamforming[3,4]. For fixed DOA(direction of arrival), simple 
beamforming is used whereas for time variant DOA, Adaptive Beamforming is 
employed [5]. 

Adaptive array systems as shown in figure 2(a) use antenna arrays controlled by 
robust adaptive algorithms, to dynamically vary the radiation pattern in accordance with 
the varying environment of the signal. There are practiced many performance criteria for 
such algorithms namely MMSE(min. mean square error), Maximum signal to 
interference and noise ratio (SINR), maximum likelihood (ML), Minimum noise 
variance and Maximum gain [6]. Our paper is concerned with MMSE based algorithms 
only. 

The two major types of adaptive algorithms are blind and non-blind. Non-blind 
algorithms require a pilot(reference) signal to detect the desired signal and update their 
complex weights. These algorithms include LMS(Least Mean Square), RLS(Recursive 
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Least Square), SMI(Simple Matrix Inverse) and CGM. In contrast to non-blind 
algorithms, blind algorithms do not need a pilot signal to find the complex weights. This 
paper examine the functioning of LMS and RLS algorithms, conventionally accepted as 
Non-Blind algorithms, with means of proposed method, as Blind algorithms. 

1.1 Microstrip Patch Antenna 

Microstrip patch antennas are planar structures which resonate from a strip of metal 
embedded over a dielectric substance and a metal plate which together constitute the 
ground plane. Common antenna shapes are a polygon, circular and elliptical, however 
any continuous shape can be used. The default microstrip antenna is a rectangular 
patch of metal over a ground plane. By varying its dimensions and altering its 
physical structure, several variations are possible. They are small, versatile, cheap and 
quite lightweight. 

1.2 Related Work 

Retrospective considerations will guide us through the immense amount of work 
already done in this field [2],[3],[4],[8],[9] but never before the conventional 
beamformer models were viewed in this light. This novel approach will take  out  two 
of the most efficient and popular beamforming algorithms from the less pragmatic 
Non-Blind  category and present them with a new modular approach. Untill present , 
LMS and RLS Algorithms have always been used as Non-Blind beamforming 
applications. This new method of dereferencing can also lead to the exploration of 
adaptive beamforming based on Adaptive (MRAC) based controllers towards new 
directions.  

2 Problem Statement 

In Blind algorithms ‘d(n)’( reference signal) is not used where as in Non-Blind 
algorithms, ‘d(n)’( or some other closely correlated training string) has to be known 
both to the transmitter and receiver during the training period. Acquiring a training 
sequence all the time is very difficult when High Freq switching antennas deployed 
for high Bandwidth data exchange. Main approach of this paper is to address the issue 
hereby mentioned.  

2.1 Feedforward-Feedback (Adaptive) Control Mechanism 

In real life complex control systems such as Neural system functions efficiently only 
with a coordinated inputs from its Feedforward(FF) was well as Feedback(FB) motor 
faculties. [10]Feedforward : by identification, it anticipates the relation between 
system and environment to determine the course of action, Feedback : monitors 
discrepancies which can be used to refine actions of the controlled system. The 
controller, when coupled to an identification procedure, is precisely what is often 
referred to as an 'adaptive controller': it adapts its control strategy to changing 
estimates of the dynamics of the controlled system. Such system illustrated in Figure 
1 contains both controller plus identification procedure. 



 Feedforward Feedback(FFFB) Method for Dereferencing the Non Blind Algorithms 209 

 

 
 
 
 
 
 
 
 

Fig. 1. To render a controller adaptive, an identification algorithm monitors control signals and 
feedback signals to provide the controller with updated estimates of the parameters that 
describe the controlled system 

2.2 Adaptation of FF-FB to Adaptive Beamforming 

The proposed method is basically an adaptation of  Feedforward-Feedback based 
Adaptive Controller into the scheme of Adaptive Beamforming . 

The only addition in this model over the conventional one is that of a 
feedforward(FF) path. This FF highway(‘m’ number of lines) consist of paths from 
each of the antenna output channels and is extracted prior to the weight coefficient 
multiplication. Signals from these lines are added (to)/subtracted(from) the 
Feedback(FB) from system output x(n). The resultant is then feedback into the 
adaptive system as error signal e(n) to initiate beamforming in the DOA(direction of 
arrival) of primary signal. Since it’s a narrow band operation therefore only one 
weight is associated with each antenna channel.   

A special characteristic of this model is that, the requirement of reference signal is 
completely surpassed. So following this model, all the earlier Non-Blind algorithms 
can now properly function even in the Blind format.  

The model shown in Figure .2(b) is called FFFB(feedforward-feedback) 
beamformer. A special characteristic of this beamformer is that, it incorporates FF 
path to compensate for the reference signal. FF signal is extracted from the antenna 
output channels prior to weight coefficient multiplication. This FF highway of 
‘m’(number of array, antenna elements) channels are subtracted/added to the feedback 
from system output x(n). The resultant is then fed back into the adaptive system as 
error signal e(n) to initiate beamforming in the DOA(direction of arrival) of primary 
signal. Since it’s a narrow band operation therefore only one weight is associated with 
each antenna channel.  

Distinct channels of the FF highway are selectively switched on/off . The pattern of 
selective switching till present is entirely based on (best hit adjustments of) different 
case simulations and has yet not been embedded on a general mathematical 
formulation. Multiplication of the values(+1,-1,0) with the respective FF channel lines 
is a simple switching mechanism considered here for practical simulations. 
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Table 1. Switch Values for FF channel 

3.1.2   Recursive Least Squares(RLS) Algorithm 
Forgetting Factor = 0.9( ) ; Direction(Angle) of interferences ( in degrees) 
:10,30,50,70,90 + ambient AWGN ; Signal to Interference Ratio(SIR)= -70 dB ; [ for 
SIR worst case scenario has been considered, below -70dB the MSE becomes very 
large and beam pattern is destabilised ; but viceversa, increasing the SIR doesn’t 
much increases the accuracy of beam patterns in RLS Algorithm ]. 

Table 2. Switch values for FF Channel  

DOA 200 400 600 800 

 

Fig. 4. Beam Pattern Plot for FFFB beamformer  

Y1 -1 0 -1 -1 

Y2 1 1 0 1 

Y3 1 0 -1 -1 

Y4 0 -1 0 1 

Y5 -1 1 -1 -1 

Y5 -1 0 0 1 

Y7 -1 -1 -1 -1 

Y8 1 1 0 1 

One more important effect observed about the behaviour of conventional 
beamformer (both for LMS and RLS) was that its beamforming capabilities are 
seriously hampered for angles near zero degree and became better as the DOA moves 
away from 0 degree. Following Figure 5. simulation demonstrates this. 

DOA 100 300 500 700 

Fig. 3.  Beam Pattern Plot for FFFB beamformer 
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Y2 -1 -1 0 1 

Y3 -1 0 0 -1 

Y4 0 1 -1 0 

Y5 0 0 1 -1 

Y5 0 0 0 1 

Y7 0 0 0 -1 

Y8 1 1 1 1 
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Fig. 5. Polar Graphs [conventional beamformer]; (from left to right) DOA=100 (LMS);DOA=200 
(RLS); DOA=500 (LMS); DOA=600 (RLS) 

3.2 Case 2 ( Ambient Noise)  

For the conditions having presence of ambient or un-directional AWGN, The FFFB 
beamformer does not need multiple Feedforward lines. Only employing last two 
channels produces directed beam as accurate as in case of reference based 
conventional beamformer.  

                       e(n) =y(m)-y(m-1)-x(n)                                           (5)                                            

here ,m=8( number of antenna channels/weights) where e is error , y(m) and y(m-1) 
are FF channels and ‘x’ is feedback signal. The following comparative simulations 
were carried on using LMS algorithm for SIR = -1, DOA=100   for non directional 
interference. 

 

 

 

 

Fig. 6. (DOA=100,LMS);left plot is FFFB beamformer & rightplot is conventional beamformer 

4 Agilent ADS(Advanced Design Systems) Simulations 

In order to design the antenna, we required only the resonant frequency, height of the 
substrate and the dielectric constant. Based on these values the antenna was designed 
from the equations mentioned in [7]. The feeding method of the antenna was been 
selected as inset feed. The final dimensions of the antenna were Width=43.45mm 
,length=35.2 mm, effective permittivity (ϵreff) =2.9. The length of the feedline (lf) was 
27.5mm and width(wf) was 10.42mm with separation (s) as wf /2, or 5.21mm and 
inset width (Yo)as 9.33mm. To design the array the effective distance between two 
antennas was kept as λc /2, where λc  is the resonant wavelength. The final design of a 
single antenna and the output of the simulated array is shown in Figure 7  
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whole variety of applications wherever beamforming concept is utilised . Aggressive 
examination by scholars can also be initiated for adaptive beamforming using Agilent 
ADS and not restrict only to popular softwares like MATLAB.  
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Abstract. Network Congestion is a major problem with respect to the Internet. The 
Active Queue Management algorithms (AQM) are used to reduce congestion, and 
in this paper, a new AQM algorithm is proposed called as Extended Queue 
Management Backward Congestion Control Algorithm (EQMBCCA). This is an 
extended version of the QMBCCA, which has been proposed earlier by us. 
QMBCCA makes use of Internet Control Messaging Protocol (ICMP) Source 
Quench (ISQ) notifications and also the CE (Congestion Experienced) bit 
whenever the average queue size crosses minimum threshold value. EQMBCCA 
introduces a configurable intermediate threshold value IntThres between the 
minimum and maximum values and generates ISQ signals only if the congestion 
crosses the threshold value. Therefore the generation of ISQ messages is 
significantly reduced here. There is also reliability since CE bits are set in the 
packets once congestion occurs. The proposed algorithm is compared with the 
Queue Management Backward Congestion Control Algorithm (QMBCCA) in 
terms of Gain in Goodput, Loss percentage and ISQ traffic for FTP flows. It is 
found that the performance of EQMBCCA is almost equal to that of QMBCCA 
and there is a significant reduction in the ISQ traffic in the reverse direction. 

Keywords: Congestion Control, Active Queue Management, RED, ECN, 
QMBCCA, Packet Loss, Goodput, Fairness, Delay. 

1 Introduction 

When multiple input streams arrive at a router whose output capacity is less than the 
sum of the inputs, congestion occurs [1]. The dropping of incoming packets in the 
absence of the buffer space is the usual method that a router reacts to congestion. This 
method is called as “Tail Drop” or “Drop Tail”.  

TCP is the most leading transport protocol today [2]. It is assumed that persistent 
TCP flows account for most of the buffer demand and short-lived (e.g. web-traffic) 
TCP or non-elastic (e.g. streaming) flows just add a little bit more to the buffer 
requirement [3].  Whenever congestion occurs in the network, an intermediate router 
begins to drop packets. In response to this instance of congestion, TCP invokes its 
congestion control algorithms [4] so that congestion is eased.  
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Active Queue Management (AQM) aims at minimizing queuing delay while 
maximizing the bottleneck link throughput. [5] reveals that the likelihood of 
congestion grows exponentially with queue occupancy, suggesting that drop rates 
ought to increase accordingly 

This paper is organised as follows. Section 2 gives a description about the related 
work on AQM Algorithms such as RED and its variants and QMBCCA. Section 3 
proposes the new algorithm EQMBCCA. The network scenario, simulation 
parameters, performance metrics and the corresponding comparative graphs are given 
in Section 4. Section 5 concludes the paper. 

2 Related Work 

Active Queue Management algorithms basically detect congestion before the queue 
overflows and it also gives an indication of the congestion that has occurred to the end 
nodes [6]. [7] proposes a fair active queue management (AQM) mechanism based on 
a well-known economic model called supply and demand.  

Random Early Detection [6] follows the concept of Early Random Drop by 
introducing the measure of average queue size and also dynamically changing the 
drop probability. A new AQM algorithm is proposed in [8] that exploits Round Trip 
Time (RTT) explicitly by introducing a passive RTT estimation technique in a router. 
Some of the variants of RED are Loss Ratio-based RED (LRED), PERED (Pre-
Estimation RED) and BO-ARED (An Adaptive RED Algorithm Combined with 
Buffer Occupation) [9], [10], [11]. RED parameter tuning in response to changing 
network conditions like traffic load, link capacity and round-trip time is used in [12]. 
An algorithm is given in [13] which enhances RED as an add-on patch that makes 
minimal changes to the original RED. The article [14] investigates the influence of 
weighted moving average on the performance of the RED mechanism. Effective RED 
(ERED) [15] aims to reduce packet loss rates in a simple and scalable manner. A 
solution is proposed in [16] to overcome the difficulties of configuring the RED 
parameters by using a Kohonen neural network model. A discrete-time dynamical 
feedback system model of TCP/RED is used in [17]. 

QMBCCA is an alternative approach to the current Explicit Congestion 
Notification (ECN) algorithm involving the use of an existing Internet ISQ signaling 
mechanism  in addition to the CE notification. By using ISQ, Congestion notification 
is kept at the IP level. Both the CE (Congestion Experienced) and ECT(ECN Capable 
Transport) bits are maintained as in ECN. The performance analysis of QMBCCA 
with ECN for web transfers was done by us in  [18]. 

3 EQMBCCA 

QMBCCA makes use of both ECN and Backward Explicit Congestion Notification 
(BECN) mechanism. In case of congestion, it generates ISQ and also sets the CE bits. 
There is an overhead in the generation of ISQ messages even for lighter congestion  
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and it affects the performance of internet routers. ISQ generation is carried by the 
control plane of the routers which is compared to be slower than the data plane. The 
transfer of packets between the control plane and data plane should be reduced in high 
speed routers.  

ECN notifications are more reliable compared to ISQ notifications. When the 
destination receives the ECN notification, it generates ECN Echo acknowledgements 
continuously until the sender notifies the receiver. The sender reduces the congestion 
window and the threshold value and activates the CWR (Congestion Window 
Reduced) mechanism. Additional reverse traffic will be introduced when ISQs are 
sent to the source and is preferable to minimize such control traffic. On the other hand 
the RTT taken by the CE mechanism will result in the delay of notifying the 
congestion leading to higher queue variance and reduced throughput. 

EQMBCCA tries to solve these issues by using CE mechanism for low congestion 
and ISQ in addition to CE for high congestion. In order to differentiate between high 
and low congestions, an intermediate value is chosen between the minimum and 
maximum values of RED called IntThres. IntThres is configurable and can be set 
anywhere between the boundary values. The router behaves as an ECN when the 
queue is below IntThres and as QMBCCA otherwise. There should be a reduction of 
the window size of the source for whichever notification reaches the sender first. 

The EQMBCCA uses a single bit in the 32 bit unused field in the ICMP source 
quench packet to differentiate between an ISQ due to a marked packet and an ISQ due 
to a dropped packet. If the bit is set, it is due to a marked packet and the sender 
detecting it should wait a full RTT before increasing the window according to the 
TCP algorithm. If the bit is not set, it is due to a dropped packet and the source halves 
its congestion window and starts increasing the window according to the TCP 
algorithm. The algorithm for the proposed EQMBCCA is as follows.   

 For each packet arrival  
 Calculate the average queue size avg 

If (avg > maxth) 
     { 
     if (ECT  bit  marked) 
       { 
       drop the packet;  
       send an ISQ2  back to the source; 
       } 
     Else drop the packet; 
 }  
else if (avg < minth ) queue the packet; 
{ 
      else  if   (minth < avg < IntThres) 
    { 
      if (ECT  bit  marked) 
           {   
  mark the CE bit if not already marked; 
               else drop the packet; 
           } 
     } 
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 Else if (ECT bit marked) 
    { 
     mark the CE bit if not already marked;        
     Send ISQ1 to the Source; 
    } 
 Else Drop the Packet;  
Send ISQ2 to the source; 

} 
 

The flowchart for the proposed EQMBCCA is given in Fig.1. 

 

Fig. 1. Flowchart for  EQMBCCA 

4 Experimentation and Analysis 

Simulation is done by Network Simulator (NS ver 2.1b8a). Fig.2. gives the  network 
topology used for comparing the two algorithms QMBCCA and EQMBCCA. FC(1).. 
FC(n) serve as FTP clients with nodes FS(1)..FS(n) as corresponding FTP servers. 
Traffic flows from servers to clients. TCP used is New Reno with a data packet size 
of 1000 bytes, Acknowledgement packet size of 40 bytes and window size set to 
100KB. The RED parameters were minth = 15KB, maxth = 3*minth, buffer size = 
2*maxth, IntThres = 30KB, maxp = 0.1, wq = 0.002 and byte based dropping was 
used. . The total number of competing flows are varied from 20, 40, 60, 80, 100, 120, 
140, 160, 180 and 200. The start time of all the flows are varied between 0s and 5s. 
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Fig. 2. Network Topology  

The performance metrics taken into consideration for this topology are Gain in 
Goodput, Loss percentage and ISQ traffic in the reverse direction. Goodput for a TCP 
flow is computed based on the number of data packets received by the receiver.  

 

Fig. 3. Average Goodput Gain 

Fig. 3. Shows the percentage of the goodput gain by varying the number of TCP 
flows. Due to early congestion notification by QMBCCA, it has a gain of 43.5% 
compared to 33.4% of EQMBCCA who generates ISQs only after it crosses the IntThres 
value. 

 

Fig. 4. Percentage Loss 
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Loss percentage measures the ratio of the number of packets dropped at the 
bottleneck link to the number of packets injected into it. QMBCCA experiences lesser 
loss than EQMBCCA (Fig. 4) during high congestion. The average goodput and loss 
percentage show no significant improvement over QMBCCA. 

 

Fig. 5. ISQ Reverse Traffic 

Percentage of ISQ traffic is computed as the ratio of the number of ISQs generated 
in the reverse direction of data flow to the total number of packets in the reverse 
direction. In Fig. 5. we observe that  the percentage of ISQ reverse traffic is 
significantly reduced in EQMBCCA compared to QMBCCA since ISQs are generated 
only when the average queue size exceeds IntThres. 

5 Conclusion 

This paper proposes a new AQM algorithm called Extended Queue Management 
Backward Congestion Control Algorithm (EQMBCCA) which is an extended version 
of the QMBCCA proposed earlier. QMBCCA makes use of ISQ notifications and also 
the CE bits whenever the average queue size crosses minimum threshold value. 
EQMBCCA introduces a configurable intermediate threshold value between the 
minimum and maximum values and generates ISQ signals only if the congestion 
crosses the threshold value IntThres. Therefore the generation of ISQ messages is 
significantly reduced here. There is also reliability since CE bits are also set in the 
packets once congestion occurs. IntThres value is configurable and hence when it is 
fixed to a value nearer to minth, it behaves like a QMBCCA and when it is fixed 
nearer to maxth, it behaves like ECN algorithm. The algorithm tries to rectify the 
drawback of QMBCCA by significantly reducing the number of ISQs generated and 
also the drawback of ECNs RTT delay. The proposed algorithm is compared with the 
Queue Management Backward Congestion Control Algorithm (QMBCCA). The 
comparison is made in terms of Gain in Goodput, Loss percentage and ISQ traffic in 
the reverse direction for FTP flows. It is found that the performance of EQMBCCA is 
almost equal to that of QMBCCA and there is a significant reduction in the ISQ 
traffic in the reverse direction. 
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Abstract. Nowadays, Blind people use a stick as a tool for guiding their 
pathway when they walk or move away from their places. This paper introduces 
obstacles avoidance by using an ‘electronic stick’ with Infra Red (IR) sensors. 
The sensor has experimented successfully and which has detected the obstacles 
present along the pathway of the blind people in the range of approximately 100 
– 550 cm. This designed system will have longer distance of obstacles detection 
unlike existing systems. The IR beams will be reflected back from the obstacles 
and detected by photo detector of the sensor, which has activates the buzzer and 
vibrator to produce an alarm and vibration respectively apart from these stick 
has mode selector switch to select either an alarm, vibration or both by this way 
the blind person will choose the safer path. This guiding stick has designed 
small, reliable and light weight to carry, in order to make blind people more 
comfortable and to improve their quality of life. 

Keywords: Electronic stick, Infra Red sensor, Obstacles, Distance 
measurement, Blind people. 

1 Introduction 

Blindness is frequently used to describe severe visual impairments with or without 
residual vision. The extent of vision loss is described using an international scale [1]. 
According to the World Health Organization (WHO) in 2011fact sheet shows, there 
were about 284 million people are visually impaired worldwide, 39 million are blind 
and 245 have low vision, about 90% of the world's visually impaired live in 
developing countries, globally, uncorrected refractive errors are the main cause of 
visual impairment but in middle and low-income countries cataracts remain the 
leading cause of blindness, the number of people visually impaired from infectious 
diseases has greatly reduced in the last 20 years and 80% of all visual impairment can 
be avoided or cured [2]. The application of ultrasonic ranging scheme for producing 
electronic walking stick for blind [3]. The use of embedded system for developing an 
excellent stick using ultrasonic sensors for helping blind people instead of using a 
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white stick. However, ultrasonic sensors are not a suitable technology because they 
are too large, have high weight, and consume a lot of power [4]. The application of 
Infra Red sensors for obstacle avoidance scheme, which can be employed for 
producing electronic walking stick [5]. Infrared sensors seems suitable for distance 
measurement as they have a small package, very little current consumption, a low 
cost, and a variety of output options [6]. 

2 Basic Concept 

The basic concept of this work, to design an electronic guiding stick with obstacle 
avoidance system by using Infra Red sensor. The ultrasonic sensors are not a suitable 
due their too large size, high weight, and consumes  much power, this motivated us 
work towards new sensor based stick with enhanced compliance. The designed 
electronic stick which has embedded with IR sensor to measure the distance in range 
of approximately 100 – 550 cm. This desined system has more advantages over 
existing systems like which detects obstacles on the longer distance precisely, uses 
lesser electronic components and easy to carry etc. The mounted IR sensor of the stick 
which senses the obstacles with longer ranges on the pathway of the blind person. The 
sensed IR beam from the obstacles has detected by the photo detector and the signal 
has fed to an alarm and vibrator, then immediately these two will alerts the blind 
person to guide the right pathway without involvement of any microcontroller unlike 
existing systems. The analog output voltage can be determined by using the following 
equation [6]. 

Analog output voltage = IR Value / 208.8555 
 

GP2Y0A710K0F is a distance measuring sensor unit composed of Position Sensitive 
Detector (PSD), Infra Red Emitting Diode (IRED) and signal processing circuit. This 
device output voltage was corresponding to the detected distance likewise above 
sensor can also be used as a proximity sensor.The analog output voltage with distance 
to reflective object of the Infra Red sensor shown in Fig.1 [7]. 

 

Fig. 1. Analog output voltage vs Distance to reflective object from GP2Y0A710K0F Infra Red 
sensor 
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The above graph shows, the sensor output voltage values are proportional to the 
distance. If the the obstacles present within the ranges of 100 – 550 cm, to be detected 
immediately and alerts the blind person by giving either vibration or alarm or both. 
The Earlier proposed system which has capable to detect only shorter distances about 
80 cm and needs a microcontroller to process the IR signal. But this proposed system 
will have an advantage over earlier system by detecting the obstacle of longer 
distance and also consumes lesser time, lesser power and quicker responses to the 
obstacles. The designed stick was successfully tested with variety of common 
obstacles like  stones, stones, tiles, clothes, tree, metal, wood, glass, concrete, plastic, 
human, vehicles etc. The mode selector switch of the stick enables easy use of the 
stick even person with vision impairment as well as hearing problem or both by 
choosing the modes like vibration with alarm or vibration without alarm. 

3 Design and Operation 

Design of this proposed system taken consideration about various parameters 
essential for guiding stick like, it should be small, light weight, reliable, easy to carry, 
consumes less power and performs precisely with suitable range of conditions. This 
system has utilized the hardware components like Infra Red (IR) sensor 
GP2Y0A710K0F (transmitter and receiver), Transistor, 555 Timer IC, buzzer, 
vibrator and mode selector switch (vibration and alarm or both).  

  

Fig. 2. GP2Y0A710K0F IR sensor Fig. 3. Block diagram of GP2Y0A710K0F IR sensor 
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Fig. 4. Circuit design of the Guiding stick 

3.1 Algorithm 

i) IR signals are transmitted range of 100-500 cm to detect the obstacle(s) 
ii) Obstacle(s) are detected by the IR sensor within the specified distance 
iii) The received signal are transferred through the transistors for amplification 

of the received signals from IR sensor 
iv) Amplified signals are fed to the controlling switch located in the handle of 

the stick to activate the buzzer and vibrator 

3.2 IR Sensor  

This system mainly utilized the IR sensor, model GP2Y0A710K0F and it’s block 
diagram as shown in above Fig. 2  and Fig. 3 respectively, manufactured by 
SHARP CO [7].The sensor has small in size 58x17.6x22.5 mm, Long distance 
measuring ranges between 100 to 550 cm and with  less power consumption (4.5 to 
5.5 V, 30 mA). The Fig. 5 shows the graphical illustration of the designed guiding 
stick. The working of the proposed system as described as follows the IR sensor 
consists of both transmitter and receiver in combined manner.The power amplifier 
gives the optimum power supply to IR sensor containing Light Emitting Diode 
(LED) Transmitter. Fig. 6 shows the block diagram of the proposed smart guiding 
stick.  
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Fig. 5. Prototype of the Guiding stick Fig. 6. Block diagram of Guiding Stick 

The IR beams are transmitted from IR LED Transmitter within a range of 100 to 
550 cm. The transmitted beam senses the obstacles and reflected back to photodiode 
receiver. The reflected beam from the obstacles as light energy and it will be 
converted into electrical energy. The output of the Receiver feeds the signals with 
minimal energy so we need the maximum current to operate the buzzer and vibrator 
for alert. The electrical signals are amplified by using Single Pin Double Throw 
(SPDT) switch. This switch which also controls the both buzzer and vibrator placed in 
the handle of the guiding stick.  

4 Conclusions 

We have designed the electronic smart guiding stick to detect the obstacles in the 
longer distance from 100 and 550 cm, by using GP2Y0A700K0F Infra Red sensor. 
The designed guiding stick which detects precisely the all type of obstacles like 
stones,tiles,clothes,tree,metal,wood,glass,concrete,plastic,human and vehicle etc. 
The detection sensitivity less in the case of longer distance obstacles when 
compared with nearer one. The placement of the sensor has an important role in the 
guiding stick which determines the sensitivity, angle and distance of the sensor over 
an obstacle. This proposed Infra Red sensor based smart guiding stick is more 
helpful to the person with any status of blind and it will improves the quality of life 
to those people.  
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Abstract. This paper discusses about simulation of permanent magnet hybrid 
stepper motor (PMH) magnetic circuit using finite element model using Partial 
Differential Equation (PDE) toolbox of Matlab. It concludes mmf distribution 
during excitation due to permanent magnet and excitation coil for eight 
topologies. Topologies are designed with different airgaps and with different 
stator teeth. 

Keywords: FEM, PDE toolbox, PMH stepper motor. 

1 Introduction 

Stepper motor is a special motor used for discrete torque without any interface. It is 
classified into three major types as permanent magnet stepper motor, Variable 
reluctance stepper motor and Permanent magnet hybrid (PMH) stepper motor. Among 
all PMH motor is widely used in many applications such as solar array tracking 
system in satellites, robotics and CNC machines due to its micro-stepping quality with 
high torque capacities. But its magnetic circuit analysis is complicated due to the 
presence of permanent magnet and double slotting. Its magnetic circuit is explained 
earlier with equivalent circuit model with linear assumptions. But getting operating 
point mmf with permanent magnet is complicated [1], finite element model is used for 
getting accurate operating point of permanent magnet. In this paper the FEM analysis 
of the PMH stepper motor is investigated using PDE toolbox of Matlab. PDE toolbox 
has both command mode and GUI mode. In this paper GUI mode is used to develop 
the required geometry of the PMH stepper motor then required boundary conditions 
are applied then solution is obtained through FEM relations for eight topologies. 

2 FEM of PMH Motor 

Tooth layer unit (TLU) [2] is a rectangle area that has a tooth pitch width and two 
parallel lines behind the teeth of stator and rotor. The area is shown in Fig.1. The 
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factors of the nonlinear material and the non-uniform distribution of magnetic field in 
the teeth of stator and rotor are taken full consideration in this computation model. 
There are two basic assumed conditions in the computation model of TLU. 

(i) The lines AB and CD of the TLU in Fig.1 are thought as iso-potential lines. 
(ii) The magnetic edge effect of stator pole is ignored, which is assumed that the 
distribution of the magnetic field for every tooth pitch width is the same.  

Fig 1 shows stator and rotor tooth geometry for one tooth pitch. In Fig 1, us, and ur are 
scalar quantities of the iso-potential lines AB and CD. The magnetic potential 
difference F is given by F =  U U                                                                   (1) 

 

Fig. 1. The Tooth layer unit of PMH stepper motor 

If Φ (α) is assumed as the flux in a tooth pitch width and per axial unit length of 
iron core, α is the relative position angle of stator and rotor. The specific magnetic 
conductance G of TLU is then given by G = Φ( )F                                                              (2) 

Apparently, G is related to the saturation extent of iron core and is changed with F 
and the relative position angle . G can be got by the numerical computation on the 
magnetic field of TLU shown in Fig. 1. The lines AC and BD are the periodic 
boundary lines because the distribution of the magnetic field is considered as the same 
for every tooth pitch width. The magnetic field in TLU is irrational field and the 
magnetic equations [2] for the field are given in the rectangular coordinates by 

                                

µ  µCD = 0AB = 0 (x, y)AC =  (x , y)BD
                                      (3) 



230 E.V.C. Sekhara Rao and P.V.N. Prasad 

where φ is the scalar quantity, µ is the magnetic permeability and λ is the tooth pitch. 
For a certain position angle α and a magnetic potential difference F, the distribution 
of the magnetic field of TLU can be calculated by the 2D finite element analysis. The 
flux per axial length of TLU is given in (4). 

                          ( , ) =  ∑ ( )                                            (4) 

Here the nodes j and m are on the border AB as shown in Fig1.  ( ) is the length of 
unit e from node j to m and Be is the flux density. The specific magnetic conductance 
G will be used in the calculation of the whole nonlinear network equations of the 
motor.  

3 Rationality Analysis Model 

Though TLU, the key calculation model of the method is simple in drawing, its 
calculation model contains some approximate factors due to the basic assumed 
conditions. It is the main issue to be studied in this paper whether the assumed 
conditions are of engineering rationality or whether the assumed conditions are in 
agreement with the practical situations and whether the errors from the assumed 
conditions can be ignored from the point view of engineering. The two basic assumed 
conditions (i) and (ii) mentioned in 2 are analyzed below. A practical PMH stepper 
motor was chosen to analyze the rationality. It has 4 poles in the stator and 6 sections 
in the rotor with disc of NdFeB magnet axially magnetized. The main structure 
parameters of the motor are shown in Table 1. 

As the motor is symmetrical, pair of poles of the motor has been chosen as the 
magnetic numerical calculation area, the magnetic field contains the nonlinear 
material, iron core, and the current area. The surface arc effect of the iron core and the 
pole edge effect of the stator are considered in the calculation model, by which the 
magnetic potential values and their differences on the lines behind the teeth could be 
found out and the engineering rationality of the assumed conditions could be verified. 
There is only axial current in Fig. 1 and the magnetic potential vector Az suits 
Poisson's equation [2] as 

 
A  = A  A  A  ∆A  = C A  C A  C A  ∆  B = AB = A

                                  (5) 

∆ is the area of the split triangle unit, bi, bj, bm and ci, cj, cm are the parameters of the 
split triangle unit.  
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Table 1. Data of PMH stepper motor 

Stator poles Tooth per 
stator pole 

Outside diameter 
of stator (cm) 

Inside diameter 
of stator (cm) 

Outside diameter of 
stator shell (cm) 

04 10 10.108 5.936 10.652 
No.of tooth 

on rotor 
disk  

No. of turns 
per phase 

Section length of 
rotor 

Outside diameter 
of rotor 

Inside diameter of 
rotor 

50 102 10.26 4.2 1.74 

4 Simulation Model Using PDE Toolbox of Matlab 

4.1 Geometry Design 

Using graphical user interface (GUI) of PDE toolbox of Matlab, geometry of motor is 
designed for one pole pitch due to symmetry. Rotor is designed with 23 slots with 
equal spacing and then stator poles are designed with 05 slots for each pole for the 
above mentioned dimensions. Current coil is designed on stator pole. The obtained 
geometry is fig.2 for uniform airgap and fig.3 for non uniform airgap. Then stator 
outer shell is designed and the boundary conditions are provided with set formula as 
((R1+R3) - (C3+SQ1+SQ2+SQ3+SQ7+SQ8+SQ9+SQ25+SQ26+SQ27+SQ28+SQ29 
+ SQ30)) + (C2-SQ4-SQ5-SQ6-SQ10-SQ11-SQ12-SQ13-SQ14-SQ15-SQ16-SQ17- 
SQ18-SQ19-SQ21-SQ20-SQ22-SQ23-SQ24-SQ37-SQ38-SQ39-SQ40-SQ41) + ((R2 
+ R4)-C4)+R5+SQ42+C6+C5+C1)*SQ43'), where R1, R2 are designed for stator 
pole 1 and R5 is designed as current coil on pole1. R4, R5 are designed for stator pole 
2 and SQ42 is designed as current coil on pole2. SQ1, SQ2, SQ3, SQ7, SQ8, SQ9, 
SQ25, SQ26, SQ27 are designed as teeth on stator poles. SQ4-SQ5-SQ6-SQ10-SQ11- 
SQ12-SQ13-SQ14-SQ15-SQ16-SQ17-SQ18-SQ19-SQ21-SQ20-SQ22-SQ23-SQ24- 
SQ37-SQ38-SQ39-SQ40-SQ41are created equally to provide 23 rotor teeth. SQ43 is 
to provide the required boundary. R6 is the extra teeth on stator for smooth 
performance of the motor. From the mentioned set formula  the geometry is obtained 
as shown in Fig.2 for uniform airgap with extra teeth on stator. 

 

Fig. 2. Stator rotor geometry of PMH stepper motor for uniform narrow air-gap (0.137 mm) 
with extra teeth on stator 
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4.2 Motor Boundary Conditions 

Motor boundary conditions are obtained using the following relations provided in 
magneto-statics application of PDE toolbox. The “statics” implies that the time rate of 
change is slow, so Maxwell’s equations for steady cases,  

                    ∇ H=J                                                            (6) 

                     ∇ · B=0                                                             (7) 

                    B = H                                                            (8) 

where ‘B’ is the magnetic flux density in tesla,’ H’ is the magnetic field intensity in 
AT/m, ‘J’ is the current density A/m2, and µ is the material’s magnetic permeability.  

Since ∇ · B=0, 

There exists a magnetic vector potential ‘A’ such that  

                                      B = ∇  A                                                         (9)          

and 

               ∇ ( ∇ A)=J                                                 (10) 

The plane case assumes that the current flows are parallel to the z-axis, so only the z 
component of A is present, 

A = (0, 0, A), J = (0, 0, J)                                         (11) 

And the preceding equation can be simplified to the scalar elliptic PDE 

             -∇ · ( ∇A)=J                                                       (12) 

Where                                              J = J (x, y)                                                          (13) 

For the 2-D case, the magnetic flux density B is calculated as  

         B= ( ,  , 0)                                                   (14) 

The interface condition across sub-domain borders between regions of different 

material properties is that (H x n) be continuous. This implies the continuity of ( ) 

does not require special treatment, since the variation formula of the PDE problem is 
used. In ferromagnetic materials, µ  is usually dependent on the field strength |B|= 
|∇A|, so the nonlinear solver is needed. The Dirichlet boundary condition specifies the 
value of the magneto-static potential ‘A’ on the boundary. The Neumann condition 
specifies the value of the normal component of n ( ∇A) on the boundary. This is 

equivalent to specifying the tangential value of the magnetic field ‘H’ on the 
boundary. Visualization of the magneto-static potential ‘A’, the magnetic field ‘H’, 
and the magnetic flux density ‘B’ is available. ‘B’ and ‘H’ can be plotted as vector 
fields. The magnetic permeability µ is 1 in the air and in the coil. In the stator and the 
rotor, µ is defined by  



 PMH Stepper Motor Magnetic Circuit Design Using PDE Toolbox Simulations 233 

µ

A µ                                             (15) 

Where ‘c’ is coercive force which is the applied reverse magnetic field strength H 
required to force the net magnetic field back to zero after magnetization. The SI unit 
for H is A/m, and 1 A/m = 0.01257 oersteds. For getting magnetic potential at the 
border Dirichlet boundary condition is considered as (1, 0) and Neumann condition 
specified as (0, 0). Fig.3 shows geometry for one pole pitch for uniform airgap with 
extra teeth on stator after Dirichlet boundary condition is implied on the design. 

4.3 PDE Model for Solution 

Permeability for different core materials is calculated using (15). In this 
investigation two core materials are used for investigation as iron (99.8%) and iron 
(99.95%). These permeability values are given for stator and rotor core material 
portion in the geometry shown in Fig.2. Current density in these portions 
considered as zero. 

Permanent magnet portion permeability is also calculated using (15) and current 
density is calculated [3]. Two types of permanent magnetic materials are used in this 
investigation like NdFeB, Se2Co17.Current density is considered zero and permeability 
as one for airgap and current coil to investigate permanent magnet operating point. 
Current density is considered for current coil to investigate total mmf under exciting 
condition. Considering all these conditions PDE solution is obtained as shown in 
Fig.4 which is magnetic potential diagrams for PMH stepper motor under permanent 
magnet excitation. Fig.5 is magnetic potential diagrams for PMH stepper motor under 
permanent magnet and current coil excitations. This magnetic potential is multiplied 
with axial length (10.26 cm) and air-gap lengths (0.137 mm, 0.93 mm) to get total 
mmf. PDE toolbox of Matlab for FEM analysis of PMH stepper motor is used to 
investigate mmf due to permanent magnet for different topologies which is difficult to 
investigate by mathematical model. 

 

Fig. 3. PDE solution for Iron (99.8%) core material with NdFeB permanent magnet with extra 
teeth on stator without excitation 
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Fig. 4. PDE solution for Iron (99.8%) core material with NdFeB permanent magnet with extra 
teeth on stator with excitation for current density of 17056A/m2 

Different topologies considered are 1) Uniform air-gap (0.137 mm) with extra teeth 
on stator 2) Uniform air-gap (0.137 mm) without extra teeth on stator 3) Non-uniform 
air-gap (0.137 mm) with extra teeth on stator 4) Non-uniform air-gap (0.137 mm) 
without extra teeth on stator 5) Uniform air-gap (0.93 mm) with extra teeth on stator 
6) Uniform air-gap (0.93 mm) without extra teeth on stator 7) Non-uniform air-gap 
(0.93 mm)  with extra teeth on stator 8) Non-uniform air-gap (0.93 mm)  without 
extra teeth on stator. Mmf is calculated for eight topologies due to permanent magnet 
excitation alone, due to stator coil excitation for two current densities (0.5A, 1A for 
36SWG) and tabulated in Tab 2. 

Table 2. MMF for different topologies 

T
op

ol
og

y 

Current 
density 
(A/m2) 

MMF due to 
Permanent 
Magnet 
AT×10-4 

MMF due  
to 
excitation,  
AT 

T
op

ol
og

y 

Current 
density 
(A/m2) 

MMF due to 
Permanent 
Magnet 
AT×10-4 

MMF due to 
excitation,  
AT 

1 170648 4.578 23.6352 5 170648 0.970 8.1150 
341296 4.578 30.7940 341296 0.970 14.607 

2 
 

170648 6.159 92.3820 6 170648 0.811 4.6890 
341296 6.159 184.764 341296 0.811 9.7380 

3 170648 4.578 46.4910 7 170648 0.649 2.4340 
341296 4.578 92.3820 341296 0.649 6.4920 

4 170648 3.849 61.5880 8 170648 0.568 3.2460 
341296 3.849 107.779 341296 0.568 8.1150 

5 Conclusions 

FEM analysis of PMH stepper motor is done for eight topologies using PDE toolbox 
of Matlab. The results obtained for different topologies conclude that mmf 
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distribution is uniform and mmf interaction with stator and rotor teeth is effective 
with uniform airgap. When airgap is increased mmf is reduced. More mmf is 
interacted when an extra stator teeth is provided on the stator. This analysis is done 
without using any commercial FEM software first time for FEM analysis of Stepper 
motor. Time required for FEM analysis is comparatively low when compared with 
FEM commercial softwares.   
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Abstract. The problem of fast depleting fossil fuels is triggering exploration of 
alternate sources of electricity. Among such sources, Solar Photo Voltaic (PV) 
energy is gaining prominence due to its plentiful availability. Water pumping is 
an important application of solar PV power. However people are not opting for 
it in large numbers as the ‘cost per watt’ for solar pumping systems is high. The 
cost component can be reduced by harnessing more power per unit installed 
capacity of the solar panel. One method of realising this is by Maximum Power 
Point Tracking (MPPT) wherein a Power Electronic (PE) converter is used to 
match pump with the PV panel. Present paper deals with the MATLAB based 
simulation study of solar PV driven Permanent Magnet (PM) DC motor 
(brushed) Pump System. Two cases are considered: a) System without MPPT b) 
System with MPPT. It is shown that by varying duty cycle of the converter at 
different radiation levels, the pump speed and hence the useful mechanical 
output can be enhanced with MPPT. The simulation study reveals that the 
output power becomes the maximum when the motor voltage becomes the 
maximum. Hence it is proposed that the motor voltage can be used as a control 
parameter for varying the duty cycle of the converter in achieving maximum 
output.    

Keywords: Solar PV, Water Pumping, Maximum Power Point Tracking.  

1 Introduction 

Water pumping is an important application of solar PV power. However people are 
not opting for it in large numbers as the ‘cost per watt’ for solar pumping systems is 
high. This is evident from the fact that around the world only 60000 solar pumping 
systems are installed [1]. This number is just 5000 in India [2]. Hence it is necessary 
to devise the means of reducing the cost component. This can be realised by 
harnessing more power per unit installed capacity of the solar panel.   

                                                           
* Corresponding author. 
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Solar PV panel exhibits typical Voltage vs. Current (V-I) (Fig.1) and Power vs. 
Voltage (P-V) (Fig.2) characteristics [3] as a function of solar radiation. At each 
radiation, represented proportionally by the panel short circuit current Iph, there exists 
a particular operating point at which the output power of the panel becomes the 
maximum. The process of controlling the operating point of solar PV panel so that it 
always corresponds to Maximum Power at the corresponding radiation is referred to 
as Maximum Power Point Tracking (MPPT).  This needs matching between the Load  
and PV panel and can be accomplished by connecting a Power Electronic (PE) 
converter with variable duty cycle (D) as the interphase between the PV panel and the 
load [4]. Presently different control parameters are employed to vary D viz.: 

 

Fig. 1. ‘V-I’ plot for PV Panel Fig. 2. ‘V-P’ plot for PV Panel 

i) Power: In this method, the PV panel power (Ppv) is monitored continuously and D 
is varied till Ppv becomes maximum. But for computing power, it is necessary to 
perform multiplication as P = Vpv x Ipv. However, the need for multiplication 
operation makes the controller comparatively complicated.  

ii) Speed: In this method speed of the pump (w) is monitored and D is varied till w 
becomes maximum which automatically means output power also becomes 
maximum. But speed being a mechanical parameter, monitoring it requires a 
transducer making the control system comparatively complicated. 
 Present paper deals with the simulation of solar PV driven water pump system. 

Two cases are considered: a) System without MPPT b) System with MPPT. 
Simulation is done using MATLAB - Simulink (version 7.5). 

2 Solar Water Pumping 

A typical Solar PV water pumping system with and without the provision of MPPT is 
shown in Fig.3 and Fig.4 respectively. Details of different components considered for 
simulation and testing purpose are given below. 

PV Panel: The PV generator selected is parallel combination of two panels, each of 
rating: 74Wp (totalling 148Wp), Vm = 16.4 V, Im = 4.5A, Sun Technics Make. PV 
panel can be represented by a simple equivalent circuit [5] with a current source 
having a diode in parallel and resistance Rs in series (Fig.5). The current and power 
are given by the equations (1) & (2). 

Ipv = Iph – Id    (1)

Ppv  = Ipv x Vpv   (2)
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PV 
Panel

Motor-Pump
Unit

PV 
Panel

MPPT 
Block

Motor-Pump 
Unit

 

Fig. 3. Solar Pumping without MPPT Fig. 4. Solar Pumping with MPPT 

 

Fig. 5. PV Panel Equivalent Circuit Fig. 6. Buck-Boost Converter 

where Iph: short circuit current of the PV panel (A); Ipv: Load Current (A); Id: Diode 
Current (A); Vpv: Output Voltage (V); Ppv: Output Power (W). From experiment, Rs 
is found to be = 2.13 ohm.  Iph, being directly proportional to the radiation, is used as 
a measure of radiation.  

Motor-Pump Unit: It is a monoblock of PMDC Motor (brushed) and Centrifugal 
Pump. The specifications are: 12V, 70-100W, total head: 9m, Tata BP Solar make, 
Motor Inertia: 6.83 x 10-3 Kgm2, Armature Resistance: 0.7 ohm, Armature Inductance: 
0.12 x 10-3 H, C: voltage constant = 0.033 V/rad/sec. The DC motor is modelled 
representing the permanent magnet as separate excitation with constant voltage 
source.  

Load Equation: The pump is used to lift water with delivery head, Hd = 5m and 
suction head, Hs = 1m. The characteristic ‘Torque (T, Nm) vs. Speed (w, rad/sec)’ is 
experimentally found yielding the load equation (4).   

     

T= 4.8 x 10-6 w2 + 0.00019 w + 0.092     (4)  

Converter (MPPT Block): Buck-boost converter (Fig.6) is employed as MPPT block 
[6]. The switching is done by MOSFET operating at 20 kHz. The converter is 
designed for a duty cycle range of 0.3 to 0.6. 

3 Case I: System without MPPT 

In this case, PV panel is connected directly to the motor-pump unit (Fig.7). Input 
required for this block is the information of radiation and the same is given in terms 
of Iph. The output variables are: current & voltage for panel as well as Motor (Ipv= 
Ia, Vpv= Va); Motor speed & torque (w, T). The simulation is run for different Iph 
and plots of speed and output power as a function of Iph are obtained (Fig.9 & 10). 



 Harnessing Maximum Power from Solar PV Panel for Water Pumping Application 239 

w square 1

u2

w Ia If Te

powergui

Continuous

Vpv

v+
-

Vf

Rs

Product 2

Product 1

Panel No :m2

PMDCM

T
L

m

A
+

F
+

A
-

F
-

dc

Ipv =Ia

i
+ -

Iph x m

Iph total

s -
+

Iph.5*10

Diode

Add

4.8e-6

-C-

0.092

-C-

0.00019

-C-

 Ipv =Ia ;  Vpv=Va

 

Fig. 7. Panel Pump Model without MPPT 

4 Case II: System with MPPT 

The complete model of PV panel, the converter and the motor-pump unit is realised as 
shown in Fig.8. Inputs required for this module are: a) Radiation level (given in terms 
of Iph). b) Duty cycle D for converter. The output variables are: panel current & 
voltage (Ipv, Vpv), Motor current & voltage (Ia, Va), Motor speed & torque (w, T). 
The simulation is run for different Iph and at each radiation for different duty  
cycles D. The plot of maximum power and speed as a function of Iph is obtained 
(Fig.9 & 10).   
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Fig. 8. PV Panel - Pump Model with MPPT 
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Fig. 9. ‘Iph vs. P’ comparison Fig. 10. ‘Iph vs. speed’ comparison 

 

 

Fig. 11. ‘%D vs. Va’ for pump with MPPT 

5 Critical Observations and Discussions 

Some important observations are made from the simulation study and results 
presented in the above sections 4 & 5: 
 

a) On comparing the two schemes, it is found that in the scheme with MPPT there 
is an increase in the output power P and hence the speed w of the pump. This feature 
is quite considerable at lower radiation values and decreases as radiation increases 
(Fig.9 & Fig.10).   

b) In the case of scheme with MPPT, it is observed that at a particular radiation, the 
output power becomes the maximum when the motor voltage Va becomes the 
maximum (Fig.11). This means for a particular radiation, there exists a specific motor 
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voltage (Vamax) at which output power becomes maximum and this occurs at a 
specific duty cycle. Hence the motor voltage Va can be used as a control parameter 
for varying the duty cycle of the converter in achieving MPPT. Va can be 
continuously monitored and D continuously varied so as to realise Maximum Va 
which automatically assures maximum output power at the corresponding radiation. 
Monitoring Va is simple as it is an electrical parameter and using it in a controller is 
simple as there is no multiplication operation involved. This method to realise MPPT 
is simple than the other methods which use either power or speed as control 
parameters. 

6 Conclusions 

Water pumping is an important application of solar PV power. Present paper has dealt 
with the simulation of solar PV driven water pump system.  Two cases are 
considered: a) Motor pump unit connected to the panel directly and b) the Motor 
pump unit connected to the panel through a PE Converter for MPPT. It is shown that 
by varying duty cycles at different insolation levels, the pump speed and hence the 
useful mechanical output power can be enhanced with MPPT. An important 
observation made is that the output power becomes the maximum when the motor 
voltage becomes the maximum. Hence it is proposed that the motor voltage can be 
used as a control parameter for varying the duty cycle of the converter for the system 
with MPPT in achieving maximum output. 
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Abstract. This paper focuses on the design and implementation of model–
predictive controller (MPC) for the close loop control of anesthesia for a patient 
undergoing surgery. A single input (Propofol infusion rate) single output 
(bispectral index (BIS)) model of patient has been assumed which includes 
variable dead time caused by measurement of bispectral index. The main 
motivation for the use of MPC in this case relies on its ability in considering, in 
a straightforward way, control and state constraints that naturally arise in 
practical problems. The MPC can take into account constraints on drug delivery 
rates and state of the patient but requires solving an optimization problem at 
regular time intervals. We proposed a modified active set method algorithm 
using Cholesky factorization based linear solver to solve online convex 
quadratic programming (QP) problem, to reduce complexity of the algorithm, 
eventually to accelerate MPC implementation. Experimentation shows that 
excellent regulation of bispectral index (BIS) is achieved around set-point 
targets.   

Keywords: Three Compartmental PK-PD model, Bispectral index (BIS), depth 
of anesthesia (DOA), Model–predictive control (MPC), Active Set Method 
(ASM). 

1 Introduction 

Closed loop control of anesthetic drug delivery has been a major issue of research for 
past many decades. Traditionally, an anesthesiologist used to decide the initial dose of 
the drug (bolus) and the variation of the drug during the period of surgery, based on 
different patient characteristics, such as age and weight. With the advent of several 
new EEG indexes, efforts have been directed towards designing of control strategy for 
automatic control of anesthesia drug delivery. 

Anesthesia drug delivery involves the continuous administration of a combination 
of drugs with frequent adjustments to achieve loss of consciousness while maintaining 
normal vital signs during surgical stimulation. Anesthesia generally consists of 
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several components: loss of consciousness and lack of awareness (hypnosis), lack of 
nociceptive reactivity (analgesia), hemodynamic stability and sometimes 
immobilizations (neuromuscular blockade) [1]. 

Model Predictive Control (MPC) is by far the most successful advanced control 
technology used in industry for solving process control problems with slow dynamics. 
Due to its profit potential, nowadays, its applicability is increased to real time and 
safety critical applications such as portfolio management, electrical drives, glucose 
control, anesthesia control, etc. [2]. MPC requires repeated unsupervised online 
solution of dynamical optimization problem. Consequently, numerical optimization 
technologies and efficient algorithms tailored for MPC optimization applications are 
very important to implement MPC successfully. One of the main reasons for its 
application in the anesthesia automation is that it can take account of physical and 
operational constraints, which are often associated with the patient safety. The 
proposed MPC uses the approximate linear pharmacokinetic-pharmacodynamics (PK-
PD) model of the patient in the controller design, which regulates patient's BIS by 
manipulating the infusion rate of Propofol. An extensive simulation conducted to 
validate the robustness of the proposed MPC controller, by considering parameters 
variations in the selected model to account for change of patient’s consciousness. 

The remainder of this paper is organized as: Section 2 describes the three 
compartmental mathematical model of a patient. Section 3 explains a MPC problem 
formulation, controller design strategy and the modified active set algorithm for QP 
solver. Section 4 illustrates active set method and proposed method. In Section 5, 
clinical system and the results of the clinical trials are presented. Evaluation of the 
controller performance and discussion are given in Section 6. 

2 Pharmacokinetic and Pharmacodynamic Model of Patient 

The description of the BIS dynamics has been done mainly with physiological 
models. This model consists of a Pharmacokinetic part to describe the absorption, 
distribution, metabolism and excretion (ADME) of bioactive compounds in a higher 
organism and Pharmacodynamic part to describe the drug effect on the physiological 
variables of interest. The more used PK model is the Marsh model that has  
been widely studied and represents the patient as a set of compartments: central, fast 
and slow [3, 4, 5].The state space representation of the pharmacokinetic model is 
given as          x(t 1) = Ax(t) Bu(t)y(t) = Cx(t) . (1)

where, x(t) is the vector of propofol concentrations in the compartments, u(t) is the 
infusion rate of propofol, y(t) is the effect site concentration of propofol, and A, B and 
C are the pharmacokinetic parameters. The pharmacokinetic parameters are given as 
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A =
k1 k2 k3 k4v1 k2v1k2v2 k2v2

k3v1 k4v10 0
 k3v3                                0k4v4                               0

k3v3 00 k4v4
 , B = 1v1000  

C = 0     0 0 1 , D = 0 . 

here, the numbers 1, 2, 3 and 4 correspond to central compartment, shallow peripheral 
compartment, deep peripheral compartment and the effect site compartment, 
respectively. 

The Pharmacodynamic model is the static relation between the effect site 
concentration of propofol and the BIS value given by the following Hill’s sigmoid 
Emax model [6] E(t) = E0 Emax ( )( ) C . (2)

where, E0 is the BIS value before starting propofol infusion, Emax is the change of 
the BIS corresponding to infinite Propofol concentration, C50 is the effect site 
concentration for E = Emax/2, and γ is the Hill’s coefficient. In the following, we 
assume Emax = E0. 

3 Model Predictive Control (MPC) Problem Formulation 

Linear Model Predictive Control is an optimization-based approach has been 
successfully applied to a wide variety of control problems. The basic idea is to select 
a sequence of Nu future control moves to minimize an objective function  (usually 
sum of square of predicted errors) over a prediction horizon of Np sample times. 
Although a horizon of Nu control moves are calculated, only the first move is 
implemented, a correction for plant-model mismatch is made, and the optimization is 
performed again, this concept of MPC is called as receding horizon control-MPC 
strategy [7].The constrained MPC problem is to minimize the cost function 

min, ( J) = 12 y(t i|t) y (t i|t) QN 12 Δu(ti |t)N R  
(3)

Subject to input and state constraints u u(t) u  , ∆u ∆u(t) ∆u , y y(t) y  (4)

here, y  is the set-point; N  and N  are the prediction and control horizons while Q  
and R  are the positive definite weight matrices. To get optimal solution, the MPC 
problem (3) is formulated as a standard quadratic programming (QP) problem [8] 
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   min    U   J = UTH U FTU . (5)

Subject to AU b. 
   (6)

where, H =  ΓTQ Γ R  is an (lN lN ) positive definite Hessian matrix, and    F = ΓTQ  ΓTQ Mu u  is a (lN 1) vector. 

4 The Active Set Method 

Interior Point Methods [8] and Active Set Methods [9] are the most commonly used 
approaches to solve standard QP problems .Compared to active set methods; interior 
point methods are often preferred for large problems since their computational 
performance is less sensitive to the number of constraints. On the other hand active 
set method gain more advantages for problems with small number of variables and 
fewer states. According to the primal active set framework introduced by (Fletcher, 
1997) the QP can be solved iteratively as follows:  

 
Step 1: Initialization and input 
Compute a feasible initial point x , set  the initial working set of active constraints 
at x  Set  k = 0,1,2 … Kmax; 

 
Step 2: Solving linear system  
Solve  HA AT0 Δxλ = F Hx0 = db  . (7)

for (Δx, Δλ ), given  , compute x , d = F Hx  , b = ATx 
 
Step 3: Determine the most negative Lagrange multiplier and remove the 
corresponding active index (constraint) from  =  i   : J ∆ 0 b J xJ ∆x 1  x = x ∆x and =  . 

(8)

Step 4: Calculation of step length  

Compute α = min    Є JJ ∆   and  x = x α ∆x 

It is clear that step 2 of the active set algorithm is where most of the computation 
occurs and hence optimizing the computational efficiency of step 2 should be the 
most fruitful.  
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4.1 Proposed Cholesky Factorization Based Linear Solver 

In order to solve a KKT system as fast and reliable as possible, Cholesky and QR 
factorizations can be used. But according to (5, 6) the KKT matrix is indefinite, and 
therefore it is not possible to solve it using either of the two factorizations. In this 
paper, we present Cholesky factorization method for solving the KKT system by 
using range-space procedure which can be divided into subproblems. The KKT 
system (7) is solved based on range space procedure, corresponding to the convex 
equality constrained QP. The Hessian matrix in (7) HЄ  X  must be Symmetric 
Positive Semidefinite, because the procedure uses the inverted Hessian matrix . 
Table 1 shows steps to calculate solution of linear system in (7) 

Table 1. Steps to compute solution of linear system using Cholesky factorization 

Step 1: Compute Cholesky factorization    Step 6 : Compute Cholesky factorization   
             H = LLT                                                        H = MMT 
Step 2: Compute K  by forward                  Step 7 : Compute q  by forward 
             substitution, solving LK = AT                       substitution, solving Mq = z 
Step 3: Compute G by backward                Step 8  : Compute λ by backward 
             substitution  LG = d                                       substitution, solving MTλ = q 
Step 4: Compute H = KTK                          Step 9  : Compute r = Kλ G 
Step 5: Compute  z = KTG b                   Step 10: Compute x by backward 
                                                                                     substitution solving LTx = r 

5 Experimental Results 

The rigorous experimentation was carried out for 8 patients having age 25 2 years 
and weight 63 2 kg, who underwent minor surgery. Their individual parameters were 
calculated and inputted to the model. The controller has to maintain BIS between 40 
and 60 during the surgery. Firstly, it is assumed that the patient is in a fully awake 
state (BIS 100) and then the controller is tuned as the set-point is changed from 100 
to 50.The MPC algorithm is developed in  MATLAB as m-file to evaluate the 
influence of several parameters (γ and k4) on the PK/PD model with sample time 1s. 
In Fig. 1 the response of proposed active set method and MATLAB’s QP solver 
“quadprog” can be compared, as it is shown that the response of proposed method is 
faster with lower settling time. In Fig. 2 the response of BIS with time is shown. The 
prediction horizon is 10 and control horizon is 3. Fig. 3 illustrates the performance of 
the controllers in presence of the noise with 0.1% magnitude and disturbance (t=300 
to 400 sec). In both the cases controller is robust and successfully works in presence 
of noise. 

The coefficient matrices of continuous-time state space PK-PD model are given as 
[4] 
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A =  0.3944     0.1362 0.0935 0.0215   0.0304 0.0304 0 0  0.0033 0.2154 00 0.00330 00.2154 ,
C =  0 0 0 1 ,

B = 0.1077000D = 0 . 
    

(9)

 

Fig. 1. Comparison of Quadprog and Modified Active Set method for MPC 

 

Fig. 2. BIS vs Time for MPC 

6 Conclusion 

In this paper, a model predictive control, for regulation of anesthesia using BIS as the 
controlled variable have been developed and evaluated thoroughly. The performance 
of proposed active set method algorithm with MATLAB’s QP solver (quadprog) is 
compared and tested. By using such controllers the anesthesiologist will be more 
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Fig. 3. BIS vs Time for MPC in case of Noise and Disturbances 

confident about the safety of patient. Since, during surgery the presence of noise and 
disturbances are inevitable, using MPC for controlling the DOA which is a robust 
strategy, is a good choice for safety critical applications.  
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Abstract. Propagation delay through interconnects and data buses limits the 
performance of a highly integrated circuits. This delay is due to crosstalk. This 
crosstalk is due to coupling transitions occurring on the data bus and 
interconnects when data is transmitted. Hence reducing the crosstalk is one of 
the main challenges in DSM and VDSM technology. Reduction of crosstalk 
increases the reliability and performance of the system.  One of the favorable 
techniques to reduce the crosstalk delay is to reduce the coupling transitions. 
Data Bus encoding technique is the promising method to reduce the crosstalk 
delay by encoding the data on the data bus. Hence an efficient Crosstalk delay 
reduction data bus encoding technique is proposed which can reduce the total 
crosstalk delay by around 43%, to 50% compared to unencoded data and 23% 
to 35% compared to others techniques for 8-bit,16-bit, 32-bit and 64-bit data 
buses. 

Keywords: Crosstalk delay, Coupling transitions, interconnects, reliability, data 
bus, Bus encoding. 

1 Introduction 

Crosstalk effects are dominating the current technology which causes signal delays 
and signal noise on interconnects and on data buses because the wires are packed ever 
closer to each other and the inter wire coupling capacitances dominates the portion of 
total capacitance as the technology moves into towards nano regime. The crosstalk 
has become a major concern because of continuing decrease in dimensions of wires 
sizes and corresponding increase in length. The propagation delay of interconnects 
and data bus caused by self capacitance, coupling capacitance and resistance is 
becoming prominent than gate delay [1]. The performance and reliability of the chip 
depends more on interconnects and data buses than gate delays. The characteristics of 
data buses and long interconnects such as wire spacing [2], coupling length, wire 
length, wire width, wire material, driver strength, and signal transition time, etc. 
influences the coupling effect. Crosstalk delay faults can be reduced by reducing the  
coupling transitions [3].The total energy consumption and delay which determines 
maximum speed of the bus depends on crosstalk as given in [4-5]. 
                                                           
* Corresponding author. 
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Crosstalk delay results due to charging and discharging of a coupling capacitance 
of data bus. Reducing the transition activity on the on-chip data buses is the one of the 
attractive way of reducing the crosstalk which intern reduces crosstalk delay. On of 
the simplest method to eliminate crosstalk is by using passive shielding [6]. However 
it requires twice the number of wires which results to a 100% area overhead. However 
instead of inserting shield wire between every pair of wires the spacing between the 
wires can be increased which can decrease the coupling transitions. Even then the 
area overhead is 100% [7]. Crosstalk preventing coding (CPC) can able to eliminate 
some of the crosstalk classes. For 32-bit bus it requires 46-bit bus [8] hence large area 
overhead. A bus encoding technique is proposed which can avoid forbidden patterns 
i.e the patterns of 010 and 101. Avoiding forbidden patterns can eliminate class 6 
crosstalk. But this technique requires 52-bus lines for 32-bit data bus [5]. Selective 
shielding technique is proposed [9] which eliminates opposite transitions on adjacent 
bus lines. It also requires 48-bit bus for 32-bit data bus. A bus encoding technique is 
proposed for SoC buses to eliminate opposite transitions and to minimize power. It 
requires 55-bit bus for 32-bit data bus [10]. Dual-rail coding technique is proposed in 
[11] in which sends both the original as well as duplicated data bits are placed 
adjacently. This technique also requires 100% area overhead. In recent days it is 
discovered that encoding the data bus can eliminate or reduces the some classes of 
crosstalk with much low area overhead compare to the shielding techniques and 
others. Transition activity on the data bus can be reducing by employing bus encoding 
techniques. Several bus encoding techniques have been proposed to reduce power 
consumption during bus transmission in literature. These techniques mainly relay on 
reducing the data bus activity. Reducing power consuming transition by encoding the 
data on the data buses leads to reducing the bus activity hence overall power 
consumption is reduced [12-17]. However these techniques are not evaluated their 
performance for the crosstalk delay. The proposed technique not only reduces the 
power consuming transitions [18] but also delay due to crosstalk. It requires only 2 
extra bus bit for any data bus width. 

2 Crosstalk Delay 

One of the important effects of coupling capacitances is that it may induce unwanted 
voltage spikes in neighboring bus wire. This is knows as Crosstalk. A wire on which a 
switching transition occurs is termed an aggressor and the wire on which it produces 
a noise spike is termed as a victim. Typically, an aggressor wire is physically adjacent 
to a victim wire and they may be modeled as being connected by a distributed 
coupling capacitance. Hence, a switching event in the aggressor wire while the victim 
wire is silent can result in the injection of current into the victim wire, causing an 
electrical spike. However, a large coupling capacitance relative to the self-capacitance 
of the wire can cause a large inadvertent spike on the victim that may cause a spurious 
switching event, potentially leading to errors on victim wire and increased delay due 
to charging and discharging. The analytical delay on data buses in deep sub-micron 
has been proposed by Sotiriadis et al.[19]. The crosstalk can be classified into six 
types 1C, 2C, 3C, 4C, 5C and 6C according to the CC of two wires in 3-bit 
interconnect bus models. Table.1 defines the crosstalk classes and delay normalized to 
CsRw [20]. 
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Table 1. Crosstalk Classes and their delays 

Crosstalk Classes Transition Patterns Relative Delay on the middle 
wire 

1 ---,--↑,↑--,--↓,↓--,↑-↑,↑-↓,↓-↑,↓-↑, ↓-↓ 0 

2 ↑↑↑,↓↓↓ CsRw 

3 -↑↑,↑↑-,-↓↓,↓↓- CsRw (1+λ) 

4 -↑-,-↓-,↓↓↑,↑↓↓,↑↑↓,↓↑↑ CsRw (1+2λ) 

5 -↑↓,-↓↑,↓↑-,↑↓- CsRw (1+3λ) 

6 ↓↑↓,↑↓↑ CsRw (1+4λ) 

3 Crosstalk Delay Reduction Coding 

The proposed crosstalk delay reduction technique called Bus regrouping with 
hamming distance (BRG-HD) is based on reduction of the number of coupling 
transitions occurring on the data bus when a new data is to be transmitted. By 
implementing the following algorithm crosstalk delay can be reduced. The proposed 
algorithm for 16-bit Data bus (Db) is given as follows: 

Let 16-bit data bus is represented by Db [0:15] 

• Calculate the number of CT (coupling transitions) of the present bus data with 
the previous bus data. 

• Calculate 6C, 5C, 3C, 2C and 1C type crosstalk transitions and its delay 
between present bus data with the previous bus data. 

• If   CT >= (n/2) then 
• Consider the grouping of the present bus data. Now arrange the data on the 

data bus as 
Odd Group: Db0 Db2 Db4 Db6 Db8 Db10 Db12 Db14  
Even Group: Db1 Db3 Db5 Db7 Db9 Db11 Db13 Db15    

• The Hamming Distance between odd group bits of present data   and odd 
group bits of previous data is calculated. This is represented as OPHD = Odd 
position bits Hamming Distance 

• The Hamming Distance between even group bits of present data and even 
group bits of previous data is calculated. This is represented as EPHD = Even 
position bits Hamming Distance 
Transmit the data by following the below conditions: 
If OPHD > EPHD, flip the data in odd bit positions and append  bit ‘1’ on the 
left and bit ‘0’ on the right side of the encoded data. 
If EPHD > OPHD, flip the data in even bit positions and append bit ‘0’ on the 
left and bit ‘1’ on the right side of the encoded data. 

If OPHD = EPHD, flip the entire data and append bit ‘1’ on the left and bit ‘1’ 
on the right side of the encoded data. 

• If CT<n/2 is true then transmits the data as it is, append bit ‘0’ on the left and 
bit ‘0’ on the right side of the encoded data. 

• Calculate total normalized crosstalk delay. 
Calculate the efficiency of reduction of normalized crosstalk delay for 8-bit,16-bit, 
32-bit and 64-bit data busses for all crosstalk classes. 
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Table 2. Crosstalk delay efficiency for 16-bit data bus 

Method Class 6 Class 5 Class 4 Class 3 Class 2 Class 1 

BINV 43.809666 8.2297806 34.299941 55.018762 73.57513 -28.85911 

DYNAMIC 89.23031 24.717745 -22.634739 -68.925891 -22.797928 -8.0378076 

BRG 92.4821 58.69488 -32.293497 -176.87617 -241.45078 -26.282668 

NOVEL 90.214797 55.733864 13.246924 -228.89306 -399.87047 -31.734163 

BRG-HD 93.153341 71.40524 19.478617 -220.23921 -314.37824 -42.306458 

SHINV 60.396778 16.814599 14.960457 -32.973734 -52.720207 -41.082402 

EESCT 78.475537 29.056309 -3.04628 -70.473734 31.476684 -39.917574 

Table 3. Total Delay efficiency of   proposed technique for different data bus widths 

Method 8-bit 16-bit 32-bit 64-bit 

BINV 41.9207014 27.07901 22.338939 12.444777 

DYNAMIC 39.7110136 23.25034 26.158091 22.6029 

BRG 44.720216 29.597859 32.619086 25.324946 

NOVEL 42.3417405 37.609417 43.245249 41.936444 

BRG-HD 43.7803451 47.18538 50.483031 46.771505 

SHINV 39.8388607 24.834163 15.473742 13.091752 

EESCT 34.2245716 27.804206 32.181245 22.790648 

4 Performance Evaluation 

The performance of proposed data bus encoding technique for crosstalk delay 
reduction is evaluated by using a VHDL code. The simulations are performed on 64-
bit, 32-bit, 16-bit and 8-bit data bus by applying 10000 data vectors. Crosstalk delay 
due to 6C type, 5C type, 4C type, 3C type, 2C type, and 1C type crosstalk are shown 
in Table.2. The proposed technique performance is compared with the other existing 
six techniques [12-17]. Table.2 shows that proposed technique (BRG-HD) can able to 
reduce the crosstalk delay by around 93%, 71% and 19% for 6C, 5C and 4C 
respectively. It increases delay around 220%, 314% and 42% for 3C, 2C and 1C 
respectively. Hence it can be concluded that the proposed technique can effectively 
converts the critical delay crosstalk to non critical delay crosstalk. Table.3 shows the 
performance of the different techniques by varying the data bus widths. It shows that 
the performance decreases with the increase of bus width for all techniques except for 
Novel and proposed technique. In overall the proposed technique can able to reduce 
the total crosstalk delay by around 43% to 50% compared to unencoded data and 23% 
to 35% compared to others techniques for 8-bit, 16-bit, 32-bit and 64-bit data buses 
from Table.3. Hence this technique is the effective technique to reduce the total 
crosstalk delay in DSM and VDSM technologies. 
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5 Conclusion 

The Proposed crosstalk delay reduction technique for data bus is based on reducing 
coupling transitions. The main aim of the proposed technique is to reduce total delay 
due to crosstalk. The reduction in worst case crosstalk reduces the overall energy 
consumption and delay on data bus to transfer data. The main advantage of the 
proposed technique is it requires only two extra bus line for any data bus width. 
Hence area overhead due to more bus lines is drastically reduced. The simulation 
results show that the proposed technique reduces the crosstalk delay effectively. The 
reduction in the crosstalk delay reduces the delay faults hence reliability of the system 
increases. Hence the proposed technique effectively overcomes crosstalk effect which 
is one of the challenges of DSM and VDSM technology. 
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Abstract. Linear model predictive control (MPC) assumes a linear system 
model, linear inequality constraints and a convex quadratic cost function. Thus, 
it can be formulated as a quadratic programming (QP) problem. Due to 
associated computational complexity of QP solving algorithms, its applicability 
is restricted to relatively slow dynamic systems. This paper presents an interior-
point method (IPM) based QP solver for the solution of optimal control 
problem in MPC. We propose LU factorization to solve the system of linear 
equations efficiently at each iteration of IPM, which renders faster execution of 
MPC. The approach is demonstrated practically by applying MPC to QET DC 
Servomotor for position control application.  

Keywords: Model Predictive Control, Interior-Point Method, LU factorization, 
DC Servomotor. 

1 Introduction 

We are considering interior-point algorithm used on-line with linear Model Predictive 
Control (MPC). Linear MPC assumes a linear system model, linear inequality 
constraints and a convex quadratic cost function [1]. MPC can be formulated as a 
quadratic programming (QP) problem and solved at each sampling interval. It thus 
has the natural ability to handle physical constraints arising in industrial applications 
[2]. 

At each sampling instance MPC solves an online QP optimization problem, 
computes the sequence of optimal current and future control inputs by minimizing the 
difference between set-points and future outputs predicted from a given plant model 
over a finite horizon in forward time. Then, only the current optimal input is applied 
to the plant. The updated plant information is used to formulate and solve a new 
optimal control problem at the next sampling instance. This procedure is repeated at 
the each sampling instance and the concept is called as receding horizon control MPC 
strategy. Since this quadratic program can be large depending upon control problem, 
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MPC requires long computation times at each sampling instants, therefore it is usually 
restricted to systems with slow dynamics and large sampling intervals, such as 
chemical processes [3]. The ability to solve the QP problem online become critical 
when applying MPC to systems with fast response time and/or embedded applications 
where computational resource may be limited [4]. 

Recently, many reports in the literature address applying MPC to control 
applications with short sampling intervals, by adapting fast optimization algorithms. 
These algorithms solve the resulting QP by exploiting the special structure of the 
control problem the MPC sub problem. The interior-point method (IPM) approaches 
the solution of Karush-Kuhn-Tucker (KKT) equations by successive decent steps. 
Each decent step is Newton’s like step and the solution is obtained by solving system 
of linear equations using appropriate numerical methods in order to determine search 
direction. Matrix decomposition and factorization algorithm provides a means to 
simplify the computation involved in linear solver. Different decomposition and 
factorization methods are used such as Gauss elimination, QR, LU, and Cholesky [3], 
[5], [6].  

In this paper, we present an interior-point algorithm to solve MPC problem, which 
utilizes Mehrotra's predictor-corrector algorithm [7], and the linear system at each 
IPM iteration is solved efficiently by a LU factorization based Linear Solver. This 
remainder of the paper is organized as follows: section 2 describes MPC problem 
formulation. Section 3 presents the interior-point method. MPC implementation on 
Quanser QET DC Servomotor is presented in section 4. Section 5 shows experimental 
results. Section 6 is conclusion. 

2 MPC Problem Formulation 

A discrete time linear time-invariant model of a system in a state space form is given 
as, x(t 1) = Ax(t) B u(t) y(t) = Cx(t) . (1)

where, y(t) ∈   are output vectors, u(t) ∈    are input vectors and x(t) ∈  are 
internal states vectors. The objective function is defined as, min , ( J) = ∑ y(t i|t) y (t i|t)N ∑ Δu(t i|t)N . 
where, Δu(t i|t) = u u  

(2)

subjected to linear inequality constraints on system inputs, where N  is prediction 
horizon, N  is control horizon [8]. In turn, the MPC problem is formulated as a QP 
problem, minU  J =   UTH U f TU  subjected to AU b . (3)

where, H is (Nu X Nu) Hessian matrix,  f is (Nu X 1) column vector  [8], [10].  
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3 Interior-Point Method 

Consider the following standard QP problem, min    xTQx CTx  subjected to Ax = b, Lx k . (4)

Except equality constraints in (4), it resembles (3). The KKT Conditions for 
optimality are given by, Qx ATy LTz = CAx = bLx s = kzTs = 0z, s 0  . (5)

where, y and z represents the Lagrange multipliers for the equality and inequality 
constraints respectively. The slack variable s is introduced for converting inequality 
into equality. By applying Newton’s method search direction (Δx, Δy, Δz, Δs) is 
obtained as shown in (6), where  J x,  z, λ, s  denotes Jacobian of f x,  z, λ, s , 

J(x,  z, λ, s) ΔxΔyΔzΔs = r1r2r3r4       (6)

If we consider only inequality constraints and augmented form of original system is 
given as, ∆s = Z (r4 S∆z) . (7)Q LTL Z S ΔxΔz = r1r3 Z r4 .  (8)

We use Mehrotra’s Predictor-corrector algorithm [7] to solve (8) for (Δx, Δz). 
Predictor or affine and corrector-centering  steps uses (r1, r3, r4) values from (9) and 
(10) respectively to form the right-hand side of (7) and (8) which in turn finds 
(∆x , ∆z , ∆s ) and (∆x , ∆z , ∆s ) [1], [11], [12], [13].  r1r3r4 = Qx C LTzLx s kZSe . (9)

r1r3r4 = 00diag(∆z )diag(∆s )e σµe . (10)

where, σ is centering parameter and µ is complementarity measure or duality gap. 
Thus, solution of linear system in (8) is to be calculated twice at each iteration of 
IPM, which puts major computational load on overall performance of IPM, and 
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eventually on MPC. Linear system in (8) uses two different right-hand side 
components but the same coefficient matrix, so just one factorization of this matrix is 
required per iteration. Such system can be solved using Gauss elimination, QR, LU, 
Cholesky factorization methods. 

The coefficient matrix in a linear system (8) involved in IPM is symmetric and 
indefinite so conventional and more numerically stable Cholesky factorization cannot 
be used to solve the linear system. Compared to computational cost of QR 
decomposition (2/3n ) and the problem of associated pivoting with ill condition of 
Gauss elimination, LU factorization proves to be more effective and accurate to solve 
system of linear equations [5], [6]. We propose LU factorization based Linear Solver 
for the same. The pseudo code of LU factorization Linear Solver for (8) is given as 
follows:  

Pseudo Code-LU factorization A = A A ; A A ; where,  A = Q; A = L ; A = L; A = Z ∗ S B = B    ; B ; where, B =   r1 ; B = (r3 Z ∗ r4) A = LU; 
Solve LY=B // forward sustitution        
           UX=Y // backward substitution    X = X ; X ;  ∆x = X ;    ∆z = X ;  

4 MPC Implementation on Quanser QET DC Servomotor 

In this paper the efficacy of the proposed method is implemented and demonstrated 
practically on Quanser QET DC Servomotor plant. The experimental setup has DC 
Servomotor with Q2 USB based data acquisition card and a PC equipped with 
proprietary QuaRc 2.1 software. QuaRc provides hardware-in-loop simulation 
environment [15]. Motor shaft position θ(t) is measured by an encoder. High pass 
filter is designed to get motor shaft velocity ω(t) numerically. The proposed real-time 
MPC implementation strategy is shown in Fig. 1. 

 

Fig. 1. Real-time MPC Implementation strategy for position control of QET DC Servomotor  
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The state space representation of DC Servomotor model is given as, A = 0 10 10 , B = 0210 , C = 1 0 , D = 0 . (11)

5 Experimental Results 

The proposed algorithm is coded in MATLAB. Fig. 2 shows per iteration 
computation time comparison of proposed method with QR factorization and 
MATLAB’s QP solver quadprog.  

 

Fig. 2. Computation Time Comparison of QP Solving Algorithms 

The performance of QP solver for linear MPC is tested for position control of DC 
Servomotor with 0.01s sample time. Fig. 3 shows the response of the system output 
for reference tracking and effect of change of prediction horizon N   by keeping 
control horizon (N ) constant. Step response of controller to load disturbances and 
system uncertainties is shown in Fig. 4. The constraints on control input are -10V and 
+10V, form Fig. 3 and Fig.4, the constraint handling capability of MPC is verified.   

 

 
Fig. 3. MPC response to reference position for different prediction horizon 
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Fig. 4. MPC response to load disturbances

6 Conclusion 

In this paper, we presented LU factorization based linear solver for solution of IPM, 
which is used for real time implementation of constrained linear Model Predictive 
Controller for position control of DC Servomotor. From experimentation results, it is 
observed that, the proposed method for MPC solves QP problem efficiently within the 
specified sample period and performs well for tracking a reference position of DC 
Servomotor which is relatively a fast dynamic system. It is also observed that, the 
controller is robust to handle parameter uncertainties and load disturbances.  
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Abstract. Ziegler Nichols is oldest and widely accepted PID tuning method. 
Due to excessive overshoot in Ziegler-Nichol tuned PIDs (ZNPID), their 
performance is usually not acceptable for applications where small error 
tolerance band and precise control is required. To overcome this problem, we 
propose the gain updating method called as Augmented Ziegler-Nichols PID 
(AZNPID). We proposed an algorithm, which uses fourth order Runge-Kutta 
method to solve differential equations involved in PID, which eventually 
improves the peak overshoot of AZNPID compared to ZNPID. The proposed 
AZNPID is tested for third order and fourth order linear processes and its 
performance is compared with ZNPID. 

Keywords: Discrete PID controller, Auto-tuned PID controller, MATLAB. 

1 Introduction 

In last fifty years, the proportional–integral–derivative (PID) controller has been most 
commonly used feedback control strategy. PID is used in wide range of applications 
like automotive, robot motion control, process control, aeronautics etc. [1] It is also 
integrated as software block in programmable logic controller (PLC), distributed 
control system (DCS), even an advanced control strategy like model predictive 
control (MPC) also requires PID at their basic level [2]. PID deals with past (I), 
present (P) and future (D) errors with a simple control strategy. Some important 
features of PID includes ease of implementation and good performance in absence of 
precise analytical model of system under control, which makes PID the most 
preferred choice of control engineers. In spite of all these advantages, the practical 
issues like actuator saturation, integral wind-up, anti-reset wind-up and skilled 
manpower required for accurate tuning restricts the applicability of PID for higher 
order and precise control systems.  

To overcome these drawbacks many auto-tuning methods were proposed [3]-[8]. 
In [3] feed forward action is used to achieve dynamics of control. Complex control 
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process is combined with separation integral PID and incomplete derivation PID to 
weaken the influence of swash disturbance and load disturbance. 

In [4] PID is combined with General Predictive Control (GPC),along with 
lightening computational cost of GPC by exploring its internal mechanism and puts 
forward an improved algorithm PID-GPC. Based on the fractional-order PID control 
algorithm and dynamic matrix control (DMC) algorithm, the fractional order PID 
dynamic matrix control (FOPID-DMC) algorithm is given in [5].PID algorithm is 
combined with Model Predictive Control(PIDMAC) and described in [6].  

In this paper, we propose an Augmented Ziegler-Nichol PID (AZNPID) tuning 
method to reduce system overshoot by auto tuning methods. The AZNPID modifies 
Ziegler-Nicole PID tuning rule with simple equations to obtain the gain values of 
Proportional (P), Integral (I) and Derivative (D) terms, tuned after each sample, based 
on error (e) and change in error (∆e) [9]. 

The rest of the paper is organized as:  In section 2, an overview of PID and Auto-
tuned PID controller is given. Section 3 illustrates experimental results. Section 4 
discusses the conclusion. 

2 Auto-Tuned PID Controller 

2.1 Discrete PID Controller 

The continuous time PID controller can be expressed as: u(t) = K e(t) e(t)dt t e(t)   . (1)

where, u(t) is the control output, K  is the proportional gain, t  is integral time or reset 
time , t   is derivative time or rate time, and e stands for the error between the 
reference and process output Y. 

The values of K , K  and K  are decided using any standard rule. For this study, we 
have used Ziegler-Nichol’s Tuning rule [11]. The values of critical gain K  and 
corresponding time period P  are determined experimentally or can be calculated 
using bode plot. K ,t   and t  are obtained as given in Table 1.  

Table 1. Ziegler-Nichol tuning rule 

Gain Coefficient PID 
Proportional Gain (K ) 0.6Kcr 
Integral time (t ) 0.5Pcr 
Derivative time (t ) 0.125Pcr 

In order to implement PID on dedicated hardware platform a discrete PID 
algorithm is considered by replacing derivative term and integral term using a 
backward difference method and sum using rectangular integration method. Discrete 
form of position algorithm for PID is given as: 
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u(n) = K e(n) ∑e(j) e(n) e(n 1) . (2)

where  is sampling period, n is index and j refers to time constant. Discrete time 
integral gain K  and derivative gain  K  obtained as  

      K = K , K = K . . (3)

For saving hardware resources, alternate recursive algorithm is used which is given 
as, 

      u(n) = u(n 1) a e(n) a e(n 1) a e(n 2)  . (4)

where,     a = K K  K , a = K 2 K , a =  K  . 
2.2 Auto-tuned Discrete PID Controller 

Fig.1 shows an improved auto-tuning scheme of AZNPID. It is a gain updating 
method, based on values of α(k) which is function of error (e) and change in error 
(∆e).  

 

Fig. 1. Implementation of AZNPID 

e(k) = ref y(k) . 
(5)

eN(k) = e(k)abs(ref ) . (6)

∆eN(k) = eN(k) eN(k 1) . (7)α(k) = eN(k) ∗ ∆eN(k) . (8)
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Values of K ,K  and K   are modified depending on value of α(k) after every sample 
instant as [9]  K = K (1 k11|α(k)|) . (9) K = K 0.3 k12α(k) . (10) K = K (1 k13|α(k)|) . (11)  u = K (k)e(k) K (k) ∑ e(i) K (k)∆e(k). (12)

where, ∆e(k) = e(k) e(k 1)& (j) = e(k) e(k 1) . 

 

For implementing AZNPID on hardware (11) can be written in recursive algorithm 
form as,  u = u (k 1) e(k) e(k 1) e(k 2). (13)

where,  a = K _ ,  K _ K _   ,  a = K _ , 2K _   , a = K _    . 
In (8)-(10) k11, k12, k13 are three positive constants which gives variation in process 
value to achieve desired output. We observed that, the constant values k11=1; k12=1; 
k13=12 are best suitable for the selected processes. From (4)-(7) it was observed that, 
when process output y(k) is less than the set point, the value of K _   is greater than K  so as to reach set-point quickly, K _  is greater than K   to avoid oscillations in 
process output. At the same time  K _  is less than K  to correct offset errors, which 
plays a minor role when the process is reaching the set point. As the process output 
reaches the set-point, values of K _ ,  K _    K _  are approximately equal to K , K , K . As the process output increases beyond the set point, the values of  K _ ,  K _ , K _  increases, this eventually increases control u ( u u).This brings process 
back to the desired set-point. 
 
Steps for implementation of AZNPID algorithm: 
 
Step 1: Obtain gain margin and phase margin of system either by using bode plot 
method or by manual way, where  t   is set to infinity and t   equal to zero. Increase 
gain K  up to the value where system shows sustained oscillations (marginally stable 
system). Note down corresponding period of oscillations. 
 
Step 2: Above K  gives critical gain of the system K  .The period of oscillation 
obtained in step 1 represents P  . 
 
Step 3: Applying Zeigler-Nichols formula, the values of K , K , K  is obtained from   
 Table 2 and (3). 
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Step 4: Using the values of constants k11, k12 and k13, AZNPID is applied to the 
 system using (8)-(11). 

3 Experimental Results 

To test the performance of proposed AZNPID, a third order linear model of system 
has been considered. The transfer function of system is given as Gp = 1 0.1s(1 s) . (14)

 

Fig. 2. Comparison of AZPID and ZNPID for third order linear system 

 

Fig. 3. Comparison of AZPID and ZNPID with disturbance and noise 

In fig. 2 the response of proposed AZNPID and conventional ZNPID is compared, 
it is shown that, the response of proposed method improves the peak overshoot than 
ZNPID. In fig.3 illustrates the performance of the controllers in presence of the noise 
with 0.1% magnitude and disturbance (t=12 to 14 sec). In both the cases controller is 
robust and successfully works in presence of noise. 

Similarly, the comparison of proposed AZNPID is noted for fourth order system. 
The transfer function of fourth order system is considered as 
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Gp = 1(1 s)  (15)

The comparison of ZNPID and AZNPID are shown in fig.4 and fig.5. 

 

Fig. 4. Comparison of AZPID and ZNPID for fourth order linear system 

 

Fig. 5. Comparison of AZPID and ZNPID with disturbance and noise 

The processes are recorded for different performance indices and summarized in 
Table 2. 

Table 2. Performance analysis of third order linear model 

System Performance Parameter ZNPID AZNPID = 1 0.1(1 )  

 

% overshoot 37.2 1.1 
Rise Time(sec) 1.43 3.3 

Settling Time(sec) 9.83 11.15 = 1(1 )  % overshoot 48.8 1.4 
Rise Time(sec) 1.7 2.04 
Settling Time(sec) 17.57 9.14 
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4 Conclusion 

In this paper, a simple model-independent, discrete auto-tuned scheme of PID 
controller is presented. It has been tested for third order and fourth order linear 
systems. Using proposed AZNPID algorithm, it is observed that, the time domain 
specifications of the system remains stable, even if there is a change in the order of 
the system. The scheme adjusts gain of P, I, D after every sample instant based on 
gain updating factor alpha. Although variation of alpha is non-linear, original 
structure of PID remains intact. Moreover, the scheme can be applied for controlling 
the fast dynamic applications in dedicated hardware.  
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Abstract. This paper describes the Matlab simulation for harmonic reduction in 
three phase bridge rectifier using third harmonic current injection method. The 
third harmonic current injection is a method, to reduce the input current 
harmonic content of three-phase rectifier .Rectifier circuit without current 
injection is compared with that of current injection and power recovery, which  
proves that considerable reduction in harmonics takes place with current 
injection method.  

Keywords: Harmonic reduction, Power recovery, Third harmonic current 
injection, THD. 

1 Introduction 

The application of power electronics in industry has led to the increase in number of 
non-linear loads. These loads act as harmonic current sources that pollute the main 
supply. When the generated harmonics are excessive, their effect can be reduced by the 
installation of harmonic filters. These range from relatively simple passive circuits that 
are tuned for particular frequencies to complex active filters which inject a 
compensating current into the supply lines depending on the load harmonic. 

The third harmonic current injection is a method to reduce the input current 
harmonic content of three-phase rectifier. The method is based on the injection of the 
current whose frequency is equal to the triple of the line frequency at the rectifier input, 
while the injected current is taken from the rectifier output terminals. 

2 Harmonic Reduction by Current Injection Methods  

A novel method of reducing harmonic currents on the supply side of a three-phase 
bridge rectifier was proposed in [1]. The principle of the method is to modify the 
current waveforms in the dc side windings of the converter transformer by injecting a 
third harmonic current in to the neutral point of the transformer. Passive LC filters 
connected between the rectifier output and the secondary neutral point act as third 
harmonic current source. The major limitation of the method is the constant value of 
injected current for particular filter value and bridge voltage. With the change in load, 
the effectiveness of the compensation will be affected. 
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Fig. 1. Harmonic injection circuit using LC filters[1]  

Another approach with controlled filters connected between the bridge rectifier 
output and star point of the transformer secondary, proposed in [2]. The current 
injection network for low harmonic rectifier proposed in the paper [3] consists of three- 
phase diode bridge, a current injection device and a current injection network. This 
transformer rejects the spectral components of the current taken by the network at even 
triples of the line frequency. 

3 Analysis of Current Injection in Proposed Method  

In a three phase diode bridge rectifier, in each time instant,  the diode which is 
connected to the highest of the phase voltages and the diode connected to the lowest 
of the phase voltages conducts. The phase whose voltage is neither minimal nor 
maximal at the considered time instant remains unconnected. This results in 
discontinuities in the input currents. Patching of these discontinuities is the essence of 
the current injection method. The analysis of the current injection method is done on a 
three phase diode bridge rectifier having a constant load current Iout. 

The input current waveform of the first phase for the interval –  <  < ωt<  is given 
by 

                                     1 ; for   - π /3< ωt< π/3          
              i1(t) =  Iout         0 ; for  - 2π/3 < ωt<- π/3 and π /3< ωt< 2π/3        (1) 
                                    -1 ; for  - π < ωt<- 2π/3 and 2π/3 < ωt< π  
 
 

The Fourier series of the above input current waveform is given by 

i1= 



 +

3

2
sin

3
sin

2 nn

n

ππ
π

     (2) 

The current injection method applies simultaneous injection in all three of the phases, 
which is achieved by applying a magnetic current injection device or injecting the 
third harmonic current at the input transformer secondary neutral point. Structure of 
the diode bridge rectifier applying simultaneous current injection is presented in 
Figure 2. 
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Fig. 2. Rectifier applying current injection  

Output current of the current injection network iy, is divided in three parts by the 
current injection device, and injected back at the rectifier input. 
Input current of the first phase is given by 

















≤≤+−≤≤−
+≤≤+−≤≤−

+≤≤−

−+
−

−+
=

πωππωπ
πωππωπ

πωπ

tandt

tandtfor

tfor

iiI

i

iiI

ti

xAout

x

xAout

3/2;3/2

3/23/;3/3/2

3/3/

;)(1

1

1
 (3) 

Input currents of the remaining two phases are characterized by the same equations, 
but with the phase displacement of 

3
2π  &

3
4π .The currents i1A & i1B taken by the 

current injection network from the bridge output terminals are the same, containing 
the spectral components at the triple of the line frequency. Then 

                                 i1A =  i1B = 
2

1 iy =
2

3 ix             (4)  

To match the optimal input current waveform, current ix is 

ix =
2

1
Iout cos (3ωt)       (5) 

Resulting in the current injection network output current of 

 iy=
2

3
 Iout cos(3ωt)       (6) 

Input current of the first phase is given by Equation (7). 
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The Fourier series expansion for the above input current waveform is 

i1= 



 +
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Fig. 3. Input current waveform after injection 

The optimal third-harmonic current injection reduced the higher order harmonics 
for the factor 

              Reduction factor 
364

36
2

2

−
−=

n

n        (9) 

 

Fig. 4. Harmonic Spectrum  -Without injection  - With injection 
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4 Simulation Results 

To simulate the performance of the third harmonic current injection, system-modeling 
package  Matlab is used. The system consists of a three-phase rectifier, current 
injection network and passive resistance emulation network (power recovery circuit). 
The transformer at the rectifier input replaces current injection device. The current is 
injected at the neutral of the transformer secondary. 

 

Fig. 5.   Structure of three-phase thyristor rectifier with current injection 

The main objective of the simulations carried out is to get an idea about the 
harmonic spectrum of input current of the rectifier circuit with and with out current 
injection. Simulations have done in three stages- 

 Rectifier circuit without current injection and power recovery 
  Rectifier circuit with current injection but no power recovery  
 Rectifier circuit with both power recovery and current injection. 

All the three cases were carried out for a set of firing angles. A constant current load 
was realized by an RL load.Figure 6 shows input voltage V1,input current i1pwaveform 
at the primary side of transformer and current waveform at secondary side if 
transformeri1s. 

 

Fig. 6. Voltage and current waveforms without current injection for angle α=75o 
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Fig. 7. Input voltage and current waveforms with current injection for angle α=75o 

Comparison of THD for different firing angles with and without current injection is 
given in Figure 8. 

 

                           - Without injection                   - With injection  

Fig. 8. Comparison of THD with and without current injection for various firing angles 

5 Conclusions 

The third harmonic current injection scheme for harmonic reduction in a three-phase 
controlled rectifier has been studied and analyzed. Simulation results shows that 
rectifier circuit with current injection and power recovery have considerable reduction 
in harmonics and have better output.   
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Abstract. Biometric authentication is individual characteristics that cannot be 
used by imposter to penetrate secure system. Keystroke dynamics based 
authentication verifies user from their typing pattern. To authenticate user based 
on their typing samples, it is required to find out he resemblance of a typing 
samples of user regardless of the text typed. Key event timing is extracted from 
key features Latency, Dwell time, Key interval, Up to up, Flight time and 
standard are measure in the form of FAR, FRR and ER. In this paper we 
introduces a k-nearest neighbor approach to classify users’ keystroke dynamics 
profiles. For authentication, an input will be checked against the profiles within 
the cluster which has significantly reduced the verification load. 

Keywords: Biometric, Keystroke dynamics, Identification, Verification. 

1 Introduction 

The increasing use of internet or automated information systems, together with our 
persistent use of computers has greatly simplified our lives, while making us 
completely dependent on computers and digital network [2]. In every development of 
technology the first and foremost step in preventing unauthorized access is user 
Authentication. User authentication is categorized into three classes: Knowledge 
based, Object or Token based, Biometric based. Currently, there are two major forms 
of biometrics: physiological and behavioral. Physiological based biometrics rely on 
biological attributes such as fingerprints, iris and retina patterns. Behavioral 
biometrics utilizes behavioral attributes such as voice, signature and keystroke 
dynamics. 

Behavioral biometrics relies on the way we interact with the authentication system. 
The most popular systems are based on voice, signature and keystroke dynamics. 
They are more convenient than physiological methods because they generally do not 
require any special external hardware [3], [9]. 

In this paper we present a problem of unauthorized users. To overcome this 
problem various authentication techniques are introduced, we refer to the option of 
behavioral biometrics in particular through keystroke dynamics and propose a novel 
intruder classification approach based on the analysis of relation between intruders 
sessions. In section 2 we present science behind keystroke dynamics, which gives 
detailed information about keys timing automatic events. In section 3, working flow 
of keystroke dynamics authentication in terms of identification model and verification 
model. Section 4 suggests keystroke dynamics authentication algorithm based on  
k-nearest neighbor classification and section 5 concludes the paper. 
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1.1 Previous Works 

The need of verifying user based on their keystroke dynamics, especially after the 
authentication process has ended. A new feature reduction method that is used for 
each user separately, based on similar di-graphs and their corresponding interval 
times [4]. In this paper three methods suggested for keystroke dynamics 
authentication problem. First method: The average and the standard Deviation, second 
method:  Rhythm of striking and Third method: A comparison of time order and also 
it proposes new method i.e. fusion of above mention tree methods [6]. In this paper 
mean and standard deviation of latency, duration and di-graph is measured as a 
keystroke feature. Optimization techniques such as genetic algorithm and particle 
swarm optimization are used for feature extraction [7]. In this paper soft computing 
techniques are mentioned [8] to provide user authentication. In this paper k-means 
classification approach is given for authentication [10]. 

2 Science behind Keystroke Dynamics 

Keystroke dynamics, is totally depends upon timing information of key press and key 
release. Pressing a keystroke generates three timing atomic events: key down event , 
key up event and key press event. Key down or key up occur when the key is 
depressed or released respectively, while key press is fired when an actual character is 
being inserted in. Keystroke dynamics can be captured via several different features 
extracted from the typing rhythm of the user including: latency between consecutive 
keystrokes, flight time, dwell time, based on the key down/press/up events (as shown 
in Fig. 1), overall typing speed, frequency of errors  and control keys.  Features   
extracted based on di-graph, tri-graph or n-graph segments of the entire text. In these, 
the latencies, intervals and flight time are measured for each sequence of keystrokes 
[4].   

 

Fig. 1. The five temporal features: Interval, Dwell time, Latency, Flight time, and Up to Up [4]  

2.1 Standard Measurements to Test the Approach 

False Rejection Rate (FRR) - the percentage of times that a valid user is labeled as an 
adversary and denied access; also known as the false negative rate. False Acceptance 
Rate (FAR) - the percentage of times that an adversary gains access as a user: also 
known as false positive rate. Error Rate (ER) - This is actually an average of the FAR 
and FRR measures. 
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3 Working Flow of Keystroke Dynamics Model  

In keystroke dynamics includes four modules i.e. keyboard monitoring, features 
extraction, classifier algorithm, database. Keyboard monitoring which monitors 
and captures the automatic events generated by the keyboard. Features Extraction 
which extracts a vector features (timing of key events) from the keystroke. 
Classifier Algorithms which consists of classification algorithms, which learns 
the user verification model based on her past data. Later this model is used to 
classify new sessions for verification. Database which contains user’s typing 
sessions [4], [5]. 

 

Fig. 2. Typing pattern verification-The user types a stream of keywords, which is monitored by 
keyboard monitoring then features are extracted by feature extraction and using classifier 
decision takes place 

 

Fig. 3. Keystroke dynamics enrolment and authentication schemes: A password-based 
authentication scenario 
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In fig. 3 keystroke dynamics identification and verification scheme presents a 
password-based authentication. Keystroke dynamics system has different modes: 
Identification mode (Find) means  One-to-many and Verification mode (Check) 
means One-to-one. In Identification (Enrolment) mode user types his username and 
password, timing information is captured by key events and this information is stored. 
In a training period user’s typing information is stored into the database. When user 
login at verification mode that time then current timing information is match with 
stored timing information, then user is authenticated user. 

4 Keystroke dynamics Authentication Based on K-Nearest 
Neighbor Classification 

4.1 Preliminary 

The duration of digraphs refers to the elapsed time between the first key pressed and 
the second key pressed. Same digraphs times in every session are aggregated using 
the median . Digraphs that are not shared between both sessions are filtered out. 
Remaining shared digraphs are sorted by its digraph times. For each digraph, its 
position in both sessions is compared and a distance value is obtained.  In order to 
obtain one representative measure of distance, values obtained in previous step are 
added. This sum is called degree of disorder [10].For a general distance involving all 
n-graphs, the following formula is given [10] 

, ,  ( 1, 2) = ( 1, 2) ( 1, 2) ( 1, 2)  ,                (1)   

Where n, m, and p represent different n-graphs and N, M, and P represent the number 
of shared n-graphs with  

N >M, P. A similarity measure is calculated for every pair of shared digraphs. A 
pair of digraphs, with times t1 and t2 respectively, is similar if 1  ( , ) ( , )  .                                                  (2) 

with constant  t  having a value of  1.25. Then, A-distance is calculated with the 
following equation:       ( 1, 2) 1  ( .    ) .     .                    (3)     

4.2 Proposed Classifier Authentication Method 

To increase the matching efficiency of clustering or classification we used k-Nearest 
neighbor algorithm. K-Nearest neighbor approach is very simple classifier that can 
easily apply any distance measurement into classification mechanism. KNN is a 
method for classifying objects based on closest training examples in the feature space. 
The neighbors are taken from a sessions for which the correct classification is known. 

The algorithm on how to compute the K-nearest neighbors is as follows: (i) 
Determine the parameter K is equal to number of nearest neighbors beforehand. (ii) 
Calculate the distance between the query-instance and all the training samples. (iii) 
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Sort the distances for all the training samples and determine the nearest neighbor 
based on the K-th minimum distance. (iv) Since this is supervised learning, get all the 
Categories of users training data for the sorted value which fall under K. (v) Use the 
majority of nearest neighbors as the prediction value.  

This is suitable for characteristics of classification and distance based 
authentication problem. Therefore, we choose the k nearest neighbor approach for our 
clustering purpose. 

Keystroke Dynamics Authentication Algorithm 
Building representative user profiles (Enrolment phase): (i) Each legitimate user 
needs to provide several training samples. Each training sample will contain many n-
graphs. (ii) A sorted n-graphs vector is formed by averaging corresponding groups of 
the graphs.  (iii) A representative user profile is built by averaging all such vectors 
from all training Samples provided. For convenience, we use its representative mean 
m(A) to present the mean of the user A. Clustering process: (i) The k-nearest neighbor 
method is applied to cluster the representative profiles based on the distance measure. 
(ii) A threshold is set to control the size of the clusters. The optimal threshold is 
experimentally determined. For a user profile, it associates with a cluster and we call 
all other profiles associated with the list of this profile. Authentication Process 
(Verification phase): (i) When a keystroke dynamics sample X is claiming as user A, a 
positive authentication is confirmed if following conditions are satisfied: (a) A must 
be within the cluster that is closest to X, and (b) md(A,X) value must be the closest to 
m(A) within its cluster. 

5 Conclusions 

Keystroke Dynamics is used to verify authenticated user. Using k-nearest neighbor 
classification uses only its representative profile in the authentication process. The 
extra overhead of the KDAA algorithm is the need to cluster the database. Even 
though, this clustering work can be done offline without affecting the authentication 
process. This proposed k-nearest neighbor approach for user authentication will 
improve the authentication efficiency   up to the 68% compared to the existing 
method. It will achieve extensively higher accuracy.  Keystroke dynamics doesn’t 
require any hardware, is low cost authentication software. It seems promising, still 
needs more efforts especially for identification.  

Acknowledgement. We would like to thanks all pioneers mentioned in this paper for 
their contribution in the field. 
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Abstract. — This paper presents an analysis of Series Active Filter (SAF) in 
conjunction with boost converter fed from a small capacity Renewable Energy 
Source (RES) for the control of DC voltage. Two control schemes like PI 
controller based Sinusoidal Pulse Width Modulation (SPWM) switching and 
hysteresis voltage controller based switching have been employed in the study. 
Boost converter is used to maintain the required DC voltage of SAF. The 
percentage total harmonic distortion of the compensated load voltage has been 
considered as a measure for comparison. It has been observed from the 
simulation results that under non sinusoidal supply and non liner loading 
conditions, the performance of SAF with hysteresis voltage controller is better. 

Keywords: Power Quality, Voltage Quality, Series Active Filter (SAF), 
Voltage Source Inverter (VSI), Renewable Energy Source (RES), Sinusoidal 
Pulse Width Modulation (SPWM), Hysteresis Control, MATLAB/Simulink. 

1 Introduction 

Harmonic distortion in supply voltage is one of the main power quality disturbances 
frequently encountered by the utilities. The harmonic disturbances in the power supply 
are caused mainly by the non linear characteristics of the load. The presence of 
harmonics in supply voltage leads to transformer heating, electromagnetic interference 
and malfunctioning of solid state devices. Hence it is necessary to reduce the dominant 
harmonics to below 5% as specified in IEEE 519-1992 harmonic standards[1,2].  

Conventionally, passive filters were used to eliminate current harmonics. However 
passive filters have demerits such as fixed compensation, bulkiness and occurrence of 
resonance with other elements. With the vast development in the field of power 
electronics engineering, active filters are introduced as custom power devices for 
mitigating the power quality problems. Various topologies of active filters have been 
proposed for harmonic mitigation. The Series Active Filter(SAF) based on voltage 
source inverter provides attractive solution for harmonic voltage problems[3-5]. 

A series active filter typically consists of three single phase Voltage Source 
Inverters (VSIs) connected to the distribution system through an injection transformer 
and required filters as shown in Fig. 1. It has the capability to inject harmonic voltage 
of the same amplitude but opposite phase than that of load[6,7]. 
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Fig. 1. Schematic diagram of SAF 

Several control methods were proposed in the literature for elimination of voltage 
harmonics using series active filters such as instantaneous active and reactive power 
method or so called ‘p-q’ method, ‘id-iq’ method, etc. [8, 9]. Different switching 
schemes for VSI like Sinusoidal Pulse Width Modulation (SPWM), Space Vector 
Pulse Width Modulation (SVPWM) and hysteresis PWM were also attempted in the 
literature [10-15]. 

Generally, SAF is operated to maintain load voltage balanced and sinusoidal. The 
system considered in this paper is a balanced three phase system with non linear 
loads. If SAF has to inject active component of harmonic power in to the system, it 
needs a source of energy. This energy has to be maintained continuously for 
successful operation of SAF.  Hence, an energy source based on renewable energy 
with sufficient energy storage will be a better choice at the DC side of SAF.  Usually 
small capacity renewable energy source such as PhotoVoltaic (PV) array is used for 
this purpose. Since the output voltage of the PV array is fluctuating one, in order to 
get required DC voltage for inverter, a boost converter with PI controller is employed.  
The present analysis utilizes abc-dq0 transformation [8,9]  based reference voltage 
generation and employs either Proportional Integral (PI) controller with SPWM 
switching or hysteresis controller based PWM switching for VSI. The effectiveness of 
SAF with these schemes has been compared using MATLAB simulation under 
different operating conditions and the results are discussed.  

2 PI Controller with SPWM Switching of SAF 

The block diagram representation of the SAF control scheme employing PI controller 
with SPWM switching is shown in Fig. 2.In this control strategy, the reference 
voltage obtained using abc-dq0 transformation is compared with the actual injected 
voltage from the SAF, and the error signal is processed using a PI controller. The 
output of the PI controller augmented with the reference signal is compared with a 
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very high frequency carrier signal and the pulses are generated as shown in Fig. 3. 
The generated pulses are fed to the VSI of SAF. 
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Fig. 2. PI Controller with SPWM                             Fig. 3.  Switching pulses employing SPWM 

3 Hysteresis Switching of SAF 

The block diagram representation of the SAF control scheme employing hysteresis 
controller is shown in Fig. 4. In this control strategy, the switching pulses are 
generated by comparing the injected voltage fed back from the terminals of VSI with 
the reference voltage and the associated hysteresis band. The pulse generation using 
fixed hysteresis band controller is shown in Fig. 5. This method is characterized by 
unconditioned stability, very fast response and good accuracy. On the other hand,  
the basic hysteresis technique exhibits several undesirable features, such as uneven 
switching frequency that causes acoustic noise and difficulty in designing input  
filters [13]. 
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Controller 

4 Dc Voltage Control of SAF 

As the present system is designed for utilizing the small renewable energy source for 
controlling the DC voltage of inverter, boost converter is used to step up and maintain 
the DC voltage at the required level. A PI controller is used for controlling the boost 
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converter. If there is any change in input dc voltage of boost converter then PI 
controller adjusts the duty cycle accordingly and maintains constant dc voltage across 
inverter. The MATLAB Simulink implementation of boost converter with closed loop 
control is shown in Fig. 6.  

 

Fig. 6. Closed loop control of boost 
converter 

 

5 Simulation Results and Discussion 

An intensive simulation study for the investigation of performance of series active 
filter in conjunction with small renewable energy source fed boost converter for DC 
voltage control is carried out using MATLAB/SIMULINK. The system parameters 
are furnished in Table I. Case studies with two different operating conditions as listed 
below have been carried out employing both the control strategies discussed in 
section 2 and section 3. 

Case 1: R load with 3rd and 5th harmonics in supply – Non sinusoidal supply  
Case 2: R load fed by uncontrolled rectifier sinusoidal supply – Non linear loading 

The results of these case studies (supply voltage(VS), voltage at common coupling 
point(VPCC), injected voltage(VINJ),load voltage(VL),load current(IL) and dc voltage(VDC)) 
are shown in Fig 7. In case 1, the supply voltage is having harmonics, as shown in Fig 7 
(a) & 7 (b). Hence using the control strategy, an appropriate harmonic voltage is 
generated and injected into the system through a transformer in phase opposition so that 
the load voltage is maintained as sinusoidal as possible. Further, results of case 2 
confirms due to non sinusoidal current drawn by the rectifier, a non sinusoidal voltage 
drop occurs because of which load voltage is distorted. This drop is generated and 
injected through transformer and load voltage is maintained as sinusoidal as shown in 
Fig 7(c)&(d). 

Table 1. System Parameters 

Component Data 

Source  100V, 50Hz 

Line parameters  R=10 Ω ,L= 1mH 

Load 1  200W 

Load 2  Diode Bride Rectifier fed  50 Ω 

DC  capacitor  150μF- Case 1, 1000μF –Case 2 

Injection Transformer  2 kVA, 3 phase, 100 / 100V 
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(a)Case 1 with PI controller based SPWM switching                     (b) Case 1 with hysteresis controller 

          

(c) Case 2 with PI controller based SPWM switching    (d) Case 2 with hysteresis controller 
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Fig. 7. Simulation Results 

Table 2. Comparision of Control Strategies 

Case 
% THD of Load 
Voltage Before 
Compensation 

% THD of Load Voltage 
PI Controller 
with SPWM 
Switching 

Hysteresis 
Controller 

Case 1 22.36 2.49 1.02 
Case 2 16.45 4.85 3.42 

6 Conclusion 

This paper described the harmonic elimination performance of SAF with boost 
converter fed from small renewable energy source for the control of DC voltage.  Two 
control strategies like PI control with SPWM switching and hysteresis control have 
been considered for the analysis of SAF. Different case studies have been carried out 
including 3rd and 5th harmonics in the supply voltage and introducing uncontrolled  
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rectifier loads. Based on the % THD of compensated load voltage, it can be inferred 
that the performance of series active filter is better in all the cases when hysteresis 
controller is employed. The small capacity renewable energy fed boost converter 
maintains the DC side voltage by delivering sufficient active power to SAF. 
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Abstract. This paper presents the simplified modelling and analysis of 
PMBLDC motor and for sensorless operation. The sensorless scheme employed 
is based on the backemf zero crossing detection method. PMBLDC motor is 
modelled using Matlab/Simulink. With the PMBLDC motor model the, 
dynamic characteristics of PMBLDC motor are monitored and controlled. The 
validity of sensorless operation is confirmed by simulation results. With small 
changes in the proposed model, Permanent magnet synchronous motor (PMSM) 
can also be analysed.  

Keywords: PMBLDC, sensorless, modelling, backemf. 

1 Introduction 

Permanent magnet brushless direct current (PMBLDC) motor are rapidly gaining 
popularity and are widely used in a variety of applications ranging from small low 
power applications like fan and disk drives to a large industrial automation and 
aerospace application because of key features like better speed vs. torque characteristics, 
high efficiency, noiseless, long operating life and high power density. PMBLDC motors 
are normally powered by conventional 3Ø voltage source inverters (VSI) or current 
source inverters (CSI) which is controlled based on the rotor position information based 
on the rotor position information obtained from hall sensors, resolvers or absolute 
position sensors. But these position sensors have a lot of drawback like increase in cost, 
complexity in control, temperature sensitivity requiring special arrangements and 
reducing system reliability. Therefore sensorless techniques are becoming of great 
interest in recent times. A number of sensorless techniques have been developed for 
PMBLDC motor.  

In back EMF zero detection crossing, it is difficult to extract the information about 
EMF, because the machine windings are carrying rapidly changing currents and 
experience substantial induced voltages from phase switching [1]. In third harmonic 
of motional EMF, the back EMF waveform has a three times that of fundamental 
component of any of the phase motional EMF [1]. In [2], difference of line voltages 
measured at the terminals of the motor and the commutation signals are obtained 
without neutral voltages. In back EMF integration method [3], the integration based 
on the absolute value of the open phase back EMF. Integration of the back EMF starts 
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when the back EMF crosses zero. In sensorless BLDC motor, the commutation points 
of the inverter can be obtained by knowing the zero crossing points of the back EMF 
voltage of the open phase terminal voltage [4][6]. 

In this paper a Matlab/Simulink model of PMBLDC motor suitable for Sensorless 
operation is developed[4][5]. Using this model, the dynamic behavior of the motor is 
studied. The rest of the paper is organized as follows: Section 2 presents the 
Modelling of PMBLDC motor with sensorless control using Matlab/Simulink; 
Section 3 presents the simulation results of the proposed method, section 4 presents 
the conclusion is discussed. 

2 Modelling of PMBLDC Motor 

In the proposed scheme, a three phase star connected BLDC motor driven by a three 
phase inverter using six step commutations is used. The conducting interval of each 
phase is 120 electrical or two steps.The three phase star connected BLDC motor 
driven by a three phase inverter with the sensorless control and its ideal waveform are 
in the figure 1.The voltage equation of BLDC motor from Fig (1) can be derived as 

( ) a
a

aa E
dt

dI
MLRIV +−+=                                                      (1) 

( ) b
b

bb E
dt

dI
MLRIV +−+=                                                      (2) 

 

 

Fig. 1. Simplified BLDC Equivalent Drive and Ideal Waveform 

( ) c
c

cc E
dt

dI
MLRIV +−+=                                                     (3) 

Where, 
=R  Stator  resistance per phase. 
=L  Stator  inductance per phase. 

=cba i,i,i  Instantaneous stator phase currents. 

=cba V,V,V  Instantaneous stator phase voltages. 

=cba e,e,e  Instantaneous back EMFs in the respective phases. 
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The back-EMF is depending on magnetic flux in rotor because of permanent magnet 
with speed of rotor, given by 
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From the equations (1) to (3), the line voltages are obtained as 

( ) ( ) bababaab eeii
dt
d

LiiRV −+−+−=                                          (5) 

( ) ( ) cbcbcbbc eeii
dt
d

LiiRV −+−+−=                                          (6) 

The generated electromagnetic torque is given by 

( )ccbbaa
r

p
e ieieie

2

Z
T ++

ω
=                                          (7)  

Where, 

=pZ Number of pole pairs. 

=ωr Electrical speed of rotor.  

Electrical speed of the rotor is determined from the motion differential equation  and 
it is given by 

( )rrLe w
dt
d

Jw.BTT +=−                                              (8) 

Where, 
=J  Moment of inertia. 
=B  Friction coefficient. 

=LT  Load torque. 

3 Simulation Modelling of PMBLDC Motor 

Figure 2 shows the simulation model of the PMBLDC motor drive consists of voltage 
and current block, terminal voltage block, generation of backemf block, sensorless 
control block i.e. proposed controller. The sensorless block gives the sensorless 
position information. Position of rotor position gives the incoming and outgoing 
phases.In BLDC block, the constant values of torque constant and backemf constant 
are 0.1418 Nm/A and 0.1V/rad/sec. The moment of inertia (J) is given by 0.1592kgm2 
and resistance value is 0.7 ohm. The inductance (L) and mutual inductance (M) value 
is given by trial and error method. 
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Fig. 2. BLDC Block 

Figure 3-4 shows the subblock of BLDC motor which has voltage and current 
equation block, terminal voltage block, generation of EMF block, Sensorless Block. 

 
Fig. 3. Voltage and Current Equation and Sensorless Sub-block  

 

Fig. 4. Generation of back EMF and Terminal voltage sub-block 

4 Simulation Results 

The simulation results of simplified modelling and sensorless operation of permanent 
magnet brushless DC motor is obtained by MATLAB /Simulink. The version of 
MATLAB is 7.9.0(R2009) and the solver to run the model is ode45 (Dormand-
Prince).The simulation model of PMBLDC motor is run for a period of 2 second.Load 
is applied at 0.5 seconds.Figure 10-17 shows the waveform for back EMF, phase 
current, rotor speed, electromagnetic torque under NO load and loaded conditions. 

 

Fig. 5. Back EMF for NO Load and Loaded Condition 
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Fig. 6. Phase Current A for NO Load and Loaded condition 

 

Fig. 7. Rotor Speed for NO Load and Loaded condition 

 

Fig. 8. Electromagnetic Torque for NO Load and Loaded condition 

5 Conclusion 

The simplified modelling is developed and simulation of sensorless operation of 
permanent magnet brushless magnet is developed by MATLAB /simulink simulation. 
The backemf zero crossing detection is used to detect the rotor position and backemf, 
current, rotor speed, electromagnetic torque waveform were obtained for both load 
and NO load condition without Hall sensors. This simplified model can be applied to 
other sensorless technique with the small change in the model. 
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Abstract. This work focuses on energy loss estimation in electrical sub 
transmission and distribution systems. The earliest empirical approaches, by 
Buller and Woodrow in 1928 and Hoebel in 1959, were modified by M.W. 
Gustafson in 1983, by changing the values of the coefficients and adding a 
constant loss term. It has been observed that this approach is not suitable for the 
present load scenario. In this paper, a new approach has been proposed and 
tested with real time data. It has been concluded that the relation ship between 
loss factor and load factor is not as complicated as perceived but easily 
understandable. By using exponential curve fitting, a relationship that is very 
close to reality can be obtained. An exponential curve has the ability to take on 
any shape between two given limits, based on the specified data. To verify the 
proposed approach data has been collected from a 33kV sub transmission line 
existing between 132kV/33kV Turkayamjal substation & 33kV/11kV 
Hayatnagar substation, APTRANSCO, Andhra Pradesh. 

Keywords: Loss factor, Load factor, Load curve, Loss Curve. 

1 Introduction 

According to the fundamental laws of nature, energy cannot be converted from one 
form to the other, unless until there is an opposition to the conversion. An analogous 
statement exists for Electric Power Transmission and Distribution. According to this 
statement, power cannot be transmitted from one port to the other, without losses. 
They arise as power flows, to satisfy consumer demands, through the network. 
Electrical energy is converted from various forms of conventional and non 
conventional energy sources at suitable locations, transmitted at a high voltage over 
long distance and distributed to the consumers at a medium or low voltage. A 
distribution system consists of a substantial number of distribution transformers, 
feeders, and laterals, due to a large number of consumers spread over a wide 
geographical area. Some of the input energy is dissipated in the conductors and 
transformers along the delivery route. Total system loss is the difference between the 
energy sent and the energy received by the end users. Losses increase the operating 
cost, estimated to add 10% to the cost of electricity and also approximately 25% to 
the cost of delivery. These costs are levied on the consumers. 

                                                           
* We acknowledge Kiran Kumar Challa, M. E (IISc Bangalore) for his valuable discussion at 

each point of this research. We also thank V. Prameela, Assistant Engineer, APTRANSCO, 
Hyderabad for providing vital data. 



 Energy Loss Estimation: A Mathematical Approach 293 

Studies have indicated that losses in a distribution system contribute to a major part 
of losses in a power system (approximately about 70% of total losses). Therefore, the 
distribution system loss has become more and more of concern, because of the growth 
of load demand and the wide area it covers. It is important to estimate them accurately 
in order to take appropriate measures for reducing the losses. The evaluation and 
reduction of energy losses present the distribution companies with taxing challenges. 
The accurate estimation of electrical losses enables the supply authority to determine 
the operating costs, with greater accuracy, and abate the dissipation of power. 

The loss factor can be used to calculate energy losses for those parts of electrical 
system where the current flowing is proportional to system load each hour, which 
would typically be the distribution and sub transmission systems. The near quadratic 
relationship that exists between load and loss factors has been used to develop 
empirical relations for estimation of loss. Attempting to make a lead in this aspect in 
1928, Buller and Woodrow proposed a relationship between load factor and loss 
factor, by using a completely empirical approach [1]. This approach was improved by 
Hoebel in 1959 [2]. Martin W. Gustafson, a Transmission/Substation design engineer, 
modified the existing relationship between the two factors [3], [4]. He modified the 
constant coefficient and also added a new coefficient for losses [5]. He extended the 
same approach to evaluate transmission loss using special considerations [6]. Later on 
various methods were proposed to estimate sub transmission and distribution system 
losses, which include the use of artificial intelligence techniques like Fuzzy Logic and 
Neural Networks [7], [8]. The energy loss estimation techniques were depicted in [9]. 

Mathematics provides us curve fitting methods to establish the exact relationship 
between two sets of data. Previous approaches like that of Buller and Woodrow 
utilized curve fitting, but the assumptions made to find the relationship were not close 
to the actual conditions, but were ideal. In any relationship between loss factor and 
load factor, providing fixed limits to the values of the coefficients is important, as this 
helps in judging its accuracy. 

Before discussing the new approach to estimate energy losses by using 
mathematical methods, it is necessary to understand the basic approach i.e. Buller and 
Woodrow Equation. 

2 Buller and Woodrow’s Approach 

From two individual research works done by Buller and Woodrow in 1928 [1] and H. F. 
Hoebel in 1959 [2] an empirical equivalent hours loss factor equation was proposed.  

EQf = (LDf)
2(1-X) + (LDf)X                                            (1) 

Where, EQf = Loss Factor 
LDf = Load Factor 
X = Constant Coefficient 
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Fig. 1. Load Curve and a Loss Curve 

Buller and Woodrow assumed an arbitrary and idealized case of a load curve, 
where it consisted of a peak load for a time t, and an off-peak load for a time (T-t), 
where ‘T’ was the complete time period taken into account as shown in Fig. 1. As the 
loss varies with square of the current and current directly proportional to the load, the 
loss varies with the square of the load. Therefore, the loss curve too is in the shape as 
that of the load curve [10]. 

LDf = t/T + (PLD 2/PLD 1)(1 – t/T)                                      (2) 

EQf = t/T + (PLS 2/PLS 1)(1 – t/T)                                       (3) 

As loss varies with the square of the load, 

EQf = t/T + (PLD 2/PLD 1)
2(1 – t/T)                                     (4) 

Buller and Woodrow then considered two boundary conditions, viz. complete peak 
(t→T) and complete off-peak (t→0). From these conditions, they came to a 
conclusion of the shape of the relationship between loss factor and load factor by 
fitting a curve between these two. 

Even though, Buller and Woodrow’s approach was considered to be useful, and it 
has been used, it consists of approximations far from reality. The load curve considered 
was an ideal one consisting of only peak and off peak as shown in Fig. 1. The average is 
a function of only peak and off peak. But the intermediate values affect the average. In 
the derivation of the equivalent hours loss factor it was considered that 

PLSk = Ck PLDk [k=1,2,3…]                                              (5) 

with the consideration that C1=C2. This need not be right, as the value of the 
coefficient can be different at the off-peak, than at the peak. 
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3 Proposed Mathematical Approach 

Many processes in nature have exponentia1 dependencies. The advantage of 
exponential equations is that with the right values of coefficients, any curve can be 
approximated in the form of an exponential equation i.e., within the limits of the 
given data. In exponential curve fitting, any function is approximated as  

Bxy Ae=                                                          (6) 

The advantage of such an equation is that ‘A’ decides the ‘y’ intercept of the curve, 
and ‘B’ gives the function its curvature. Taking the logarithm of both sides of (6) 

log logy A Bx= +                                                   (7) 

Then, the best fit-values are 
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Where ‘xi’ and ‘yi’ are the sets of data, that must be fit in the required curve. Using 
(6) to fit a curve between the two factors, let the relationship between them be 

bLD f
LS aef =                                                    (10) 

Taking the natural logarithm on both sides of (10) 

ln( ) ln( )f fLS a bLD= +                                              (11) 

This can be plotted as a straight line between the natural logarithm of loss factor and 
load factor. Therefore, the general equation of the relationship can be shown as 

ln( )f fLS A B LD= + ×                                                (12) 

The values of these coefficients can be determined by using (8) and (9). Due to its 
desired features of a given ‘y’ intercept value, and curvature, it can be used easily to 
estimate the loss factor of a system, from a given value of a load factor. 

Let the data points that were collected be (LDf1, LSf1) (LDf2, LSf2)…….. (LDfn, 
LSfn). These data points can be obtained from the system, whose loss is to be 
estimated. Therefore, in the approximate exponential equation:- 
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These coefficients can be used for future estimation of losses, for a given system, by 
recording the required load factor. 

4 Results 

The proposed approach has been tested on a 33kV sub transmission line existing 
between 132kV/33kV Thurkayamjal substation and 33kV/11kV Hayathnagar 
substation, APTRANSCO, Andhra Pradesh. Annual load and loss data of the test 
system has been collected for the year 2010 and monthly load and loss factor were 
evaluated by plotting monthly load and loss curves. 

Table 1. Monthly estimated loss factors 

Month 
Load Factor Loss 

Factor
Buller & 

Woodrow 
Proposed 
Approach 

Jan 0.7515 0.6026 0.6849 0.5882 

Feb 0.6598 0.4740 0.5797 0.4794 

Mar 0.7380 0.5793 0.6690 0.5707 

April 0.7547 0.5898 0.6886 0.5924 

May 0.8480 0.7305 0.8020 0.7294 

June 0.8516 0.7310 0.8065 0.7354 

July 0.7973 0.6490 0.7396 0.6514 

Aug 0.7360 0.5718 0.6667 0.5683 

Sept 0.7763 0.6398 0.7144 0.6217 

Oct 0.7881 0.6485 0.7285 0.6382 

Nov 0.7996 0.6580 0.7424 0.6548 

Dec 0.7063 0.5361 0.6323 0.5318 
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The constant coefficient ‘X’ of equation (1) has been calculated and value of the 
coefficient ‘X’ was 0.6432. It was further used to calculate the loss factors from 
respective monthly load factors. For the proposed method, the coefficients ‘A’ and 
‘B’ were calculated from the average monthly load and loss factors. The values of the 
coefficients ‘A’ and’ B’ were -2.2073 and 2.231.  These coefficients were again used 
to calculate the loss factors for the proposed approach. The summary of the analysis is 
shown in Table 1.  From the results in the Table 1, it can be seen that the calculated 
values of the loss factor from the proposed approach are closer to the actual values 
than those obtained from Buller & Woodrow’s approach. The function values are 
negative i.e. ln(LSf) is negative. This owes to the fact that loss factor is always lesser 
than or equal to 1. Therefore, its natural logarithm is always negative. The above 
point limits the value of the first coefficient ‘A’. The function exp(A) is also a loss 
factor. Therefore ‘A’ must be negative. This means that the graph between ln(LSf) 
and load factor always has a negative y-intercept and lies in the fourth quadrant. 

5 Conclusions 

The method presented is a new tool capable of estimating sub-transmission and 
distribution system losses with greater accuracy, than what was previously available. 
It is also observed that the values of the coefficients are very important in estimating 
losses, but they cannot be generalized for any system. This is due to the fact that each 
system has a different load profile, which leads to different values of coefficients. 

Hence, it is advised that a distribution or transmission company, use previous data, 
to calculate the values of the coefficients, for their respective load profile. Fitting an 
exponential curve to data does not need any tedious programming or simulation.  
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Abstract. The 3-Ф self-excited induction generator driven by wind energy 
source is suitable for stand-alone applications. For such an application, the 
minimum excitation capacitance required for self-excitation of 3-Ф induction 
generator is taken up in this work and the detailed analysis is carried out to 
determine the range of wind speed variation and consumer demand for the 
designed capacitance value. An electronic load controller is designed to 
maintain the load voltage constant for these variations. The excess power 
resulting as a consequence of rise in load voltage due to variation in load is 
pumped to dump load. Exhaustive simulations have been carried out for such a 
scheme and the results have been presented in this paper. 

Keywords: wind energy source, self-excited induction generator, electronic 
load controller, chopper, dump load. 

1 Introduction 

Today, the wind energy is the world’s fastest growing energy source. Permanent 
magnet synchronous generator (PMSG) is particularly an attractive option in 
renewable energy applications, but the permanent magnets are quite expensive, 
demagnetization of permanent magnet at high temperature [1]-[3]. The induction 
generator (IG) is the most common generator in wind energy system applications in 
the stand-alone systems due to its simplicity, robust, small size, weight and 
ruggedness, more than 50 years life time [4]-[7],[9]. The interest in this topic is 
primarily due to the application of self-excited induction generator (SEIG) in isolated 
power systems where a capacitor bank is connected across the stator terminals, which 
provides the required excitation for SEIG [8]. The terminal capacitance on such 
machines must have a minimum value so that self-excitation is possible. Due to the 
brushless construction, low maintenance and low capital cost SEIG gives an 
important advantage over the synchronous generator. The SEIG requires minimum 
excitation capacitance for self-excitation which provides lagging reactive power of 
both IG as well as load. The design of excitation capacitance depends upon mainly on 
the magnetizing reactance and per unit frequency [10]-[15]. Although, all numerical 
results yields the solution for general R-L case, initial guessing of magnetizing 
reactance and per unit frequency is required, tedious and lengthy derivations are 
involved. A simple method and direct method for computing the minimum value of 
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excitation capacitance required for initiating voltage build up in a 3-Ф SEIG under R-L 
load is presented in [15]. 

In this paper, the 3-Ф stand-alone wind-driven SEIG with an electronic load 
controller (ELC) feeding R-L load is undergone where the self-excitation capacitance 
is calculated by using direct method. In this paper, in section 2, the brief description 
of the system is explained. In section 3 and 4, the design of self-excitation capacitance 
and ELC has been developed. In section 5, by using MATLAB software the 
simulation results of SEIG with an ELC feeding 3Ф consumer (R-L) load and dump 
load is shown. The simulation for variation in wind speed of SEIG feeding constant 
3Ф R-L load with the designed self-excited capacitance is shown. 

2 Block Schematic Description 

The schematic arrangement of the proposed stand-alone power generation scheme 
with SEIG is shown in Fig.1. The proposed scheme consists of the 3-Ф IG (3HP, 
2.2kW, 380V, 5.5A, 50Hz) driven by a wind turbine, excitation capacitor bank along 
with ELC, which consists of a 3-Ф diode-bridge rectifier fed chopper circuit with 
dump load and the 3-Ф R-L load. Suitable values of self-excitation capacitors are 
connected across the SEIG such that it generates rated terminal voltage at full load. 
Since, the input power is nearly constant, the output power of the SEIG is held 
constant at varying consumer loads.  

 

Fig. 1. Schematic diagram of the 3Φ SEIG with an ELC feeding three-phase consumer load 

The power in surplus of the consumer load is dumped in a dump load through the 
ELC. The ELC consists of a 3-Ф uncontrolled rectifier with a chopper in series with a 
dump load. The ELC with chopper switch has the advantages of which, only one 
switching device is needed and so the driving circuit is required for the chopper 
switch alone and so, the scheme is very simple, cheap, rugged and reliable, low value 
of generation of harmonics and no reactive power demand and requires only one 
dump load and hence, it is inexpensive and compact. Thus, SEIG feeds two loads in 
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parallel such that the total power is constant, that is, Pout(generated power which 
should be kept constant)=Pc (consumer load power)+Pd(dump load power). 

3 Design of Self-excitation Capacitance for 3-Ф SEIG 

The typical parameters for 3-ФIMsuch as Rs=4.8Ω,Rr=5.77Ω, Xls=Xlr=15.66Ω, 
Xm=230Ω are estimated by conducting no-load test and blocked rotor test 
experimentally in the laboratory. The load parameters such as the resistance (R=25Ω) 
and the inductance (L=100mH) are calculated by considering the rated value of 
voltage and current of the 3-Ф IM. The per phase steady-state circuit of 3-Ф SEIG 
under R-L load is shown in Fig.2. where Rs, Rr, R, Xls, Xlr, X, Xm, Xsmax = per unit per 
phase stator, rotor (referred to stator) and load resistance, stator leakage and leakage 
(referred to stator) load and magnetising reactances (at  base frequency) and 
maximum saturated magnetising  reactance, C = per phase terminal-excitation 
capacitance , Xc = per unit per phase capacitive reactance (at base frequency) of the 
terminal excitation capacitance , F, v  = per unit frequency and speed, N, fb, Zb= base 
speed in rev/min, base frequency, base impedance, Vg,V0= per phase air-gap voltage 
and output voltage. Assumptions in the analysis of SEIG is reported in [15] and from 
Fig.2, the loop equation for the current I is given in (1) and Z is the net loop 
impedance given by, 

= 0. (1)= (( ) )|| ║                       (2) 

Since under steady-state excitation I ≠ 0, it follows from (1) that Z=0 or both real and 
imaginary parts of Z are zeros reported in [15]. For finding general solution for Cmin, 

all the coefficients are evaluated at Xm=Xsmax, where 

= 1 2 . (3)

by simplifying (2), the obtained equation is given by 

= 0. (4)

Where, , i=0, 1…, 4 are positive constants is reported in [15]. By solving (4) gives 
two real roots, the obtained Cmin = 77µF and Cmax = 152µF and (4) can be rearranged 
as 

= . (5)

The two curves intersect in the range Fmin≤ F ≤ Fmax, where Cmin is estimated by using 
MATLAB programming. 
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Fig. 2. Per unit per phase steady-state equivalent circuit of self-excited induction generator with 
R-L load 

4 Design of Electronic Load Controller Components 

The voltage rating of the uncontrolled rectifier and the chopper switch will be the 
same and dependent on the rms ac input voltage and the average value of the output 
dc voltage. The dc output voltage is calculated as,      

= √ = (1.35) ∗ = 513.8 . (6)

Where, VLL is the rms value of the SEIG terminal voltage. By considering transient 
conditions the rms ac input voltage with the peak value is given by,        

Vpeak =√2 *10%  of  rated voltage = 580V (7)

The ac input peak current (Ipeak)and the rating of the dump load resistance (RD) is 

where C is dc-link capacitance of the ELC (here RF=5%) is reported in [17]. 

5 Simulation Results 

5.1 The Loss of Excitation and Rise in Voltage Due to Wind Speed Variation 
with Constant(R-L) Load 

The stand-alone wind-driven 3-Ф self-excited induction generator is sensitive to wind 
speed variations. If the speed is decreased below the threshold of the self-excitation, 
 

Ipeak =2 *P/(√3*VLL*0.955)= 7A 

RD =VDC

2 / Prated= 119.7Ω 

C=(1 / 12*f*RD )(1+(1/√2*RF))= 210.83µF 

(8) 

(9) 

(10) 
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voltage at machine terminals will disappear. The simulation result of such a situation 
of which, variation in wind speed from 7m/s to 7.5m/s of 3-Ф wind-driven SEIG fed 
to the R-L load is shown in Fig.3(a), no voltage build-up for wind speed 7m/s from 0 
to 1.5 seconds and the line current is shown in Fig.3(b). This shows that the designed 
excitation capacitance value of 77µF fails to excite. The increase in wind speed leads 
to the increase in generated voltage of SEIG. The Fig.3(c) and Fig.3 (d) shows the 
generated voltage and line current for increase in speed from 7.5m/s to 10m/s. 

 

Fig. 3. Simulation results of range of wind speed at constant (R-L) load of SEIG (a) Generated 
voltage (V) (b) Line current (A) (c) Generated voltage (V) (d) Line current (A) 

5.2 Simulation Results for 3-Ф Wind-Driven SEIG at Varying Consumer 
Load in Closed Loop Scheme 

In closed loop control scheme, the generated ac output voltage of SEIG is converted 
into equivalent dc voltage by using 3-Ф uncontrolled rectifier which is taken as the 
reference voltage. When the consumer load is varied from rated load, then the 
increase in generated voltage is converted into equivalent dc voltage and is compared 
with the reference voltage, where the output obtained from the comparator is a 
positive value. A suitable PI controller is used and the output of PI controller and the 
triangular waveform is compared and the gate signal is given to the chopper switch. 
When the chopper switch is switched on, then the current flows through the dump 
load and the dump load consumes the difference power (generated power-consumer 
power). If the comparator output is zero, then the chopper switch is in switched off 
condition, where SEIG is operating at the rated (R-L) load.  

The generated voltage, the line current, reactive power and real power of SEIG are 
shown in Fig.4(a), Fig.4(b), Fig.4(c), Fig.4(d), where SEIG is operated under rated R-
L load from 0 to 2.5 seconds and from 2.5 to 5 seconds SEIG is operated under load 
variation of (R=25Ω and L=1H) with constant wind speed 10m/s. The gate pulse, 
dump load voltage and the dump load current of ELC from 2.5 to 5 seconds is shown 
 

TIME (s) TIME (s) 

7 (m/s) 

7 (m/s) 

7.5 (m/s) 

7.5 (m/s) 

7.5 (m/s) 

7.5 (m/s) 

10(m/s) 

10(m/s) 
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in Fig.5(e), Fig.5(f) and Fig.5(g).The Fig.4(a) shows the regulation of voltage at 
varying R-L load respectively, where the excess voltage which is increased due to R-
L load change is fed to the dump load. 

 

Fig. 4. Simulation results of (R-L)load variation of SEIG at constant wind speed (a) Generated 
voltage (V) (b) Line current (A) (c) Reactive power (VAR) (d) Real power (W) (e) Gate pulse 
(f) Dump load voltage (V) (g) Dump load current 

6 Conclusions 

In this paper, the design and development of controller for stand-alone wind driven 
SEIG with ELC in closed loop is developed and analyzed. The typical machine and 
load parameters of the scheme are estimated by the experimental tests undergone in 
the laboratory and the necessary self-excitation capacitance has been designed 
mathematically. The design of such a controller in closed loop has been taken up in 
this work. The range of wind speed variation of the estimated parameters of SEIG and 
the designed self-excitation capacitance at constant load is carried out. The regulation 
of voltage under the variation of consumer load at constant wind speed is achieved by 
the developed controller. The real and reactive power requirement for SEIG with ELC 
is investigated and all simulation results have been presented. 

References 

1. Enamul Haque, M., Negnevitsky, M., Kashem Muttaqi, M.: A Novel Control Strategy for 
a Variable-Speed Wind Turbine With a Permanent-Magnet Synchronous Generator 

2. Van Niekerk, H.R.: Permanent magnet alternators for stand-alone electricity generation: 
Department of Electrical and Electronic Engineering, University of Pretoria, Pretoria, 0002 

3. Mittal, R., Sandu, K.S., Jain, D.K.: Isolated Operation of Variable Speed Driven PMSG for 
Wind Energy Conversion System 

4. Three-Phase Self-Excited Induction Generators, An Overview  

R=25Ω;L=100m

R=25Ω;L=100m

R=25Ω;L=1H 

R=25Ω;L=1H 

R=25Ω;L=100m

R=25Ω;L=100m

R=25Ω;L=1H 

R=25Ω;L=1H 

R=25Ω;L=100m

R=25Ω;L=100m

R=25Ω;L=100m

R=25Ω;L=1H 

R=25Ω;L=1H 

R=25Ω;L=1H 

TIME TIME 



304 M. Sathyakala and M. Arutchelvi 

5. Ofualagba, G., Ubeku, E.U.: The Analysis and Modelling of a Self-excited Induction 
Generator Driven by a Variable Speed Wind Turbine. Federal University of Petroleum 
Resources, Effurun, Nigeria 

6. European Wind Energy Association (EWEA) and Greenpeace, WIND FORCE 12 Report 
(2004)  

7. American Wind Energy Association (AWEA), http://www.awea.org  
8. Bansal, R.C., Bhatti, T.S., Kothari, D.P.: A bibliographical survey on induction generators 

for application of nonconventional energy systems. IEEE Trans. Energy Convers. 18(3), 
433–439 (2003) 

9. Khan, P.K.S., Chatterjee, J.K.: Three-phase induction generators: A discussion on 
performance. Elect. Mach. Power Syst. 27, 813–832 (1998) 

10. Rajakaruna, S., Bonert, R.: A technique for the steady-state analysis of a self-excited 
induction generator with variable speed. IEEE Trans. Energy Convers. 8(4), 757–761 
(1993) 

11. Levi, E., Liao, Y.W.: An experimental investigation of self-excitation in capacitor excited 
induction generators  

12. Grantham, C., Sutanto, D.: Steady-state and transient analysis of self-excited induction 
generators  

13. Malik, N.H., Mazi, A.A.: Capacitance requirements for isolated self-excited induction 
generators  

14. Malik, N.H., Haque, S.E.: Steady state analysis and performance of an isolated self-excited 
induction generator  

15. Jabri, A.K., Alolah, A.I.: Capacitance requirement for isolated self-excited induction 
generator  

16. Juan Ramirez, M., Emmanuel Torres, M.: Electronic Load Controller for the Self-Excited 
Induction Generator  

17. Singh, B., Murthy, S., Gupta, S.: Analysis and implementation of an electronic load 
controller for a self-excited induction generator. Inst. Electr. Eng. Proc.-Gener. Transm. 
Distrib. 151(1), 51–60 (2004) 

18. Rajakaruna, S., Bonert, R.: A technique for the steady-state analysis of a self-excited 
induction generator with variable speed. IEEE Trans. Energy Convers. 8(4), 757–761 
(1993) 



V.V. Das and Y. Chaba (Eds.): AIM/CCPE 2012, CCIS 296, pp. 305–310, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A New High Step-Up Converter with Low Voltage Stress 
Using Coupled Inductor  

K. Radhalakshmi, R. Dhanasekaran, S. Aiswarya, and S. Muthulakshmi 

Syed Ammal Engineering College, Ramanathapuram -623502, 
Tamilnadu, India 

radhak10@yahoo.co.in, rdhanashekar@yahoo.com 

Abstract. The Conventional Boost Converters are not able to provide voltage 
gain, A high – efficiency high Step-up converter is proposed, with low voltage 
stress on power switch. The circuit topology of the proposed converter consists 
of coupled inductor   and the voltage lift technique to achieve high voltage gain. 
Additionally the voltage stress on power switch is clamped, and the energy 
stored in the leakage inductor is recycled in the proposed converter. Therefore 
the voltage stress on the active switch is reduced, and the conversion efficiency 
is improved. 

Keywords: Step-Up converter, Soft switching, Coupled Inductor, Modified 
Non dissipative Snubber. 

1 Introduction 

Recently, DC-DC Converters with steep voltage ratio are usually required in many 
industrial applications. For example ,the front-end stage for clean- energy sources, the 
dc back-up energy system for an Uninterruptible Power Supply (UPS) and ,the 
telecommunications industry .The conventional Boost converters cannot provide  
such a high dc voltage gain ,even for an extreme duty cycle. In order to increase the 
conversion efficiency and voltage gain ,many boost converter topologies  have  
been investigated in the past decade [1]-[6].Although voltage-clamped techniques are 
manipulated in the converter design to overcome the severe reverse-recovery  
problem of the output diode in high-level voltage applications, there still  
exists overlarge switch voltage stresses [1]. Zhao and Lee [2] introduced a  
family of high-efficiency, high step-up dc–dc converter. It can recycle the leakage 
energy and alleviate the reverse-recovery problem. Dumrongkittigule et al. [3]  
presented a high step-up DC–DC converter with integrated coupled inductor and 
common-mode electromagnetic interference reduction filter.Hyun-Lark Do [4] 
presented converter Consists of ZVS Boost Converter stage and a ZVS Half- Bridge 
converter stage.  
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2 Conventional Topology 

2.1 Conventional Boost/Fly Back Converter with Coupled Inductor 

By considering the coupled inductor, the boost converter (I) circuit, as shown in Fig.1. 

 

Fig. 1. Converter with coupled inductor 

The voltage gain of the converter is 

 D

n

Vs

Vo
Gv

−
==

1  
(1)

 

Although a Conventional converter achieves high voltage step-up, it suffers from high 
voltage spike stress on the switching devices .Low efficiency occurs because of the 
leakage inductor and reverse recovery problems of the diode. 

3 Proposed High Step-Up Converter 

Fig. 2. Shows the proposed High step-up converter with voltage –lift technique and a 
coupled inductor. The diode D1 is turned on when switch S is turned- off, then the 
voltage across the switch is clamped at a low voltage level, and the energy stored in 
the leakage inductance is recycled into C1. Because the voltage across C2 is constant, 
and voltage gain to be increased.Fig.3. Shows the typical waveform of the continuous 
conduction mode of converter. 

 

Fig. 2. Proposed High Step-up converter Fig. 3. Some typical waveforms under CCM 
operation 
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3.1 Continuous Conduction Mode 

The operating mode of principle of converter under CCM is described. Fig.4. Shows 
mode of converter under CCM operation in the one switching period.  

 

 
           (a) Mode[t0-t1] 

 
          (b) Mode[t1-t2] 

 
                  (C) Mode 3 [t2-t3] 

 
          (d) Mode 4[t3-t4] & Mode 5[t4-t5] 

Fig. 4. Operating modes for CCM Operation 

(a) Mode 1 [t0-t1] 

At t=t0, the switch S is turned on, diodes D2 and D3 are turned on and D1 is turned 
off. Because the energy of Cs is discharged quickly. The voltage across C2 is 
charged to Vs +Vc1 as shown in Fig.4. (a) 

(b) Mode 2 [t1-t2] 

In this mode switch S is turned on, D1 and D3 are turned off and diode D2 is turned 
on as shown in Fig.4. (b) . The inductor Lm and Lk1 are charged from input voltage, 
the currents iLm and iLk2 are equal and increased linearly with a slope of Vs/Lm. The 
capacitor C2 is charged to VS+Vc1.The load is supplied by C0 at this mode. 

(C) Mode 3 [t2-t3] 

At t=t2, S is turned on, Diodes D1 & D2 is turned off and D3 is turned on .Fig.4. 
(c) shows  the equivalent circuit of this mode.  

(d)Mode 4 [t3-t4] 

In this mode switch S is turned off, the diodes D1 & D3 are turned on and D2 is 
turned off as shown in Fig. 4. (d). The energy stored in Lm and LK1 is released to 
capacitor C1 and CO.  

(e) Mode 5 [t4-t5]  

At this mode, VDS =VS+VC1.S is still turned off. The equivalent circuit and 
operation of this mode is same as Fig.4. (d). In this interval, iD3 decreased linearly. 
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When the switch (Q) is turned on, the voltage across the magnetizing inductor (Lm) and 
Vl2 are written as  

 VsVLm =  (3) 

 nVsnVLmVL ==2  (4) 

When the switch (Q) is turned off,  

 1VcVLm −=  (5) 

 VoVsVcVcnVcnVLmVL −++=−== 1212     

Where the voltage across the capacitor (C2) can be written as  

 VsVcVc += 12  (6) 

By using voltage-second balance principle on N1 and N2 of the coupled inductor,  the 
following Equations are written as  

 


DT
Vsdt
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01 = − dt

T
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From equation (7) and (8), VC1 and V0 are derived as  
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As a result, the voltage gain of the step-up converter can be represented as  

 D

nD
Gv

−

+
=

1

)2(

 
(11)

 

Equation (11) indicates that the proposed converter accomplishes a high voltage gain 
by using voltage –lift technique and increasing the turn’s ratio of the coupled inductor.  

  

Fig. 5. Voltage gain against duty ratio under various turns ratio of the coupled inductor 
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3.2 Simulation 

Fig.6. shows the simulation waveforms at CCM, which were measured to verify the 
performance of the proposed converter under output power Po=35w.this result 
indicate that the duty ratio must be raised to maintain a constant output voltage 
when output power is increased. The waveform agrees with the steady state 
analysis, and voltage stress of switch is effectively clamped by diode D1 and 
capacitor C1.Fig.7.shows illustrates the input current iLm in the primary side of 
coupled inductor. The input current i1 is equal to the magnetizing current im is 
linearly charged by the input voltage Vs.  

 

 

Fig. 6. Simulation of proposed Converter 
with VO=100V and Po=35W 

Fig. 7. i Lm and V Lm  of proposed converter 

 

 

Fig. 8. i D1, V D1, i D2 and V D2 of proposed 
converter 

Fig. 9. Conversion efficiency of the proposed 
converter at different output powers 

Fig.9. shows the experimental conversion efficiency of the proposed converter at 
condition D=0.65, n= 1.25. When D and n are equal to 0.42 and 6.67, the efficiency is 
90.8% at full load and the maximum efficiency is 92.8% at Po = 20W.  

Owing to the voltage stress on the switch   during the switch turn- off period, the 
modified non-dissipative snubber is used. A new operating condition for the non-
dissipative LC snubber is proposed in Fig.10.which is shown to reduce the voltage 
stress on the device to a great extent. In this mode, though the current stress on the 
device shall be more than that of the traditional RC snubber, it is shown that such stress 
can be reduced to a considerable extent by proper design of the snubber inductor. 

Here, the frequency of oscillation between Cs and Ls is chosen to be much higher 
than the switching frequency. At the time of turn-on, the capacitor Cs is discharged 
through the loop of Ds, Ls and Q1 as shown in Fig. 10. Fig.11. Shows that, the 
voltage stress of the switch is reduced compare to proposed converter. 
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Fig. 10. Proposed Converter with Modified 
Non Dissipative Snubber 

Fig. 11. Simulation of Proposed Converter  
with Non Dissipative Snubber 

4 Conclusion 

This paper presents step-up DC–DC converters that uses voltage-lift technique, adjusts 
the turn’s   ratio of the coupled inductor and achieve high step-up voltage gain. The 
proposed converter is highly efficient because it recycles the energy stored in the 
leakage inductor of the coupled inductor. Moreover, the voltage across the switch is 
clamped at the lower voltage level, enabling the converter to use the low rating switch 
to improve efficiency. This high-efficiency converter topology provides designers with 
an alternative choice to convert renewable energy efficiently, and it also can be 
extended easily to other power conversion systems for satisfying high-voltage 
demands. The proposed converter is appropriate for applications involving power 
conversion systems, such as small fuel-cell power conversion systems and small solar-
cell power conversion systems. 
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Abstract. Introduction of Distributed Generator(DG) units in conventional 
distribution systems results in restructuring of the system. DG units impact line 
losses, bus voltage profile and stability of the existing system. This paper 
focuses on accidental island detection during line contingencies. This has been 
attempted by tracing the change in the configuration of the autonomous micro-
grids. A comparison is done for radial and weakly meshed structures based on 
the voltage profile, indices, line losses and transient stability of the DGs on 
implementation of the proposed algorithm. Ranking of line contingencies is 
done with the database of the detected islands. MATLAB coding is developed 
to validate the proposed algorithm & the standard 33-node radial distribution 
system is considered for justification of the same. 

Keywords: Intentional islands, accidental islands, autonomous micro-grids.  

1 Introduction 

Distributed Energy Resources (DER) are integrated an existing system to meet out the 
increasing demand.  Distributed Generation brings many system and DG related 
advantages such as unloading transmission system, decreasing system losses, 
improving power quality and reliability. As deregulated operation of the distribution 
systems gains importance, the necessity towards optimizing the architecture of the 
system becomes inevitable for better service to consumers, achieving load balancing 
and loss reduction.  

Active distribution network management improves the efficiency and reliability 
and hence alternatives like autonomously operated micro-grids are coming up. Island 
detection becomes important to ensure stability and reliability of micro-grids. A 
micro-grid[2] is an “Interconnection of small, modular generation units to low voltage 
distribution systems forming a self-sustained utility on isolation from main grid”.  

2 Voltage Stability Indices  

Two indices viz., NODAL VSI and LINE VSI [1] are used in this paper to determine 
the point of voltage instability as shown below:  
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 Fast voltage stability index (FVSI) = (4Z2
ijQj / Vi

2Xij) (1) 

 Line stability factor (LQP)= [4(Xij/ Vi
2) (Xij Pi

2/ Vi
2 + Qj)] (2) (2) 

Voltage collapse proximity index (VCPI) 

VCPIj(1) = Pj/Pj (max)  &  VCPIj(2) = Qj/Qj (max)             (3) & (4) 

where   Vi, Vj = Voltage on sending and receiving buses 
Pi, Qi = Active and reactive power on the sending bus 
Pj, Qj = Active and reactive power on the receiving bus 
Si, Sj = Apparent power on the sending and receiving buses 
δi–δj =δij , angle difference between sending & receiving bus 
voltages 

All the above indices are expected to be less than unity for a stable system. 

3 Island Detection and Line Contingency Analysis 

An island[3] is “That part of a power system consisting of one or more power sources 
and load, for some period of time, separated from the rest of the system.”  Loss of 
Mains protection (LOM), loss of grid protection, anti-islanding protection and 
islanding protection are synonyms used for Island detection schemes. 

The contingencies cause adverse effects on micro-grids where more DG units are 
connected. Hence when a part of the system forms an accidental island there is a risk 
for Brown out or Black out. Formation of accidental islands is more prominent in 
radial distribution systems but in interconnected systems this does not occur 
frequently. Other hazardous events viz., Line outage, Generator outage & Mal-
operation of relays etc., are expected in a any autonomous system and hence island 
detection gains high priority in stability studies of micro-grids.  

4 Proposed Algorithm   

Ranking algorithm and island detection algorithm proposed in this paper are 
explained in this section. 

4.1 Overall Algorithm Proposed  

This algorithm proposes a scheme for ranking the line contingencies in an 
autonomous micro-grid. The proposed algorithm is unveiled in the following steps:- 

1. Load flow analysis for base case of operation has been performed for Radial and 
Weakly meshed autonomous micro-grids and the indices are computed 

2. A line is considered to undergo an outage (line no=1) and the architecture is 
traced for formation of islands. 

3. Voltage indices, transient stability of DGs and bus/load isolation are checked 
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4. The above steps are repeated for all other lines to undergo outage.  
5. The number of islands formed and the total load shed are tabulated to form 

database determining the complete information about the effects of line outages. 

4.2 Proposed Algorithm for Detection of Islands  

The main steps of island detection are as follows:- 

1. A line contingency has been created between any two buses ‘p’ and ‘q’. 
2. Existence of closed loop from to-bus (q) to the from-bus (p) for the above line 

outage is traced. If true go to next step else skip the step 3 and go to step4. 
3. The line data alone is updated, as no islands is formed and go to step5 
4. Both the line & bus data are updated as islands have formed, and go to next step. 
5. Newton Raphson load flow has been adopted for the updated data for both re-

configured and the radial systems. 
6.  The voltage deviation is calculated as ∆V = Vmax-Vmin  
7. Results are tabulated and the line contingencies are ranked based on the minimum 

losses and voltage deviation calculated in step 5& 6. 

5 Test System Details    

The single line diagram of the autonomous micro-grid and reconfigured micro-grid 
considered in this work are shown in Fig. 2&3.  

      
 Distribution lines                 Tie lines  

Fig. 1. Radial Autonomous Micro-grid         Fig. 2. Weakly meshed Autonomous Micro-grid  

6 Results and Discussions  

The standard 33 bus distribution system is transformed into a micro-grid and operated 
both in radial and reconfigured architectures.  

6.1 Load Flow Results  

The voltage profiles of the radial and reconfigured micro-grids are shown in table 1.  
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Table 1. Comparison of bus voltages for Radial and Weakly Meshed autonomous micro-grids 

 

6.2 Island Details for Weakly Meshed Autonomous Micro-grid on Line 
Contingency  

Detection of accidental islands [3] and the load shed for the reconfigured structure 
of the micro-grid is done for the line outages at every location as shown in the  
table 2. 

Table 2. Island detection for reconfigured micro-gird on occurrence of line contingency 

Faul- 
-ted  
Line 

Load  
Shed/ 
Island 

Isola- 
-ted  
buses 

Vmax 

(pu) 
Vmin 

(pu) 
Ploss 

(MW) 
Faul- 
-ted  
Line 

Load  
Shed/ 
Island 

Isola- 
-ted  
buses 

Vmax 

(pu) 
Vmin 

(pu) 
Ploss 

(MW) 

1 Loadshed 1 1 0.98692 0.01940 18 Loadshed 
22,21 
20,19 1 0.98692 0.01764 

2 Loadshed 2,1,20, 
19,18,17 

1 0.98692 0.01760 19 Loadshed 22,21,20 1 0.98692 0.01775 

3 *  1 0.95634 0.04034 20 Loadshed 22,21 1 0.98692 0.01802 
4 *  1 0.96573 0.03208 21 Loadshed 22 1 0.98692 0.01855 
5 *  1 0.96942 0.02901 22 *  1 0.93920 0.05889 
6 *  1 0.98691 0.01943 23 *  1 0.94572 0.05038 
7 *  1.00653 0.98975 0.02146 24 *  1 0.97148 0.02501 
8 *  1.01392 0.99038 0.02738 25 *  1 0.97887 0.02420 
9 *  1.01107 0.97608 0.03522 26 *  1 0.98136 0.02271 
10 *  1.00992 0.97714 0.03234 27 *  1 0.98373 0.02150 
11 *  1.00887 0.97813 0.03000 28 *  1 0.98455 0.02061 
12 *  1.00133 0.97426 0.02307 29 *  1 0.98625 0.01951 
13 *  1.00077 0.97774 0.02142 30 *  1.001 0.98428 0.02293 
14 *  1 0.98431 0.01949 31 *  1.007 0.97970 0.03145 
15 *  1 0.98630 0.01934 32 *  1.002 0.98338 0.02420 
16 *  1 0.98575 0.01947 33 *  1 0.97729 0.02137 
17 Loadshed 18 1 0.98902 0.01765 34 *  1.002 0.98681 0.02009 

      35 *  1.001 0.98728 0.02020  

*  - Indicates that there occurs no change in the system. 
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7 Transient Stability   

Transient stability [4] – [5] of the DGs on fault occurrence is most inevitable for 
evaluating the system performance and stability. The power angle curves for the three 
generators numbered as G1, G2& G3 for all line contingencies are determined. Line 
fault is created at time t = 0 sec. and cleared at t= 0.1 sec. where the clearance of fault 
includes removal of faulty line from the system. The least impacting and worst 
affecting two line outages upon the generator stability are shown below in the figures. 

 

Fig. 4. Power angle curves of two stable and two unstable cases respectively 

8 Ranking of Line Outages  

As an attempt to create a database for sequence of events of  line outage for the 
micro-grid under autonomous operation, all the line outages are ranked based on the 
system losses, voltage variations and number of islands as well as isolated buses 
formed as shown in table 3. The worst affecting contingency is ranked top.  

Table 3. Ranking of contingencies for radial and reconfigured micro-girds 

Weakly meshed autonomous micro-grid Radial autonomous micro-grid 
Rank Line 

No. 
∆V 
(p.u) 

Line 
No 

Ploss 

(MW) 
Line 
No 

No. of 
Isolated  
Lines 

Line 
No 

∆V 
(p.u) 

Line 
No 

Ploss 

(MW) 
Line 
No 

No. of 
Isolated  
lines 

1 17 0.0110 2 0.0176 3 - 3 0.0132 3 0.0105 1 1 
2 1 0.0131 18 0.0176 4 - 4 0.0132 4 0.0105 17 1 
3 2 0.0131 17 0.0177 5 - 5 0.0132 5 0.0106 21 1 
4 18 0.0131 19 0.0178 6 - 7 0.0132 6 0.0142 24 1 
5 19 0.0131 20 0.018 7 - 8 0.0132 22 0.0143 32 1 
6 20 0.0131 21 0.0186 8 - 6 0.0137 23 0.0143 16 2 
7 21 0.0131 15 0.0193 9 - 17 0.0157 7 0.016 20 2 
8 6 0.0131 1 0.0194 10 - 16 0.0174 24 0.0163 23 2 
9 35 0.0134 6 0.0194 11 - 15 0.019 14 0.0191 31 2 
10 15 0.0137 16 0.0195 12 - 25 0.0201 8 0.0191 15 3 
11 29 0.0137 14 0.0195 13 - 26 0.0201 5 0.0192 19 3 
12 16 0.0142 29 0.0195 14 - 27 0.0201 25 0.0194 22 3 
13 34 0.0144 34 0.0201 15 - 28 0.0202 26 0.0196 30 3 
14 28 0.0154 35 0.0202 16 - 1 0.0203 16 0.0197 14 4 
15 14 0.0157 28 0.0206 22 - 2 0.0203 13 0.0199 18 4 
16 27 0.0163 33 0.0214 23 - 18 0.0203 27 0.02 29 4 
17 30 0.0166 13 0.0214 24 - 19 0.0203 28 0.0204 13 5  
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Table 3. (continued) 
             

18 7 0.0168 7 0.0215 25 - 20 0.0203 17 0.0206 28 5 
19 32 0.0185 27 0.0215 26 - 21 0.0203 12 0.021 12 6 
20 26 0.0186 26 0.0227 27 - 22 0.0203 2 0.0212 27 6 
21 25 0.0211 30 0.0229 28 - 23 0.0203 18 0.0212 2 6 
22 33 0.0227 12 0.0231 29 - 24 0.0203 19 0.0213 11 7 
23 13 0.023 32 0.0242 30 - 14 0.0205 20 0.0216 26 7 
24 8 0.0235 25 0.0242 31 - 29 0.0218 29 0.0221 10 8 
25 12 0.0271 24 0.025 32 - 32 0.0225 21 0.0221 25 8 
26 31 0.0276 8 0.0274 33 - 13 0.0245 11 0.0223 9 9 
27 24 0.0285 5 0.0290 34 - 12 0.0264 1 0.023 8 10 
28 5 0.0306 11 0.0300 35 - 30 0.0278 32 0.023 7 11 
29 11 0.0307 31 0.0315 1 1 11 0.0283 10 0.0236 6 12 
30 10 0.0328 4 0.0321 17 1 31 0.0295 9 0.0252 5 21 
31 4 0.0343 10 0.0323 21 1 10 0.0297 31 0.0255 4 22 
32 9 0.0350 9 0.0352 20 2 9 0.0314 30 0.0368 3 23 
33 3 0.0437 3 0.0403 19 3       
34 23 0.0543 23 0.504 18 4       
35 22 0.0608 22 0.0589 2 6        

9 Conclusions 

This paper focused on detection of accidental islands formed in an autonomous 
micro-grid on line contingencies. This identification of formation of accidental islands 
has been utilized to rank the line contingencies in an attempt to maintain a database of 
the consequences of different line contingencies. The standard 33 bus distribution 
system has been transformed into an autonomous micro-grid in this work and both 
radial and reconfigured structures of the system have been considered for analysis. It 
is seen a weakly meshed architecture is best suited for an autonomously operated 
micro-grid from the voltage profile, indices and stability of the DGs. Also the weakly 
meshed structure is less vulnerable to accidental islands during line contingencies.  
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Abstract. A Modern Self-defined Extinction Advance Angle Controller is 
proposed in this paper and suitability of the proposed controller for a Capacitor 
Commutated Converter(CCC) based HVDC system is investigated. The 
proposed controller is dedicated at the inverter end and hence the rectifier end 
converter is endowed with the standard CIGRE controller. The performance of 
the proposed controller is investigated under different operating conditions 
including post fault recovery and fault mitigation. The suitability of the proposed 
controller for a CCC HVDC system has been checked. CIGRE benchmark 
controller is adopted for comparison and it has been found that the proposed 
controller outperforms at post fault operating conditions. PSCAD/EMTDC 
simulation software has been used for justification of results. 

Keywords: CCC HVDC system, Self-Defined Controller, CIGRE controller. 

1 Introduction 

High Voltage DC(HVDC) transmission is surpassing High Voltage AC transmission 
systems to cope with the increasing energy demand. As thyristors are used in 
conventional HVDC converters, the effectiveness of commutation of these devices is 
decided by the strength of the AC grid. A HVDC-topology, utilizing series capacitors 
for developing the voltage required for thyristor valve commutation was introduced in 
1954 by Buseman [1]-[2].  

The significant feature of HVDC transmission is the rapid controllability of 
transmitted power achieved by three inevitable controllers viz., Constant Current 
Controller(CC) at both the ends (Rectifier and Inverter ends), Constant Ignition Angle 
(CIA) Controller at the Rectifier end and Constant Extinction Advance Angle 
(CEA)Controller at the Inverter end. All the above mentioned controllers are assigned 
to control the firing delay angle of the switching devices taking into account the dc 
link voltage, device current and the ac network voltage for different control 
requirements [3].  

A Modern Self – Defined Extinction Advance Angle Controller [4] is proposed in 
this paper for CCC based HVDC systems and its performance has been investigated 
for both steady state operation and for a DC link to ground fault. The behaviour of the 
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proposed controller is compared with the standard CIGRE benchmark controller [5] 
under different operating conditions. A fault current mitigation technique is also 
introduced in this work, and the performance analysis has been discussed in detail.  

2 Capacitor Commutated Converter  

A Capacitor Commutated Converter (CCC) is 
a modified conventional HVDC converter with 
additional capacitors between the transformer 
and valves to enhance smooth commutation, as 
shown in Fig. 1. This configuration is capable 
of supplying the reactive power requirement of 
a HVDC transmission system compared to the 
conventional Line Commutated Converter 
(LCC). Further, CCC gives dynamically stable 
performance at the inverter end, particularly 

when inverters are connected to weak AC systems and/or long DC cables. Capacitor in 
CCC configuration increases the commutation margin without any increase in the 
reactive power consumption of the converter station[2]. This improvement in 
commutation margin reduces the chances of commutation failure and hence CCC is 
dedicated to the inverter station, prone to commutation failure.  

 

Fig. 2. AC bus voltage & valve voltage: (a) conventional inverter, (b) CCC inverter 

As a matter of fact, it becomes inevitable to distinguish between the apparent 
extinction angle (γ′) and the real extinction angle (γ) as shown in Fig. 2. In the 
conventional HVDC converter, the extinction angle γ is defined as the electrical angle 
spanned between the instant at which the valve turns off and the positive zero-
crossing of the line-to-line voltage at the ac converter bus, as given by (1) 

 ( )μαγ +−∏=  
(1) 

where α is the inverter firing delay angle and µ is the overlap angle. However, in the 
case of the CCC this measurement does not take into account the capacitor voltage 
and does not measure the actual extinction angle. Therefore it is referred to as the 
apparent extinction angle (γ′) as given by (2) 

 ( ) δμαγ ++−∏=  
(2) 

Fig. 1. Configuration of the CCC 
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where δ is the phase-lag angle between the AC bus voltage and valve voltage as 
shown in Fig. 2. The commutation margin angle γ′ in the CCC inverter is the angle 
between the instant of completion of commutation and the instant where the valve 
voltage crosses zero and grows positive there onwards.  

3 Combined Control Characteristics of HVDC System 

The above mentioned controllers are implemented at appropriate locations for effective 
and fast control in HVDC systems. A combined control operation is required to enable 
both forward and reversal of power flows and the characteristic of the converters is 

shown in figure 3. Under emergency control 
states viz., Reversal of power flow for 
control requirements, inversion operation of 
both converters to de-energize the line 
completely,  emergency shutdown of the line 
etc., it is necessary to avail the CC and CIA 
controllers at the inverter end and CEA at 
the rectifier end.  Thus each converter needs 
to be provided with all the three above 
mentioned controllers.  

4 Modern Extinction Advance Angle Controller  

As mentioned in the previous section, an effective CEA controller would help 
reduction in frequent commutation failures. In this paper a modern extinction advance 
angle controller [6], [7] is proposed, suitable for the inverter end station.  The 
proposed controller acts at the device level and hence faster control on extinction 
angle is made possible. The schematic of the proposed controller is shown in Fig.4.  
 

 

Fig. 4. Schematic of the proposed controller Fig. 5. Voltage waveform to measure γ 

After the outgoing valve has completely de-ionized, when the voltage across the 
valve and AC commutating voltage pass through zero, the valve would exit 
conduction. This instant is denoted as node ‘b’ in Fig. 5. Hence, with firing pulse, 
zero-crossing instant of valve current and AC voltage of each valve as input signals, 
the nodes ‘a’ and ‘b’  are identified by the proposed controller and a unit time-pulse, 
the width of which is equal to the duration of extinction angle γ is generated. This 
time-pulse is fed to an integrator and the integrator generated an amplitude-pulse 
proportional to the extinction angle γ. This amplitude of the pulse is maintained until 

Fig. 3. Combined Control Characteristics 
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the next extinction angle γ is measured. Through this method, the extinction angle γ 
of single valve in each cycle is measured and hence the same is maintained constant 
throughout the inverter operation of the bridge concerned. 

The inputs of the measurement module are voltage, current, firing pulse and AC 
voltage of each valve and the outputs are measured extinction angle γ of each valve. 
The minimum γ value measured is selected as the input of closed-loop control of 
constant extinction angle control. This control scheme has been implemented using 
PSCAD /EMTDC software and has been shown in Fig. 6. 

 

Fig. 6. Overall simulation diagram of the modern self-defined extinction angel controller 

5 Results and Discussions  

The efficacy of the proposed controller has been investigated for the standard CIGRE 
benchmark system with power rating of 2000MW, at 1100kV bipolar system with two 
six pulse bridges cascaded at each (rectifier and inverter) end of the link. The start-up 
characteristics of the system with the proposed controller are found to be satisfactory. 

5.1 Response of the Proposed Controller for Post-fault Recovery  

A DC link to ground fault has been simulated to occur at 0.8 s and allowed to persist 
for 600 ms. The efficacy of the proposed controller has been analyzed and the 
performance curves are shown in the Fig. 7 and Fig. 8.  

 

                      a)Sending end station (Vdc,Idc)     b) Receiving end station – Pdc, Vdc and Idc 

Fig. 7. Post fault recovery performance of the CIGRE controller at CCC HVDC system 

 
a) Sending end station (Vdc,Idc)     b) Receiving end station – Pdc, Vdc and Idc 

Fig. 8. Post fault recovery performance of the proposed controller at CCC HVDC system 
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Comparing the curves shown in Fig 7 a) and Fig. 8a) it is clear that the post fault 
recovery is faster and smoother when the proposed controller is implemented and the 
settling time is found to be just 102ms. Comparing the curves shown in Fig 7 b) and 
Fig. 8 b) it is evident that the DC link power, voltage and the inverter (receiving) end 
current recover back to the pre-fault values faster and hence resulting in an improved 
stability margin compared to the standard CIGRE benchmark controller.  

5.2 Response of the Proposed Controller with Fault Mitigation Techniques  

A fault mitigation technique shown in the Fig. 9 has been attempted in this work with 
two methods viz.,  1. Isolating the inverter and rectifier operated at controlled firing 
angle 2. Isolating the inverter and rectifier operated at fixed firing angle(145°)  

 

Fig. 9. Scheme for fault mitigation  

 

Fig. 9. Scheme for fault mitigation 

       

a)cigre controller   b) self defined controller       a) cigre controller      b) self defined controller  

Fig. 10. Inverter isolated & controlled firing at 
rectifier(Pdc,Vdc) 

   Fig. 11. Inverter isolated controlled firing at 
rectifier(Vdc,Idc) 

In the first method of mitigation the controller is let free to take control action and 
act upon the error signal so that to choose a suitable angle of firing to make the 
rectifier operate in inverter mode. On the other hand, the firing angle of the rectifier 
has been forcefully increased to 145° on occurrence of the fault on the DC link and 
 

 

Fig. 12. Performance of the CIGRE controller inverter isolated and firing angle of rectifier 
forced to 145° system 



322 M. Rajasekaran and M. Venkata Kirthiga 

 

Fig. 13. Performance of the Self-Defined controller inverter isolated and firing angle of rectifier 
forced to 145° system 

the circuit breaker is also operated at the same instant of the switching of the delayed 
firing angle in the second method. Both the converters are operated as inverters with 
an intension of evacuating the power from the link on fault occurrence. 

A dc link to ground fault has been created at 0.8 s and fault is cleared at 1 s. The 
fault mitigation technique has been attempted for both the above mentioned cases. 
Performance of the proposed controller is compared with that of CIGRE controller for 
the same operating conditions and waveforms are shown in the Fig. 10-13. 

It is concluded from the waveforms of the DC link voltage and current, that the 
settling time on post fault recovery with fault current mitigation is very much 
improved from (460ms to 434ms ) on implementation of the proposed controller. Also 
the peak overshoot of the link current is found to reduce from (2 pu) to (1.25pu). It is 
clear that the proposed controller out performs the CIGRE benchmark controller. 

6 Conclusions  

A Modern self- defined extinction angle controller has been proposed for CCC based 
HVDC systems. It is inferred that the proposed controller is superior to the CIGRE 
benchmark controller at post fault recovery as the response of the controller is faster and 
smoother. Also a slight modification in the circuit has helped to limit the fault current to 
one third of that attained in the conventional control. A fault mitigation technique has 
also been suggested in this paper and performance of the proposed controller is found to 
be on par with the CIGRE controller when operated with the suggested fault mitigation 
technique for a CCC based HVDC system. PSCAD/EMTDC simulation software has 
been used for validating the proposed controller in this work. As a future work the 
proposed controller can be investigated for its suitability towards a Hybrid HVDC based 
system and a practical implementation of the same can also be attempted. 
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Abstract. The objective of the research work is to propose a Novel Method for 
Modeling, Simulation and Design analysis of a Self-Excited Induction Machine 
for Wind Power Generation (SEIMWPG). The earlier models of such 
generators are facing huge mechanical losses, due to wear and tear in the tightly 
coupled mechanical gear systems and could not provide maximum efficiency. 
In this paper, the self-excited induction machine based wind electric generator 
design has been presented, it is possible to get maximum power with the 
variation of the mutual inductance of the stator and rotor windings, irrespective 
of the variation of wind velocities. The complete system is modeled and 
simulated in the MATLAB / SIMULINK environment. 

Keywords: Doubly-fed induction generator (DFIG), Mutual Inductance, Self-
Excited Induction Generator (SEIG), Wind Turbine (WT). 

1 Introduction 

Wind energy research has developed significantly over the past few years. in spite of 
this development, more technological advances are needed to make wind energy 
competitive with many other energy supply techniques. Modeling and simulation can 
be used to study the performance calculations of wind electric generating systems. In 
the model of SEIG, variation of the magnetizing inductance is the main factor in the 
dynamics of voltage build-up and stabilization [1]. A DFIG system has the effects of 
several parameters and grid strength (external line reactance value) on the system 
modes have been studied [2]. A complete analysis of a WT driven SEIG as a part of a 
supply system to an isolated load, has been carried out. To achieve this, a new 
simplified model has first been derived for a WT driven SEIG. [3]. A detailed DFIG 
wind turbine model including two-mass drive train, pitch control, nonlinear control 
and vector-control loops was developed [4],[5]. 

A new algorithm also has been presented in order to minimize the torque and flux 
ripples of the induction motor drive and to improve the performance of the basic 
direct torque control (DTC) scheme [6]. It is apparent that the calculation of all the 
machine inductances as defined by the inductances matrices is the key to the 
successful simulation of an induction machine [7]. The DQ-modeling approach for 
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the three phase self-excited induction generator (SEIG) with a squirrel cage rotor and 
steady state performance are presented [8], [9].  

2 Proposed Model of Self-Excited Induction Machine for Wind 
Power Generation 

It is proposed that a wind turbine is coupled with a Self-Excited Induction Generator 
(SEIG) for electric power generation. In this case, no mechanical gearing system has 
been utilized; because of mechanical losses like wear and tear and mechanical friction 
losses, the mechanical gearing replaced by an electrical system, as discussed below in 
Fig.1, shows the flow diagram of the wind power generating system. Where, v  is the 
wind speed in metres/second, L  is the mutual inductance of the windings in henries, VG is the voltage generated and V  is the rated voltage output. The first step is to 
initialize the process of operation; the second step is to propose the variables involved 
in the process, such as wind speed, mutual inductance of the stator and rotor windings 
of the SEIG and voltage generation.  

 

Fig. 1. Flow diagram of the proposed SEIMWPG 

The main variable is the mutual inductance of the SEIG, in which it is dependent 
on the speed of the wind turbine, based on the wind velocity. The third step is the 
variation of the mutual inductance, in which it is inversely proportional to the wind 
velocity, and voltage generation is directly proportional to the mutual inductance of 
the windings of the SEIG. The fourth step is, if the voltage generation is less than the 
rated value, the loop.1, is directed to increase the mutual inductance of the SEIG and, 
to increase the voltage generation up to the rated value. The fifth step is, if the voltage 
generation is more than the rated value, loop.2, is directed to reduce the mutual 
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inductance of the SEIG and, to reduce the voltage generation up to the rated value. 
Thus, the wind power generation is always maintained rated value, irrespective of the 
variation of wind velocities. 

3 Self-Excited Induction Generator (SEIG) 

A Self- Excited Induction Generator is made by a three-phase induction machine, if 
its rotor is externally driven at a suitable speed, and a three-phase capacitor bank of a 
sufficient value is connected across its stator terminals. Fig.2, shows the schematic 
diagram of a SEIG system. Whenever the induction machine is driven at the required 
speed, the residual magnetic flux in the rotor will induce a small electro-motive-force 
(e.m.f) in the stator winding. The suitable capacitor bank causes this induced voltage 
to continue to increase until an equilibrium state is attained, which is due to magnetic 
saturation of the machine. The mutual inductance of the winding is made as variable 
with respect to the variation of the rotor speed. It can be varied so that, if the rotor 
speed is above the normal speed, the mutual inductance is made to reduce, and if the 
rotor speed is below the normal speed, the mutual inductance is made to increase; this 
arrangement is required to maintain the generated output at its rated value always. 

 

Fig. 2. Schematic Model of the SEIMWPG 

3.1 Mathematical Modeling of a Self-Excited Induction Generator 

The equation shown is used for developing the dynamic model of the SEIG, 

 [VG]=[RG][iG]+[LG]p[iG]+ωrG[GG][iG] (1) 

Where [VG] and  [iG]  represents 4 x 1column matrices of voltage and which is given 
as  
[VG]=[Vsd  Vsq  Vrd  Vrq]

T and [IG]= [isd  isq  ird  irq]
T , [R], [L] and [G] represents 4×4 

Matrices of resistance, generator inductance and capacitance as given. Further, Lm the 
magnetizing inductance, which can be obtained from the magnetizing curve of the 
machine. 
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=  = 0 0 0 00 0 0 00 00 0 = 0 00 00 00 0   

(2) 

The relation between  and  is given as  

   L = | || |  (3) 

where | | and im are the magnetizing flux linkage and magnetizing current. The 
equation defining Lm Vs  |im| used in the model is,  

|im|=1.447 * L6

m- 8.534* L5

m+18.174*L4

m-17.443*L  7.322*L -1.329*L 0.6979     (4) 

Ldq used in matrix L represent the cross saturation coupling between all axes in space 
quadrature and is due to saturation                                                         L = L ∗L                                                    (5) 

and     L = L ∗ L                                                    (6) 

From the above equations representing, Ldq, Lmd and Lmq that under linear magnetic 
conditions, Ldq = 0 and Lmd = Lmq = Lm, as expected. The two axes values of the total 
stator and rotor inductances are Lsd = Lsl+ Lmd, Lsq = Lsl+ Lmq and Lrd=Lrl+ Lmd,  Lrq = 
Lrl+ Lmq.The above equations Lsl and Lr1 are the leakage inductances of the stator and 
rotor, respectively. Because of saturation, Lsd and Lsq, but it follows from previous 
arguments that under linear magnetic conditions, Lsd = Lsq. Hence Lr = Lrl + Lm.. 

The electromagnetic torque developed by the generator is given by 

  T = ∗ p ∗ L ∗ i i i i                                                                   (7) 

Thus, it is seen that Eq. (1) consists of four first order equations. An induction motor 
is hence represented by these four first order differential equations. Because of the 
non-linear nature of the magnetic circuit, the magnitude of magnetizing current,  is 
calculated as 

 I = i i i i       (8)
 

Capacitor side equations are  

[VsG]=(1/C)                                             (9) 
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Also further, 

[iC]=[isG]+[iL]                            (10) 

Where, [VsG]=[ isG]+[iL] Column matrices represent the direct and quadrature axis 
components of the capacitor current generator stator current and load current 
respectively. Load side equation is given as 

[VsG]=LLp [iL]+RL[iL]                                             (11) 

Thus, it is seen that the complete transient model of the SEIG in the d-q quasi 
stationary reference frame consists of equations from (1) to (11). 

4 Modeling of Self-Excited Induction Machine for Wind Power 
Generation Using Mat Lab Simulink 

Mat Lab Simulink is a powerful software tool for modeling and simulation. The 
equations from (1) to (11) have been implemented in the Simulink tool using various 
blocks in Fig.4. 

 

Fig. 3. Simulink model of proposed system 

5 Simulation Results and Discussions  

The model has been simulated using Mat Lab Simulink and the various results have 
plotted as below in Fig. 4(a) and Fig. 4(b). 
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Fig. 4(a). Wind velocity (m/s), Generated voltage (v) and Load current (A) 

In Fig. 4(a), shown that wind speed, voltage generated and load current. The 
voltage generated is maintained at rated value, irrespective of the wind speed 
variations with aid of machine windings mutual inductance variations, and the load 
current increases with respect to the increase in load connected. 

 

Fig. 4(b). Wind velocity (m/s) and Generator output Power, Pac, (kW) 

In Fig. 4(b), shown that wind speed and the power output of the generator is met its 
rated value by the variation of the mutual inductance of the generator windings, 
irrespective of the various wind velocities.  

6 Conclusion 

This paper presented a novel method for the modeling, simulation and design analysis 
of a self-excited induction machine for wind power generation (SEIMWPG). The test 
model is designed and tested for various wind speeds and voltages. This test model 
will best suit for the power generations from the renewable energy source i.e., wind 
energy. The variation of the mutual inductance of stator and rotor windings has taken 
care of the wind speed fluctuations, in which it is said that the mutual inductance has 
varied, and to maintain the output voltage at its rated value. It is shown that the 
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simulated results for various wind speeds in this system should be useful to solve the 
power shortage and it will be enhanced to design for large scale generation and to 
meeting future power demands. 
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Abstract. This paper presents the modelling of H-bridge topology for Z-source 
inverter (ZSI) feeding a RL Load with Sinusoidal PWM technique using 
Matlab/Simulink. The proposed model can be incorporated with any of the Z 
Source networks. The different modes of operation of single phase Voltage 
source inverter (VSI), and an additional mode when the same H-bridge 
topology is used as a ZSI have been analyzed. In the developed model the 
dynamic characteristics of load voltage, load current as well as switch voltage 
and current can be effectively monitored and analyzed. Therefore, it can be 
expected that the developed simulation model can be an easy-to-design tool for 
the development of ZSI based circuits including controller algorithms and 
topological variations with reduced computation time and memory size. 
Validations of simulation results of proposed model along with circuit 
simulation results have been presented. 

Keywords: inverter, H-bridge, modelling, ZSI, VSI. 

1 Introduction 

To date, many methods for modelling of ZSI have been reported in the literature. One 
such method that presents the transient modelling and analysis of Voltage source type 
ZSI have been discussed in [1], in which, the ZSI is modelled by considering the 
inverter as a single switch. The limitation of this method is bidirectional power flow 
from source to load as well as load to source cannot be considered. In [2] state space 
average modelling of a three phase ZSI has been proposed. There is no sufficient 
literature available for modelling a single phase ZSI. In this paper modelling of single 
phase inverter which can be used with different kind of Z-Source networks. 

There are numerous topologies available in ZSI such as Dual input Dual output ZSI 
[3], Trans Z-source inverter [4]. In the proposed method, the H-bridge inverter model 
developed for ZSI can be incorporated to all such topologies. Single phase VSI is 
modelled based on the output voltage and input current obtained for different possible 
modes operation occurring in VSI. From the output voltage obtained, the load current 
is derived. In case of an R load, the input current of the Single phase VSI is the 
absolute value of the load current obtained whereas in case of RL load it is not so. The 
input current fed to inverter is not the absolute value of load current. The relation 
between input current and load current is described in section 4. The load current is 
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segregated as switch and diode currents which can be computed to generate the input 
current to the inverter. With this method of deriving input current, it is possible to 
include all modes of operation occurring in Single phase VSI as well as in ZSI. The 
simulation results by modelling of input current for a RL Load with all modes of 
operation in VSI and ZSI have been presented and from the results the advantages of 
ZSI by modelling H-bridge topology alone have been validated.          

2 Different Modes of Single Phase VSI 

The single phase VSI has three modes of operation based on the power flow between 
source and load. All the possible states are categorized in these three modes of 
operation. These are presented in Table 1. S1, S2, S3, S4 represents the switching state 
of the inverter switches. Vdc is the DC input supply voltage. When the switch is turned 
on, it is designated as logic ‘1’ and when it is turned off it is designated with logic’0’. 
ID1, ID2, ID3, ID4 are the diode currents. The power circuit diagram for H-bridge 
topology for ZSI is shown in Fig. 1.  

2.1 Mode-I (Positive Power Mode) 

In this mode of operation, the power flow will be from source to load. During this 
mode, the upper switch from one leg and lower switch of the other leg conduct 
together. From Table 1, the switches S1-S2 will be conducting for positive half cycle 
and S3-S4 will be conducting for negative half cycle. When S1-S2 conducts, the output  
voltage (Vo) and Load current (Io) will be positive while the output voltage and Load 
current will be negative when S3-S4 conducts. Therefore in both half cycles the power 
generated will be positive. The input current to the inverter (Iin) for this mode is 
shown in Table 1. 

 

Fig. 1. Power circuit diagram of H-bridge topology for ZSI 

2.2 Mode-II (Free Wheeling Mode) 

This mode of operation occurs when the load doesn’t receive power from source  
side, it simply freewheels within the switches and load. The condition for mode-II to 
occur is when the switches from upper leg or lower leg conduct simultaneously. The 
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switches S1-S3 (S1-D3 (or) S3-D1) (or) S2-S4 (S2-D4 or S4-D2) conduct together. This 
leads to switches and the load. The output voltage during this mode is zero and hence 
input current to the inverter (Iin) is also zero. The power flow from source to the load 
is zero during this mode. 

Table 1. Switching States of Single Phase VSI 

MODE S1 S2 S3 S4 Vo     Iin 

 
I 

1 1 0 0 Vdc 0 0 0 0 Io 

0 0 1 1 -Vdc 0 0 0 0 Io 

 
II 

1 0 1 0 0 -Io 0 Io 0 0

0 1 0 1 0 0 Io 0 Io 0

 
III 

1 1 0 0 0 -Io -Io 0 0 -Io 

0 0 1 1 0 0 0 Io Io -Io 

2.3 Mode-III (Negative Power Mode) 

In this mode of operation where the energy stored in the inductor of RL load is fed 
back by diodes D3-D4 (when S1-S2 is about to be gated on) or D1-D2 (when S3-S4 is 
about to be gated on) to the supply. This occurs prior to mode-I. At this instant, the 
diodes D3-D4 or D1-D2 will be conducting and the power flows from load to source. 
The output voltage is zero in this mode. The switching states for negative power mode 
are shown in Table 2. 

3 Different Modes of Single Phase ZSI 

All the three modes presented in Table 1 are applicable to both Single Phase VSI as 
well as ZSI. But ZSI has one more mode wherein the inverter switches of same leg 
are allowed to turn on simultaneously. This has been presented in Table 2. 

3.1 Mode-I, Mode-II, Mode-III 

The first three modes of operation are discussed in previous section wherein the 
power flow can be positive, zero and negative, which is applicable to H-bridge 
topology for ZSI also. 

3.2 Mode-IV (Shoot through Mode) 

This mode of operation is found only in ZSI wherein the switches of the same leg 
conduct together. For analysis purpose the switches of same leg are allowed to 
conduct is considered in H-bridge topology for ZSI. There are five possible 
combinations of H-bridge topology for ZSI based on the switching sequence of the 
switches.The output voltage and input current of the H-bridge topology for ZSI is 
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shown in Table 2. The input current magnitude in this mode is simply equal to input 
voltage by on-state resistance (Ron) of switches. By applying KVL to the Fig.1, the 
output voltage of the inverter is given by (1). 

 Vo =L
I

 + RI  (V) (1) 

where R= Load Resistance (in Ω),L = Load Inductance (in H) 

Table 2. Switching States of H-Bridge Topology for ZSI 

MODE S1 S2 S3 S4 Vo     Iin 

I 
 

1 1 0 0 V  0 0 0 0 Io 

0 0 1 1 -V  0 0 0 0 Io 

II 1 0 1 0 0 -Io 0 Io 0 0 

0 1 0 1 0 0 -Io 0 Io 0 
III 1 1 0 0 0 -Io -Io 0 0 -Io 

0 0 1 1 0 0 0 Io Io -Io

 
 
IV 

1 1 1 0 /2 0 0 0 0 2⁄  

1 1 0 1 /2 0 0 0 0 2⁄  
1 0 1 1 - /2 0 0 0 0 2⁄  
0 1 1 1 - /2 0 0 0 0 2⁄  
1 1 1 1 0 0 0 0 0 ⁄  

4 Modelling of H-Bridge Circuit Considering All the Modes 
Occurring in VSI as Well as ZSI 

Modelling of H-bridge Inverter circuit based on different modes of operation for VSI 
and ZSI has been presented here. By modelling of entire circuit it is possible to 
predict the exact nature of load voltages and currents. The output voltage of the 
inverter is obtained by considering all modes of operation occurring in VSI and ZSI. 
Here, the switches of the inverter S1, S2, S3 and S4 are considered as switching 
function. The output voltage equation is given by (2).  V = V  (S S S S )-V  (S S S S )+V 2⁄ (S  S ) ∗ S S +V 2⁄ (S S ) ∗S S                                                                                                                             (2) 

Similarly, the input current to the inverter is obtained by applying KCL to the circuit 
at node ‘a’. The input current obtained from equation (3) is applicable to all modes 
occurring in VSI and ZSI. The input current (I ) equation is given by  I = IS ID (IS ID )  (A).                                               (3) 

where IS  ,I  are the current flowing through switches S1 and S3 during different 
operation modes. Similarly, ID , ID  are the currents flowing through diodes during 
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freewheeling and negative modes of operation. The switch and diode currents 
expressions can be derived based on their conduction during individual modes of 
operation for both Single phase VSI and ZSI. From equation (1), the load current is 
computed. From the load current (Io)  the switch and diode currents are split. The 
switch current IS , I  and diode current ID ,ID  are given by expressions (4) to (7). 

IS = S S I 0 S S I 0 ∗ I S S I 0 (S S S S )(S S S ) ∗ I (S S ) ∗ (V 2R⁄ )  .                                                                    (4) 

IS = S S I 0 S S I 0 ∗ I S S I 0 (S S S S )(S S S ) ∗ I (S S ) ∗ (V 2R⁄ )  .                                                                    (5) 

ID = S S I 0 S S I 0 ∗ I (S S S S ) (S S S )  ∗ I .                                                                                                                              (6) ID = S S I 0 S S I 0 ∗ I (S S S S ) (S S S )  ∗ I  .                                                                                                                              (7) 

where I  is the load current polarity which may be either positive or negative.R  is 
the internal on state resistance of the switch. Similarly, the switch currents I  ,I  and 
diode currents ID , ID  can be derived. 

5 Generation of PWM Signals 

Here, the Sinusoidal PWM technique is used, which can be used for both Single phase 
VSI and ZSI [5], [6]. The modulation wave is modified to include the shoot through 
state of ZSI as well as the other states found in VSI. The expression for modulating 
wave considering the mode IV operation of ZSI is given by expression (8), (9), (10). V (S ) = V T T⁄  .                                                      (8) V (S ) = V T T⁄  .                                                      (9) V (S ,S ) = V .                                                       (10) 

where To(in sec) is the period during which the shoot through state occurs,T  
(in sec)is the total switching period, V (S ),V (S ),V (S ,S )are the amplitude of 

modultion wave for switches S1, S2, S3-S4 respectively.Vam  is the amplitude of 
modulation wave.The amplitude modulation index is taken as ma=0.88 and frequency 
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Abstract. This paper work presents certain Sequential Switching Hybrid 
Modulation strategies and compared for single phase multilevel inverters. 
Hybrid modulation represents the combination of fundamental frequency and 
multilevel sinusoidal modulations and designed for performance of the  
well-known alternative phase opposition disposition (APOD). The main 
characteristic of these modulations are the reduction of switching losses, 
achieve balanced power dissipation among the devices and equal load sharing.  

Keywords: cascaded MLI, harmonics analysis, hybrid modulation, switching 
loss with EMI problem. 

1 Introduction 

The concept of multilevel converters has been introduced since 1975. Several 
multilevel converter topologies have been developed. Cascaded H bridge inverter 
(CHBI) is the most important topologies in MLI. In CHBI topology, single phase 
Capacitor, Battery and Renewable Energy can be used as multiple d.c voltage sources 
[2]. Multi-level inverters (MLIs) are finding increased attention in industries as a 
choice of electronic power conversion for medium voltage and high-power 
applications, because improving the output waveform of the inverter reduces its 
respective harmonic content and hence, the size of the filter used and the level of 
electromagnetic interference (EMI) generated by switching operation. The output of 
conventional two-level inverter is in the form of square wave ac power which usually 
contains undesirable harmonics [6]. When this output is fed to an electrical device 
such as an electrical motor it causes heating which in turn causes increased losses and 
finally resulting in decreased efficiency. The THD value is responsible for reducing 
the quality of output. From the survey, it has been found that cascaded multilevel 
inverter is more suitable for high power applications such as STATCOM in 
transmission lines, A.C Drive application in industries.  The multilevel inverter can 
operate by Hybrid Modulation strategies. Then the performance of symmetrical CHB 
multilevel inverter with respect to harmonic content, number of switches and voltage 
stress across the switch is calculated by using MATLAB/Simulink Software. A 
detailed harmonics analysis is done on the CHB-MLI by considering 5-level 
operation. 
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2 Hybrid Strategy 

Aim of the paper is to reduce the switching loss of multilevel sinusoidal modulation 
(MSPWM) schemes with low computational overhead. Also reduces its respective 
harmonic content and hence, the size of the filter used and the level of EMI generated 
by switching operation [1]. 

2.1 Need of Hybrid Modulation Techniques     

In the recent 15 years, however, there has been growing awareness that electromagnetic 
interferences (EMI) were affecting the human body by cellphone usage and high power 
lines cause cancers and diseases. For 4 Billion years, life on earth has been in an EMI 
free environment. So EMI protection is essential for the Biosphere.  

2.2 Review of MSPWM Schemes  

The major MSPWM schemes: Alternative Phase Opposition Displacement (APOD), 
Single carrier Multiple Sinusoidal modulation (SCSPWM), Carrier-based PWM 
(CBPWM), Phase Shifted Carrier PWM (PSC) shows analysis of different PWM 
techniques in Fig 1. 

 

Fig. 1. Comparison of triangular carrier and modulating signal 

Unipolar carrier-based N-level PWM operation consists of  (N − 1)/2 different 
carriers, same as the number of FBI cells (K=N−1/2). Fig.1 shows comparison of  
sinusoidal reference and carrier signals for five-level CMLI operation. For APOD, all 
carriers are phase opposition by 180◦ from its adjacent carrier. SCSPWM is a result of 
sinusoidal-modulating signals with a fundamental frequency fo and carrier signal. For 
CBPWM, the reference waveform is sampled through a number of carrier waveforms 
displayed by contiguous of the reference waveform amplitude. For PSC all carriers 
are Phase Shifted by 90◦ from its adjacent carrier with single sinusoidal-modulating 
signals. From the review of MSPWM, APOD is an efficient than others [1].  
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2.3 Basic Principle of Hybrid Modulation 

Hybrid modulation is the combination of fundamental frequency modulation (FPWM) 
and MSPWM for each inverter cell operation, so that the output inherits the features 
of switching-loss reduction from FPWM, and good harmonic performance from 
MSPWM. In this modulation technique, the four switches of each inverter cell are 
operated at two different frequencies; two being commutated at FPWM, while the 
other two switches are modulated at MSPWM, therefore the resultant switching 
patterns are the same as those obtained with MSPWM pulses.  

 

Fig. 2. Block diagram of proposed sequential switching hybrid modulation 

(i)  Control Parameters 
Control parameters are M,f0,fc : M-modulation index(0.85), f0 –fundamental 
frequency(50HZ), fc -carrier frequency(1500HZ). The M for MSPWM is defined as 
M = Am/KAc, K = (N − 1)/2, the modulation frequency is given as mf = fc/fo, where 
N= number of levels, Ac - carrier amplitude and Am- fundamental modulated signal 
amplitude. 

(ii) Base-Modulation Generator Design 
In this modulation strategy, three base-modulation pulses are needed for each cell 
operation in a CMLI. A sequential switching pulse (SSP) (A) is a square-wave signal 
with 50% duty ratio and half the fo. This signal makes every power switch operating 
at MSPWM, and FPWM sequentially to equalize the power losses among the devices. 
FPWM (B) is a square-wave signal synchronized with the modulation waveform; B = 
1 during the positive half cycle of the modulation signal, and B = 0 during negative 
half cycle. MSPWMs (C or D) for each cell, differs depends upon the type of carrier 
and modulation signals used shown in Fig 3. (a)   
 

                                                                         
                         (a)                                                                             (b) 
 

Fig. 3. Block diagrams : (a) Base modulator for APOD   (b) Scheme of base PWM  circulation 
for five-level cascaded multilevel inverter 
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(iii) Base PWM Circulation 
The scheme of five-level base PWM circulation is shown in Fig 3 (b), consists of two 
2:1 multiplexer, and selects one among the two PWMs based on the select clock 
signal. The clock frequency is fo/4, makes the time base for PWM circulation from 
one module to another. After two fundamental frequency periods, the order is 
changed so that the first module HPWM becomes the second module, the second 
becomes the third, etc., while the last module HPWM shifts to the first 

(iv) Hybrid-Modulation Controller 
HMC combines SSP, FPWM, and MSPWM that produces SSHM pulses. It is 
designed by using a simple combinational logic and the functions for a five-level 
HPWM are expressed as 

 

Where A is an SSP, B is an FPWM, C_ is an MSPWM for cell-I and D_ is an 
MSPWM for cell-II. In Fig.4, it is shown that each gate pulse is composed of both 
FPWM and MSPWM. If SSP A = 1, then S1, S2, S1_, andS2_ are operated with 
MSPWM, while S3, S4, S3_, and S4_ are operated at FPWM. If SSP A = 0, then S1, 
S2, S1_, and S2_ are operated at FPWM, while S3, S4, S3_, and S4_ are operated 
with MSPWM. Since A is a sequential signal, the average switching frequency 
amongst the four switches is equalized. Voltage stress and current stress of power 
switches in each cell is inherently equalized with this modulation. After every two 
fundamental periods, the HPWM pattern is changed so that the first module (S1, S2, 
S3, and S4) becomes the second module (S1_, S2_, S3_,and S4_), and the second one 
shifts to the first, and is shown in Fig. 4.  

3 Simulation Results 

The waveforms of output voltage, the implementation of HPWM circulation makes 
the inverter modules operate at same average switching frequency with the same 
conduction period. As a result, all inverter cells operate in a balanced condition with 
the same power-handling capability and switching losses. To evaluate the quality of 
the output voltage waveforms, the values of total harmonic distortion (THD) 
calculated up to 50th order of harmonics, as suggested in the IEEE standard 519. 
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Fig. 4. Block diagram of five levels CMLI with hybrid switching states (s1-s8), output voltage 
and current 

Table 1. Comparison of Spectrum Analysis in Different Mspwm Schemes 

 

The harmonic spectrum of Vo and the %THD valve measured using FFT. From 
that, APOD is the efficient module among four MSPWM and its voltage harmonics 
(%THD of proposed module=22.50) is less when compared with others. It should also 
be observed that there in significant reduction in the THD content compared to the 
fundamental frequency techniques (%THD of exiting module). 

  

Fig. 5. Simulink model of CMLI: (a) Existing System, (b) Proposed System 

From the Fig.5, the FFT analysis of proposed module (APOD), the voltage 
harmonics (%THD=25.19) is less when compared with existing module (fundamental 
frequency techniques) THD is 41.33%. 

343 
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4 Conclusion 

This paper has provided a brief analysis of cascaded multilevel inverter circuit 
topologies and a new family of SSHM techniques for CMLI, operating at a lower 
switching frequency is proposed. Compared to conventional MSPWM schemes, 
switching-loss reduction is obtained and the harmonic performance of the SSHM 
schemes are analyzed in the entire range of modulation index and it seems to be good. 
An early patent for the cascaded multilevel inverter can be traced back to 1975, but 
not available until the mid-1990s. Today, more and more commercial products are 
based on the MLI structure, and more and more worldwide research and development 
of multilevel inverter-related technologies is occurring.  
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Abstract. Transmission of data from the source to the sink requires an efficient 
path so that the network life is enhanced. Longer shelf life for battery is 
essential when it is difficult to replace the battery too often as in agricultural 
field. To achieve this, in this paper we have proposed an algorithm to find the 
efficient path between the sink (base station) and the source so that the network 
can be alive for one cropping season.   

Keywords: Wireless sensor network, data transmission, agriculture. 

1 Introduction 

Sensors are responsible for capturing, analyzing and transmitting information using 
radio signals. Sensor networks contain a base station usually called a sink and 
enormous number of other sensors which carry out the task of sensing and 
transmitting, along with relaying information of other nodes. Sink is a high 
computation device used to gather information of the whole network and is normally 
connected to the Internet or other data processing equipment. Sensors are highly 
resource constrained, major being battery power, transmission range, data and 
program memory. Scarcity of water is a major issue faced by the world. An awareness 
of water consumption is very much essential to avoid depletion of water in the water 
bed. Knowledge of water usage if provided to a farmer could help them in 
significantly improving the way water is managed [1]. Sensors placed in the soil 
could help in detecting the soil moisture; and this data collected by the network could 
help in regulating the water flow to the fields [2]. Analysis of data collected could 
help in predicting the yield and any new strategies can be adopted to overcome any 
associated problems. In this paper new routing protocol is devised for enhancing the 
life of the sensor network placed in the agricultural field. 

2 Related Work 

Sensors are application specific and can be used to continuously sample physical data 
like humidity, temperature, soil moisture etc. COMMON-Sense is one such project 
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associated with monitoring the regulation of water supply to the field [3]. This project 
uses AODV protocol for path finding, establishment and maintenance [4]. In this 
paper we try to improvise and make certain changes to AODV to suit the requirement 
for agricultural application using network simulator ns2.34 using a protocol named as 
NEWAODV.  

3 Routing Algorithm 

Reactive route finding algorithm maintains a routing table in each node. Though this 
application has no mobile nodes, routes are computed dynamically when the nodes 
lose their energy.  Control packets are used to trace the efficient path and data packet 
for transmission of data. 

3.1 Routing Table 

The routing table is maintained in every node and has the following information. 
Previous node id, next node id, source address, the destination address (sink), pointer 
to neighbor’s linked list of 4 byte each and sequence number (route discovery count), 
hop count from source to sink of 1 byte each.  

3.2 Packet Type 

NEWAODV_BEACON packet format is for route discovery, NEWAODV_PATH is 
for route establishment. Both packet format types have in common the source address 
(4 bytes), the time when the packet is sent (4 bytes), packet type (NEWAODV) of 1 
byte. The route discovery contains the hop count (1 byte) which is the hop count from 
the source to the sink. 

3.3 Path Discovery, Establish and Maintenance 

The NEWAODV_BEACON packet is broadcast from the source to all its neighbors, 
the neighbors in turn broadcast the signal to its neighbor until it reaches the sink. 
Packets which are having higher hop count to any node from the source are dropped. 
Packets which come back to the source node after looping are dropped. If more than 
one packet reaches the sink with higher or same hop count, packets which reach later 
are dropped. Packets at any node having the same hop count, reaching through 
another route but arrive late are dropped.  

NEWAODV_BEACON packet on reaching the sink waits for a time equal to 1.5 
times the time taken by the first packet to reach the sink. This is required so that we 
wait for all packets with shorter route to reach sink. A unicast NEWAODV_PATH 
packet is then sent from the sink to the source establishing a reverse path on the way 
back. The path which is established between source and sink is used to continuously 
send the data from the source to the sink until any link failure occurs. On the 
occurrence of the link failure a new path is again established using the broadcast 
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signal NEWAODV_BEACON from the node where the link failure occurred. This 
process is continued until there is no path to the sink from the source.   

3.4 Comparison of NEWAODV with AODV Protocols 

In the case of AODV, during the process of path discovery, multiple RREP (Route 
Reply) packets, in response to a single RREQ (Route Request) packet lead to heavy 
control overhead. The periodic beaconing leads to unnecessary bandwidth 
consumption. There is high overhead when data packets gets delivered to too many 
nodes which are not destined to receive them [5]. In NEWAODV only one reply is 
sent for one route request. Periodic beaconing is removed and beacon signals are sent 
only when the route fails. 

4 Simulation Results 

Simulation is carried out using ns2.34. The topology used is hexagonal [6]. The 
initialization parameters are as per the requirement for the agricultural field, using 
Tiny node mote. Transmit and receive power for the radio link is set to 5dBm and-
104dBm. Carrier sense and capture threshold is -104dBm and 10dBm. Height of the 
antenna is 1m. Two ray propagation model with the range of transmission 530m. and 
frequency of operation 915MHz. Transmit, receive and idle power for sensor as 
19dBm, 15dBm, -20dBm. Initial energy in the battery is calculated as 20304J. 
Constant bit rate interval is 300secs [7].  Number of nodes used 448. Table 1 show the 
relative comparison of two routing protocol. In order to have similar features between 
the two routing protocols, the timers (beacon signals, neighbor purge, route purge) 
used in AODV were bypassed, but the data packets were not able to reach the 
destination.  

Table 1. Relative comparison between two routing protocol 

Variables used for  comparison NEWAODV AODV without timer  AODV with timer 
Total energy consumed 
Percentage energy consumed   
Idle 
Transmit energy 
Receive energy 
Packets reaching destination 
Transmission and receptions 
Drops with no route to 
destination 

0.109710J 
0.000540J 
0.082880J 
0.014588J 
0.012242J 
960 
84866 
0 

0.981866J 
0.004836J 
0.862066J 
0.054941J 
0.065858J 
0 
612351 
192 

1.118299 
0.005508 
0.863075 
0.116819 
0.138404 
960 
1787112 
0 

Using all the timers the results were calculated again, with data being able to reach 
the sink at the additional cost of energy. Source and sink were placed at extreme end 
opposite corners of the agricultural field to maximize the number of transmission and 
receptions.  
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The simulation results show that avoiding unnecessary transmission and reception 
of timer signals we are able to achieve an improvement in the amount of energy 
consumed in the case of NEWAODV. This is achieved by waiting for a time interval 
of 1.5 times the time required for the first packet to reach the sink and drop all other 
packets avoiding unnecessary multiple route reply packet from the sink to source. In 
the case of AODV removing the broadcast timers, neighbor purge, route cache purge, 
local repair timer we are not able to send the data to the sink. Introducing these had 
led to unnecessary overhead increasing the bandwidth and additional transmission and 
receptions consuming more energy. 

5 Conclusion 

The NEWAODV protocol is far efficient than the AODV for the current application. 
During link failure, currently new path is discovered from the location where the link 
is broken. Improvement to this can be obtained finding new path only upto the 
location where a path already exist.  
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Abstract. Wireless Sensor Networks (WSNs) vast myriad of futuristic 
applications makes it a matter of incessant research interest. Random key pre-
distribution (RKP) seems to be best suited for WSN due to high security 
requirements and resource constrained nature. In this paper we present and 
implement a new RKP scheme on TinyOS. Later on, we perform a rigorous 
mathematical analysis of our scheme under ER (Erdos-Renyi) and kryptograph 
model. However, most of the previously presented schemes are based on ER 
model, our results prove that kryptograph model is more vital for secure WSNs.  

Keywords: RKP, random graph theory, kryptograph. 

1 Introduction 

WSN compromises of huge number of ultra-small autonomous sensors capable of 
sensing physical and environmental conditions. They can be widely used in number of 
diversified applications, for instance, unattended surveillance, disaster management, 
nature reserves, in seismically threatened structures. For battery operated sensors, best 
optimization of communication and computation becomes mandatory. Further, when 
the thrust is miniaturization, provision of security features becomes challenging [1]. 
Especially, in hostile environment where privacy of data is very crucial and can be 
snooped easily, security becomes essential. To embark upon problem of security, 
viable and efficient cryptographic mechanisms are imperative, this escalate need for a 
key management algorithm efficient in all aspects like energy, memory etc. Generally, 
sensor networks rely on symmetric key algorithms to avoid the high computation cost 
of public key crypto-systems such as Diffie-Hellman key exchange [2].   

We present a new static RKP approach to remove overhead of dynamic key 
generation and dependency on base station. Our scheme can be easily embedded in 
various pre-existing schemes to enhance their performance. Here, we discuss a few 
probabilistic approaches proposed earlier for WSN.  

Eschenauer et al. in [3] pioneered first innovative RKP approach (basic scheme) 
for WSNs. Node exchange keys with neighbors. Nodes sharing key are securely 
linked. Else they establish path key through intermediate node sharing key with both 
nodes. Based on [3] Chan et al. [4] extended the idea and proposed q-composite key 
pre-distribution to increase network resilience at the cost of processing overhead. In 
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q-composite, pairwise key is computed from at least q (q>=1) shared key between 
nodes. Hashed RKP was proposed by T. Shan et al. [5]. Keys are hashed different 
times for distinct nodes. Only first node get original key, jth node receives (j-1) time 
hashed version. This also increases network resilience as hashed key of captured node 
get compromised, not original key and hashed versions.  Two methods were proposed 
by Law et al. [6] key redistribution scheme, forward and reverse key distribution to 
avoid path key establishment. S. Zhu et al. introduced Pairwise Key Establishment 
protocol [7] to avoid communication overhead involved in Shared-Key Discovery. 
Instead of randomly distributing keys pseudo random function uses node’s ID as seed.  
Any node can determine keys of another only by its ID.  JianBo Fu et al. [8] modify 
q-composite RKP scheme based on the kryptograph. Jianmin Zhang et al. [9] dealt 
with the problem of small number of compromised nodes may affect a large fraction 
of keys. But, despite much research effort key agreement remains an open problem. 

Rest of the paper is organized as: Our new scheme is presented in section 2. 
Section 3 elaborates mathematical analysis for both ER and kryptograph model. 
Simulation results for two previous models are followed by section 4. Finally, section 
5 draws conclusion. 

2 Our New Scheme 

In this paper, we implemented our scheme using TinyOS mote simulator (TOSSIM) 
[10] to provide a high fidelity simulation for WSN. We also use TinyViz (GUI tool 
for TOSSIM) for visualization of our scheme and exchange of messages. Here, 
sensors are randomly distributed over a geographical area. In key pre-distribution 
phase, we generate key pool of (K) keys along-with their IDs. Afterwards, assign 
subset of k keys (k<=K) to each node. In shared key discovery phase, instead of 
broadcasting list of key IDs send key IDs only to nodes we actually want to 
communicate. Communication with desired neighbors makes our scheme 
communication efficient. For instance, suppose A and B are within communication 
range and want to communicate then A send its list of key IDs to B, if they share key 
then B send shared key ID to A. Key IDs doesn’t give attack opportunity to adversary 
for traffic analysis attack. Now, A and B communicate by encrypting message 
through shared key. If don’t share key B send its list of key IDs to A. During path key 
establishment, A broadcast list of key IDs of A and B. Intermediate node determine if 
it share keys with both or not. If not, it further broadcast message. Otherwise, if an 
intermediate node(C) has common key k1, k2 with A and B respectively then instead 
of issuing an unused key from C’s key ring, C randomly select key from key pool. In 
basic scheme if C gets captured communication between A and B also gets 
compromised. However in our case, even if C gets captured communication remains 
intact. Further, after getting new key (k3) encrypt k3 with k1 and k2 to enhance security 
using RC5 algorithm. Now, send these encrypted values with key IDs of shared keys 
are sent to A. Now, firstly A determine which of its key from k1…kk is common with 
C and decrypt Ek1(k3) and forward Ek2(k3) to B. Now, B decrypt Ek2(k3) to get key k3 
which from now on act as shared key between A and B. As path using C is used only 
once, effect of traversing hops to set up path key is negligible.  
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3 Analysis of Scheme Based on ER and Kryptograph Model 

Here, we perform mathematical analysis of our scheme based on random graph theory 
proposed by ER and kryptograph model. In ER model [11], p will be provided as: 

p =ln(N)/N + c/N (1) 

where p=probability of connectivity, N=number of nodes and c=real constant. 
As a result, key pool size K is computed as, 

p= 1 − ((K − k)!)2/((K − 2k)!P!) (2) 

Kryptograph is more realistic and powerful as compared to ER model since ER 
assumes that any two nodes can be directly linked, irrespective of geographical 
location.  But, it’s a well-known fact that WSN consider communication range (r) and 
so is kryptograph (perfectly goes with WSN). Also, ER model assume edges exist 
independently. However, to make WSN connected whether a new edge required to be 
inserted or not is dependent on connectivity provided by previously inserted edges.    

Connectivity and resiliency always remain in conflict in WSN. So, to achieve them 
simultaneously with kryptograph [12] we determine connectivity in terms of N:  

Probability that link exists between nodes is roughly equal to k2/k. 

Pr[link exists]=1-(1-k/K)k~k2/K (3) 

k2/K ~logN/N (4) 

If K>=N and satisfies equation (4) then network is connected with high probability. A 
network become resilient if k/K~logN and we ensure all that for our network. 

4 Simulation Results 

Lastly, we carried out simulation to support theoretical results. Fig. 1 show graphs of 
connectivity for our scheme. In both graphs, modify k for various K to check p. Graph 
illustrate that connectivity based on kryptograph is much better than ER model. 

 

Fig. 1. Probability of connectivity of our scheme based on ER model and Kryptograph 
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5 Conclusion 

In this paper, we implemented a new RKP scheme on TinyOS for WSN which is 
more secure and communication efficient as compared to previously presented 
schemes. Further, we discussed random graph theory through ER and kryptograph 
model in context of WSN. Later on, we performed rigorous mathematical analysis of 
our scheme based on ER and kryptograph model. Simulation results conclude that 
scheme based on kryptograph has more probability of connectivity and has better 
resilience and fault tolerance as compared to scheme based on ER model.  
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Abstract. An algorithm for computing the variable precision multiplication is 
proposed in this paper. In the algorithm a parallel multiplier of size m is used to 
compute the multiplication of two numbers which are of n×m bits. Multiple 
precision floating point format is used to represent the numbers, only the 
mantissas are considered in the multiplication as the exponents are easily 
obtained by adding the exponents of the two operands to be multiplied. By 
using this algorithm the partial products  obtained in the multiplication are 
added as soon as they are computed, resulting in the use of the lowest memory 
for  storage of intermediate results, so bits size of the final result will be 2n×m. 

Keywords: variable precision, floating point multiplication, parallel multiplier, 
Karatsuba algorithm. 

1 Introduction 

The speed of computation in computers has increased dramatically during the last 
decade. This increase in speed is due to the development of VLSI technology that has 
enabled the integration of millions of transistors on the same chip. The parallelism 
and the pipelining are used in operations at the hardware level to attain the current 
performances in terms of computation speed [1]. Even though the computation speed 
has increased the accuracy in the computations are not yet developed to that extent. 
The main problem of these computing capabilities is the accuracy of the results. 
Accuracy plays a vital role in the computation of large operands. In many 
applications, such as scientific computing, the large number of arithmetic operations 
and the reliance placed on the results makes it important to provide accurate and 
reliable results without errors. An error in applications can be very costly. For 
example, the destruction of the Ariane 5 rocket during its first flight in 1996 [7] or the 
overdoses radiation administered to patients in the National Oncology Institute of 
Panama in 2000 [8]. These are caused because of   the accumulation of rounding 
errors and catastrophic cancellation that can lead quickly to results that are completely 
inaccurate. The variable precision increases the efficiency and accuracy of 
conventional arithmetic. The variable precision computing allows the precision of the 
computation to be varied based on the problem to be solved and the required result 
[3].This paper presents an algorithm for variable precision multiplication. 
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additions. As it reduces the overall multiplication it is faster than the classic 
multiplication method. The complexity of the Karatsuba algorithm is low T(n) 
=O(nlog3) [9]. Though the overall complexity in the multiplication was reduced the 
Karatsuba algorithm is complex in hardware implementation and the complexity 
depends on the implementation devices. In the FPGA implementations the routing 
complexity increases with the increase in the size of the operand. 

5 Proposed Algorithm 

The proposed algorithm is based on classic multiplication and also has the advantages 
of Karatsuba algorithm. This algorithm reduces the memory that is used to store the 
partial products that are generated during computation in classic multiplication 
method by adding the partial products as soon as they are computed. This algorithm 
only uses the memory of   (n x 2m) bits instead of (n2 x 2m) bits that are used in the 
classic multiplication. This algorithm splits the operands A and B and the result into 
m bits. Depending on the value of the m the size of the multiplier and the memory are 
considered. The splitting of operand is shown in the figure 1. 

 

Fig. 2. Splitting of Operand in m-Bit Word  

Variable Precision Multiplication Algorithm 
Inputs A, B 
Input m 
Output R= A×B 
Initialization R= 0 
For j=0 to n-1 do 
For i=0 to n-1 do 
R=R+ (Ai × Bj) × 2(i+j) 
End for 
End for 
Return R = (R0, R1,…., R2n-1) 
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Fig. 3. The proposed method of computing the variable precision multiplication for 3 m bits 
operands 

The routing problem in Karatsuba algorithm is solved here as we are using classic 
multiplication as base for algorithm but the theme of splitting the digits is taken from 
the Karatsuba algorithm so this proposed algorithm will be faster than the classic 
algorithm and will have all the advantages of the Karatsuba algorithm and can be 
implemented on hardware. 

6 Implementation Results  

The algorithm was implemented for 32 bit operands using Xilinx ISE 10.1. It has 
been mapped and routed on Xilinx FPGA circuit of family Spartan 3E XA3S250E. 
The implementation results are tabulated below. 
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Table 1. Occupation rate on XA3S250E FPGA Device 

Logic Utilization Occupation Rate % 

Slices 514/2448 20% 

4 input LUTs 829/4896 16% 

Bonded IOBs 128/172 74% 

Multi 18x18SIOs 12/12 100% 

7 Conclusion 

In this paper an algorithm for variable precision multiplication was proposed and it 
has the advantages of both the classic multiplication and the Karatsuba algorithm. The 
design was implemented using Verilog HDL and verified using extensive directed-
random vectors. This multiplier is suitable to be used in applications where a large 
dynamic range is required or in rapid prototyping applications where the required 
number range has not been thoroughly investigated. 
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Abstract. The cloud service user of a single service relies on specific service 
capabilities to query relevant data. It can be difficult to consistently query since 
data is distributed across multiple services. In this paper, we are going to 
develop an algorithm to crawl the services within a cloud service inventory 
invoking fetch capabilities and following Internet protocol addresses among the 
resources assembling retrieved data in a centralized query enabled indexing 
service. Crawling techniques are being used for pre-cache information [1] that a 
user needs for post processing information at current available resource(s) for 
improving user latency to safe requests. 

Keywords: Cloud Computing, Service Crawling. 

1 Introduction 

Web search engines [2] crawl the Web and update information since World Wide 
Web (WWW) is changing its shape based on information and geographically 
distributed locations. Search Engines [3] are often compared based on the indexing 
percentage of total Web sphere. Typical model of Search Engine does not scale as the 
network grows. Search Engines are now facing the challenge of intelligent storing of 
mass data within their own network for fast processing with scalable facilities. Cloud 
introduces mass data storage & processing. Convergence of cloud systems and Web 
bring in several new challenges. One of the important challenges is to generate 
service analytics in real time. A Web crawler [4] is an automated script for crawling 
through Web pages for creating index of searching data. Web crawlers typically work 
based on Unified Resource Locator (URL) to cache Web pages by recursive traversal 
[5]. Cloud crawler works with Internet Protocol (IP) addresses of a cache stored in a 
tree structure. Hosts are visited using specific threads for specific networks. 

Section 2 shows our proposed framework and the corresponding approach. 
Experimental results are presented in Section 3. Conclusion is depicted in Section 4. 
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2 Proposed Approach  

A cloud crawler is used to fetch the services for creating a framework of cloud service 
crawler engine using proper indexing methodologies. A crawler for a specific service 
is a program for extracting outward Web links (URLs) and further adding them into a 
list after processing. Thus, a cloud service crawler is a program which fetches as 
many relevant services as possible for the specific users. It uses the Web link structure 
in which the order of the list is important, because only high quality Web pages are 
considered as relevant. Fig. 1 shows the proposed service based cloud crawler. Here, 
an element insertion means that the element is inserted at the pointer location within 
the m-way tree. A special traversal technique is utilized for visiting all the nodes 
within each network or sub-network. Each node is selected twice. Second time it is 
actually popped from stack. An advantage of our algorithm is that data need not to be 
stored in the client node. The result is directly sent to the crawler server after scanning 
a single node. 

 

Fig. 1. Flowchart of Service based Cloud Crawler  

Fig. 2(a) shows the basic framework used in cloud service crawler engine. Fig. 2(b) 
shows an arbitrary cloud cluster. There are total four network clusters within a cloud. 
Circular boxes indicate the clusters and rectangular boxes indicate the resources or 
slaves of each cluster network. Table 1 show the result which is based on our 
proposed approach as shown in Fig. 1. 
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Fig. 2. (a) Cloud Service Crawl Engine; (b) Arbitrary Cloud Cluster Scenario 

Table 1. Proposed approach based on Fig. 2(b) 

Stack  Peek Result Stack  Peek Result Stack  Peek Result 

Empty   1  1,2,3,4 1 
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3 Experimental Results 

Four clusters have been used for experimental purpose using tree traversal as shown 
in Fig. 3 using cloud crawler based on IP addresses of cache. Threads have been 
utilized to visit distinct hosts in a concurrent manner. 

 

Fig. 3. Crawling results  

4 Conclusion 

In this paper, service crawling has been discussed. There is no need to store data into 
client node as result is directly sent to crawler server scanning each node. Cloud 
crawler works with IP addresses of a cache following an m-way tree structure. 

References 

1. Alonso, R., Barbara, D., Garcia-Molina, H.: Data caching issues in an information retrieval 
system. ACM Transactions on Database Systems 15(3), 359–384 (1990) 

2. Brin, S., Page, L.: The anatomy of a large-scale hyper textual Web search engine. Computer 
Network ISDN Syst. 30, 107–117 (1998) 

3. Yang, K.-H., Pan, C.-C., Lee, T.-L.: Approximate search engine optimization for directory 
service. In: Parallel and Distributed Processing Symposium, Dept. of Comput. Sci. & Inf. 
Eng., Nat. Taiwan Univ., Taipei, Taiwan (2003) 

4. Lu, J., Wang, Y., Liang, J., Chen, J., Liu, J.: An Approach to Deep Web Crawling by 
Sampling. In: Web Intelligence 2008, pp. 718–724 (2008) 

5. Gupta, P., Johari, K.: Implementation of Web Crawler. In: 2nd International Conference on 
Emerging Trends in Engineering and Technology, pp. 838–843 (2009) 



V.V. Das and Y. Chaba (Eds.): AIM/CCPE 2012, CCIS 296, pp. 362–368, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Data-Retention Sleep Transistor CNTFET SRAM Cell 
Design at 32nm Technology for Low-Leakage 

S. Rajendra Prasad1, B.K. Madhavi2, and K. Lal Kishore3 

1 Dept. of ECE, ACE Engineering College, Hyderabad, A.P., India 
srprasad447@gmail.com 

2 Dept. of ECE, GCET, Keesara, Hyderabad, A.P., India 
3 Dept. of ECE, JNT University, Hyderabad, A.P., India 

Abstract. In today’s VLSI Circuits design, one of the key challenges is the 
increase in power dissipation of the circuits, which in turn shortens the service 
time of battery-powered electronics, reduces the long-term reliability of circuits 
due to temperature-induced accelerated device and interconnects aging 
processes, and increases the cooling and packaging costs of these circuits. 
Leakage power accounts for an increasingly larger portion of total power 
consumption in nanometer technologies. A CNTFET is the analogue of silicon 
MOSFET in which CNTs replace the silicon channel. This paper proposes a 
new circuit level technique called Data-Retention Sleep transistor method to 
reduce the standby leakage current in the CNTFET SRAM Cell Design. This 
technique reduces leakage power by significant amount compared to sleep 
transistor method with minimal area and delay overhead. 

Keywords: SRAM Cell, Leakage-Power, CNTFET, Data-Retention Sleep 
Transistor, HSPICE. 

1 Introduction 

Integrated circuit (IC) design has always been driven by the demand for having more 
functionality integrated on a single chip. In Today’s System-on-a-Chip (SoC) designs, 
this functionality includes multiple processor cores, on-chip memory, audio/video 
encoder/decoder, various I/O controllers, RF front-end, signal processing engines, and 
multiple voltage regulators. To meet this demand, the semiconductor industry has 
successfully followed the Moore’s Law, resulting in tremendous advances in CMOS 
manufacturing processes. The accompanying down scaling of the minimum feature 
sizes has enabled us to double the number of transistors every 15-18 months. One side 
effect of technology scaling is that the Critical Dimension1 (CD) has become so small 
that the atomicity of the physical features and dopant levels is becoming assessable. 
This results in large variations in the physical and electrical characteristics of 
interconnect and transistors which in turn affect the performance and power 
consumption of the circuit. Traditionally, process variations have been modeled by 
considering the worst-case process corners in order to evaluate the performance of the 
design [1].  
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Yet another consequence of technology scaling is that integrated circuit densities 
and operating frequencies are continuing to go up. The result is that chips are 
becoming larger, faster, and more complex, therefore, consuming ever larger amounts 
of dynamic power [2]. At the same time, CMOS scaling toward nano technologies 
requires very low threshold voltages and ultra-thin gate oxides to retain the current 
drive and alleviate the short-channel effects. The side effect of threshold voltage and 
oxide thickness scaling is an exponential increase in both subthreshold and tunneling 
gate leakage currents, which adds to total power consumption of the chip. 

Given the importance of low-power design, this paper is proposes a new technique 
at circuit-level for low-power CNTFET SRAM cell design. 

2 The Carbon Nanotube FET 

Demand of scaling down semiconductor devices and integrated circuits into 
nanometers causes semiconductor industry faces to difficult challenges such as: 
increased short-channel effects, reduced gate control, exponentially rising leakage 
currents, severe process variations, and unmanageable power densities. As a 
consequence, using Carbon Nano-Tube Field Effect Transistors (CNTFET) is as an 
optimized Nano-scaled device for implementing high performance, very dense and 
low power circuits [3-4]. 

The core of a CNTFET is made of carbon Nano-tube. CNFETs, similar to 
MOSFETs, have Ptype and N-type devices, and 4 terminals. The great advantage of 
CNTFET devices is that the P-type and N-type CNTFETs with the same device size 
have the same mobility, which can significantly simplifies the process of transistor 
sizing, particularly in complex circuits with a large number of transistors. The most 
promising type of CNTFET for using as transistor is Single-Wall Carbon Nano-Tube 
(SWCNT) which consists of only one cylinder. This mentioned type can act as either 
a conductor or a semiconductor depending on the angle of the atom arrangement 
along the tube. This is called the Chirality vector and is represented by the integer pair 
(n, m). One of the most superiority of CNTFET is the ability of adjusting threshold 
voltage. The threshold voltage is defined as the voltage level required to switch on a 
transistor and can nearly be set according to our requirements. This capability helps 
us to alleviate the Vth loss during the implementation [5].  

3 The Proposed CNTFET SRAM Cell Design 

Aggressive CMOS scaling has resulted low threshold voltage and thin oxide 
thickness for transistors manufactured in nano technology regime. As the memories 
in current technologies occupy a large portion of chip area, their static power 
dissipation is one of the major components of power dissipation in chips because 
the leakage power is proportional to the area of a circuit. In the past much research 
has been conducted to address the problem of leakage power consumption in 
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SRAM’s. Among the dynamic techniques, gating techniques [6-10] have been 
proven very effective in power reduction. Recently authors in [11] applied a sleep 
transistor circuit level leakage reduction technique to SRAM cell design based on 
new emerging technology called CNTFET. The key idea of the sleep transistor 
CNTFET SRAM cell is to disconnect the cell from the supply voltage VDD and 
ground GND in the standby mode. This is done by using footer NMOS sleep 
transistor and Header PMOS sleep transistor. The drawback of this technique is that 
the virtual ground node may get charged to VDD or the virtual Supply node may get 
discharged to ‘0’. Because of this the stored bit may get destroyed. So this 
technique cannot save the state during stand by mode. Possible solution for this 
drawback is to strap the virtual ground or virtual supply to a fixed voltage node, 
which is either virtual ground or virtual power supply node, to a voltage such that 
the voltage difference between the rails of CNTFET SRAM cell becomes greater 
than the data retention voltage (DRV) [10] so that it can retain the stored data.  

This paper proposes a new circuit level leakage reduction technique called 
“Data-Retention Sleep Transistor” technique that retains its state in stand by mode. 
This new technique is applied to CNTFET SRAM cell as shown in fig. 1. This 
technique uses two extra transistors, one in the supply path and other in the ground 
path and by selecting appropriate voltage values for biasing the virtual ground and 
virtual supply nodes, we can achieve higher power saving. During the standby 
mode, if the voltage difference on the power supply rails of the CNTFET SRAM 
cell is fixed, the proposed data retention sleep transistor technique achieves 
significantly higher leakage power savings compared to sleep transistor technique. 
Leakage currents of the CNTFET SRAM cell vary with the exact values of its 
supply VDD and ground GND voltages. As a result, optimum virtual ground VVGND 
and virtual supply VVDD voltage levels exist for which the SRAM cell leakage 
power is minimized.  

3.1 Operation of Data-Retention Sleep Transistor CNTFET SRAM Cell 

For the cell to be accessed for a read or write operation, the ‘Sleep’ signal becomes 
‘0’ and the ‘SleepBar’ signal becomes ‘1’, so that sleep transistors M7 and M8 are 
ON, which causes the voltage of the virtual supply and virtual ground nodes to 
become VDD and 0, respectively. As soon as the operation is completed, the WL goes 
to ‘0’, which means that the ‘Sleep’ signal becomes ‘1’ and the ‘SleepBar’ signal 
becomes ‘0’, and the corresponding cell row enters the standby mode. In this state, the 
strapping transistors M9 and M10 turn ON and the voltage of virtual ground and 
virtual supply become VVGND and VVDD, respectively. The SRAM cell leakage power 
is lowered due to source body biasing of the pull-up, pull-down, and access 
transistors. In Data-Retention Sleep Transistor SRAM cell, like Sleep Transistor cell, 
having a smaller potential difference between the two rails of the cell, i.e., ∆V = 
VVDD − VVGND, in the standby mode results in lower leakage; however, it also makes 
the cell more susceptible to noise in the standby mode. 
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Fig. 1. The proposed CNTFET SRAM Cell based Cache 

4 Simulation Results and Discussions 

The CNTFET SRAM Cell is designed at 32nm technology by applying this proposed 
Data-retention sleep transistor technique. This circuit is simulated in HSPICE using 
Stanford CNTFET model at 32nm feature size with supply voltage VDD of 0.9V [12]. 
The following technology parameters are used for simulation [13]:  Physical channel 
length (L_channel) = 32.0nm; The length of doped CNT source/drain extension 
region (L_sd) = 32.0nm; Fermi level of the doped S/D tube (Efo) = 0.6 eV; The 
thickness of high-k top gate dielectric material (Tox) = 4.0nm; Chirality of tube (m, n) 
= (19, 0); CNT Pitch = 10nm; Flatband voltage for n-CNTFET and p-CNTFET (Vfbn 
and Vfbp) = 0.0eV and 0.0eV; The mean free path in intrinsic CNT (Lceff ) = 200.0nm; 
The mean free path in p+/n+ doped CNT = 15.0nm; The work function of 
Source/Drain metal contact = 4.6eV; CNT work function = 4.5eV. 
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Table 1. Lekage Current through OFF transistors when Q=1 

Sl. No. Leakage 
Currents  
(A) 

Conventional 6T 
CNTFET SRAM  
Cell 

6T CNTFET 
SRAM Cell With  
Sleep Transistors 

6T CNTFET 
SRAM Cell With 
Data-Retention 
Sleep Transistors 

1 I (M1) 1.767e-06        1.130e-08 1.210e-09 

2 I(M4) 7.133e-07 2.365e-08        1.184e-09        

3 I(M6) 6.789e-06         3.168e-07        2.275e-08        

4 Total Leakage  7.843e-06          3.292e-07         2.0268e-07 

 

 

Fig. 2. Leakage Currents flowing through OFF Transistors when Q=’1’ 

 



 Data-Retention Sleep Transistor CNTFET SRAM Cell Design at 32nm Technology 367 

In data retention sleep transistor CNTFET SRAM cell having a smaller potential 
difference between the two rails of the cell, i.e., ∆V = VVDD-VVGND, in the standby 
mode results in lower leakage; however, it also makes the cell more susceptible to 
noise in the standby mode.  Notice that if ∆V is too low, all six transistors will work 
in the sub-threshold region, but as long as ∆V is greater than the Data Retention 
Voltage (DRV) of the cell, the data is retained. If ∆V = VVDD-VVGND is fixed, leakage 
currents through OFF transistors are lowered because of the stacking and the body 
effect. Analysis shows that when ∆V is fixed, there are optimum values for VVDD and 
VVGND for which the leakage power dissipation of the cell is at the minimum. In these 
simulations we have assumed both ‘BL’ and ‘BLbar’ are precharged to VDD. The 
CNTFET SRAM cell is simulated and simulated waveforms and results are shown in 
fig. 2 and Table 1. From this simulation results it can be seen that Data-Retention 
Sleep Transistor technique is more efficient compared to Sleep Transistor technique, 
especially for small values of ∆V and hence, small values of VDD. This is useful for 
ultra low-power applications, which need lower noise immunity. With small delay 
and area overhead Data-Retention Sleep transistor technique results in a more robust 
and power‐efficient CNTFET SRAM cell design. 

5 Conclusions 

CNTFETs are promising candidates to replace Si-MOSFETs due to its high current 
driving capability, tolerance to temperature and low leakage currents. CNFETs can 
also be considered as a potential alternative to CMOS in memory systems. In this 
paper a circuit-level leakage reduction technique called Data-Retention Sleep 
Transistor method is applied to CNTFET SRAM cell at 32nm Technology. This 
proposed Cell is simulated using HSPICE and simulated results show that in this 
technique the leakage power is reduced by significant amount compared to sleep 
transistor method but with small area and delay overhead. The results show that this 
technique is useful for standby leakage power reduction. The results show that using 
two sleep transistors is more beneficial than one sleep transistor.  
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Abstract. Through this paper our attempt is to give a onetime networking 
solution by the means of merging the VLSI field with the networking field as 
now a days the router is the key player in networking domain so the focus 
remains on that itself to get a good control over the network, Networking router 
today are with minimum pins and to enhance the network we go for the 
bridging loops which effect the latency and security concerns. The other are is 
of multiple protocols being used in the industry today. Through this paper the 
attempt is to overcome the security and latency issues with protocol switching 
technique embedded in the router engine itself. This paper is based on the 
hardware coding which will give a great impact on the latency issue as the 
hardware itself will be designed according to the need. In this paper our attempt 
is to provide a multipurpose networking router by means of Verilog code, by 
this we can maintain the same switching speed with more secured way of 
approach we have even the packet storage buffer on chip being generated by 
code in our design in the so we call this as the self-independent router called as 
the VLSI Based router. This paper has the main focus on the implementation of 
hardware IP router. The approach here is that router will process multiple 
incoming IP packets with different versions of protocols simultaneously and 
even it is going to hold true for the IPv4 as well as for IPv6. With the approach 
of increasing switching speed of a routing per packet for both the current trend 
protocols. This paper thus is going to be a revolutionary enhancement in the 
domain of networking. 

Keywords: Robust Router, packets, FPGA, RTL, IP. 

1 Introduction 

Our approach here is to design a variable hardware router code by using Verilog and 
the same to be implemented till the SOC (System On Chip) level router. In this paper 
we are making a VLSI design for the implementation at the synthesizable level the 
same can be further enhanced to SOC level, but our main aim is limited to the NetList 
generation level which would give the result prediction and workable module vision. 
Our focus being in this is to make this router as much variable as we can which will 
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give the robustness for the design to be called even as a Robust Router in which we 
can make the same router to not only go for N number of connections but also to 
detect all variety of packets and route the same. To do so we have to add the code 
with specific case’s for every type of packets we want to add to our router to route, 
with this paper of hardware code our approach is to get the basic packets routing with 
multiple protocols starting with the IPv4 and IPv6. 

2 Literature Survey 

In this we are comparing the existing generic router architecture and our new robust 
router architecture. This will give the difference in the designing and would reflect 
our paper enhancements that we are upgrading in our robust router paper. 

2.1 Generic Router Architecture  

 

 

Fig. 1. Generic architecture Fig. 2. Congestion flow 

In the architecture we can look that the generic architecture is processing a single 
packet of a specific protocol at a given time and the output queue buffer also one for 
one egress channel ring by which there is the overloading of the queue buffer and will 
result in the congestion. The congestion flow is as shown below. 

3 A New Robust Router Architecture 

The architecture of robust router is totally based on the Verilog code which would 
enable our design in the implementation of parallel packet processing for N number of 
channels. This intern enables the multi packet processing at the same time. With the 
Verilog code being the base of design we have an option for the addition of protocol 
case and respective look-up table makes us go for the Multi-protocol processing at the 
same time. By which we are unable to provide the multi-packet multi-protocol routing 
at the same time with same speed. 
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Fig. 3. Multi-protocal Multi packet processing at a
tree 

     Fig. 4. Congestion flow with vertical 
queue 

 
While designing the robust router a special concern is kept in the mind of the 

switching speed issue to give the maximum speed with parallelism being added. The 
egress output buffer queuing problem was also solved by providing a separate queue 
for every ingress channel in the egress channel with N vertical queue by which we can 
avoid the congestion to a remarkable level which is as shown below. The size issue is 
another special feature of our robust router which makes our robust router a unique 
system. As discussed earlier in the paper we are trying to make the Robust router on 
to the chip level design so we further advance it to the level of Ethernet based router 
which will make the router to be implemented on the standalone systems, which will 
be a revolutionary enhancement in size matter from room full of router to just the PCI 
slot operating Router and will make network work more faster. It looks something 
like this below. 

Generally, the router can be interfaced with ‘N’ number of I/O devices. Block 
diagram given below. 

  

Fig. 5. Forwarding IP packet Fig. 6. Block diagram 

The paper design has the following modules. 
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3.1 Input Interface Block 

This block is mainly responsible for receiving the incoming IP packets over multiple 
input channels. This block asserts the necessary response signals in order to 
communicate with the IP packet driver modules.  After receiving the IP packets, this 
block forward the same to the Ingress Block for the further process. This block 
forwards the same to packet store block as well as parser block. 

3.2 Packet Store Block 

This is responsible for storing the error free received packets. This module receives 
the packet contents from Ingress block and dispatches the same based on the request 
from Egress block. 

3.3 Parser Block 

This block is mainly responsible for parsing the complete packet into multiple set of 
data according to its field. The parsed contents will be inputted to the filer block. The 
above three blocks are merged all together as IIB in code to single file. 

3.4 Filer Block 

This block is responsible for selecting the egress ring. The block receives the parsed 
data from the parser block. The parsed data will be forwarded to the filer table. In 
response to this, the filer table provides the output ring number. Then, the received 
output from the filer table will be forwarded to the egress block. 

3.5 Filer Table 

 It is a user configurable table.  This table contains a set of data in its each slot, against 
which the data sent by the filer block will be compared. If the filer block inputted data 
matches with the data of any slot of filer table, then that slot’s data will be used as 
egress ring through which received packet will be forwarded.   

3.6 Egress Block 

This block receives the data from filer block as egress ring number through which the 
received packet shall be forwarded. Upon receiving the egress ring number, this block 
initiates the communication with packet store block to fetch the packet to be 
forwarded. Then, the fetched IP packet will be forwarded to the output interface block 
with the output channel details, over which the packet has to be transmitted. 
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3.7 Output Interface Block 

Upon receiving the packet with output port details from the egress block, this block 
forwards the IP packet over mentioned output channel. This block is also responsible 
for asserting all the necessary handshaking signals for the receiving device while 
transmitting the packets. The Egress Block and Output Interface Block are merged 
together in code as single file. 

4 System Flow Diagram 

The system flow diagram is as shown below which makes us to understand the flow 
of the signals through the system from each block by block and transaction carried 
between the blocks to accomplish the task of the robust router. The flow diagram 
described here is a brief one, which helps us to understand the flow of every block. 
Every block have the state machine cycle included in them to enhance the system 
logical transaction to the level of parallelism. The flow diagram is as shown below.  

 
 

Fig. 7. System flow diagram Fig. 8. Net List Fig. 9. View of thesystem at 
the RTL 

First the packet is received from the ingress channel ring to the input interface 
block the packet is parsed to data packet and header packet, the data packet is stored 
in the parser queue and the header is sent to the filer block. The flier block then 
checks weather the packet is IPv4 or IPv6 and accordingly send the request to the filer 
table to router the packet to required destination. The filer table cross verifies the 
egress ring channel with it Dest-IP address and send the egress ring ID to the filer 
block. The filer block send and enables the particular egress ring in egress blocks and 
gives the command to the particular egress ring in egress block. Then in egress block 
the stored data packet in the parser queue is added back with header and is sent out 
with the specified egress ring channel. In this way the every packet is processed and 
routed in robust router. 
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5 Conclusions and Further Research 

5.1 Net List of the Robust Router 

The Net List is RTL level of the robust router system, which is syntasizable and can 
be extracted on the Xilinx tool. By which we can get preface look of the system and a 
transition from the frontend of the VLSI designing to backend of the VLSI designing. 
Which means the same can run on FPGA kit and test its robustness and errors of the 
system can be debugged before it is taken to SOC Level and to Fab-Labs. The snap 
below is the Pin configuration of the proposed Robust Router. The NetList level can 
further go after I/O Padding get the exact pin configuration which can be derived 
accordingly but will be similar one. The Snap below is the Top level system view of 
the system at the RTL. 

5.2 SOC Designing 

The further movements of the VLSI Designing will require the sharp knowledge of 
the VLSI backend designing and can be fabricated at the 45 nano technology using 
the Cadence Encounter Tool which will enable us to take the system to SOC level the 
steps are as shown below. 

 

Fig. 10. System to SOC level the steps Fig. 11. DUT architecture 

The RTL level of design which we get from the Net List of the system will have 
gate delay, propagation delay and wire delays included in them. These are all 
calculated and made into an optimization level. Then the design is fixed into LUT’S 
and the mapped between the LUT’S further the placement of the LUT’S are prissily 
done keeping mind the power utilization and the delay calculated earlier. Then the 
routing is done between the CLB’S. Further the bit-stream is generated to test the 
system and verification done across the Net List output to get the exact design. Then 
the system design is masked and made to the GDSSI Level further to be sent on to the 
Fab-Labs for fabrication.   

5.3 Design under Test 

The design under test [DUT] is made to test the system robustness under different 
cases. The DUT architecture includes the Test case which will define the test. The 
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input driver block will generate the test input signals for the system testing. The input 
and output transacted will make the system get the input and output according to the 
system core requirement. The input and out monitor are placed to compare the system 
testing. At last the Response checker is to give the system testing pass or fail. The 
DUT is as shown in figure 11. 

For the testing of the robustness here we are mixing theIPv4 and IPv6 packets and 
we testing the system in different cases. 

5.4 Advantages 

• General purpose router 
• Router hardware code is variable 
• High switching speed with any no. of I\o pin connection 
• More secured 
• Robust router can handle all type of packets (Implemented on IPv4 and IPv6) 

5.5 Application 

• Can be used as public internetworking router 
• Can be used as corporate router 
• Software company private router (client to client, developer to client) 
• Router for networking research  
• In other words one point networking solution 

5.6 System Test Analysis 

Number of gates: -   59855 
Total Run time: -        9.018 ns 
Switching speed: -     662.5 Tbps 
System Frequency: - 0.11 GHz 
Can be fabricated: - by 45 nano technology with Cadence Encounter tool (cost 
12000$) 

This paper code is will give the output for the IPv4 and IPv6 packets put in the 
router at the same time, With this paper of Robust Router we will be able to route 
both the packets at the same time at the same speed. The Robustness is simulated with 
Model-Sim Tool with different Test Cases and the same code’s NetList is extracted 
with Xilinx Tool for the synthesizable code. The same can be taken to the SOC 
(System on chip) level with Cadences Encounter Tool. 

• The same Verilog code design can be taken to the implementation of MPLS 
(Multi-Protocol Label Switching). 

• The some code design can be taken to the SOC (System on chip) level and can 
be implemented as the Ethernet Standalone System Router. 

• The same code can be made variable with TCP and UDP Protocols. 
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Abstract. In this paper, we present our flow that permits Maude specification 
generation from VHDL code. Firstly, a XML like Intermediate Format (IF) is 
created showing VHDL structures and statements in a hierarchical form. This 
format is an abstraction of the original VHDL code. Secondly, a Maude code is 
generated from this IF. Both Hardware system Maude specification and 
properties are then passed to the Maude model checker for verification purpose. 
Our idea is thus to combine between VHDL simulation and Maude based 
formal verification capabilities for hardware systems validation. The impetus 
behind this cooperation between simulation and formal verification is to enable 
hardware designers to discover errors that could not be detected by VHDL 
discrete event simulator. 

Keywords: VHDL, Maude, Simulation, Formal specification, Formal 
verification. 

1 Introduction 

In order to increase productivity in electronic systems manufacturing, hardware 
engineers have developed Hardware Description Languages (HDLs) for describing 
the structure and function of integrated circuits at many levels of abstraction.  

HDLs offer the necessary software and Hardware specific statements for 
sequenciality, concurrency, timing and synchronization expression. These 
languages are able to perform functional and timing simulations, design space 
exploration, performances estimation and synthesis. Among these languages, we 
find SystemC, Verilog, SystemVerilog and VHDL in particular. The latter is an 
industrial IEEE standard HDL [3]. It is designed to fill a number of needs in the 
hardware design process. Among these needs, ensuring the correctness of computer 
circuits is certainly the most difficult task. The most commonly used verification 
technique in HDLs is simulation. However, in many cases, simulation can miss 
important errors. A more powerful approach is the use of formal methods such as 
temporal logic model checking, which can guarantee correctness. In this context, 
we have developed an approach that permits Maude [4] code generation from 
VHDL code. Maude is based on rewriting logic [5]. In order to apply Maude model 
checker, we have to introduce in addition to system specification, the specification 
of the properties to be verified. 
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2 Our Flow 

The entry of our proposed flow is a VHDL behavioural description. From this, a 
XML like Intermediate Format (IF) is generated. It captures the structure and the 
dynamic of VHDL design in an abstract manner. In other words, the IF abstracts the 
original VHDL code by taking into consideration only the statements having the 
impact on the global state of the system such as signals assignments and waits.  

Before IF generation, designer should perform a functional and timing simulation 
to discover eventually errors. From the IF, a Maude code is generated following some 
correspondence rules. At this stage, we can simulate Maude code by executing 
rewriting rules. This step is very important to validate the correctness of the 
transformation from VHDL code to Maude code (i.e. execution of Maude code leads 
to same results as we simulate VHDL program). The last step of the flow is the formal 
verification that requires in addition to system specification, the properties 
specification. Figure 1 gives an example of a VHDL behavioural description. In this 
example, we have an entity named exemple with two bit ports: an input port X and an 
output port Y. The architecture (named Description) includes one process named P 
with signal X as a sensibility list. Here the process P tests the value after a mount of 
time. At the end, the process suspends on X (there is an implicit statement: wait on X 
at the end of the process). When an event occurs on X, the process P resumes its 
execution. The process P acts as an infinite loop. Figure 2 shows the corresponding IF 
description for the example of figure 1. Note that all implicit waits in the original 
VHDL code become explicit in the corresponding IF. 

In order to transform the IF code to a Maude specification, a set of correspondence 
rules are defined. A VHDL process is declared as a Maude class with a set of 
attributes like the sensitivity list, the current state of the process and the name of the 
signal which is updated by the process. A VHDL signal is also declared as a Maude 
class. Each signal is characterized by its current value, its future value and the 
timeout. In order to preserve VHDL simulation semantic, we add two new attributes 
that are isChanged and co. isChanged is a Boolean to specify whether the value of the 
signal is changed or not. According to VHDL simulation semantic, the value of a 
signal can not be updated (modified) unless the process is blocked (i.e. it reaches a 
wait statement). If this is the case (i.e. the process is blocked) and if the current value 
of the signal differs from the future value then the signal is updated (i.e. the current 
value becomes the future value) and isChanged is set to true otherwise it is false. 
When updating a signal, all processes that are sensible to this signal resume their 
execution. We use co (counter) to specify the number of processes that are sensible to 
a specified signal. Whenever a process resumes its execution, co is decremented. 
When co is equal to zero (i.e. all processes sensible to this signal are waked up), 
isChanged is set to false (i.e. the end of a cycle) to start a new cycle. The progression 
of VHDL simulation time is specified by defining a class named Horloge with two 
attributes: a list to stock sorted signals timeouts and the current physical time. Using 
Maude, we define a sort named Processstatevalues to specify the set of a process 
states. For instance:  ops begin updatey1 waitX end : -> Processstatevalues . 

Let P be a process with a sensibility list (X). In Maude, such a process is declared 
as: < P: Process | listeSensibility: (X), state: begin > . 

Similarly, the specification of a signal X in Maude looks like:  
< X: Signal | currentValue: N, futurValue: F, timeOut: T, isChanged: false, Co: m > 
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The horologe is declared as a Maude class named Horloge: 
< H: Horloge | times : L, currentTime : C > 
We use the functions head and throw to extract the first element and to delete this 

element from a list respectively. The elements of L are sorted in a descendant fashion. 
Figure 3 gives an example of a rewriting rule. 

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Example of VHDL behavioural description 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. The generated IF code for the example of figure 1 

0entity Exemple is                           

       port (X : in bit;                     

             Y : out bit );                  

 end Exemple; 

architecture Description of Exemple is   

  begin                                      

    P:Process (X)                            

      begin                                  

        if X ='1' then                       

           Y <= "1" after 10;           

        else        

           Y <= "0" after 5;          

        endif;   

    end process 

 end Description; 

< ENTITY Name : Exemple > 

   < Port> 

     < X: in   Type: bit > 

     < Y: out  Type: bit > 

   </Port> 

 </ENTITY Exemple> 

< ARCHITECTURE Name: Description    Entity: Exemple > 

 < BODY> 

   < Process Name: P  Param: X > 

   <BODY> 

     < IF (X='1') >  

       < AFFEC Name:  Y  Value: "1" afterTimes: 10 ns > 

    < ELSE > 

      < AFFEC Name: Y Value: "0"  afterTimes: 5 ns > 

    < /IF > 

    <Wait on X>  

   < /BODY> 

  < /Process> 

 < /BODY> 

</ARCHITECTURE> 
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Fig. 3. Example of a rewriting rule in Maude 

3 Conclusion and Future Work 

The process of formal verification passes by many steps: first an IF is generated from 
VHDL code then a Maude code is generated from this IF following a set of well 
defined rules. IF is an abstraction of the original VHDL code. In order to formally 
verify the correctness of the Hardware functionality, we have to specify in addition to 
hardware system specification a set of properties. At the end, we call Maude model 
checker. As a perspective, we plan to generate Maude code for VHDL structural and 
data flow styles. We also intent to discover some pertinent properties for verification. 
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crl [rl2] : 

< P: Process | listeSensibilite : (X), state : updatey1, SIGNAL : Y> 

< X: Signal | currentValue : N, futurValue : F, timeOut : T,  

isChanged : false, Co : m > 

< Y : Signal | currentValue : N1, futurValue : F1, timeOut : T1, 

isChanged : false, Co : n  > 

< H : Horloge | times : L, currentTime : C > 

=> 

< P : Process | listeSensibilite : (X), state : waitX, SIGNAL : X> 

< X : Signal | currentValue : N, futurValue : F, timeOut : T,  

isChanged : false, Co : m> 

<Y : Signal | currentValue : F1, futurValue : F1, timeOut : T1,  

isChanged : true, Co : n > 

<H : Horloge | times : throw C from L, currentTime : head (L) >  

if T1 == head (L) and F1 =/= N1 .     
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Abstract. Most of the probability of packet marking (PPM) have existed many 
problems such as the lost of marking information, the difficulties to reconstruct 
attack path, low accuracy and so on. In this work, we present a new approach, 
called dynamic probabilistic packet marking (DPPM), to further improve the 
effectiveness of PPM. Instead of using a fixed marking probability, we propose 
to judge whether the packet has been marked or not then choose a proper 
marking probability. DPPM may solve most of the problems in PPM method. 
Formal analysis indicates that DPPM outperforms PPM in most aspects. 

Keywords: Structured Network, secure data sharing. 

1 Introduction 

The denial-of-service (DoS) attack has been a pressing problem in recent years. DoS 
defiance research has blossomed into one of the main streams in network security. 
Various techniques such as the pushback message, ICMP trace back, and the packet 
filtering techniques are the results from this active field of research. The probabilistic 
packet marking (PPM) algorithm by Savage et al.  Has attracted the most attention in 
contributing the idea of IP trace back. The most interesting point of this IP trace back 
approach is that it allows routers to encode certain information on the attack packets 
based on a predetermined probability. Upon receiving a sufficient number of marked 
packets, the victim (or a data collection node) can construct the set of paths that the 
attack packets traversed and, hence, the victim can obtain the location(s) of the 
attacker(s). 

The Probabilistic Packet Marking Algorithm The goal of the PPM algorithm is to 
obtain a constructed graph such that the constructed graph is the same as the attack 
graph, where an attack graph is the set of paths the attack packets traversed, and a 
constructed graph is a graph returned by the PPM algorithm. To fulfill this goal, 
Savage et al. suggested a method for encoding the information of the edges of the 
attack graph into the attack packets through the cooperation of the routers in the 
attack graph and the victim site. Specifically, the PPM algorithm is made up of two 
separated procedures: the packet marking procedure, which is executed on the router 
side, and the graph reconstruction procedure, which is executed on the victim side. 
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The packet marking procedure is designed to randomly encode edges’ information 
on the packets arriving at the routers. Then, by using the information, the victim 
executes the graph reconstruction procedure to construct the attack graph. We first 
briefly review the packet marking procedure so that readers can become familiar with 
how the router marks information on the packets. 

 

Fig. 1. Example – Probabilistic Packet Marking 

A new probabilistic packet marking technology (called as P3M) based on path 
identification to defense serious distributed denial of service attacks and solves 
complex computation and other problem existed in traditional probabilistic packet 
marking (PPM) technologies. First contribution is constructing a new payload to carry 
router address and path identification. The second contribution is designing a new 
path identification scheme based on router addresses and hash algorithm. P3M is a 
practical technology to defense DDoS.To overcome above shortcomings; we design a 
new probabilistic packet marking technology -- P3M in this article. Comparing with 
the traditional PPM technologies, our first contribution is a new payload (called as 
P3M payload below) carrying router address and path identification to avoid 
influencing the normal running of recombining packets and Qos mechanism. Our 
second contribution is a new path identification scheme based on router addresses and 
hash algorithm. The use of path identification makes our probabilistic packet marking 
technology P3M simple when victim computes DDoS attack paths. And path 
identification also could be used by other network security equipments. 

2 Principal of P3M Technology 

As shown in Figure 2, pretending routers R1, R4, R5 have deployed P3M technology 
and the network path between terminals A and B is Path AB= {R1, R4, R5}, so the 
work flow between A and B is: 

 

Fig. 2. P3M scheme 
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A sends a packet P whose source ip address is IPa and destination ip address is 
IPb. 

After P arrives at router R1, firstly R1 will insert a P3M payload between P’s ip 
header and transport layer data, alter the “Protocol “domain value of ip header to 256 
and insert its raw value to P3M payload’s “Protocol” domain. Secondly, R1 set P3M 
payloads “Hops” domain 1, and compute the “Path Identifier” value PI1 according to 
formula (1). Finally, R1 get p by computing according to formula (2) and alter the 
“Router Address” and “Locator” domain value by probability p. Notice that the 
“Locator” domain value is equal to “Hops” domain value. 

P = 1 / h                                                         (2) 

In formula (2), h is the currently “Hops” value. After above processing, R1 transmits 
packet P.After receiving P, R4 will firstly check the value of “Protocol” domain in ip 
header. If it is unequal to 256, R4 will perform the same operation as R1; else, R4 will 
add “hops” value 1 and recalculate the “Path Identifier” domain value. Finally, R4 
computes p as formula (2) and alter the “Router Address “and “Locator” domain 
value by probability p. After above processing, R1 transmits packet P.R5 will perform 
the same operation as R4.P reaches the destination B. If B finds DDoS attack, after 
receiving a certain amount of packets, it can reconstruct the DDoS attack paths by its 
trapped P3M payloads. The packet marking procedure aims at encoding every edge of 
the attack graph, and the routers encode the information in three marking fields of an 
attack packet: the start, the end, and the distance fields. 

3 Simulation Result 

In this section, we present the simulation results to show that the DPPM algorithm is 
able to guarantee the correctness of the constructed graph, independent of the marking 
probability and the structure of the attack graph. First, we describe the simulation 
environment. The Simulation n Environment Every simulation of the DPPM 
algorithm starts with a testing network rooted at the victim, that is, the attack graph. 
The configuration of the network follows the assumption stated in Section 2.1. In 
addition, the network has at least one leaf router, that is, a router with zero incoming 
edges. Each edge between two routers is directed and is assumed to have infinite 
capacity. Thus, no packet is lost under this environment. Next, we describe the 
properties of the simulated packets. All packets are homogeneous in terms of type, 
size, etc. Every packet’s destination is set to the victim, and every packet starts its 
itinerary at one of the leaf routers of the testing network chosen at random. Further, 
the paths traversed by the packets are chosen at random. 

 

Fig. 3. An example linear network with three edged 
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Fig. 4. The simulations shows that the larger the making probability is, the closer to the worst-
case execution the simulation result becomes 

4 Conclusion 

In this work, we have shown that there are some problems in PPM algorithm: the 
overwritten problem, limited marking field, low accuracy and so on. Dynamic 
probabilistic packet marking has solve these problems by using dynamic probability 
and fragment-reassembly. Meanwhile, using the expected number of required marked 
packets E½X as the termination condition is not sufficientPath reconstruction is the 
fundamental goal of packet marking. Reduced false positives. High false positives are 
actively suppressed due to the above improvements. Effectiveness to handle large-
scale DDoS attacks which is dominant in today’s Internet.  
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Abstract. Healthcare practices are increasingly using complex medical imaging 
and data collection methodologies. A growing shortage of medical specialists as 
well as rising incidence of diseases complicates the issue further. 
Ophthalmology is one area where medical imaging plays a crucial role in 
diagnostic decisions. This paper describes an advanced system for 
TeleOphthalmology which supports sharing of patient information, medical 
data and images in a secure manner to experts without constraint of geography. 
Advanced workflow options, imaging processing tools for decision support and 
access from mobile platforms such as iPhone, iPAD and Playbook is supported. 

Keywords: Medical Imaging, TeleOpthalmology, TeleMedicine, Decision 
Support, m-Health.  

1 Introduction 

Telemedicine is the use of electronic information and communication technologies to 
enable health care delivery when distance separates participants. Advances in medical 
instrumentation, medical imaging, telecommunication and signal processing have 
fuelled growth of Telemedicine.  

Telemedicine may be as simple as a voice call between a patient and a medical 
expert or as complex as a TeleSurgery. An emerging trend is the use of mobile phones 
for Telemedicine, referred to as m-health. The increased display and processing 
capabilities of hand held devices in combination with advances in communication 
speeds makes m-health a reality. Concept of Telemedicine is three decades old and 
holds great future potential and offers many research opportunities. 

2 TeleOpthalmology 

TeleOphthalmology is Telemedicine applied to the area of Ophthalmology where 
patients’ eye related problems are examined, diagnosed and treated, even though the 
patient and Ophthalmology expert are in different geographical areas.  

Globally, every 5 seconds someone goes blind. The leading causes of blindness 
and low vision are age-related macular degeneration, cataract, glaucoma, diabetic 
retinopathy in adults, and Retinopathy of prematurity in infants. The majority of these 
are preventable if diagnosed early. [1] 
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Diabetic retinopathy (DR) is retinopathy (disease of retina) arising due to diabetes. 
Early diagnosis of DR and timely treatment would significantly reduce the risk of 
vision loss. [6] Also retinopathy of prematurity (ROP) is an eye disease that affect 
retina of premature babies. All babies with a birth weight less than 2,000 g are at risk 
of ROP. They require screening by an ROP-trained ophthalmologist within the first 4 
weeks of life, with subsequent screenings determined by the initial findings. If not 
diagnosed or untreated ROP can lead to blindness. With regard to disease burden in 
India, there are 27 million live births every year and 2 million of the new born are at 
risk of ROP and needs an eye examination. The challenge here is also that there are 
only a handful of pediatric retina experts to review and offer advice. [3] 

 

Fig. 1. TeleOphthalmology workflow 

In both diabetic retinopathy and ROP the blood vessels in retina are affected and 
diagnosis is carried out by imaging the retina and reviewing the vasculature. Image 
based diagnosis makes TeleOphthalmology a viable option for diagnosis and follow 
up of these diseases. [1] 

Critical features of the TeleOphthalmology system were developed taking into 
consideration the disease burden, acute shortage of medical experts and the diagnostic 
approaches employed. A TeleOphthalmology system should enable sharing of patient 
history (including family history & medical history), medical images and medical 
reports with an expert or set of experts in a secure manner. The next step would be 
review by an expert physician which includes, reviewing changes w.r.t previous visits 
if any and preparing a detailed report with diagnosis, suggested treatment and follow 
up plans. To enable easy access for expert physicians a sophisticated work flow along 
with secure access of patient studies from portable mobile devices was implemented  
TeleOphthalmology workflow implementation is shown in Fig 1. Images of the eye 
are captured using an ophthalmic camera. Ophthalmic cameras support imaging the 
anterior and posterior segment of the eye and presently non mydriatic portable 
cameras are also available specifically for the purpose of screening. Images and 
patient data uploaded to an internet based server make the studies available for review 
by authorized users anywhere in the world. Encryption and image compression 
technologies are used to ensure quick uploads and secure communication. 

Standard formats are used for capturing patient information and data, thus 
minimizing user errors. In the case of medical images and reports DICOM format is 
used. However all available Ophthalmic cameras do not support DICOM format yet. 
In order to support non DICOM Ophthalmic cameras the system uses the “SC” 
(Secondary Capture) modality mapping as recommended by DICOM standard. 
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Fig. 2. TeleOphthalmology workflow- Study state machine 

One important aspect of TeleOphthalmology [2] system would be quick 
transmission of data and images over the internet. This is addressed by the use of   
suitable compression algorithms. In order to provide a superior viewing experience 
and to avoid lenghthy downloads progressive streaming is employed.  

The progress of a study through the TeleOphthalmology system is indicated by the 
study states. The various study states are indicated in Fig 2. The study states enable 
appropriate user access and activity. Assigning a study to an expert or a set of experts 
for review and reporting is supported by the system. Second opinion on a reported 
study is supported. The system also supports analysis of diagnosis variability across 
physicians and audit of reports. 

In addition to reports in commonly used file formats, quick and error free reporting 
is supported using templates. Disease specific templates follow the international 
standards for disease classification. E.g. ICROP (International Classification for 
ROP). Reporting templates enable quick and comprehensive reporting while driving 
standardisation across physicians and ensuring completeness of a report.These reports 
are accessed at the patient end and handed over to the patient. 

3 m-Health 

Last decade saw significant advances in mobile technologies and advancement in 
hardware and software capabilities of mobile devices. Reports show increased 
penetration of mobile devices compared to that of computers. [7] Improved 
communication capabilities (e.g. 3G) also happened during this time. These 
advancements make the mobile platform an attractive option for healthcare delivery 
and 24/7 access to limited number of medical experts a reality. 

           

Fig. 3. Physician reporting via iPhone 

The TeleOphthalmology system is supported on popular mobile platforms such as 
iPAD and iPhone.  TeleOpthalmology image viewer enables the specialist to view all 
images of a particular study. Image manipulations such as zoom, pan are supported. 
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Reports are created post image review. Touch enabled mobile devices make image 
review and template based reporting, very easy for the user.Specificity and Sensitivity 
of use of iPhone for TeleOphthalmology has been published. [7]  

4 Decision Support Using Image Processing 

As described in introduction Diabetic Retinopathy (DR) and Retinopathy of 
prematurity (ROP) are diagnosed by visual examination of retina or by review of 
retinal images. Therefore, remote diagnosis using store-and-forward telemedicine is a 
promising strategy for improving the delivery and accessibility of care for these 
diseases. In order to improve efficiency of utilizing an expert’s time the retinal images 
may be captured by a trained technician instead of an expert physician. [6]   

A crucial preliminary step in the analysis of retinal images is the identification and 
localization of important anatomical structures, such as the optic nerve head (ONH), 
the macula, and the major vascular arcades. While many advances have happened in 
digital fundus imaging there are still challenges in diagnosis and analysis. Noises, 
Non uniform illumination, inconsistent image contrast, low contrast of vasculature are 
some of the challenges faced. Direct examination using an Ophthalmoscope or 
imaging using contrast agents are alternatives that are available to a physician. To 
circumvent these problems a new technique was developed that allows detection of 
features that are subtle or undetectable, significantly helping diagnosis and treatment 
planning. A few such examples are determining edges of vascular area in APROP 
images, determining occluded vessels (in neonates and adults), determining vessel 
growth post treatment etc. 

 

              Fig 3a. original image                 Fig 3b. CE                     Fig 3c. VNM 

 
The TeleOphthalmology system employs noise filtering, contrast improvement and 

vessel extraction algorithms to highlight features of interest for the Ophthalmologist. 
These algorithms are implemented and tuned to run taking local image statistics into 
account. Pseudo colouring algorithm is employed to improve visualization.  
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Currently three protocols are being validated “Grey Enhancement (GE)”, “Colour 
Enhancement (CE)” and “Vesselness Measure (VNM)”. On upload of a set of images 
to the system an expert physician is enabled review of the original images as well as 
the processed images.  As an advanced feature the processed images are made 
available only to expert users of the system.   

Intial clinical evaluation show that CE protocol enabled better visualization of 
capillary non-perfusion zones and edge of vascular loops in APROP. VNM protocol 
was found to be useful in determining if the vessels have reached the ora serrata. Both 
protocols helped in delineating zones of avascularity. [3] 

5 Conclusions 

An advanced TeleOphthalmology system is described. Secure and easy exchange of 
medical data and images is described.  Upload and storage of anterior and posterior 
segment images is supported. The system is built on industry standards such as 
DICOM for image storage and management and uses reporting templates based on 
international classification of diseases. A sophisticated workflow is implemented and 
made available on portable mobile devices. Advanced image processing methods are 
implemented to aid the physician to review subtle features in the images. 
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Abstract. A mobile ad hoc network is a collection of wireless mobile nodes 
dynamically forming a temporary network without the use of any existing 
network infrastructure. A number of routing protocols like Dynamic Source 
Routing and Ad Hoc On-Demand Distance Vector Routing have been 
implemented. This paper presents the comparative performance analysis of two 
routing protocols for mobile ad hoc networks. A network simulator has been 
used for performance evaluation of Ad Hoc On-Demand Distance Vector 
Routing and Dynamic Source Routing protocol in this paper. To compare the 
performance of these routing protocols, the simulation results were analyzed 
using graphs and trace file based on Quality of Service metrics such as 
throughput, packet delivery fraction, packet loss and average end-to-end delay 
by varying network size up. The results presented in this paper clearly indicate 
that the protocols behave differently under different environments.  

Keywords: Performance analysis, Ad Hoc Network, AODV, DSR, NS2. 

1 Introduction 

A mobile ad-hoc network is a kind of wireless ad-hoc network, and is a self-
configuring network of mobile routers connected by wireless links - the union of 
which form an arbitrary topology [1][7]. The routers are free to move randomly and 
organize themselves arbitrarily thus, the network's wireless topology may change 
rapidly and unpredictably [2]. Routing is the process of moving a data packet from 
source to destination. Routing is usually performed by a dedicated device called a 
router. Part of this process involves analyzing a routing table to determine the best 
path. 

1.1 Ad Hoc On-Demand Distance Vector Routing (AODV) 

The Ad hoc On Demand Distance Vector  routing algorithm is a routing protocol 
designed for ad hoc mobile networks [1][3].It is capable of both unicast and multicast 
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routing [9]. It makes routes using a route request / route reply query cycle. When a 
source node wants a route to a destination for which it does not already have a route, 
it broadcasts a route request (RREQ) packet across the network. Nodes receiving this 
data packet update their information for the source node and set up backwards 
pointers to the source node in the route tables .A node receiving the RREQ may send 
a route reply (RREP) if it is either the destination or if it has number more than or 
equal to that contained in the RREQ [5]. It uses sequence numbers to ensure the 
freshness of routes. It is loop-free, self-starting, and scales to large numbers of mobile 
nodes [5].  

1.2 Dynamic Source Routing (DSR) 

Dynamic Source Routing is a routing protocol for wireless mesh networks [10]. It 
has only two major processes which are Route Discovery and Route Maintenance 
[4]. The key property of Dynamic source routing is the use of source routing 
instead of relying on the routing table at each intermediate device [5][6]. Each 
node receiving a route request packets, rebroadcasts it, unless it is the destination 
or it has a route to the destination in its route cache. Such a node replies to the 
RREQ with a route reply (RREP) packet that is routed back to the original source 
node. RREQ and RREP packets are also source routed. Table1 shows the 
comparison of Dynamic Source Routing, and Ad Hoc On-Demand Distance Vector 
Routing. 

Table 1. Comparison between AODV and DSR 

Protocol property DSR AODV 
Loop Free YES YES 
Multicast routes YES NO 

Distributed YES YES 
Unidirectional Link Support YES NO 

Multicast NO NO 
Periodic  Broadcast NO YES 

QoS support NO NO 
Routes Maintained in Route Cache Route Table 

Reactive YES NO 

This paper is organized as follows: Section 2 describes the performance analysis of 
Ad Hoc On-Demand Distance Vector Routing and Dynamic Source Routing and 
presents the simulation result with analysis related to the objectives. Section 3 
provides conclusion. 
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2 Performance Analysis 

2.1 Performance Metrics 

In order to evaluate the performance of ad hoc network routing protocols, the 
following metrics is considered: 

End-to-End Delay: The average time interval consumed between the generation of a 
packet in a source node and the successfully delivery of the packet at the destination 
node. 

Packet Delivery Fraction: The ratio of the number of data packets successfully 
delivered to all destination nodes and the number of data packets generated by all 
source nodes. 

Number of Packets Dropped: The number of data packets that are not successfully 
delivered to the destination.  

Throughput: The throughput metric measures how well the network can constantly 
provide data to the sink. Throughput is the number of packet arriving at the sink per 
millisecond. 

2.2 Simulation Environment 

The following simulation parameters have been taken for the simulation and are 
presented in table 2 

Table 2. Simulation Parameters 

Channel type Channel/Wireless Channel 
Radio-propagation model Propagation/TwoRayGround 
Network interface type Phy/WirelessPhy 
MAC type Mac/802_11 

Interface queue type Queue/Drop Tail/PriQueue 
Link layer type LL   
Antenna model Antenna/Omni Antenna 
Max packet in ifq 50 
X dimension of topography 500 
Y dimension of topography 400 

2.3 Simulation Results 

Table 3 shows simulation results for 25 nodes at varying simulation time. Similarly, 
simulation results for 5, 10, 15, and 20 nodes were computed to analyze the 
performance of AODV and DSR. 
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Table 3. Simulation Results for 25 Nodes 

Performance metric 
AODV DSR AODV DSR 

Start Time (s) 10 10 10 10 
Stop Time (s) 50 50 100 100 

Generated Packets 1899 2540 6001 9316 
Received Packets       944 1056 2990 4442 
Packet Delivery 
Ratio       

49.7104 41.5748 49.825 47.6814 

Total Dropped 
Packets 

9 0 20 14 

Avg. End-to-End 
Delay (ms)    

168.334 105.797 179.814 114.896 

Avg. 
Throughput(kbps) 

1065.17 2114.17 4122.10 11426.70 

Table 4. Simulation Results for 25 Nodes  

Performance 
metric 

AODV DSR AODV DSR AODV DSR 

Start Time(s) 10 10 10 10 10 10 
Stop Time(s) 150 150 200 200 250 250 
Generated Packets 14307 17401 22602 25482 30912 33572 
Received Packets     7144 8486 11294 12528 15447 16573 

Packet Delivery 
Ratio       

49.9336 48.7673 49.969 49.1641 49.9709 49.3655 

Total Dropped 
Packets 

18 11 4 8 17 8 

Avg. End-to-End 
Delay  

125.247 94.768 103.29 86.4695 95.6824 82.0416 

Avg. 
Throughput(kbps) 

12034.7 25485.1 21572.
79 

40393.7 31757.01 55648.06 

2.4 Performance Analysis of Ad Hoc On-Demand Distance Vector Routing 
and Dynamic Source Routing  

The graphs below show the behavior of AODV and DSR with respect to various 
metrics considered above. The X-axis shows the simulation time and Y-axis shows 
the metrics considered for simulation.  
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Fig. 1. Simulation Time Vs Throughput with 25 
nodes 

    Fig. 2. Simulation Time Vs No. of Packet 
Dropped with 25 nodes 

 

Fig. 3. Simulation Time Vs Packet
Delivery Ratio with 25 nodes   

    Fig. 4. Simulation Time Vs End to End Delay 
with 25 nodes       

The graphs below show the performance of the two routing protocols with respect 
to various metrics considered above. The X-axis shows the no. of nodes and Y-axis 
shows the metrics considered for simulation. Simulations were carried out with the 
number of nodes as 5, 10, 15, 20 and 25.  

 

 

Fig. 5. No. of Nodes Vs Throughput with
simulation time 150s                                     

    Fig. 6. No. of Nodes Vs No. of Packed 
Dropped with simulation time 150s   
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Fig. 7. No. of Nodes Vs Packet Delivery
Ratio with simulation time 150s 

    Fig. 8. No. of Nodes Vs End to End Delay with 
simulation time 150s   

Throughput: Fig.5 shows that with increase in no. of nodes, throughput of DSR 
tends to be much constant as compared to AODV. So, the throughput of DSR 
outperforms AODV.   

No. of Packed Dropped: Fig.6 shows that the behavior of AODV and DSR are same 
in case of no. of packet dropped, but the no. of packet dropped in case of AODV is 
more as compared to DSR.    

Packet Delivery Ratio: Fig.7 shows the packet delivery ratio for AODV remains 
constant with increase in no. of nodes whereas the packet delivery ratio of DSR varies 
with increase in no.of nodes. 

End to End Delay: Fig.8 shows the end to end delay for DSR increases with the 
increase in no. of nodes whereas for AODV it varies with the increase in no. of nodes. 

3 Conclusion 

This paper shows that when Mobile Ad hoc Networks are used for a longer duration 
of time then either Ad Hoc On-Demand Distance Vector Routing or Dynamic Source 
Routing can be used , because after some duration both the protocols show same 
behavior with respect to packet delivery ratio. The general observation from the 
simulation is that for application-oriented metrics such as packet delivery fraction Ad 
Hoc On-Demand Distance Vector Routing, outperforms Dynamic Source Routing in 
more “stressful” situations (i.e., smaller number of nodes and lower load and/or 
mobility), with widening performance gaps with increasing stress (e.g., more load, 
higher mobility). The result also indicates that as the number of nodes in the network 
increases Ad Hoc On-Demand Distance Vector Routing gives nearly constant 
throughput. Considering the overall performance of Ad Hoc On-Demand Distance 
Vector Routing it performs well with varying network size. Delay is high initially in 
AODV but after some time it is very low.  
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Abstract. Optimal Contrast enhancement for detection of masses and micro 
calcification of mammogram images using Contrast Limited Adaptive 
Histogram Equalization (CLAHE) based on local contrast modification (LCM) 
is presented in this paper. The LCM-CLAHE is proposed to highlight the finer 
hidden details in mammogram images and to adjust the level of contrast 
enhancement. The proposed method is tested for mammographic images from 
MIAS database. The performance of the proposed method is obtained using 
Peak Signal to Noise Ratio (PSNR). The results are compared with other 
standard enhancement techniques such as Histogram Equalization, Unsharp 
Masking (USM) and CLAHE. The experimental results of proposed method 
show that this method provides better contrast enhancement with preserving all 
the local information of the mammogram images. 

Keywords: Local Contrast Modification (LCM), Enhancement parameter, 
CLAHE, PSNR, USM, HE. 

1 Introduction 

In the present medical scenario detection of breast cancer in its early stage is a very 
immense challenge. Even with the advancement in medical technology it is complex 
to detect cancerous cells in its premature stage. Annual report on status of cancer 
reveals that one in eight women develops cancer in their lifetime and it is one of the 
major causes of death for woman in United States [1]. In breast cancer detection the 
critical part is a method to distinguish between normal tissues and cancerous tissues. 
Differentiating of this by human eye is very difficult. Mammography is the primary 
method in the detection of breast cancer, and it is an X-Ray imaging technique.  
Mammography is very effective method of finding breast diseases. Even with this 
effective method over 10 percent of the cancerous lesions are left undetected and also 
has the drawbacks like low contrast images [2].  

In order to deal with the low quality or low contrast X-Ray images, Image 
Enhancement is used. Image Enhancement helps in improving the quality and 
appearance of the image. Enormous research is being done in the image enhancement 
in medical field and various techniques has been developed which improved the 
image quality to a certain extend [3]. 
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2 Related Works 

Histogram Equalization (HE) is one of the popular  methods for contrast enhancement 
which modify the gray level histogram of an image to a uniform distribution [4]. But 
in many cases it produces over enhancement in output image and loss of local 
information which leads to insufficient medical details during diagnosis. To overcome 
these drawbacks, many variants of HE have been proposed [5-8]. 

In medical imaging (such as mammogram enhancement) local contrast are more 
important than global contrast. In such type of applications Global Histogram 
Equalization (GHE) is insufficient because it cannot deal with local features of 
original image due to its global nature. Adaptive Histogram Equalization (AHE) 
method will perform throughout all pixels in the entire image and maps gray level 
using local histograms, but it takes more time [5]. Pizer has proposed AHE in which 
the input image is divided into blocks and then the mapping functions are computed 
for those blocks using CLAHE [7].  

The standard CLAHE method produces over enhancement which results in the loss 
of some local information [9]. In order to overcome this limitation we have proposed 
LCM-CLAHE. This method will produce optimal contrast without losing any local 
information of the mammogram image which is most important for detection of breast 
cancer. The proposed method LCM-CLAHE consists of two stages of processing to 
increase the potentiality of contrast enhancement and to preserve the local details in 
the images. The details of the proposed method are presented in the next section.  

3 Proposed Method (LCM-CLAHE) 

Histogram Equalization uniformly distributes the intensity of the image .But it 
produces over enhancement in the output image which leads to the loss of local 
details in the mammogram images [9].AHE differs from the ordinary histogram 
equalization in the respect that HE generates only one histogram whereas adaptive 
method computes several histogram, corresponding to a distinct section of the image 
and uses that to redistribute the intensity values of image.AHE is a better 
enhancement method for medical images . However, it has a drawback of noise over 
amplification. CLAHE is a variant of AHE which reduces the noise amplification. 
Using CLAHE also we have found that it is also not so suitable for mammogram 
images of very fine details. In Histogram Modified (HM)-CLAHE the author have 
proposed global modification of histogram along with CLAHE [10].But in 
mammogram images local details are more important than global details for the 
detection of cancerous cells. So in the proposed method we have used a local contrast 
enhancement to highlight the fine details hidden in the mammogram image and an 
enhancement parameter to control the level of enhancement along with standard 
CLAHE. So incorporating LCM with CLAHE produces an optimal contrast 
enhancement with all local information of mammogram images which may not be 
obtained using Standard CLAHE. 
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Fig. 1. Flow chart of proposed LCM-CLAHE 

Figure 1 show the steps involved in the proposed method. The original image and 
the enhancement parameter is given as input to LCM .In LCM we modify the image 
to produce the finer details hidden in the mammogram image and that output image is 
give as input to CLAHE and CLAHE will further enhance the image with quality 
check. The quality check used in the proposed method is PSNR. The following 
sections will summarize in detail the theory of LCM, CLAHE and PSNR. 

3.1 Local Contrast Modification (LCM) 

The first stage in the proposed mammogram image enhancement method is applying 
local contrast enhancement on the input mammogram image. The function used in 
method is designed in such a way that it takes both global as well as local information 
to produce the enhanced image. The local information is extracted from a user defined 
window of size n×n pixels. The transformation function can formulated as given 
below 

 (1) 
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where g and f are LCM enhanced and input image respectively and E is the 
enhancement parameter, M is the global mean of the input image, m is the local mean 
and  σ  is the local standard deviation, E is a positive constant and value is in between 
0 and 1. The expression for local mean and standard deviation for the user defined 
window is computed as follows 
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After getting the local mean and standard deviation of all windows, we calculate the 
average of this and that value is used in equation (1) and (2). This method will 
highlight the finer details of mammogram images .The enhanced image after this 
method is given as input to CLAHE.  

3.2 CLAHE (Contrast Limited Adaptive Histogram Equalization) 

The CLAHE method has good tractability in choosing local histogram mapping 
function. This method divides the image into appropriate regions and applies 
histogram equalization to them. It modifies the intensity values of the image by 
employing a nonlinear methodology in order to maximize the contrast for all pixels of 
the image. The clipping level selection of the histogram reduces the undesired noise 
amplification. In the proposed method Local Contrast Enhancement process is the 
first step and then CLAHE is applied to Local Contrast Modified image. By selecting 
optimal clipping level in CLAHE and the enhancement parameter in Local Contrast 
Enhancement the proposed method achieves optimum contrast enhancement for the 
mammogram images. 

4 Experimental Results and Discussion 

This section presents the experimental results of the proposed method LCM-CLAHE. 
In this paper, the most popular image enhancement techniques like HE, USM and 
CLAHE techniques are chosen in order to validate the proposed technique. The Local 
Contrast Enhancement in the LCM-CLAHE method preserves the local information. 
Determining the optimum contrast enhancement without losing fine details is a very b 
challenging in mammogram contrast enhancement. With the Enhancement parameter 
E=0.4 and clipping factor=0.015 the proposed method achieves optimum contrast 
enhancement for mammogram images as shown in Table 1. 
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Table 1. Comparison of PSNR values produced by HE, USM, CLAHE and proposed method 
LCM-CLAHE 

Image 

PSNR 

HE USM CLAHE LCM-CLAHE 

mdb019 33.76 32.19 54.01 46.09 
mdb213 29.68 35.15 53.68 45.17 
mdb238 30.71 35.52 50.71 43.95 
mdb076 31.01 34.58 55.34 44.97 
mdb086 29.31 35.46 51.41 45.97 
mdb201 34.78 30.10 50.68 43.85 
mdb202 34.84 32.01 52.59 43.43 
mdb218 33.04 34.00 55.04 43.94 
mdb214 29.08 35.71 51.17 44.39 
mdb220 33.52 32.91 50.20 45.79 
mdb235 32.59 35.41 50.55 43.11 
mdb239 34 31.75 53.28 43.03 
mdb242 29.50 34.84 55.20 45.60 
mdb243 31.26 33.74 52.99 44.45 
mdb244 31.66 32.90 51.74 43.51 
mdb249 31.34 33.35 52.79 43.94 
mdb254 34.16 32.68 55.97 44.14 
mdb280 47.23 29.11 55.73 44.46 

5 Performance Measure  

An image is said to be enhanced if it allows the viewer to better perceive the desirable 
information in the image. The performance measure used here is Peak Signal to Noise 
Ratio (PSNR) [11]. The PSNR value of an image G with respect to the original image 
F, both of size M×N pixels, is calculated as shown below  

( ) ( ) 2
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=                               (6) 

 
Where Ms is the mean Squared Error given by Equation (5). 

From experimental result, it is clear that LCM-CLAHE provides an optimal 
contrast enhancement for image mdb235 (PSNR=43.11) without losing the finer 
information of original image where as for Unsharp Masking (PSNR=36.09), HE 
(PSNR=29.09) is not enhanced properly and CLAHE (PSNR=52.34) which shows 
over enhancement. 
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Fig. 2. Enhancement results for fatty mammogram image (mdb005) (a) original mammogram 
image  (b) Image Enhancement using Histogram Equalization  (c) Image Enhancement using 
USM  (d) Image Enhancement using CLAHE (e) LCM Enhanced Image (f) Proposed method 

 

Fig. 3. Enhancement Results of Fatty Glandular Mammogram images (mdb219) (a) original 
image (b) Image Enhancement Using Histogram Equalization (c) Image Enhancement Using 
USM (d) Image Enhancement Using CLAHE (e)  LCM Enhanced Image (f) Proposed Method 

6 Conclusion 

A new approach for image enhancement using Modified CLAHE based on local 
contrast enhancement has been presented in this paper. The proposed method 
provides a better contrast enhancement and information preservation of input 
mammogram image. The mammogram images enhanced using proposed method are 
satisfying both subjective and objective evaluation. The experimental results of LCM-
CLAHE show that this method is more effective without compromising contrast as 
well as original information.  All types of mammogram images like fatty, fatty-
glandular and dense glandular can be enhanced effectively using this method. 
Currently, work is under progress for amending the proposed method for other types 
of medical images. 
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Abstract. As the nodes are mobile in MANET, it is very difficult to find the 
location of destination. Several routing protocols have already been proposed 
for ad hoc networks. This paper suggests an approach to utilize location 
information to improve performance of routing protocols for ad hoc networks. 
By using location information, the proposed method limit the search for a new 
route to a smaller zone using the concept of request zone and expected zone of 
the ad hoc network..  

Keywords: MANET, Location Zones, LAR1, LAR2. 

1 Introduction 

Nodes within MANET are organized in different manners, they can be hierarchical or 
flat, they can move in any direction and speed, and communicate to each other by 
means of routing protocols. Recent availability of small inexpensive low power GPS 
receivers and techniques for finding relative coordinates based on signal strengths, 
and the need for the design of power efficient and scalable networks, provided 
justification for applying position based routing methods in ad hoc networks. To 
establish a data transmission between two nodes, typically multiple hops are required 
due to the limited transmission range. Although many routing protocols have been 
proposed, still needs some improvement.  

2 Routing Protocols in MANET 

Routing protocols are divided into three categories: Proactive, Reactive and Hybrid. 
In Proactive protocols each mobile node maintains a routing table where control 
packets are broadcast periodically across the whole network. In Reactive routing 
protocol, the routes are discovered only when needed. Hybrid routing protocols uses 
the advantages of proactive and reactive approaches. The hybrid protocols separate 
the network into two layers.  

There are two methods of transmitting data in position based protocols: greedy 
forwarding and directional flooding. GPSR (Greedy Perimeter Stateless Routing) is 
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an example of greedy forwarding where the next hop is the closest node in distance to 
the destination. LAR (Location Aided Routing) is an example of a directional 
flooding protocol [1]. To calculate the nodes position, there are two ways to do this. 
The nodes may use a GPS system. They estimate their (x, y) position using the 
distance formula  
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Where d= distance & θ= inverse tangent function to calculate angle.  
The second way is to use a directional antenna approach based on directional 

arrival and signal strength. 

2.1 Location-Aided Routing (LAR)  

This protocol is an approach that decreases overhead of route discovery by utilizing 
location information of mobile hosts. It uses location information and concept of 
request zone and expected zone. In LAR’s limited flooding, a node forwards a route 
request only if it belongs to the request zone and the request zone should include 
expected zone and other regions around the expected zone. Two LAR algorithms have 
been presented: LAR scheme 1 and LAR scheme 2.  

LAR scheme 1 uses expected location of the destination (so-called expected zone) 
at the time of route discovery in order to determine the request zone. The request zone 
used in LAR scheme 1 is the smallest rectangle including current location of the 
source and the expected zone for the destination. LAR scheme 2 uses distance from 
the previous location of the destination as a parameter for defining the request zone. 
Thus, any intermediate node J receiving the route request forwards it if J is closer to 
or not much farther from the destination's previous location than node I transmitting 
the request packet to J. Therefore, the implicit request zone of LAR scheme 2 
becomes adapted as the route request packet is propagated to various nodes. 

3 Proposed Methodology 

In order to reduce the area of searching destination node ELAR protocol uses a 
wireless base station (BS) that covers all MNs in the network. BS efficiently route 
packets among MNs, it keeps a Position Table (PT) that stores locations of all MNs. 
PT is built by BS through Broadcasting Small BEACON Packets to all MNs in the 
Network. Based on the AoA MN, BS can determine the network area in which each 
MN is located. Protocol first builds and updates Position Table in BS. If any node 
enter in the network area buildUpdate position table procedure is called to report 
position of the node to the BS. When S wants to send data to D, protocol will execute 
Data transmission procedure. 

BS divides the network into six areas as shown in Fig.1 
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Area ID   Range of angle θ 
1   0 ≤ θ < π/3 
2   π/3 ≤ θ < 2π/3 
3   2π/3 ≤ θ < π 
4   Π ≤ θ < 4π/3 
5   4π/3 ≤ θ < 5π/3 
6   5π/3 ≤ θ < 2π 

 

        Fig. 1. Area ID (1-6) 

Algorithm ELAR () { 
 
Thread (BuidUpdatePositionTable); 
While (1) { 

If ( a mobile node enters network area of the base station) 
  Thread (BuildUpdatePositionTable) 

If (source mobile node wants to send data to a destination mobile node) 
Thread (data Transmission); 

   }// end while 
}// end ELAR 

BuildUpdate Procedure 
 

•  Procedure starts  when A enter  in the Network range of BS. 

•  A send PosReq message with its X,Y  to BS. 

•  After receiving message BS will update PT 

•  Depending upon AoA BS send area ID, distance to node A 

•  Periodically procedure is repeated  
•  When MN stop sending packet then it is marked unreachable  

Data Transmission Procedure 

•  Node S request BS to initiates route discovery to D. 

•  BS check PT is out of date or not if yes then send small message to D for its 

new position. 

• Depending upon AOA BS find area ID and send msg to S 

•  If BS determines that S and D are not in the same area the data transmission 

done through BS.  

•  Else data transmission done without BS 
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4 Conclusion 

This protocol is an optimization to the LAR. Protocol makes significant reduction in 
the routing message by limiting the area of discovering a new route to a smaller zone. 
Control packet overhead is significantly reduced and the mobile nodes life time is 
increased. Position based routing protocols provide better scalability and performance 
by using geographical position to improve routing decisions & efficiency 
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Abstract. Enhancing features of mammographic image assists radiologists in 
the early detection of breast cancer. In this paper, an enhancement technique 
using selected modulus maxima of the Contourlet transform is employed to 
enhance the microcalcification features in mammographic image while 
simultaneously reducing image noise. Strong edge information corresponding to 
relevant features was retained based on a parent child relationship among 
contourlet coefficients at various levels. Simulations were carried out to 
examine the utility of the proposed technique in mammographic image 
enhancement. The mini – MIAS database was employed to test the accuracy of 
proposed method. Contrast improvement index, Peak Signal to Noise Ratio, 
Target to Background Contrast ratio and Tenengrad Criterion were considered 
for a evaluating the performance of the proposed methods.  

Keywords: Mammogram, Breast Cancer, Modulus-Maxima, Enhancement, 
Contourlet Transform. 

1 Introduction 

Breast cancer is one of the leading causes of cancer death among women. According 
to the statistics in 2010, the expected casualty due to breast cancer is about 39,840 [1], 
even though there is decrease in death rates since 1990. Mammographic image 
analysis is a complicated and difficult task which requires opinion of highly trained 
radiologists. Detection of microcalcification, a possible symptom of breast cancer is a 
complex task because of the inhomogeneous background and the high noise level in 
the images due to emulsion artifacts. Microcalcifications are tiny, granular, linear, or 
irregular deposits of Calcium Phosphate Hydroxide which appear as bright white 
spots with size ranging from 0.1–1.0 mm and an average diameter about 0.3 mm [2].    
The proposed algorithm makes use of the multiscale and directionality properties of 
the Contourlet Transform(CT) [3] to enhance clinically important microcalcification 
features in mammograms while suppressing artifacts such as those due to emulsion 
discontinuity. The performance of the proposed enhancement method is seen to be 
much better than the approach which employs the local modulus maxima of the 
Discrete Wavelet Transform (DWT), which is attributed to the directionality and 
anisotropy properties of contourlet transform. 
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2 Proposed Method 

With the multiscale and directional analysis of the contourlet transform, the proposed 
approach can effectively enhance sharp variation points indicating the possible 
occurrence of microcalcifications. Here we employ local modulus maxima of the 
directional filter bank outputs in the filter bank implementation of a multilevel 
contourlet transform. The impulse response of a contourlet coefficient in the 
directional subband after LP decomposition can be modeled as a smooth function 
which is oriented in the direction of the impulse response of the corresponding 
directional filter [4]. Edges can be defined as local sharp variation points of image 
smoothened by a smooth function [5]. These sharp variation points in the image can 
be characterized by the contourlet maxima. Clinically important microcalcification 
structures form edge features which are present at more than one level of resolutions 
in the contourlet decomposition whereas edges due to image artifacts are very fine 
structures that are significant at only the finest resolutions.  Accordingly, a tree is 
constructed based on the parent-child-cousin relationship [6] among contourlet 
coefficients at various levels. The modulus maxima in each directional subband are 
found out in the direction of orientation of the directional filter impulse response.  The 
tree retains only those modulus maxima that propagate to the coarser levels of the 
contourlet decompositions, while discarding those modulus maxima that exist only at 
the finer resolutions.  The contourlet coefficients on either side of the selected 
modulus maxima are boosted by a scale factor. Thus only the coefficients that 
correspond to significant edge features containing microcalcification features are 
enhanced. The inverse contourlet transform is performed with the modified 
directional subband coefficients to obtain an image with enhanced microcalcification 
features.  

3 Algorithm 

Step1) Computation of contourlet coefficients of image using Pyramidal directional 
filter bank (PDFB) decomposition in CT 
Step2) Discontinuities in each subbands in different levels are determined using 
corresponding modulus maxima. 
Step3) Coefficients that hold parent–child relationships from finer to coarser levels 
are retained and others are pruned out.  
Step4) Resultant coefficient values obtained from step 3 can be boosted by scaling 
and is added with coefficients obtained from step1. 
Step5) Assign coarse coefficients to zero. Apply PDFB reconstruction on boosted 
coefficients to get reconstructed image. 
Step6) Apply global threshold on coarse suppressed image to get segmented 
microcalcifications in digitized mammograms. 
Step7) Summing up of the result with the original image yields an enhanced image. 
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4 Results and Discussions   

The mini-MIAS mammographic database [7] was employed for benchmarking the 
proposed algorithm. Three levels of the Laplacian Pyramid with four levels of the 
Directional Filter Bank at each level of the LP decomposition were employed for  
the contourlet decomposition of the mammogram images. The PKVA filters [8] were 
employed for the Laplacian Pyramid and BIOR 9, 7 filters [9] were employed at the 
DFB stage. In order to evaluate the enhancement results of the proposed method, 
contrast improvement index (CII), the peak signal-to noise ratio (PSNR), Target to 
Background Contrast (TBC) and Tenengrad criterion(TEN) [4], [10] were employed.  
 

   

(a) (b) (c) 

   

(d) (e) (f) 

   

(g) (h) (i)

Fig. 1. The enhancement and segmented results of microcalcifications on selected ROI’s: (a) 
(b) (c) original ROI, (d) (e) (f) enhancement by the wavelet approach,  (g) (h) (i) enhancement 
by the contourlet approach using modulus-maxima 

Figure 1 shows the resultant reconstructed images obtained after the inverse 
contourlet transform using modulus maxima technique. The results are shown for the 
Mdb211, MDb245 and Mdb249 images from the mini MIAS database. Mdb249 is a 
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mammographic image having dense glandular background tissue with well-defined 
malignant microcalcifications. Mdb211 is a fatty glandular mammogram with a 
difficult to detect microcalcification cluster. Mdb245 represents a mammographic 
image with widely distributed calcifications. The result in figure 2 reveals that the 
proposed technique enhances the appearance of the microcalcifications against the 
surrounding dense tissue which may otherwise obscure these structures. On analysis 
of quality measures, the average TBc  and CII value of CT found to be two and four 
times better than that of DWT respectively. CT has got an average improvement of 
64% with the original compared to 29% of DWT for PSNR. Average TEN value of 
CT is 0.27% more than original while that of DWT is 0.26%. The average execution 
time for the proposed method is around 3 seconds.  

5 Conclusion   

In this paper, selected modulus maxima of the contourlet coefficients were employed 
for fast mammographic image enhancement. Directional subband coefficients on 
either side of the selected modulus maxima in the corresponding tree were boosted 
while the modulus maxima that exist at only the finest scales were suppressed. 
Relevant edge features including microcalcification structures were enhanced while 
image artifacts that exist at only the finest scales were suppressed.  Quality measures 
including CII, PSNR, TBc and TEN were calculated to determine the efficiency of the 
proposed method.  
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Abstract. The purpose of this effort is to outline the Software Configuration 
Management process for Banking and Financial Services Industry which 
enables the software project managers to manage the configuration items (CI's) 
that are appropriate for the project level as defined by the high level 
configuration risk assessment. It will provide for the creation and ongoing 
maintenance of the project plan component defined for the configuration 
management plan. This effort describes the processes and procedures used for 
these tasks: 

• Configuration level determination for the project 
• Identification of existing configuration items 
• Creation of configuration item's package 
• Tracking and Monitoring of configuration activities with recorded metrics 
• Closing down the project and archiving configuration metrics 

Keywords: Software Configuration Management, configuration items, process 
diagram for SCM process. 

1 Introduction 

This paper provides support for three levels of users:  

• First time users should be familiar with all of the information in this paper 
• Users with some experience in this process should follow the steps outlined 

in the Process Steps section 
• Experienced users should follow the information illustrated in the Process 

Flow section 

1.1 Benefits 

This process will allow the project manager, and supporting IT participants in the 
BFS Industry, to properly define and maintain configuration items (CI's) during the 
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project life cycle. The process will also provide the ability to gather, document, 
analyze, and report on configuration item metrics. It will provide for visible updates 
to CI's by all parties and reporting on the progress and current status of CI's being 
utilized by the project team and customers. [1]  

1.2 Interdependencies 

1.2.1 Project Management Policies 
This process should fully satisfy the section on Configuration Management in the 
BFS organization’s IT Management Plan statement. It should meet all of the stated 
objectives. [3] [5] [20] [4] 

SEI Capability Maturity Model Key Process Areas/Goals 
This process fully satisfies all of the key practices of the Configuration 

Management (SCM) which is a Level 2 (Repeatable Level) Key Process Area (KPA) 
of the Capability Maturity Model (CMM). [4] 

1.2.2 PMI PMBOK 
This process is in full compliance with the guidelines set down in the Project 
Management Institute's Project Management Book of Knowledge. Areas satisfied 
include Project Integration Management, Project Cost Management, and Project 
Communications Management [3] [5] 

1.2.3 Process Interdependencies 
This process is fully interdependent with the following processes: 

• Estimating Process 
• Project Planning Process 
• Software Quality Assurance Process 
• Requirements Development / Management Process 
• This process is fully dependent on the following processes: 

Requirements Development portion of the Requirements Development / Management 
Process: 

2 Process Description 

This process will define the roles and responsibilities of the project manager as well 
as the configuration control board (CCB) during the life cycle of the project. It will 
define key activities to be performed, measurements/metrics to be gathered, 
documented, analyzed, and reviewed, reviews or inspections to be performed, and 
verifications/validations of the tasks being performed by the configuration control 
board. [2] [6] 
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3 Activity Diagram 

3.1 Configuration Level Determination for the Project 

The first activity in the configuration management process is to define the level of 
configuration control to be maintained by the project team. This task is extremely 
important because it begins the creation of a critical piece of the Project Plan, which 
is the Configuration Plan. [11] [13] [17] [18] 

3.2 Configuration Level Determination Procedure Notes 

• Determine the level of configuration risk for the project using the Risk Level 
Determination Spreadsheet Template  

• Define when the work is to begin, how long it is estimated to last, and when 
the expected completion date is 

• Define any known assumptions to be taken into consideration in the creation 
and/or maintenance of configuration items 

• Define any known constraints that the Project Team must adhere to in the 
ongoing maintenance of the configuration items (CI's) 

• Define any dependencies which already exist or will exist by the introduction 
of new CI's into the overall configuration environment 

• Define any applicable standards that the project team will have to adhere to 
• Define the environment in which the CI's will exist (current infrastructure 

and architecture) 
• Define the current communications network and the expected reporting 

structure 
• Define the overall context of the work to be performed by the project team 
• Define the skill set required in order to perform the work requested 
• Define the tools to be used, if any, in the ongoing maintenance of the CI's 

3.3 Creation of Configuration Items Package 

The third step is to prepare the configuration package that will be maintained by the 
project team. This package should contain all of the information necessary for the 
project team to keep up with the current status of all new and existing CI's. The 
package will follow the project development through deployment. [11] [14] [16] [8] 

3.4 Creation of Configuration Items' Package Procedure Notes 

• Gather all information together which is part of the CI package 
• Review the CI package with the project team, the customer, and other 

interested parties (such as CCB and PMQA group) 
• Obtain the go ahead to submit the package for initial baseline 
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• Document and report on the status of the package created with the date, 
numbers and names of CI's, whether the CI is new or existing, the type of 
CI's, and whether the CI package is part of a light, medium, or heavy 
configuration 

• Update the Configuration Plan component in the Project Plan 

3.5 Tracking and Monitoring of Configuration Activities with Recorded 
Metrics 

The next step is to track the CI's as the project proceeds through the life cycle. This 
procedure should involve the project manager, the development team (whether there 
are internal or external resources being used), management, the customer, and the 
Configuration Control Board (CCB). [11] [10] [12] [7] 

3.6 Tracking and Monitoring of Configuration Activities Procedure Notes 

• Gather the information on every CI from the person(s) responsible for the 
creation and maintenance of the CI  

• Review the results on each CI with the team and the CCB 
• Gather metrics on the CI according to a predetermined set of guidelines 
• Document the metrics and keep the documentation in the project repository 
• Report on the metrics according to a predetermined schedule 
• Monitor the CI's as they pass from phase to phase in the Project Life Cycle 
• Report any variances in the CI metrics which are outside of organization or 

management defined thresholds 

3.7 Closing down the Project and Archiving Configuration Metrics 

Upon closing down the project, it is important to retain the information gathered and 
documented on the configuration items. This will assist the next   

Project team and project manager in determining what the status of the 
configuration items are when that project begins. [11] [9] [15] [8] 

3.8 Closing Down the Project and Archiving Configuration Metrics 
Procedure  Notes 

• When the project is complete, archive the metrics on actual numbers and 
types of CI's in the project repository archive. 

• Also archive any appropriate assessment results in the control of the CI's. 
• Archive any ratings, contacts, and other pertinent information useful in the 

selection of CI's for future projects in the project repository. 
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3.9 Entry Criteria 

This process assumes that the following processes or steps of the life cycle are 
complete before this process begins: 

• The SRF for the Project is complete 
• The identification of the location of the project in the repository is complete 
• The environment for the project has been identified 
• The current status of CI's in the environment has been documented and 

reported 

3.10 Inputs 

The following inputs are required (or are desirable to have) for the completion of the 
process: [1] 

• Project Level Selection Form 
• Risk Level Determination Spreadsheet 
• Configuration Plan 
• Initiation and Draft Scope Document 
• Requirements Definition Document 
• Initial Forecast and/or Preliminary Estimate 
• Assumptions, Constraints, and Dependencies Lists 

3.11 Outputs 

The following documentation is output from the Configuration Management  
Process: [1] 

• List of appropriate CI's in the Configuration Item Package to be deployed 
• Updated Project Schedule 
• Updated Configuration Plan 
• Updated Communications Plan 
• Updated Quality Plan 
• Updated Risk Plan 
• Updated Estimates 
• Updated Project Budget 
• Updated Training Plan 
• Updated Assumptions, Constraints, and Dependencies Lists 
• Updated Test Plan (indicating what CI's will be tested) 
• Completed Statement of Work for delivery to the subcontractor 
• Completed Request for Proposal 
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3.12 Exit Criteria 

The tasks to be performed following the completion of the Configuration 
Management Process are: [1] 

• Update the Project Plan 
• Complete a Project Review 
• Obtain an Authorization to Proceed 
• Make notations of configuration item status in the next status reporting 

period 
• Complete the Integration Process for the project 
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4 Roles and Responsibilities 

Role Responsibility 

Project Manager 
(PM) 

It is the responsibility of the PM to ensure that all configuration items 
for the project are signed off and ready to be submitted to the CCB. It 
is also the PM's task to review the selection of the CI's to be used. 
Finally, it is the PM's task to track the metrics for the CI's and report to 
management and the customer on the current status of all appropriate 
CI's and their baseline statistics. 

Senior Management It is the responsibility of Senior Management to review the CI Package 
that will be submitted for deployment. Senior Management must 
ensure that when the package is deployed, it is according to standards. 
It is also the responsibility of Senior Management to review the 
metrics on the CI's and to take corrective action if there are variances 
in CI metrics outside the agreed upon boundaries. 

Team Members It is the responsibility of the team members to advise the PM on prior 
CI utilization and what were the high and low points of the CI's 
durability and reusability. It is also the task of the team members to 
assist in keeping the CI's up to date to ensure that the CI's are 
performing at peak efficiency. 

Customer It is the job of the customer to also advise the PM on CI's and their 
content. There must be a strong customer relationship with IT. The 
customer can also advise on any specific constraints that should be 
placed on the CI's. 

Sponsor It is the responsibility of the Sponsor to provide oversight of the 
process of configuration administration. The Sponsor should review 
the performance of the CI's and provide feedback, through the Product 
Champion or other customers on their rating of the CI's effectiveness. 

Product Champion It is the responsibility of the Product Champion to ensure that CI's are 
fully documented in terms of the impact to the business that the CI 
might make. It is also their task to ensure that the CI's are as business-
friendly as possible. 

CCB It is the CCB's responsibility to read and understand the CI content, 
submitting an appropriate response to the project for their services. 
The CCB must also make the company aware of any conditions that 
might alter the relationship after the project is underway. The CCB 
must come up to speed as rapidly as possible on any business or 
technical disciplines required to perform their assigned tasks. 

SQA Assessment 
Group 

It is the responsibility of the SQA Assessment Group to review the 
projects periodically and have appropriate questioning about process 
on any interaction between the PM, customers, team, management, and 
the CCB. 



420 P. Kuttalam et al. 

5 Measurement and Analysis 

There are several appropriate metrics to be gathered, documented, analyzed, and 
reported during the configuration management process. The following information 
details those activities. 

5.1 Metrics 

• Number of CI's by type estimated 
• Actual number of CI's by type 
• Number of CI's created, enhanced, deleted 
• Number of CI's base lined 
• Hours estimated to create CI's 
• Duration hours estimated 
• Actual hours expended 
• Actual duration hours expended 
• Estimated staff FTE to create and maintain CI's 
• Actual staff FTE 
• Estimated costs to maintain CI's 
• Actual costs 

5.2 Collection 

• All actuals will be collected on a monthly basis or as required by the CCB or 
service provider. 

• All indirect costs will be collected on a monthly basis    
• All direct costs will be collected on a monthly basis or as required by 

management or the customer 

5.3 Analysis 

• Estimates versus actuals analysis and reporting will be performed monthly 
• Direct Costs versus budget analysis and reporting will be performed monthly 
• Indirect Costs versus budget analysis and reporting will be performed 

monthly 

5.4 Verifying Implementation 

The following steps will be taken to verify the successful implementation of the 
process: 

• Project Reviews 
• Peer Quality Reviews 
• Inspections 
• SQA Assessments 
• CCB Reviews 
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5.5 Training 

Training for the project manager, the team members, management, and the customer 
will be based on skills inventory and the requirements of the project.  

Training may consist of the following: 

• Introduction to CMM for Software 
• Project Management Fundamentals 
• Project Management Tools and Techniques 
• Estimating 
• Project Tracking and Oversight 
• Project Life Cycle 
• Process Based Management 
• Requirements Management 
• Configuration Management 
• Project Integration 

5.6 Tools 

The tools that are available for assisting in the tracking of the CI's used by the project 
are: 

• MS Project 2000 (for planning and tracking work performed) 
• MS Excel (for recording and reporting metrics) 
• MS Word (for recording and reporting metrics) 
• Mainframe CI librarians (Endevor, CA-Librarian, Panvalet, etc) 
• Client/Server librarians (PVCS, Source Safe, etc) 

6 Glossary 

Configuration Item or CI refers to the fundamental structural unit of a configuration 
management system. Examples of CIs include individual requirements documents, 
software, models, plans, and people 

Baseline: A baseline may be a single work product, or set of work products that can 
be used as a logical basis for comparison. 

Banking and Financial Services (BFS): Banking and Financial Services (also 
known as BFS) is an industry name. This term is commonly used by IT/ITES/BPO 
companies to refer to the services they offer to companies in these domains. Banking 
may include core banking, retail, private, corporate, investment, cards and the like. 
Financial Services may include stock-broking, payment gateways, mutual funds etc. 
A lot of data processing, application testing and software development activities are 
outsourced to companies that specialize in this domain. 

Business: Generic name of the departments that require and use the Technology 
applications and systems to process information as required for their respective 
business purposes. 
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The Capability Maturity Model (CMM) (a registered service mark of Carnegie 
Mellon University) is a development model that was created after study of data 
collected from organizations that contracted with the U.S. Department of Defense, 
who fund the research. This model became the foundation from which CMU created 
the Software Engineering Institute (SEI). Like any model, it is an abstraction of an 
existing system. 

Metrics: A unit of measurement (such as source lines of code, effort days, project 
cost vs. estimates or document pages of design). 

Process: A sequence of actions, changes, or functions, for example, the software 
development process, that achieves an end or result. 

Project: All activities required to complete an approved undertaking (i.e., Business 
Case) that are usually engaged in by a team, to produce a finite, one-time result. 

A Project Plan, according to the Project Management Body of Knowledge, is a 
formal, approved document used to guide both project execution and project control. 
The primary uses of the project plan are to document planning assumptions and 
decisions, facilitate communication among stakeholders, and document approved 
scope, cost, and schedule baselines. A project plan may be summarized or detailed. 

Risk: Any event that may negatively affect the delivery of work products or 
completion of a milestone. From a project perspective, a risk is defined in terms of the 
likelihood of an event occurring that may affect the delivery and/or expected results 
of the project. 

Risk Acceptance Register: A document completed when a Lifecycle deliverable, 
that had been previously agreed to be produced, will now not be produced. 

Risk Assessment is the determination of quantitative or qualitative value of risk 
related to a concrete situation and a recognized threat (also called hazard) 

Software Configuration Management (SCM) is the task of tracking and controlling 
changes in the software 

Software Metrics is a measure of some property of a piece of software or its 
specifications. 

SQA: Software Quality Assurance: An independent, dedicated, planned and 
systematic means for assuring management that defined software related standards, 
practices, procedures, and methods are applied to produce a software product that 
satisfies customer requirements. 

7 Acronyms 

SCM Software Configuration Management 
CI Configuration Items 
CWR Configuration Work Request 
SQA Software Quality Assurance 
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Abstract. OFDM has gained considerable attention in the last few years. This 
Research work is the hardware simulation of Van de Beek  algorithm in VHDL. 
It is designed in hardware descriptive language ,synthesized and simulated to 
obtain the timing and frequency offsets using XILINX ISE 10.1.The cyclic 
prefix is exploited at the receiver end to obtain the start of the frame using the 
argmax function. 

Keywords: OFDM, Cyclic prefix, timing offset frequency offset, channel 
estimation. 

1 Introduction 

Orthogonal Frequency Division Multiplexing (OFDM) is the basis of some WLAN 
and WiMax air interfaces. It also has been proposed for use in next generation cellular 
systems such as Super-3G and HSOPA (High Speed OFDM Packet Access) in the 
3GPP standards group. OFDM has a number of advantageous features, such as good 
tolerance to multi-path fading and inter-symbol interference (ISI). By using a number 
of sub-carriers, the symbol length can be kept long and a guard period (the cyclic 
prefix) used to mitigate ISI(2). Data is allocated to a number of sub-carriers so that 
any nulls in the frequency domain do not knock out a whole allocation. This gives 
forward error correction (FEC) a greater chance to recover the data in the receiver. 

2 OFDM System 

The complex data symbols xk are modulated on N subcarriers by an inverse discrete 
Fourier transform (IDFT) and the last L samples are copied and put as a preamble 
(cyclic prefix) to form the OFDM symbol [s0…….. sN+L-1](4). This data vector is 
serially transmitted over a discrete-time channel, whose impulse response is shorter 
than L samples. At the receiver, the cyclic prefix is removed and the signal r(k) is 
demodulated with a discrete Fourier transform (DFT). 

The insertion of a cyclic prefix avoids ISI and preserves the orthogonality between 
the tones, resulting in the simple input-output relation. 
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Fig. 1. OFDM System 

 yk = hkxk + nk                     k= 0…………. N -1. 

The uncertainty in the arrival time of the OFDM symbol is modelled as a delay in the 
channel impulse response, i.e., ±(k ¡ µ), where µ is the integer-valued unknown 
arrival time of a symbol.  

The uncertainty in carrier frequency due to a difference in the local oscillators in 
the transmitter and receiver gives rise to a shift in the frequency domain. Such 
behaviour is modelled as a complex multiplicative distortion of the received  
data, with a factor,where ∈/  " denotes the difference in the frequency of the 
transmitter and receiver oscillators as a fraction of the inter-carrier spacing. Hence, 
the received signal is 

                                       ( ) = ( ) ∈/   

 

Fig. 2. OFDM System Model 

This channel model is shown in Figure 2. This system model is also a special case of 
the signal model shown in Figure 1. The goal is to estimate θ and  ε from the 
observation signal r(k)(8). 

3 Cyclic Prefix  

Transmitting a cyclic prefix of the data during guard interval transforms the linearly 
convolutive channel into circularly convolutive channel. Hence, the channel 
equalizations problem is simplified. Specially, channel equalizations in the frequency 
domain can be done using one tap filters. This is because cyclic prefixing makes the 
channel matrix circulant, which is diagnosed by IDFT and DFT operations(11).  
 



426 S. Minal and K. Kavita 

The added guard interval and its effect reducing the ISI as shown in the figure The 
OFDM demodulation must be synchronized with the start and end of the transmitted 
symbol period. If it is not then ISI will occur (since information will be decoded  
and combined for two adjacent symbol period) and ICI will also occur because 
Orthogonality will be lost. The guard interval helps to solve this problem. 

With a cyclic extension the symbol period is prolonged but it represents slightly 
extended frequency spectrum. As long as the correct no of samples are to be taken for 
decoding, they may be taken from anywhere within the extended symbol. Since a 
complete period is integrated, Orthogonality is maintained.  

Therefore both ISI and ICI are eliminated. Although the cyclic prefix introduces a 
loss in SNR. This may be considered as a small price to pay to mitigate interference. 
Note that some bandwidth efficiency is lost with addition of the guard period, but the 
advantages that we get are many and hence compromising solution is required 

4 Algorithm 

The WiMAX OFDM preamble is defined differently for the uplink and the downlink. 
The specification also defines variants for doing initial ranging on the downlink. In 
this case, the time domain signal has a repeated pattern. The long preamble, used for 
downlink ranging, consists of a 4x64 pattern symbol, where a 64-sample pattern is 
repeated 4 times. The uplink uses a short preamble with just a 2x128 pattern 
symbol(3). These preamble symbols all have the usual cyclic prefix attached.The 
pattern of the preamble is like this 

 

Fig. 3. Block diagram of the algorithm 
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Fig. 4. Preamble 

5 Data Flow 

The received signal is r(k) =a+bj 
This algorithm data flow consists of three parts- 

ms1=   ∑ (  + r(k)  

(N =256) 
ms2=   ∑ ∗( ) ( ) 

ms1 and ms2 are compared to get the maximum value ie; argmax. 
Here even the start of the frame is detected when the cyclic prefix is correlated 

with the data sequences from which it was extracted(3). 
ms3=   ∑ ∗( ) ( ) 

Here (N=64) and ρ (SNR) is set to 1. 
In IEEE802.16-2004 the cyclic prefix can be 64, 32, 16 or 8 samples long(4). The 

correlation with delay 64 is used to calculate an angle that is used only when the 
magnitude of the difference between ms1 and ms2 reaches a maximum (argmax). 
This operation ensures that the frequency offset calculation is done at the best time, 
i.e., when the correlation over the actual received symbol cyclic prefix is complete(5). 
Synthesis and simulating the algorithm in VHDL. 

The algorithm is simulated in VHDL (VLSI Hardware Description Language).The 
RTL design structure has been obtained and is as follows 

 

Fig. 5. RTL outputs 

 Cyclic 

prefix 
            

6 256 
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6 Estimating the Timing and Frequency Offsets  

As per the algorithm the received  signal is r(k) which contains both real and 
imaginary parts. It is divided into three parts .  

The first part is multiplied by 
ρ   and the mod of the square of both real and 

imaginary parts.  
The second part is delayed by 256 bits and multiplied by 

ρ   and the mod of the 

square of both real and imaginary parts.  
Both the first and second part are added to form ms1(moving sum 1).From the 

second part which is delayed with 256 bits a portion is separated and its complex 
conjugate is taken and added with r(k) to form ms2.  

The third part of r(k) is delayed by 64 bits and one part of this is again taken out to 
calculate its complex conjugate and added with r(k)to form ms3. 

Now ms1 and ms2 are compared to find the start of the frame by detecting the 
maximum peak of the received signal. Here the signal is correlated with its own 
subpart so that of the frame is detected. Also shown in the equation that 
r(k)=r(k)*r(k+n).The max value is the argmax . At this value the frequency offset is 
calculated. The maximum value and ms3 are compared to get the frequency offset(3). 

7 Results 

The following outputs for the estimation of frequency offsets  are obtained after 
simulating and synthesis of the algorithm for two type of delays ,128 and 256.The 
output obtained are as follows. 

The values of angle is .0005457 for delay of 128 bits and .00034232 for delay of 
256 bits.hence it is inferred that as the delay increases the performance of this 
algorithm also optimizes to a better valu of frequency offset. 

 

Fig. 6. Output for delay of 256 bits 
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Fig. 7. Output for delay of 128 bits 
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Abstract. Analysis and matching of Dot Patterns is necessary for many of the 
image analysis and pattern recognition problems. The paper has stated and used 
local binary pattern for extracting the Dot pattern image features. It has also 
stated that only the more discriminated features can be retained by discarding 
the less discriminated features using Genetic Algorithm. The optimized features 
obtained can be used for matching the dot patterns using Euclidean Distance. 

Keywords: Dot pattern, Local Binary Pattern, Genetic Algorithm. 

1 Introduction 

In processing visual information one often encounters dot patterns instead of gray or 
color images. A dot pattern is a set of points in 2-D or 3-D space arranged to represent 
objects in the feature space. For example, objects in an image are often represented by 
their spots, corners, etc. Pattern recognition procedures like classification and 
clustering operate on dot patterns. The nighttime sky is a natural dot pattern.   

Processing a dot pattern (DP) is useful and important in pattern recognition. Dot 
patterns encountered in various problems include points in feature space [1], pixels in 
a digital image [2], physical objects like stars in the galaxy [3] or spatial data [4,5]. 

 Sample Dot Patterns 

  

Fig. 1. A Dot Pattern image Fig. 2. A Dot Pattern image Fig. 3. A Dot-Pattern image 

Genetic Algorithm (GA) is one of the optimization algorithms. GAs are used to 
find an optimal subset of features from a set of features for a particular problem [10].  

Dot Pattern Matching (DPM) is important step in many of pattern recognition 
problems. Some of the application areas concern image registration, object 
recognition, objects tracking, remote sensing, biomedical imaging etc [6, 7]. 

A simulated annealing technique was used in dot pattern matching [8]. Zhang et. 
al. [6] employed genetic algorithm for dot pattern recognition and used the reference 
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triplet points as the chromosome representation that reduced the search space 
significantly. The effective use of Genetic Algorithm (GA) in dot pattern recognition 
is also reported in various literatures [6]. 

The paper is organized as follows. The following section has described about local 
binary pattern used for image feature extraction which can be optimized by genetic 
algorithm. Section 3has described in detail about Genetic Algorithm. Section 4has 
described about Euclidean distance for pattern matching. Section 5 gives partial 
implementation details. Section 6 concludes the paper.  

2 Dot Pattern Feature Extraction 

2.1 Local Binary Pattern 

LBP [9] is a gray-scale texture operator which characterizes the spatial structure of 
the local image texture. Features of an image are first extracted from LBP in the form 
of histogram only. Given a central pixel in the image, a pattern number was computed 
by comparing its value with those of its neighbourhoods. 

, = ∑ 2                                            (1) ( ) = 1, 00, 0                                                      (2) 

For example, LBP pattern 00000000 has a U value of 0 and 01000000 of 2. The 
uniform LBP has limited transition or discontinuities (U<=2)[9].  

2.1.1  Rotation Invariant Variance Measures (VAR) 
A rotation invariant measure of the local variance can be defined as [9]  

, = 1 ∑ ( )        (3)    = 1 ∑   

2.1.2  LBP Variance (LBPV) 
LBPP,R=VARP,R is powerful because it exploits the complementary information of 
local spatial pattern and local contrast [9]. However VARP, has continuous values and 
need to be quantized. The LPBV descriptor proposed here offers a solution to the 
problems of LBPP,R=VARP,R. The LBPV is a joint LBP and contrast distribution 
method. LBPV gives features of an image in the form of a histogram. We have 
computed the LBPV histogram by the following equations 

,  ( ) = ∑ ∑ ,   ( , ), , ∈ 0,                            (4) 

, ( , ), =  , ( , ), ,  ( , ) =0                                                           (5) 

The ideal feature selection technique removes features that are less discriminative. 
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3 Dot Pattern Feature Selection (Using Genetic Algorithm) 

Genetic Algorithm (GA), first introduced by John Holland, is based on the principles 
of natural selection. To solve a problem, GA maintains a population of individuals 
and modifies it by operators such as selection, crossover and mutation, to get an 
optimal solution.Genetic Algorithm will be used for retaining only the features that 
have high discriminative power. To describe GA for optimal feature selection, 
consider the feature vector in Fig. 4.  

[30  16  24   161   21  212 …..]   

Fig. 4. Sample feature vector 

Furthermore, consider the vector shown in Fig. 5 as a candidate real-coded mask. 

[0.5  0.1  0.7  0.2  0.8  0……] 

Fig. 5. Real-coded feature mask 

For optimal feature selection a threshold value of 0.5 is used to create a binary 
coded candidate feature mask which will be used as condition for masking features. If 
the random real number generated is less than the threshold (0.5 in this case), then the 
value corresponding to the real generated number is set to 0 in the candidate feature 
mask vector or 1 otherwise. Fig. 6 shows the candidate binary coded feature mask.. 

[1  0  1  0  1  0….] 

Fig. 6. Binary coded candidate feature mask 

Figure 7 shows the result of the features in Figure 4 when feature masking (Figure 
6) is applied to a feature vector of figure 1 

[30  0   24   0   21   0............] 

Fig. 7. The Resulting feature vector after feature masking 

4 Dot Pattern Matching 

The dot pattern images are matched for similarity scores based on their features. We 
have used Euclidean distance to perform matching between two or more Dot 
patterns.The Euclidean distance is the distance between two points that one would 
measure with a ruler, and is given by the Pythagorean formula In Cartesian 
coordinates, if = ( , . , ) and = ( , , . )then distance d is ( , ) = ( , ) = (( ) ( ) ( ) )           (6) 
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5 Results 

Dot pattern image feature extraction using Local Binary Pattern: 

     

Fig. 8. Dot pattern image                           Fig. 9. Histogram of extracted features 

Extracted Features: 49.04, 56.44, 0, 0, 54.04, 0, 43.03, 0, 0, 0, 0, 55.95, 0, 63.47, 0, 
80.33, 0, 0, 0, 0, 0, 0, 46.39, 0, 53.30, 0, 73.59, 0, 12.66, 0, 0, 0, 0, 0, 0, 0, 0, 71.11, 0, 
74.80, 0, 9.35, 0, 0, 0, 0,0, 0, 77.88, 0, 13.23, 0, 0, 0, 0, 10.30, 0, 771.40, 512.00     

 

Fig. 10. Dot pattern image               Fig. 11. Histogram of extracted features 

Extracted Features: 68.66, 47.10, 0, 0, 36.49, 0, 34.96, 0, 0, 0, 0, 42.62, 0, 26.20, 0, 
142.43, 0, 0, 0, 0, 0, 37.73, 0, 39.13, 0, 180.08, 0, 18.92, 0, 0, 0, 0, 0, 0, 0, 0, 33.62, 0, 
175.73, 0, 20.56, 0, 0, 0, 0, 0, 0, 124.14, 0, 16.43, 0, 0, 0, 0, 18.56, 0, 998.83, 582.90. 

Euclidean distance for first image, with itself=0, with second image=178.7756. 
Euclidean distance for second image, with itself=0, with First image=178.7756 

6 Conclusion and Future Work 

Dot pattern matching is important in image analysis. This paper used LBP for dot 
pattern feature extraction and Euclidean distance for finding image similarity. The 
features will be optimized by GA and then the matching will be performed using 
Euclidean distance. In future character recognition of English alphabets in Dot form 
will be performed by these methods for which the input sets have been prepared.  
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Abstract. This paper describes VNC client-server application for mobile 
operating system based devices. Virtual network computing (VNC) based 
architecture for accessing the desktops of remote computers from a cellular 
phone. A viewer is provided on the cellular phone that enables the user to see 
and manipulate the desktop of various remote systems such as Windows, 
Macintosh, and Linux. The system to be accessed must be running a VNC 
server and it must be attached to a network. VNC protocol was chosen due to 
multitude of client application on variant platforms and open specification. 

Keywords: TCP/IP, Linux, Windows, Macintosh, Symbian/Bada OS, VNC, 
Smart cell phone. 

1 Introduction 

A Smartphone viewer/user is provided on the cellular phone that enables him to  
see and manipulate the desktop/laptop of various remote systems such as Windows, 
Macintosh and Linux. User can access their system from anywhere in the world 
anytime with more security and that too with graphical support that is the  
main objective of our paper. The virtual network computing system is a thin client 
system. 

2 VNC System Overview 

VNC system is a simple protocol for remote access to graphical user interfaces. It 
works at the frame buffer level and therefore applies to all operating systems, 
windowing systems, and applications—indeed to any device with some form of 
communications link. The protocol will operate over any reliable transport such  
as TCP/IP. A VNC system consists of a client, server and communication protocol. 
Here the mobile is the VNC client and our linux/windows/mac system is the VNC 
server. 
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3 VNC-Based Architecture  

To achieve the above-mentioned goals while at the same time considering portability 
and generality, we propose a VNC based architecture. VNC is an implementation of a 
remote display system based on a Remote Frame Buffer (RFB) protocol. 

3.1 Structure  

Figure 1 depicts the VNC architecture. It consists of VNC servers running on one or 
more remote computers,  

 
                                   VNC server                                          MVNC viewer 

Fig. 1. VNC based architecture 

A MobileVNC (MVNC) proxy and a MVNC viewer on a cellular phone. A VNC 
server sends a remote desktop display as bitmap images in RFB protocol. A MVNC 
proxy converts (crops, shrinks and resample) the display image and then transfers the 
converted image to a MVNC viewer in response to a user request that was received 
from that MVNC viewer. The transfer is performed in our own CRFB (RFB), our 
simplified RFB protocol. Then, the MVNC viewer displays the transferred images. 
Key events received by the MVNC viewer are transmitted to a MVNC proxy that 
coverts them and sends them to the server. When the user first tries to connect to a 
remote computer, he must specify his user name and password for authentication as 
well as the host name of the computer that is running a VNC server. If authentication 
succeeds, the MVNC proxy establishes a session with the VNC server and the MVNC 
viewer starts user services. To suppress network traffic, encoding is changed 
depending on contexts. Usually, colored display images are transferred from the 
MVNC proxy to the MVNC viewer. However, while the user is manipulating the re-
mote desktop, such as scrolling and moving the pointing device, the display images 
are gray-scaled to reduce the number of bytes required to encode the image.  

3.2 Maintaining the States of a Session  

In order to recover quickly from an unscheduled disconnection, the MVNC proxy 
maintains its own database containing each session’s unique information such as the 
user name, the password, the target host name, and other internal states.  

When it is first connected to a MVNC viewer, the MVNC proxy searches its own 
database using the user name and the target host name pair as a key. It determines 
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whether or not there has been any previously established session. If such a session did 
exist, the proxy restores the stored states. A session’s state in the proxy is discarded 
when the user explicitly terminates it on the viewer.  

4 Simulation Result 

We have taken a thin client usage session offline by storing the sequence of graphical 
updates. This session consisted of, starting from the desktop background, opening 
Open Office writer, typing a text, closing down the office program, opening an 
internet browser, performing a Google search, followed by visiting the homepage of a 
local newspaper containing multimedia content (in the form of  banners) which was 
scrolled down to the bottom. Finally the browser was closed, ending the trace with the 
desktop background again. 

 

Fig. 2. Number of bytes differing between subsequent frames in a thin client computing session 

We have computed the byte-per-byte differences between subsequent full screen 
frames (in uncompressed format). We have taken the number of different bytes as a 
measure for the resemblance between frames. Figure 2 presents these difference 
frames, which show a spiked path. The peaks are interpreted as big differences 
between two subsequent frames. Generally speaking these peaks are followed by a tail 
of frames that do not differ much from their predecessor. Through a matrix of mutual 
distances, we were able to identify the optimal combination of a predefined number of 
cache frames, indicated by squares in figure 2. Optimal cache frames are those that 
combined; result in the smallest distance to the complete sequence. After visual 
inspection we found that the optimal cache frames represented the applications that 
were executing, i.e. the desktop background, the office program, the Google startup 
page and the homepage of the local newspaper.   

4.1 Compression Factors and Difference Frames  

We cannot simply state that the raw byte size of an image is a straight guideline for 
the compressed byte size. A lot depends on the content of the image. This is why it is 
difficult to predict the bandwidth gain of encoding difference frames from the cache 
in function of the bandwidth used by coding the frames themselves. 
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Fig. 3. Compression factor for varying image sizes 

5 Conclusion 

In this paper we are going to develop VNC client/server application for Smartphone. 
This application is the first step to develop complete automatic test environment 
dedicated to test mobile application with graphical interface. The next phase will be to 
develop scriptable VNC client able to process file with test sets, generates through 
VNC protocol events and capture screenshots. We have proposed a system to 
remotely access a computer desktop using a Smartphone, despite the physical & 
bandwidth limitations of cellular phones. The system has VNC based architecture for 
accessing a remote desktop from Smartphone. We have to implement a prototype for 
this system using J2ME and check the operation on Java enabled cellular Smartphone. 

Acknowledgments. The author is extremely thankful for the respected guide 
Prof.K.P.Chaudhari for their encouragement.  
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Abstract. In mobile large heterogeneous network we have to service different 
type of users working on different platform and different type of hardware at 
different geographic locations. Network application distributed on a 
geographical area, may be used for simulations, processing and analyzing data, 
and visualizing results. We can provide priorities to these applications. Our 
proposed protocol, called AODV-PP, improved AODV in Priority models and 
in Power consumption. We also measure performance indicators for some 
metrics, such as throughput, energy, end-to-end delay, network lifetime, time 
required for the first node to die and number of times nodes tried to save 
battery.   

1 Introduction 

A major drawback of all existing ad hoc routing protocols is that they do not have 
provisions for conveying the energy and priority and/or quality of a path during route 
setup. Hence they cannot balance the load on different routes therefore we have taken 
Priority and Power into consideration [1].  

In this paper, we proposed a new variant of AODV routing protocol, called 
AODV-PP, which performed some improvement based on priority models and energy 
consumption [5, 12].  

2 Literature Review  

2.1 Optimized AODV 

In [1, 4, 9] provided a very comprehensive and in depth survey about the QoS of 
routing in MANETs. Their papers offer a recent survey of major contributions to the 
MANETs routing protocols published in the period of 1997-2010. It discussed about 
the QoS routing metrics, protocols and the factors that affect the performance of 
protocols, created the classification of protocols. Next, Thathacar et al. [16] presented 
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variety of views on the learning automata as an alternative optimization algorithm. 
According to RFC3561 [13] AODV protocol still has many weaknesses [18, 19]. 

2.2 AODV with Energy Model 

Very small amount of routing proposals have focused on the energy constraints of 
wireless nodes. Such nodes dying adversely affect the operational life time of ad hoc 
network. First, many applications where the dying nodes are the communication end 
points will fail. Second, even when the dying nodes are not the communication end 
points, network connectivity will become sparser and network partition becomes more 
likely. The goal of our protocol is routing or re-routing around nodes low on battery 
power as far as possible. This will prolong the network lifetime [10, 17].  

Gupta N and Samir R. Das studied “Energy-Aware On-Demand Routing for 
Mobile Ad Hoc Networks” [6]. They took two-step approach to design the adaptive 
energy-aware protocol. First, the nodes were classified according to their remaining 
battery energy. Second, a new cost function was used as routing metric taking into 
consideration both the hop-wise distance and the battery levels of the nodes. They 
classified the nodes into three zones according to their energy zones (battery power). 

In [15], 2008, introduced in their paper, a mechanism involving the integration of 
load balancing approach and transmission power control approach to maximize the 
life-span of MANETs. The mechanism is applied on Ad hoc On-demand Vector 
(AODV) protocol to make it as energy aware AODV (EA_AODV). 

In these algorithms only one parameter of battery is taken care of by any 
intermediate node. This is taken as challenge and drawbacks are removed in our 
proposed AODV-PP algorithm which considers the minimum battery of all 
intermediates node lies between source and destination along-with the remaining 
battery power of the path. 

2.3 Priority 

Dola S S R, Bandyopadhyay S, Ueda T and Tanaks S in IEEE Communication 
Society, 2004, [14] have proposed a scheme for supporting priority-based QoS in 
mobile ad hoc networks by classifying the traffic flows in the network into different 
priority classes, and giving different treatment to the flow-rates belonging to different 
classes. They have adopted a control-theoretic approach to adaptively control the low-
priority flows so as to maintain the high priority flow-rates at their desired level.  

Alia A, Jamil Y. K and Mahata K [2] in 2011 supported that priority based packet 
transmission techniques commonly used in communication networks to support 
multimedia services. Their paper introduces a novel two stage traffic prediction and 
type of service based priority technique for an infrastructure based Wireless Local 
Area Network. The developed algorithm alters the priority of transmission queues and 
services in a radio access network based on the predicted traffic volume and the 
conventional type of service priority technique.  
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3 Description of Proposed Protocol 

MANETs are power constrained since nodes operate with limited battery energy. To 
maximize the lifetime of these networks the remaining energy in each mobile node 
must be very well managed. Assuming that all nodes start with a finite amount of 
battery capacity, AODV-PP presents a new on demand routing protocol for mobile 
Ad Hoc networks with an energy management and priority that balances the route 
inside the network in order to increase the battery lifetime of the nodes and hence the 
overall useful life of the Ad Hoc network.  

The aim is to modify AODV that has capability to determine battery of 
intermediate node along with the remaining battery on path and to also include the 
priority of the application. These parameters are adjusted by modifying the RREQ, 
RREP and RERR packets. In proposed AODV-PP checks the battery of all the 
intermediate nodes. Here if a new path is available where minimum battery of all 
intermediate nodes is specifically more than the minimum battery of any one 
intermediate node of present path. Then the new path is selected and the present path 
is dropped, hereby increasing the network lifetime as a whole.  

Also, if the minimum battery of available and new path is almost same then we 
check the “Average Remaining Battery on Path” of both the paths. If “average 
remaining battery on path” of new path is specifically more than the “average 
remaining battery on path” of present path. Then this new path is selected. This also 
increases the network lifetime of the whole network. 

Once path is established all the intermediate nodes check the priority of the packet 
sent. If the priority is low or moderate then after depleting specified percentage of 
battery the intermediate node informs the source that it is leaving the path. Now the 
source will reselect the path. Therefore, network life time is increased by distributing 
the route among nodes homogeneously to make sure that some nodes are depleted of 
their battery more than the others does not arise. 

The algorithm route discovery process in AODV-PP is as follows: 

1) Find the energy level of the route. 
2) Calculate the average route energy of route and the battery power of lowest 

charge node. 
3) Select and reselect the path accordingly. 
4) Select the high average energy route for data transmission. 
5) Check the priority of applications and take decision of leaving existing path 

based on battery depletion. 

4 Simulation Environment and Parameters 

We have used EXata/Cyber 1.1 for our simulations for comparison of AODV and 
modified AODV protocol (AODV-PP) with Priority and Power Efficient parameters. 
The study used 50, 100, 150, 200 and 250 nodes in a grid of dimensions 1500x1500m. 
The study runs each simulation for 2500 sec. The system used a Constant Bit Rate 
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(CBR) source as the data source for each node. Each source node transmitted packets 
with a packet size of 512 bytes. The position of the nodes is arranged according to the 
random waypoint model. The antenna used is omni directional. Linear battery model 
has been implemented according to Gaussian distribution (from website random.org) 
with mean charge value of 5.0 and standard deviation of 1.0 and depends upon the 
number of nodes in the scenario. 

Performance Metrics: We use the following performance metric to evaluate the 
effect of each scheduling algorithm:  

− Average throughput: It is defined as the ratio of total packets received to the 
simulation time. 

− Energy consumption is the energy used for various node density and speed. 
− First node dies: This battery parameter calculates the time required for the first 

node to die in the network. It is measured in seconds. 
− Number of times node tries to save battery: In AODV once route is established 

the node does not try to save battery. In AODV-PP node tries to save battery by 
changing the established route. 

5 Result and Analysis  

In this research paper, we evaluate the performance of AODV-PP routing protocol in 
WiMAX environment. The first case study is large heterogeneous environment with 
45 percent Ad hoc nodes 45 percent infrastructure nodes and 10 percent Wimax 
nodes. We did the comparative study of AODV-PP along with the standard AODV 
routing protocol. In the second case study we had all ad hoc nodes. 

Based on the simulations we can conclude that using power awareness to find 
routes is very beneficial because the difference in battery consumption between 
various nodes is reduced. This typically means longer network life and longer time to 
node failure. The study also gives priority to the data packets for better and fast 
communication. The following performance analysis graph shows that AODV-PP 
generates good results. 

AODV-PP performs better in case of first node dies as compare to AODV. The 
result of this is more network life time of MANET. 

  

Fig. 1. Analysis of Time required for the node
to die Vs number of nodes 

    Fig. 2. Analysis of Time required for the 
node to die Vs number of nodes 
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Time required for the first node to die is better in both the case studies. These 
values are represented in Figure 1 and Figure 2. It is evident that the lifetime of the 
network is improved using AODV-PP. 

The throughput is increased in most of the cases. As overall network life time is 
increased the throughput is also increased in most of the circumstances. 

 

Fig. 3. Anlysis of throughput Vs number of 
nodes 

     Fig. 4. Anlysis of throughput Vs number of 
nodes 

In Figure 3 and Figure 4 throughput is represented. Even if throughput is 
decreased, it is observable that it is not compromised in significant way. 

As AODV-PP is concentrating on battery constraints of node, it improves the ratio 
of number of node dies per second. As the frequency of path establishment is reduced 
the number of node dies per second is less. 

 

 

Fig. 5. Anlysis of number of nodes dead in the
situation of different number of nodes 

     Fig. 6. Anlysis of number of nodes dead in 
the situation of different number of nodes 

In Figure 5 and Figure 6 we can visualize that the number of dead nodes decreases. 
These also strengthen the fact that the network lifetime of the scenario increases. 

In AODV node does not try to save battery once first route is established. This 
parameter is not present is AODV but is the strength of AODV-PP. It is evident that 
node is changing route depending upon the battery calculations and priority and hence 
improving the overall network lifetime. As nodes do not save battery in AODV 
because in AODV once route is established, the route is not changed. In AODV-PP 
node inform source after depleting specified percentage of battery and thus overall 
network lifetime is increased.  
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Fig. 7. Anlysis of number of nodes tries to save
battery in the situation of different number of 
nodes 

     Fig. 8. Anlysis of number of nodes tries to 
save battery in the situation of different 
number of nodes 

Figure 7 and Figure 8 represents the number of times intermediate node tries to 
save battery. This parameter is introduced in AODV-PP therefore this parameter can 
not be compared rather we can display the value of number of node tries to save 
battery in AODV-PP. 

6 Conclusion 

Successful delivery of message is very important in a MANET as a lot of route 
discovery effort is wasted if a new route discovery process has to be reinitiated. Our 
simulation results show that AODV-PP protocol has better network lifetime with 
minor change in end to end delay.  

In this study the on-demand routing protocols AODV & AODV-PP are analyzed 
and their performances have been evaluated. This paper can be enhanced by analyzing 
other MANET routing protocols with different network sources. The results obtained 
from implementing these techniques are favorable and encouraging. 

Summarizing, simulation results show clearly that significant improvement is 
observed regarding the battery life of nodes and hence the overall useful life of ad-hoc 
networks. In detail, in AODV-PP the energy consumption is decreased without 
affecting the other performances of the network. 

The results of this research study are also deemed suitable for many other distributed 
network centric applications. It is further concluded that the present work results will 
motivate the design of routing solutions for large-scale heterogeneous applications. 
Protocol designed for this research work will certainly help to improve communication 
in the large dynamic networks and distributed computing environments. 
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Abstract. There are different factors that one would like to optimize when 
designing a VLSI circuit. Often they cannot be optimized simultaneously, only 
improve one factor at the expense of one or more others.  The design of an 
efficient integrated circuit in terms of Power, Area and Speed has become a 
very challenging problem. Low power design of VLSI circuits has been 
identified as a critical technological need in recent years due to the high demand 
for portable consumer electronic products with more backup and less weight. 
Adders and multipliers are the most important arithmetic units in a general 
purpose processors and the major source of power dissipation.  The objective  
of a good multiplier is to provide a physically compact, high speed and low 
power consuming chip. Fast multipliers are the key components of many  
high performance systems such as FIR filters, Microprocessors, Digital signal 
processors etc. A system performance is generally determined by the 
performance of the multiplier because the multiplier is generally the slowest 
element in the system. Furthermore, it is generally the most area consuming. 
Hence, optimizing the speed and area of the multiplier is the major design issue. 
However, area and speed are usually conflicting constraints so that improving 
speed results in larger areas. In this paper we are using the Modified Carry Save 
adder which is used to speed up the final addition in many parallel multipliers. 

Keywords: Fast Multiplier, High Speed Adder, Power-Delay Product, Field 
Programmable Gate Array, Parallel Multiplier.  

1 Introduction 

A binary multiplier is an electronic circuit used in digital electronics, such as 
computer, to multiply two binary numbers. It is built using binary adders. Most 
techniques involve computing a set of partial products, and then summing the partial 
products together. For high speed multiplications, a huge number of adders or 
compressors are to be used to perform the partial product addition.  

Fast multipliers are essential parts of digital signal processing systems. The speed 
of multiply operation is of great importance in digital signal processing as well as in 
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the general purpose processors today. Multiplication can be considered as a series of 
repeated additions.  

It is possible to decompose multipliers into two parts. The first part is dedicated to 
the generation of partial products, and the second one collects and adds them. The 
major speed limitation in any adder is in the production of carries. Basically, carry 
save adder is used to compute sum of three or more n-bit binary numbers. 

Carry save adder is same as a full adder. When adding together two numbers, using 
a half adder followed by a ripple carry adder is faster than using two ripple carry 
adders. This is because a ripple carry adder cannot compute a sum bit without waiting 
for the previous carry bit to be produced, and thus has a delay equal to that of n full 
adders. A carry-save adder, however, produces all of its output values in parallel, thus 
the total computation time for a carry-save adder is less than ripple carry adders . 

2 Modified Booth Multiplier 

The block diagram of proposed multiplier is shown in Fig. 1.A multiplier has two 
stages. In the first stage, the partial products are generated by the booth encoder and 
the Partial Product Generator (PPG), and are summed by compressors [4]. We have 
used the Modified Booth Encoding (MBE) scheme proposed in [1]. It is known as the 
most efficient Booth encoding and decoding scheme. 

In the second stage, the two intermediate products are added to form the final 
product through the Modified Carry Save Adder. 

 

Fig. 1. Block Diagram of the Proposed Multiplier  

X and Y are the input buffers. Y is the Multiplier which is recoded by the booth 
encoder and X is the multiplicand. PPG module and compressor form the major part 
of the multiplier. Modified Carry Save Adder is the final adder used to merge the sum 
and carry vector from the compressor module.   

Y Input Buffer X Input Buffer 

Partial Product Generator 
and Compressor 

Booth 
Encoder 

Modified Carry Save Adder 
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To multiply X by Y using the modified Booth algorithm starts from grouping Y by 
three bits and encoding into one of {-2, -1, 0, 1, 2}[2]. Modified Booth Encoder 
Scheme[6] is shown in Table 1. 

Table 1. Truth Table of Modified Booth Encoder Scheme 

 

3 Modified Carry Save Adder 

The 16-bit conventional CSA [3] has 17-half adders (H) and 15-full adders(F). Since 
the Ripple Carry Adder (RCA) is used in the final stage, this structure yields large 
carry propagation delay.   

To reduce the delay, the final stage of CSA is divided into 5 groups as shown in 
Fig 2.The first group includes n 1+log2 n-bit value and other groups include log2n-bit 
value, where n is the bit size of the adder. The divided groups are listed as follows:  

1. {c4, s [4:0]}, output s[4:0] is directly assigned as the final output. 
2. {c7, x [7:5]} manipulates the partial result by considering c4 is 0. 
3. {c10, x [10:8]} manipulates the partial result by considering c7 is 0. 
4. {c13, x [13:11]} manipulates the partial result by considering c10 is 0 
5. {X [17:14]} manipulates the partial result by considering c13 is0.   

Depending on c4 of the first group, the second group mux gives the final result 
without the carry propagation delay from c4 to c7; depending on c7 of the second 
group final result, the third group mux gives the final result without the carry 
propagation delay from c7 to c10; depending on c10 of the third group final result, the 
fourth group mux gives the final result without the carry propagation delay from c10 
to c13 and depending on c13 of the fourth group final result, the fifth group mux gives 
the final result without the carry propagation delay from c13 to s17.   

The main advantage of this logic is that each group computes the partial results in 
parallel and the multiplexers are ready to give the final result “immediately” with the 
minimum delay of the mux. When the Cin of each group arrives, the final result will 
be determined “immediately”. Thus the maximum delay is reduced in the carry 
propagation path. This same logic has been used for 32 and 64-bit adder structures to 
achieve higher speeds. The area indicates the total cell area of the design and the total 
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power is sum of leakage power, internal power, net power and dynamic power. The 
proposed result shows that the Modified Carry Save Adder (MCSA) [3] has reduced 
area, delay and consumes lesser power than CSA.        

 

                  a  b    a  b   a  b   a  b    a  b     a  b  a  b     a  b      a  b    a  b      a  b    a  b     a  b     a  b    a  b     a  b  

X        X17 X16  X15 X14  X13  X12   X11    X10   X9        X8      X7    X6         X5      S4       S3       S2      S1       S0 
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Fig. 2. Modified Carry Save Adder (MCSA) 

4 Results and Simulation 

The comparison of conventional Carry Save Adder with Modified Carry Save Adder 
is shown in the Table 2. We have designed all adders using Hardware Description 
Language (HDL) for 8-bit unsigned data. To get power, delay and area report, we use 
XILINX ISE 10.1 as synthesis tool and Model-Sim 6.3c for simulation. FPGA-
Spartan III is used for implementation. The modified Carry Save adder gives better 
result than conventional adders in terms of Speed, area and power consumption as 
shown in the Table-2. The Simulation Result of the Proposed Booth Multiplier is 
shown in Fig 3. The performance comparison of proposed Booth multiplier is shown 
in Fig. 4. 

Table 2. Comparison of Delay, Power and Area of Carry save Adder with Modified Carry Save 
Adder 

Properties Carry save adder Modified carry save adder 
LUT 134 106 
SLICES 72 56 
DELAY(ns) 34.643 19.969 
POWER(mw) 65 53 
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Fig. 3. Booth Multiplier with Modified Carry Save Adder 
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Fig. 4. Performance comparison of Proposed Booth multiplier  

5 Conclusions 

This paper presents a detailed study of Modified Booth Multiplier with specialized 
Modified Carry Save Adder, focusing on Xilinx device. From the obtained results, we 
can conclude that our proposed architecture gives better area utilization and less 
power consumption than the conventional architecture. 
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Abstract. In this paper, it focus on the acquisition of biosignals like 
electroencephalogram and heart rate and study their relation with stress levels 
of a person.  A common day-to-day life situation of car driving and a few stress 
causing elements to see this relation have been picked up. We have used a car 
racing simulator for this purpose, with varying traffic levels, different tracks 
(straight and with turns) as well as varying number of opponents to vary the 
stress developed on the driver. These signals were procured using our hardware, 
then interfaced to the LabView using Atmega 16 development board. 2 Virtual 
Instruments were built to help in analyzing the signals acquired-(i) used to filter 
the ocular artifacts from EEG using RLS-wavelet method. (ii) was used to 
separate out the various components of the EEG signals. We further try to 
correlate frequency of eye-blink rate, components of EEG and their presence 
with the stress level developed. We found that the stress levels of a person 
measured in terms of eyeblink rate, heart rate showed an increase in stressful 
situations (increase in traffic and number of turns, crashes, introducing 
obstacles, etc). The various components of EEG were also separately studied to 
find if a person is relaxed. Finally,  a statistical model was produced to combine 
these results and make a decision on whether a person is stressed. This line of 
research may be very useful to society.  

Keywords: Biofeedback, EEG, Eye-blink rate, Heart rate, Stress. 

1 Motivation and Focus 

Stress is a topic which seems to surface in more and more conversations. It can be 
considered a topic which is woven deeply into our social and economic fabric. 
Fortunately, in recent years, we have improved our understanding of how the brain 
and body work in response to stress. Hans Selye, M.D., a pioneer in stress research, 
defines stress as "the non-specific response of the body to any demand made on it 
(when external demands exceed resources”. Years ago, many health professionals 
and researchers felt that the mind and body behaved completely independently of one 
another. Today, it is clear that the mind and body are interrelated. Stress, therefore 
can be considered a complex physical and emotional reaction. This reaction is largely 
based on perception. In other words, if one perceives a situation as stressful then they 
will respond accordingly. What is stressful to one person may not be to another. But 
one must realize that the brain is amazingly adaptable, and capable of learning. It can 
also learn to improve its own performance, if only it is given cues about what to 
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change. By making information available to the brain about how it is functioning, and 
asking it to make adjustments, it can do so. When the mature brain is doing a good job 
of regulating itself, and the person is alert and attentive, the brain waves (EEG) show 
a particular pattern. This is the concept behind Biofeedback. Biofeedback therapies, in 
general, have been around for about 40 years and have primarily been used to assist in 
relaxation and for conditions related to stress. EEG biofeedback is an effective way to 
train the brain to be more efficient in its patterns and control of physiological 
functions. The demand for biofeedback treatment is undergoing rapid growth, and 
there is also an increasingly greater scope of issues it is being used to address. 

Our focus is on detecting eye blinks of test subjects from EEG and correlate eye 
blink frequency with the experienced level of stress. For our experiment we chose 
EEG as the technique to capture brain activity. Its detection technique is based on the 
electrochemical brain activity. It has excellent temporal resolution in contrast to blood 
flow techniques such as fMRI and PET. The high temporal resolution together with 
the low cost make EEG a great solution for our research. Along with EEG we also 
monitor the heart rate of a person and try to correlate the increased heart rate with the 
amount of stress experienced.  

In our experiment we acquire brain activity using EEG equipment, convert and 
remove artifacts using software, extract and select features characteristic for eye 
blinks and finally classify the signal, using the selected features as eye blinks and 
heart rate of the subject. This line of research may be very useful to society. Human 
activities like driving vehicles could be made safer when being able to sense that the 
driver has irregular or fast eye blinks, indicating drowsiness or stress. There are 
numerous other applications where eye blink detection may be used to enhance stress 
monitoring.  

2 Introduction to Stress Monitoring Hardware for Biosignal 
Acquisition Software for Biosignal Processing Experimentation 

The participant was asked to drive on a track, either a 10 km long straight road, or 
three laps on a curved race track. The variable which is expected to influence the 
participant’s performance and the resulting EEG recordings and heart rate is the type 
of track, straight or curved. 

Table 1. Details of Tracks 

Number Track
1

Straight road 
Max speed: 98 mph 

2
Race track 
Max speed: 240 mph 
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3.3 EEG of a Subject While Maneuvering the Car 

  

Fig. 3. Car while maneuvering and EEG of the person driving the car 

3.4 Heart Rate of the Subject While Driving on a Straight Road 

 

3.5 Heart Rate of the Subject When the Car Crashes 
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4 Analysis  

Different features appear in the data that have been recorded during the experiment. 
Important features of this experiment are the eyeblinks and heart rate, as their frequency 
is used to measure the perceived level of stress the participant is under. The potential 
difference between sensors Fp1 and Fp2 and their neighbors is increased during the 
duration of the eye blink, which is typically between 200 and 400 ms. The longitudinal 
differences say between Fp2-F4 of Fp1-F3 allow easy visual identification of the eye 
blinks as peaks on the differences between Fp1 and Fp2 and their surrounding electrodes. 
The transverse differences measures the potential differences between Fp1 and Fp2. But 
since both sensors Fp1 and Fp2 will be triggered simultaneously during an eye blink, the 
eye blinks are barely noticeable in the difference between Fp1 and Fp2. Hence the EEG 
signals obtained between Fp1-F3 and Fp2-F4 sensors were observed and analyzed. The 
ocular artefacts were separated from the EEG signal using the software described above 
and the following graphs were obtained. These artefacts were indicative of the eye-blink 
frequency of the subject.  

 

Fig. 4. Contaminated EEG (EEG+ ocular artefacts) and reconstructed artifact free EEG signal 

The filtered EEG signal was then separated into its various components using the 
second software described above. The various bandpass filters used in the software 
were able to filter out the alpha, beta, gamma and delta components from the EEG 
signal.  They are as shown in the figure. The alpha and the beta components were then 
analyzed to see if there was any change in them during stressful situations like car 
crash.  

 

Fig. 5. Alpha Waves in the EEG signal 
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Fig. 6. Beta Waves in the EEG signal 

 

Fig. 7. Delta Waves in the EEG signal 

 

Fig. 8. Theta Waves in the EEG signal 

The number of heart beats occurring per minute was also evaluated to determine 
their significance as a parameter for stress monitoring. 

5 Results 

Our results show that there is a strong correlation between eye blink frequency and 
emotional stress. This was even more apparent during more confronting situations, 
such as the simulated car crashes. Although the temporal increase in eye blink 
frequency can already be used as a measure of stress, our method is not accurate 
enough to be used in commercial applications. Further isolating the eye blink from the 
EEG signal using other features and possible enhanced stress detection using 
additional sensors, for example attached to the eye lids are being tried out. The 
detection of eye blinks in an EEG signal using the differences of sensors Fp1 and F4 
or Fp2 and F3 done by our software can easily be verified by comparing it with the 
eye-blinks located visually by the test administrator. 

EEG of someone under stress also displays decrease in both alpha (11–12 Hz) and 
sensorimotor rhythm (SMR, 12–15 Hz) activity, and increases in EEG amplitude in 
the 19–22 Hz and high beta (23–35 Hz) ranges. Emotional intensity, particularly 
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relating to anxiety, correlates with 19–22 Hz band activity, while activity within the 
23–36 Hz band reflects an active brain state. The Alpha waves which reflect a calm, 
open, and balanced psychological state showed a decrease in activity during stress. 
The beta waves were found to be dominating frontally when the subject was stressed 
and showed increased amplitude. 

Stress induced a change in autonomic functioning. Blood pressure and heart rate 
increased during stress, reflecting a predominance of sympathetic nervous system 
activity.  It was found that when the car crashed the heart rate of the subject showed a 
rise as compared to his/her heart rate while driving on a straight road. 

6 Future Scope 

The hardware system designed by us provides the capability of procuring EEG signals 
as well as Heart rate signals. The software provides the facility to separate the ocular 
artifacts which occlude the underlying EEG signal. It also allows the user to filter out 
the various components in the EEG signal. The 2 parameters monitored by us in this 
project can be used as a part of a bigger system for Stress Monitoring. Apart from 
these 2 parameters the following parameter can be used in a commercial Stress 
Monitoring System: 

6.1 SRI(Stress Response Inventory) and SAM(Self Assessment Manikin) with 
Cortisol Level Monitoring 

Stress can be assessed with the SRI, which participants complete prior to 
physiological measurements being obtained. The SAM has been used widely to assess 
the emotional response of subjects to experimental stimuli. Visual stimuli from the 
International Affective Picture System (IAPS) are used to evoke emotional responses. 
The stimuli are presented as a set of pleasant images and a set of unpleasant images. 
Each set lasts for 5 min, with individual images presented for 15 s. Participants make 
a rating with the SAM after each image set. Salivary cortisol is collected after the SRI 
had been completed. Cortisol levels quantify the endocrine response to stress. 

Our results suggest that stress may be assessed by increase in the frequency of eye-
blinks which can be detected using EEG as well as increase in the heart rate. Indeed, 
our variables could be combined with the above stated parameters in order to develop 
a commercial chronic stress monitoring system based on the proposed statistical 
model. 

A set of healthy male and female subjects aged between 18-21 years can be 
considered for experimentation. They can be asked to describe their level of stress 
using SRI and SAM mentioned above. 10 samples each can be taken from 5 males 
and 5 females. 

7 Proposed Statistical Model 

We can use Bayes classifier (optimal statistical classifier) to classify a person as either 
stressed or non-stressed. This method is similar to one used for object recognition in 
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image processing. The Bayes classifier minimizes the probability of mis-
classification.  

We have 2 classes: W1- Unstressed W2- Stressed  
Feature vector X used for event description is 2-D, average eye-blink time interval 

(seconds) and heart beat rate (beats/minute).  m1(X), m2(X) are mean vectors and 
C1(X), C2(X) are covariances obtained from experimental data. The decision function 
dj(X) is given by p(X/Wj)*P(Wj). Initially probabilities of occurance of both classes 
can be initialised to 0.5 each and suitably modified after results of a first few trials. 
p(X/Wj) is as usual assumed to follow Gaussian distribution. Once the classes are 
obtained from the experimental data, any unknown test subject whose stress level is to 
be monitored can be easily classified into one of the 2 classes- stressed and unstressed 
using this Bayes classifier. 
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Abstract. Nowadays electric vehicles are appearing in different shapes and 
sizes. The fuel vehicles are emitting toxic gases and polluting the environment. 
The aim of this paper is to design a Fuel free Electric Vehicle (FEV). An 
advanced battery system and drive is integrated through Controller Area 
Network (CAN) for signaling and controlling operations. The design of 
automatic charging system meets different design parameters and automatically 
starts and stops the charging system, eliminating the need for driver 
involvement. The proposed system contains two turbines with generator, one is 
for charging the auxiliary battery and the other one is for two purposes: for 
charging the HV battery system and drive the motor directly if the speed 
exceeds twenty kilometers. The performance of the vehicle is studied and we 
believe that it will eliminate total diesel exhaust and help for healthy generation  

Keywords: electric vehicles, power generator, battery charging, inverter. 

1 Introduction 

The world will never actually run without oil. It will just be more and more expensive 
and environmentally destructive to extract the remaining supply. As the world 
population grows, the effects of the pollution they produce become more and more 
destructive. The cost of controlling these pollutants is increasing every day. Mercury 
has poisoned our fisheries and acid rain from sulfur has killed forests and lakes. 
Acidified oceans have damaged coral reefs all over the world. Oil sands, shale mining 
and mountaintop removal pollute our water and leave a wasteland in their wake. 
Fossil fuels were once so cheap that we quickly developed wasteful ways that made 
us addicted to them. Now that the easy deposits have been depleted, it becomes more 
and more expensive and destructive to extract them from the earth. Electric vehicles 
typically have less noise pollution than an internal combustion engine vehicle, 
whether it is at rest or in motion. An electric vehicle emits no tailpipe CO2 or 
pollutants such as NOx, NMHC, and CO.  

Hybrid vehicle is the combination of linear engines and linear alternator that are 
explained in [1]. The operation of each component of the system has been examined 
and the design procedure for the alternator has been outlined. The design and analysis 
of the proof of concept model has indicated areas in which the alternator can be 
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improved, such as decreasing the winding resistance for improved efficiency and 
lowering the weight of the translator for increasing the speed of operation. The 
permanent magnet generator output is rectified and passed through a buck converter 
before connection to the main DC bus bar for getting maximum engine efficiency [2]. 
The choice of power electronic interface dictates design details in the generator and 
exact level of output voltage. With the buck converter a high output voltage is 
required and this necessitates the use of a double layer winding. A self reconfigurable 
electric motor controller for hybrid vehicle is proposed in [4]. The failure of current 
sensors are easily detected and estimate the phase current using Luenberger type 
observer The developed observer is implemented on a 3-phase four pole permanent 
magnet motor with digital signal processor. The bi-directional ac-dc converter for 
plug-n hybrid vehicle is presented in [5]. The converter topologies are analyzed in 
detail and the combined topology is more advantages with respect to cost and weight. 

The fuel consumption and emission of hybrid vehicle and the energy management 
strategy is studied in [6]. From the starting general optimal control problem a new 
cost functional is defined and account for electrical energy supplied from the grid. 
Design and implementation of an electric drive system for in-wheel motor using 
Matlab SIMULINK model is developed and the performance values are calculated in 
[7]. The hub type drive has more advantages and it can be used in vehicle technology. 

 

 

Fig. 1. Different components present in the 
vehicle 

Fig. 2. Block diagram of Turbine-I control   
system for charging 

We believe that the implemented system has many advantages and can be adopted 
by developing countries at all levels. The rest of this paper is organized as follows: 
section 2 describes the design of proposed system; section 3 explains the performance 
evaluation of FEV; and finally, conclusion is discussed in section 4.  

2 Design of FEV 

2.1 Physical Model of Proposed System 

The advanced induction motor and the driver system are developed specifically for 
vehicle use. The micro controller based power electronic system with sensors 
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communicates with the Controller Area Network (CAN). The design also contains 
high power Switched Mode Rectifier (SMR) and inverters for fast charging of the 
batteries. Various components present in the bus are shown in fig.1 In this system we 
are incorporating two different capacity turbines with gear arrangement and variable 
speed Lundell alternators, one is for charging the auxiliary batteries automatically if 
the vehicle is under running condition as shown in figure 2, and the turbine-II is for 
two purposes: charging the HV battery and directly run the motor if it exceeds 20 
kilometer speed. The motor is taking power from the battery at the starting time and it 
will automatically switch over to direct supply after attaining the speed of 20-
kilometers is shown in figure 3. The controlling operations are maintained by the 
CAN controller, which is integrated with the system.  The alternator-I is a 15KW 
capacity to recharge the battery system. The wind turbine rotor is connected to the 
induction generator through a gearbox. The induction generator has many advantages 
like robustness, mechanical simplicity and low cost. The control system is used to 
ensure the proper operation of turbine under all conditions. By using a soft starter the 
output of generator is connected to the load. We are including a variable speed wind 
turbine in turbine-II for reducing mechanical stress and improve the power quality. 
The capacity is around 25KW and the output power is maintained with the help of a 
transformer. Frequency converters become more significant control for wind turbines. 
The most important properties of frequency converter are 1.The rotor behaves as 
energy storage 2. Loads on the gear and drive train can be reduced. 3. The acoustic 
emission noise can be reduced. 4. The power absorbed at low wind speed can be 
improved. Frequency converter can control the reactive power such that the power 
quality can be improved.  The voltage stability is improved and flicker level is 
reduced. 

 

Fig. 3. Block diagram of Turbine-II control system for charging and direct drive 

Different battery types and technologies have emerged and become more 
economical. Lead acid, CNG, Nickel Metal Hydride, Zebra are extensively used in 
electric vehicles [8], [9]. We are incorporating Zebra batteries because of  the storage 
capacity, good performance and less cost. The battery is completely sealed and 
include terminal conductors that are connected through a battery management system 
via CAN bus communication.  
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2.2 Electrical Design Equation 

The current density due to the magnet, Jm is given by 
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The magnetic flux density distribution around each magnet with radius r from the 
center is described by 
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The armature coil is concentrated at its axial position then the total flux linkage is 
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Fig. 4.   Equivalent dc circuit for battery charging 

The three phase generator output is rectified and directly used for charging batteries 
or connect to the inverter. The equivalent circuit of battery charger is shown in fig. 4 

3 Performance Evaluation 

A DC power supply from the battery is used to energize the field winding with 5A. 
The output voltage of the alternator is varying based on the speed of the vehicle 
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because the alternator is mounted on the vehicle. A special type of blade is connected 
to the alternator shaft. The output voltage of alternator at different speed is shown in 
figure 5. The SMR plays an important role in maximizing the power at low speed by 
varying the output voltage, and also at high speed to limit the output voltage.              

 

    Fig. 5. Output power versus different speed  Fig. 6. Simultaneous changes in wind speed 

The wind direction can vary between day and night according to the location. Here 
we are incorporating the turbine on the bus so it will automatically rotate if the 
vehicle is in motion. The speed of the turbine and the vehicle speed are proportional 
and it is not always constant. The simultaneous changes in the wind (ie: change in 
speed of vehicle) and the extreme speed are shown in figure 6. 

  

Fig. 7. Load Characteristics of inverter Fig. 8. Comparison of mass and volume of 
different batteries

The inverter is connected to all the coils and the measured and predicted power is 
shown in figure 7. The test points are plotted for 400 rpm of generator. Several 
manufacturers use advanced technology for producing batteries and these batteries 
remain relatively expensive. From all the batteries zebra provides lowest weight with 
sufficient energy storage. Figure 8 shows comparison between mass and volume of 
various battery technologies. Mass and volume of the zebra battery is less and it is 
higher than saft Li Ion. But other parameters of this technology are much higher so 
we can prefer zebra batteries for our proposed system.  

4 Conclusion 

Electric vehicles have a tremendous potential to improve energy efficiency and to 
provide pollution free world for our future generation. We are introducing a set of 
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new design and control techniques for automotive alternators that yield dramatic 
improvements in performance and functionality as compared to conventional systems. 
In this paper we are using two alternators for reducing the number of batteries as a 
result the weight. The system automatically recharges the battery at the running time 
of the vehicle. So charging stations are not required for charging the batteries present 
in the vehicle. The CAN controller can handle the system efficiently if it is operating 
under battery mode or in direct mode of operation. Our system reduces the total 
weight of the system around 27 percentage compared with hybrid vehicles. We 
believe that the developing countries can adopt the system for pollution free 
environment. 

References 

1. Cawthorne, W.R., Famouri, P., Chen, J., Clark, N.N., McDaniel, T.I., Atkinson, R.J., 
Nandkumar, S., Atkinson, C.M., Petreanu, S.: Development of a Linear Alternator–Engine 
for Hybrid Electric Vehicle Applications. IEEE Transactions on Vehicular 
Technology 48(6) (November 1999) 

2. Brooking, P., Bumby, J.R.: An Integrated Engine-Generator Set With Power Electronic 
Interface For Hybrid Electric Vehicle Applications. In: Power Electronics, Machines and 
Drives Conference, April 16-18, vol. (487) (2022) 

3. Merkisz, J., Pielecha, J.: Emissions and Fuel Consumption during Road Test from Diesel 
and Hybrid Buses under Real Road Conditions. In: IEEE Conference on Power and 
Propulsion Conference (VPPC), pp. 1–5 (2010) 

4. Parsa, L., Toliyat, H.A.: A Self Reconfigurable Electric Motor Controller for Hybrid 
Electric Vehicle Applications. In: IEEE Conference on Industrial Electronics Society, pp. 
919–924 (2003) 

5. Shi, L., Meintz, A., Ferdowsi, M.: Single-Phase Bidirectional AC-DC Converters for Plug-
in Hybrid Electric Vehicle Applications. In: IEEE Vehicle Power and Propulsion 
Conference (VPPC), Harbin, China, September 3-5 (2008) 

6. Stockar, S., Marano, V., Rizzoni, G., Guzzella, L.: Optimal Control for Plug-in Hybrid 
Electric Vehicle Applications. In: American Control Conference, Marriott Waterfront, 
Baltimore, MD, USA, June 30-July 02, pp. 5024–5030 (2010) 

7. Nejat Tuncay, R., Ustun, O., Yilmaz, M., Gokce, C., Karakaya, U.: Design and 
Implementation of an Electric Drive System for In-Wheel Motor Electric Vehicle 
Applications. In: Vehicle Power and Propulsion Conference (VPPC), pp. 1–6 (2011) 

8. MES-DEA, ZEBRA Batteries for Electric Cars,  
http://www.cebi.com/content/index_html?a=8&b=151&c=208  

9. MES-DEA, ZEBRA Technical Information for Z36-371-ML3X-76 Type,  
http://cebinew.kicms.de/cebi/easyCMS/FileManager/Files/ 
MES-DEA/batteries/Zebra_Z36.pdf  

10. Bumby, J.R., Martin, R., Spooner, E., Brown, N.L., Chalmers, B.J.: Electromagnetic 
design of axial flux permanent magnet machines. Proc. IEE – Electrical Power 
Applications 151(2), 151–160 (2004) 

11. Mohan, N., Underland, T.M., Robbins, W.P.: Power Electronics – Converters, 
Applications and Design, 3rd edn. John Wiley and Sons (2003) ISBN 0-471-429078-2 



V.V. Das and Y. Chaba (Eds.): AIM/CCPE 2012, CCIS 296, pp. 465–469, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Power System Generator and Voltage Stability 
Enhancement by the Hardware Circuit Implementation 

of 3-Ph Static Var Compensator (SVC) 

Venu Yarlagadda1, B.V. Sankar Ram2 and K.R.M. Rao3 

1 VNR VJIET, India 
venuyar@gmail.com 

2 JNTUH, India 
bvsram4321@yahoo.com 

3 MJCET, India 
drkrmr@yahoo.com 

Abstract. The design, Fabrication of 4-Kvar 3-phase fixed capacitor-thyristor 
controlled reactor (FC-TCR) type SVC has been developed in the laboratory for 
a Single Machine Single Bus (SMSB) Test System. The test system is setup in 
the laboratory to evaluate the FC-TCR type SVC in stabilizing bus voltage. It 
comprises of a 3-phase Synchronous Machine of 5kva capacity and a 3-phase 
squirrel cage Induction Motor of 5HP Rating. 3-Ph SVC have been designed 
and fabricated and tested by connecting it to a SMSB Test System and 
experimental results have been presented in this paper. The Power – Voltage (P-
V) and Power – Load angle (P-δ) Curves of the SMSB Test system with and 
without SVC have been plotted which shows the effectiveness of SVC on 
Generator and Voltage Stability enhancement.  

Keywords: FC-TCR type SVC, SVC control, open loop control of SVC, Single 
Machine Single bus System, Voltage Stability Enhancement and P-V Curves, 
P-δ Curves and Power System Stability. 

Nomenclature: α  is the Firing Angle, TCR : Thyristor Controlled Reactor, FC: 
Fixed Capacitor-V: Power – voltage, BSVC  : Net susceptance of SVC, BTCR  : 
susceptance of TCR, Bc : Capacitive susceptance, XL: Inductive reactance, QSVC 

: Reactive Power supplied or absorbed by SVC, IC : Current Through the 
Capacitor. 

1 Introduction 

This paper deals with the Design, Fabrication and Testing of three phase 4KVAR 
SVC by connecting it to a SMSB Test System. Thyristor Controlled Reactors (TCRs) 
are one of the most important building blocks of SVC. Although TCR can be used by 
itself, it is most often employed in conjunction with fixed or thyristor switched 
capacitors to provide rapid, continuous control of reactive power over the entire 
selected lagging-to-leading range. SMSB test system consisting of a 3-phase 5-kVA 
synchronous machine and a three phase 5-horse power squirrel cage induction motor 
has been set up in the laboratory to evaluate the performance of the SVC. Static Var 
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Compensators (SVCs) have been used as FACTS controllers and have a proven track 
record in the voltage stability and Generator Stability Improvement. An open loop 
control has used to adjust the equivalent susceptance of the SVC. 

  

Fig. 1. SMSB Test System Fig. 2. SMSB Test System with SVC 

Fig.1 shows the single line diagram of SMSB test system and Fig.2 shows the 
single line diagram of SMSB test system with SVC. The laboratory setup of the 
SMSB test system which has been developed with and without SVC has been 
presented in the paper. The SVC consists of a 2-kVar thyristor controlled reactor in 
parallel with 4-kVar capacitor bank comprising of two banks of each rating 2-Kvar 
along with mechanical switches. The results corresponding to the injection of Vars to 
maintain constant voltage profile are presented in this paper. The P-V curves of the 
test system with and without the SVC have been obtained experimentally. The results 
demonstrate the effectiveness of the SVC in enhancing the Generator and voltage 
stability. Therefore, the firing angle can be in the range of 90° ≤ α ≤ 180° to vary the 
TCR current from zero to its maximum  

2 Power System Stability 

Successful operation of a power system depends largely on the engineer's ability to 
provide reliable and uninterrupted service to the loads which depends on Power 
System Stability.  

2.1 Classification of Stability 

Power System Stability is broadly classified into two categories one is Generator 
Stability or Rotor angle Stability and the other is Voltage Stability. Rotor angle 
stability is mainly interlinked to real power transfer whereas voltage stability is 
related to reactive power variations. 

2.2 Stability Indices 

2.2.1 P-V Curve 
As the power transfer increases, the voltage at the receiving end decreases. Finally, 
the critical or nose point is reached. The curve between the variation of bus voltages 
with output power (P) is called as P-V curve or ‘Nose’ curve. PV curves are used to 
determine the loading margin of the power system. The margin between the voltage 
collapse point and the current operating point is used as voltage stability criterion. 
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2.2.2 P-δ Curve 
The relation between input power and the load angle is called power angle 
characteristics. The equation is given by, P=EVsinδ/X. The steady state stability limit 
is EV/X and it occurs at 90ο. 

3 Operation of SVC 

The Fig.3 shows the SVC which behaves like a shunt-connected variable reactance, 
which either generates or absorbs reactive power in order to regulate the PCC voltage 
magnitude. In its simplest form, the SVC consists of a TCR in parallel with a bank of 
capacitors. 

 

Fig. 3. Single line Diagram of FC-TCR type SVC 

The SVC regulates voltage at its terminals by controlling the amount of reactive 
power injected into or absorbed from the power system. When system voltage is low, 
the SVC generates reactive power (SVC capacitive). When system voltage is high, it 
absorbs reactive power (SVC inductive). 

4 Design of SVC 

The design of SVC is based on test system Requirements. For any system find the 
variation of reactive power with load variations i.e Qd = (Q1,Q2,., Qn).Whare  Qd   is 
the Reactive Power Demand  and Q1, Q2, ..., Qn are the variations in demand. 

Set the Reference Voltage it may be set to 1.0 p.u or as closer as possible to it and 
find corresponding Reactive Power demand. Set reference reactive power Qref as 1.0 
p.u (corresponding to voltage value of 1.0 p.u). 

The fixed Capacitor (FC) value of the SVC can be obtained as Qc = Qmax – Qref, 
Where Qc is the Reactive Power of the FC and Qmax is the maximum Reactive Power 
Demand. 

Qc = V2 / XC   (1), XC = 1/2 fCfC     (2), In SVC circuit XC is in parallel with XL 

Qtcr(α) = Qref – Qmin    (3), XL= =V2 / Qtcr(α)         (4),  Qsvc = Qc – Qtcr(α)               (5) 

hence SVC can supply dynamic Reactive power support for maintaining the constant 
Voltage which will enhance the Generator and voltage stability margins tremendously. 
Based on design criterion we have chosen FC is equal to 4 Kvar and a Reactor of 2 Kvar 
Rating which suits to the test system requirements. 
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5 Experimental Results              

Fig.3 Shows the Single Line diagram of SMSB Test System with SVC Table.1 shows 
the results without SVC and Fig.4 Shows the P-V Curve without SVC. Table.2 shows 
the results With SVC and Fig.5 Shows the P-V Curve with SVC. Fig.7 shows the P-V 
Curves without and with SVC  and Fig.8 shows the P-Delta Curves without and with 
SVC 
 

Table 1. Results without SVC Table 2. Results with SVC 

S.No Bus 
Voltage 
(V) 

P 
(W) 

 IL  
 
(A) 

δ 
(°) 

1 425 240 4.6 2.35 
2 415 560 5 3.9 
3 410 760 5.5 5.4 
4 409 880 6 7.35 
5 405 1200 7 10.7 
6 400 1280 8 11.4 

 

Sno Bus 
Voltage 

(V) 

IL  
(A) 

P 
 (W) 

δ 
(°) 

α 
(°) 

1 415 1.5 240 2.1 145 

2 415 1.7 400 5.1 136 
3 415 2 560 7 132 
4 415 2.5 760 8 112 

 

 

 
  

Fig. 4. P-V Curve Without 
SVC 

Fig. 5. P-V Curve with SVC Fig. 6. P-δ Curve with SVC 

 

 

 

Fig. 7. P-V Curve with and Without SVC Fig. 8. P-δ Curves with and without SVC 

Without compensation
P – V Curve

With compensation
P- V Curve

P – δ Curve
With Compensation

P – V CURVES
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6 Conclusion 

In this paper, a 3-Phase SVC is designed, fabricated and tested manually to get the 
constant voltage by supplying variable reactive power to the system.. The power 
circuit of a three phase 4KVAr FC-TCR type SVC have been tested experimentally 
using a SMSB test system.. P-V and P-δ curves have been drawn for the Open loop 
control of SVC and it is found that the voltage has been maintained constant against 
load variations. 

The proposed model is experimentally verified and is found to give very fast and 
precise compensation characteristics. The test results demonstrate the effectiveness of 
the 3-ph SVC. Both the Generator and voltage stability margins have been increased 
tremendously. Finally constant bus voltage demonstrates the effectiveness of the 
compensator. 

7 Future Scope 

The variable shunt compensation using SVC can be extended to the large rating 
machines as well as for the large Interconnected Power Systems. The SVC can be 
fabricated by using IGBT’s and the control strategy can be implemented by using 
DSP. TSC-TCR based SVC can also be implemented for SMSB Test System 
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Abstract. The Renewable energy sources like wind energy which has been 
predictable to be a promising alternative energy supply, can bring new 
challenge when it is connected to the power grid. The major problems occurring 
are, when the wind flow rate is low the out coming of power is low compared to 
normal condition and problems like voltage stability, Reactive power, active 
power variations may occur. To overcome these problems a new emerging 
devices are implementing at the wind plants. So Flexible ac Transmission 
Systems (FACTS) device, STATCOM is implementing at the wind generating 
plants to improve the voltage stability problems and to improve the power 
profile of the system. 

Keywords:  Wind energy, Voltage Stability, Active and Reactive power, 
FACTs, STATCOM. 

1 Introduction 

The location of generating power form wind energy is determined by wind energy 
resource availability like wind flow, regularly for high voltage (HV) power 
transmission network and major consumption centers [1]. To have sustainable growth 
and social progress, we have to save the conventional sources and we have to utilize 
the nonconventional energy sources like wind, solar, biomass etc. It is necessary to 
meet the energy need by utilizing these renewable energy resources. The power of 
wind has been utilized from thousands of years. It may be of different forms. The first 
wind turbines for electricity generation had already been developed at the beginning 
of the twentieth century. The technology was improved step by step from the early 
1970.By the end of 1990s wind energy has reemerged as one of the most important 
sustainable energy resources. 

Wind energy is gaining increasing importance throughout the world. These fast 
developments of wind energy technology and of the market have large impact on a 
number of people and institutions who are working for instance, for scientists who 
research and teach future wind power and electrical engineers at universities. With the 
rapid improvement of wind technology, the cost of testing equipment is more. So far 
analyzing the whole system we have to develop a prototype, but it is also becoming 
high costs, so in order to analyze most of the people are recommended to the 
simulation studies. [2] 
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Power electronic devices have a revolutionary impact on the electric power 
systems around the world. Flexible AC Transmission System (FACTS) devices are 
new comings of power electronic devices, which have found a wide spread 
application in the power industry for active and reactive power control. The 
StaticSynchronous Compensators (STATCOM) can be used to provide reactive power 
to stabilize a wind farm also.. In this paper, we will in particular look at the 
application of STATACOM for the purpose of transfer capability of power with high 
penetration of wind power. The paper investigates and demonstrates how, at effective 
FACTS based power flow control can be applied to relieve the transmission 
congestion and improve the power capability in the system with high penetration of 
wind power, while improving the voltage profile. 

2 Overview of Wind Energy 

The working principle of the wind turbine includes the following conversion 
processes: the rotor extracts the kinetic energy from the wind creating generates 
torque and the generator converts the torque into electricity and feeds it into the grid. 
Presently there are three main turbine types available, like Squirrel-cage induction 
generator, Doubly fed induction generator, Direct-drive synchronous generator. 

India is drastically improving the usage of wind energy in the early mid 1990s. 
Especially in India the Tamil Nadu state is leading with this development, but the 
state Gujarat is also playing a key role in developing the wind energy. There has been 
an extensive growth and quick development in the exploitation of wind energy in 
recent years. The individual units can be of large capacity up to 2 MW, feeding into 
distribution network, particularly with customers connected in close proximity 
[3].The main scenery of generators contributes much to the transient stability of wind 
power generation. Wind turbine generators are generally classified into two main 
types, fixed speed generators and variable speed generators. Fixed speed generators 
mostly refer to squirrel cage induction generators.. Specially, during a network fault, 
the rotor speed increases and absorbs a large amount of reactive power upon fault 
clearance which may cause voltage instability to the electrical power system. 

Asynchronous generator block operates in either generator or motor mode. The 
mode of operation is dictated by sign of the mechanical torque, If the mechanical 
torque is positive the machine acts as a motor, if it is negative the machine acts as a 
generator. 

Vqs=Rsiqs+ qs+ωφds                       (1) 

Vds=Rsids+ ds+ωφqs                       (2) 

V1

qr=R1

riqr+
1

qs+(ω- ωr)φ
1

dr                                        (3) 

V1

dr=R1

ridr+
1

ds+(ω- ωr)φ
1

qr                                          (4) 

Te =1.5 P (φdsiqs - φ
1

qr ids)                         (5) 
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With power rating from a few kilo watts to a few megawatts, synchronous generators 
provide great flexibility to meet special technical requirements in realistic wind 
energy systems [5].Some modeling equations of the synchronous generator when they 
are transformed in to abc to dq reference  

a. Armature equations:  

Vd=-RSid-ωλq-(Lls+Lmd) +Lmd)                           (6) 

Vq=-RSiq-ωλd-(Lls+Lmq) +Lmq)                                  (7) 

b. Field equations  

Vfd=-Rfdifd- Lmd +(Llfd+Lmq) +Lmd                              (8) 

c. Damper winding 

  0=-Rkdikd- Lmd  +Lmd) +(Lmd+Llkd)                             (9) 

0=-Rkqikq- Lmq +(Lmq+Llkq)                                    (10) 

The Asynchronous generator can be constructed with a large number of poles and 
operate at a speed that directly matches the turbine blade speed. Such a direct-drive 
system does not need a gearbox. This results a reduction in installation and 
maintenance costs and provides an advantage over induction generator (IG) based 
turbines where use of a gearbox is a must. The SG wind energy system is normally 
controlled by full capacity power converters for variable-speed operation [2], ensuring 
maximum wind energy conversion efficiency throughout its operating range. With 
full-capacity converters, the system is able to meet various grid codes [3], including 
leading/lagging reactive power control and fault ride through operation, without the 
need for additional equipment.  The main parts of the wind energy system are blade or 
rotor, which converts the energy in the wind to rotational shaft energy, a drive train, 
usually including a gearbox and a generator, a tower that supports the rotor and drive 
train, brake, yaw motor, Nacelle, and other equipment, including controls, electrical 
cables, ground support.etc.. 

3 Implemented STATCOM Model 

The concept of FACTS was first defined by Hingorani. N. G. It was in 1988 that the 
concept of FACTS was first introduced as “the combination of the application using 
high power electronic components to enhance the controllability of the power 
systems”. Flexible AC Transmission Systems (FACTS) are devices are capable of 
altering voltage, phase angle and/or impedances at particular points in power system. 
FACTS device provide new control facilities, both in steady state power flow control 
and dynamic stability control.. The increased interest in these devices is essentially 
due to two reasons. Firstly, the recent development in high power electronics has 
made these devices cost effective and secondly, increased loading of power systems, 
combined with deregulation of power industry, motivations the use of power flow 
control as a very cost effective means of dispatching specified power transactions. 
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FACTS devices are of many types based on connection series, shunt, series-series, 
and series-shunt. STATCOM is one of the most versatile FACTS device which is 
connected in shunt, searching for a more effective control strategy in implementing to 
the renewable energy sources, is the objective of the researcher. Until now most of the 
investigations is done, on STATCOM implementation in the grid systems to solve the 
voltage flickers, power quality problems [4]. 

 

Fig. 1. STATCOM’s schematic representation 

Based on the equivalent circuit shown in Fig. 01, the active and reactive power 
equations are 

At node k = ( cos( )sin( ))( cos( )sin( ))( cos( )sin( ))                                   
(11) 

 = ( sin( )cos( ))( sin( )cos( ))( sin( ) cos( ))      
(12) 

There are diverse publications regarding to model the STATCOM, for example, 
steady state studies [7], or transient stability ones [8]. There are other ones applied to 
voltage control problem using novel technical [9]. The focus in the present work is the 
analysis of the STATCOM interconnected with the wind energy system. The 
proposed STATCOM at the wind energy generation is majorly used to mitigate the 
voltage flickers and to improve the power quality and below given are the main 
objectives. The proposed system is composed of three wind plants and interconnected 
turbine and generator  

 
Fig. 2. Representation of single wind energy plant with capacitive bank 
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4 Simulation Models 

The proposed model has been simulated using the Matlab/Simulink. For simulating 
the model we had considered the speed to the turbine is constant, variable, and 
incremental speed and the synchronous generator is rotating. The proposed simulated 
model with three wind mills and a STATCOM is shown in Fig. 03. Here all the three 
wind plants are interconnected and these are simulated. The implementation of the 
proposed model with STATCOM is shown in below fig 03. And the STATCOM 
model is shown in below fig 04 

.  

Fig. 3. Simulation model of Three wind turbines with STATCOM 

 
Fig. 4. Simulation model of  STATCOM 

5 Results and Discussion 

The results are shown below for three phase output for the interconnected wind plant 
without and with STATCOM in the fig 05 and fig 06.On comparing these results the 
fluctuations occurring at the normal interconnected wind system are eradicate with 
implementation of STATCOM at the plant.The comparative graphical results of 
active and reactive powers of the two wind mills without STATCOM and with 
STATCOM is shown below in fig 07and Fig.08 on observing these results there are 
many variations in the powers when the wind plants are run without STATCOM. 
These variations are washed-out when the system is interconnected with the 
STATCOM. Majorly the reactive power compensation is decreased. Fig.09 shows the 
graphical results of the STATCOM the voltage profile has been maintained at 1.0pu 
and by implementing the LC filters the harmonics which are present after the 
STATCOM are reduced. 

.  

Fig. 5. Graphical results of Three-phase output of the Three wind plants without STATCOM 
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Fig. 6. Graphical results of Three-phase output of the Three wind plants with STATCOM 

 

Fig. 7. Graphical results of Total Active and Reactive powers of the three wind plants without 
STATCOM 

 

Fig. 8. Graphical results of Total Active and Reactive powers of the three wind plants with 
STATCOM  

 

Fig. 9. Graphical results of STATCOM 

6 Conclusion 

This paper has exploited a detail influence of the voltage stability and the behaviors of 
wind plants during different wind speed conditions. The wind plants are run without 
the implementation of any peripheral devices in these circumstances there are 
variations in the system like voltage profile, active and reactive powers. These 
problems can be mitigated with the implementation of the STATCOM near to the 
plants. So the FACTS device at plants like STACOM can provides evidence to the 
power profiles which have been improved and the voltage fluctuations have been 
diminished. 
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Abstract. A linear controller based on PI (Proportional-Integral) is designed 
and its application to the regulation of 54V, 2.916kW Quasi-Resonant Buck 
Converter is investigated. The algorithm of PI controller involves two main 
parameters namely Proportional gain (KP) and Integral time (Ki) whose manual 

tuning provides an appropriate control action. Evaluation of output is initially 
performed by simulation in MATLAB 7.0 software at 200 kHz and the results 
are depicted for five different operating conditions where peak overshoot and 
settling time are mainly used to measure the dynamic performance of the 
converter. It is further implemented using a low cost, quadruple operational 
amplifier LM 324 and the experimental results are in good agreement with 
simulation and hence validate the control strategy.  

Keywords: Generalised State Space Averaging (GSSA), Quasi-Resonant Buck 
Converter, PI Controller, Line and Load Regulation. 

1 Introduction 

Aerospace and industrial applications as of today demand stringently specified high 
power density converter and it is imperative to design such converter to operate at 
higher frequency to achieve high power density. Pulse Width Modulated Converter 
drew prime attention in the last two decades wherein the switch experiences hard 
switching at switching transitions and it leads to switching loss (PS) as estimated from 
equation (1)  

s g o on off sP  = 0.5 V I  (t  + t ).f                                    (1)  

where Vg is the input voltage, Io is the load current, f s is the switching frequency and ton 
and toff are the ON-period and OFF-period of converter. With Zero Current Switching 
(ZCS) property, the switch in Quasi-Resonant Converter works on the state of zero 
current during switching ON and OFF [1] to offer advantages such as self – 
commutation, low switching stress and loss, reduced electromagnetic interference and 
noise, and faster transient response to line and load variations [2]. In modeling and 
analysis of ac and dc behaviour of switched converter, State Space Averaging (SSA) 
is used because the different state matrix of each switching interval is replaced by an 
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equivalent matrix which is the weighted average of individual matrix in each 
switching interval [3] and is mainly based on two assumptions namely (i) the 
switching frequency is much higher than the highest natural frequency of the 
converter in each switching mode of operation and (ii) the input to converter in each 
mode of operation must be either time- independent or slow time-varying variables 
compared with the switching frequency. In Quasi-Resonant Buck Converter, the 
natural frequency in the quasi-resonant tank is in the same order as the switching 
frequency and the state variables associated with the resonant tank are fast time-
varying in each switching cycle of the converter compared with those in the low-pass 
filter formulate the State-Space Averaging method cannot be directly applied to its 
modeling. Therefore, Generalized State-Space Averaging [4] is needed for the 
modeling and analysis of Quasi-Resonant Buck Converter to establish more accurate 
results; here, a time average instead of weighted average is proposed and only the 
basic assumption (i) of State-Space Averaging method is used while the input 
variables can be fast time-varying. Losses and non-idealities adversely affect the 
steady-state output of Quasi-Resonant Buck Converter and in order to achieve desired 
regulation, control is indispensably required. A PI control algorithm is initially 
developed and simulation results are depicted for five operating conditions in which 
the two time-domain specifications are mainly used to measure the performance of 
Converter. It is verified that the linear PI controller optimized for a small-signal 
transient at an operating condition offers an excellent dynamic performance at the 
output however, for large-signal disturbances; the transient response at start-up is 
associated with overshoot and undershoot resulting in sluggish response. The 
algorithm is implemented using a low-cost, quadruple LM324 Operational Amplifier 
and the experimental results agree with simulation to an appreciable degree.  

2 Generalized State-Space Averaging (GSSA) Methodology 

The state equation of a periodically switched network with k different modes in each 
switching cycle is represented as  

i i

.

X(t)=A x(t)+B (t), i=1,2,...k                                             (2) 

The ith  equation of (2) is defined on time interval  between the limits (ti-1, ti) where 

ti-1=τ0+
i-1

j=1
 τj and ti=ti-1 +τi 

2.1 Theorem 

For the network described by equation (2), if the switching frequency is much higher 
than the highest natural frequency of the state matrix Ai in each switching mode of 
operation and if the input control variable function Bi is bounded [5], then, equation 
(2) is characterized by Generalized State-Space Averaging equation (3) as 
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tik k

i i i
i=1 i=1 ti-1

x={ d A }x+1/T B (λ)dλ                                       (3) 

where T is the switching period and is defined as T=
k

j=1
 τj 

fs =  1/T  and  is defined as the switching frequency, 
fo  is the natural frequency of matrix Ai.  

This methodology is used to obtain small-signal model of the Quasi-Resonant Buck 
Converter and its line or input-to-output voltage transfer function is utilized in order 
to implement a conventional PI controller to the regulation and dynamic control of the 
output voltage of Quasi-Resonant Buck Converter. 

3 Small Signal Model of Power Converter 

A Quasi-Resonant Buck Converter in Fig.1 uses a unidirectional switch S [6] and is 
operated in discontinuous conduction mode and its input-to-output voltage transfer 
function [7] is obtained by analyzing the converter in four modes of operation using 
the Generalized State Space Averaging technique and is depicted in equation (4).  
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Fig. 1. ZCS – QR Buck Converter 
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4 PI Controller 

A PI Controller fuses the properties of P and I controllers and the algorithm provides 
a balance of complexity and capability in order to be widely used in process control 
applications. The equation (5) which describes P controller is  

u (t) =   KP e(t)                                                (5) 



480 A. Rameshkumar and S. Arumugam 

where Kp is proportional gain, e (t) is the error and u(t) is the perturbation in output 
signal of  PI controller from the base value corresponding to the normal operating 
conditions. To remove steady-state offset in controlled variable of a process, an 
extra intelligence is added to the P controller and this intelligence is t integral 
action. The controller is a PI controller whose mathematical notation is depicted in 
equation (6). 

t

p
i 0

1
u(t) = K e(t) + e(t) dt

K

 
 
 

                                        (6) 

where ki is the integral or reset time. A PI controller has thus two tuning parameters 
Kp and Ki; the integral action [8] removes steady-sate offset in the controlled variable.  

5 Design Data 

It is imperative to design a feedback system such that the output voltage of DC-DC 
Converter is accurately regulated at desired level in presence of fluctuations either 
in input voltage or load [9]-[10]. Hence, to study the time-domain performance of 
PI controller to the regulation of Quasi-Resonant Buck Converter, it is designed 
with the specifications given in Table 1 with the two constraints [4] as mentioned 
hereunder. 

Table 1. Design Parameters 

No. Parameter Symbol Value 

1 Input Voltage Vg 120 –100 V 

2 Output Voltage Vo 54 V 

3 Resonant Inductor Lr 1.6 µH 

4 Resonant Capacitor Cr 0.064 µF 

5 Filter Inductor Lo 0.2 mH 

6 Filter Capacitor Co 20 µF 

7 Load Resistance R 100 –10 Ω 

8 Switching Frequency fs 200 kHz 

9 Natural Frequency fo 2.5165 kHz 

10 Load Current Io 0.54-5.4 A 

11 Output Power PO 2.916 kW 
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(i) The switching frequency (fs) is much higher than the natural frequency of the 
low-pass filter (L0-C0) and hence the state variables associated with the filter state 
shall be regarded as constant in each switching cycle of operation and 

(iii) The rating of filter components must be much higher than the rating of the 
resonating components. 

6 Simulation of Quasi-resonant Buck Converter 

A simulation is an attempt to model a hypothetical situation on a computer and 
becomes a usual part of modeling many systems in engineering to gain insight into 
the operation of system. It shortens the design because it is easier to study the 
influence of a parameter on the behaviour of a system rather than accomplishing it 
in the laboratory on a breadboard [2], [11]. MATLAB software is used for 
simulation and two categories of test namely the line and load regulation [12] are 
performed in order to evaluate the closed-loop performance of PI controller wherein 
line regulation is defined as the ability of a power-electronic converter to maintain 
constant voltage at output when there is a fluctuation in input and the load 
regulation of such power-electronic converter is to maintain the output voltage 
constant when there is a fluctuation in resistive load. Five operating conditions [13] 
spanning the entire range of the Converter is selected and the two vital time-domain 
specifications such as peak overshoot [14] and settling time [15]-[16] are measured. 
Schematic diagram is designed using the Simulink block of MATLAB software and 
is depicted in Fig. 2. 

 

Fig. 2. Schematic diagram of a PI controller with Quasi-Resonant Buck Converter 

The results of digital simulation for Ji/Hi parameter equal to -0.4 for two conditions 
of supply and load variations are shown in Fig.3 and Fig.4 in chronological order. 

 

Ji/Hi parameter = -0.4 
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Case 5: Maximum line and Light load Case 1: Minimum line and Maximum load 

  

Fig. 3. Output Voltage for Case 5 Fig. 4. Output Voltage for Case 1 

Case 5: Maximum line (Vg=120V) and Light load (R=100Ώ): 
PI controller optimized for a small-signal transient performance at this operating 

point offers an excellent small-signal dynamic performance measured in terms of 
settling time (1.19949mS) and peak overshoot (54.005V). 

Case 1: Minimum line (Vg=100V) and Maximum load (R=10Ώ): 
However, for large-signal disturbances, such as for variation in input voltage from 

120V to 100V and for variation in load resistance from 100Ώ to 10Ώ, the transient 
response of converter at start-up is associated with high overshoot (57.511V) and 
undershoot whereas settling time is reduced to 0.18278mS; the initial overshoot is due 
to the rapid building of current in the resonant inductor and the initial charging of the 
resonant capacitor. However, in PI controller the selection of gains is crucial and a 
gain which is ideal for one type of disturbance is not ideal for another type of 
disturbance and consequently the two gains must be selected in order to provide a 
satisfactory performance for both line and load disturbances.  

7 Experimental Results 

Experimental result is mandatory in-order to validate the control strategy and hence 
five test cases are performed in order to access the closed-loop performance of Quasi-
Resonant Buck Converter. The switch S is replaced by Power MOSFET IRF940 
whose main advantages are high commutation speed and good efficiency at low 
voltages. [17]-[18]. A PI controller is implemented using the National Semiconductor 
Corporation’s LM324 [19]-[20] which has distinct advantages such as computability 
with all forms of logic and low power drain with an input common-mode voltage 
range from 0V to V ± 1.5V appropriate for battery operation.  
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Fig. 5. Snapshot of the Experimental system of PI controller 

 

 
Vertical 10V/div, Horizontal 1ms/div Vertical 10V/div, Horizontal 1ms/div 

Fig. 6. Maximum line and Light load  Fig. 7. Minimum line and Maximum load  

A snapshot of the experimental arrangement is depicted in Fig.5 and experimental 
results for Ji/Hi parameter = -0.4 is depicted hereunder in Fig.6 and Fig.7 and such 
results illustrate the effectiveness of the control strategy. Input and Output voltage is 
measured using Digital Multimeter and the Output waveform is clearly displayed in 
Scientific Instruments’ 30MHz oscilloscope SM410. 

8 Conclusion 

Quasi-Resonant Buck Converter in its open-loop configuration is insensitive to 
variations in temperature or other factors such as changes in the input or resistive load 
and the output voltage of such converter cannot be maintained constant without either 
a linear or a non-linear controller. Among the linear control methodologies available 



484 A. Rameshkumar and S. Arumugam 

at present, a PI control algorithm was initially verified by simulation performed in 
time-domain in MATLAB environment and the results for line and load regulation for 
five different operating conditions spanning the entire range of Quasi- Resonant Buck 
Converter were depicted and the two vital time-domain specifications namely peak 
overshoot and settling time were primarily used to measure the dynamic performance. 
It was further implemented using an operational amplifier LM 324 and the 
experimental results were in good agreement with simulation and hence validate the 
control strategy. A control algorithm based on Artificial Intelligence may be 
propounded to overcome the inherent disadvantages of PI controller and enhance the 
performance of Quasi-Resonant Buck Converter. 
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Abstract. Cache oblivious Algorithm is designed to in inherently form 
hierarchy of caches. It need not know about exact structure. In this paper, we 
present a cache oblivious B-tree and Sorting using accessing technique. The 
algorithm uses sequential access elements that are based on linking elements. 
We show that these data structure are linearizable appeared to serialized order 
that save memory. 

Keywords: Cache oblivious Algorithm, Sorting, B-tree, and Sequential 
accessing. 

1 Introduction 

Cache Oblivious B-tree is designed to achieve good data locality at one level of the 
memory hierarchy and for one fixed block size. It perform at all level of the memory 
hierarchy and block sizes [6]. It performs search operation with (log BN+1) cache 

misses for all possible block sizes simultaneously, when block sizes is unknown. 
The CO B-tree perform near optimally in theory, and in recent experiments have 

shown outperforming traditional B-tree [9]. 
Recently, Rahman and Raman[9] made an empirical study of the performance 

version of search tree implementations, with focus on showing the significance of also 
minimizing translation look aside buffer (TLB) misses. Based on exponential search 
trees, they implemented Van Emde Boas layout supporting searches and updated in 

(log B(n)+log log N) memory transfers. 

The concept of cache oblivious algorithm has been introduced by Frigo et. al[5]. In 
essence, this designates algorithm optimized in the I/O model, except that optimizes 
to a block size B and a memory size M which are unknown. This seemingly simple 
change has significant consequences: Since analysis holds any block and memory 
size, it holds all levels of the memory hierarchy. 

Cache Oblivious B-tree [7] present dynamic search tree data structure that performs 
well in the setting of a hierarchical memory. But do not depend upon the number of 
memory levels, the block sizes and number of blocks at each level, or relative speed of 
memory access. Cache oblivious data structure supports insertion and deletion in θ (log 
BN+1) amortized memory transfers, which matches B-tree worst case bound. 
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In this paper, we investigate the probably most basic algorithm for B-tree. In 
contrast we want to demonstrate that it is possible to construct an algorithm where 
memory address changes only with link stepwise one, which also eliminate the need 
for address arithmetic. We will therefore concentrate on the basic idea for the 
algorithm and present some of the nice properties that result from this approach. 

In cache oblivious setting the computational model is a machine with two levels of 
memory: a cache limited capacity and secondary memory of infinite capacity. The 
core assumption of the cache oblivious model is that M and B are unknown to the 
algorithm where as in the related I/O model introduced by [1] the algorithm know M 
and B and algorithm perform block transfers explicitly. Cache oblivious model and its 
relation to multilevel memory hierarchies are given in [2]. 

Many problems can be reduced to cache obvious sorting. In particular Arge et al[3] 
developed a cache oblivious priority queue based on a reduction to sorting. They 
furthermore showed how a cache obvious priority queue can be applied to solve a 
sequence of graph problems. 

Bordal and Fagerberg in [4] showed how to modify cache obvious funnel sort 
algorithm to solve several problems with in computational geometry. 

In this paper we investigate the probably most basic nontrivial algorithm, the 
sorting of array. We want to emphasize that to produce the sorting methods on 
specific computer architecture. We want to demonstrate that it is possible to construct 
an algorithm where memory address copies stepwise one, which also eliminate the 
need for transpositions. We will therefore concentrate on the basic idea of the 
algorithm and present some of nice properties that result from this approach. 

1.1 Bubble Sort 

A simple introductory example of the application of the incompressibility method is 
Bubble Sort. It is found in [5], it is well known that Bubble Sort uses θ(n2) 
comparisons on average. Depending upon the Programming language used, the 
elements of array required to execute is proportional to n2 where n is the number of 
input items. 

In this paper, we will present an approach that uses an ordering of min elements 
array. However our sequential sorting which totally avoid the transposition process. 

In Bubble Sort we make passes from left to right over the permutation to be sorted 
and always move the currently largest right by exchanges between it and right 
adjacent element – if that one is smaller. We make at most n-1 passes, since after 
moving all but one element in the correct place the single remaining element must be 
also in its correct place. The total number of exchanges is obviously at most n2, so we 
only need to consider the lower bound. Let B be a Bubble Sort algorithm. For a 
permutation  of elements 1, 2, -------- n. we can describe the total number of 
exchanges by 
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In sequential processing sorting we move minimum number from array and store 
into array 2. These processes repeat n times. In this method there are eliminating 
process of swapping and exchanging elements.  

It was proved that [1] sorting requires θ (  log M/B  ) block transfers and permuting 

an array requires θ ( min {  log M/B   ) block transfers. Lower bounds hold for the 

cache-oblivious model. The lower bounds from[1] immediately give a lower bound of  

Ω (  log M/B  ) block transfers for cache-oblivious sorting. The upper bound from 

[1] cannot be applied to the cache-oblivious setting since these algorithm make 
explicit use of B and M. 

In sequential processing we transfer the value of min to array 2 while processing 
and reformulate the algorithm as algorithm 1. 

 
 
 
 
 
 
 
 
 
 
 
 
In this process we formulate the Bubble sort method; here we used two arrays as 

array 1 and array 2. In first array we find the location of min value and place as null 
value and copy value in array 2. The process may continue up to last elements. Every 
phase we must store min value as max value. It is compulsory for every external loop. 
We make at most n passes, since after moving all but one element in the correct place 
the single remaining element must be also in its correct place. The total number of 
exchanges is obviously at most n2, so we only need to consider the lower bound. By 
using same technique we may design algorithm for Cache oblivious Sequential 
Sorting for descending. 

We want to emphasize that as in fig 3 that is not the aim of paper to produce the 
fastest algorithm for sorting on specific computer architecture. We want to 
demonstrate that it is possible to construct an algorithm where memory address copy 
only with stepwise one and it present nice properties that result from this approach. 

1.2 Cache Oblivious B-tree 

The four memory layout for trees: DFS, in-order, BFS and Van Emde Boas layout. A 
complete tree of size n is stored in an array of n node records. 
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1.3 Memory layout of Trees  

DFS Layout: The node of T are stored in the order they are visited by a left to right 
depth first traversal of T( that is a pre order traversal ) 

In-Order Layout: The nodes of T are stored in the order that they are visited by left 
to right in- order of traversal of T. 

BFS Layout: The nodes of T are stored in order they are visited by a left to right 
breath first traversal of T. 

Van Emde Boas Layout: The layout is defined recursively; A tree with only one 
node is a single node record. A Tree with only one node is a single node record. The 
Van Emde Boas layout of T consist of the Van Emde Boas layout of T0 followed by 
the Van Emde Boas layout of T1, T2------ Tk. 

A compete tree with height four fig 1 gives DFS, In-order, BFS and Van Emde 
Boas layout. 

 
 
 
 
 
                               DFS                                                           BFS                                              
 
 
 
 
 
                           In-order                                                  Van-Emde Boas 

Fig. 1. The DFS, In-order, BFS and Emde Boas layout for a complete tree with height fours 

2 Sequential Accessing B-tree 

A binary tree T is in memory. The algorithm does a DFS (preorder) traversal of T, 
applying an operation PROCESS to each of its nodes. An array stack is used to 
temporarily hold the addresses of nodes as in algorithm 2. 
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The worst case number of memory transfers during a top down of a path using the 
above layout schemes assuming each block stress B nodes. With the BFS layout, the 
topmost [log(B+1)] levels of the tree will be contained in at most two blocks whereas 
each of the following blocks read only contains one node form the path. The total 
number of memory transfers is therefore θ (log ( n /B). For DFS and In-order layout 
we get worst case bound when path to rightmost leaf, since first [ log ( n+1) ] - [log 
B] node have distance at least B in memory, where as the last log(B+1)] nodes stored 
in at most tow blocks. Prokop[5] observed, in the van Emde Boas layout there are at 

most ( log BN)  memory transfers. Only van Emde Boas layout has asymptotically 
optimal bound achieved by B-tree [7]. 

In Sequential Accessing Process we change the sequence of storing binary trees in 
memory. 

2.1 Linked Representation of Binary Tree Using Sequential Accessing 

A binary tree T in memory by using three parallel arrays INFO, LEFT, RIGHT and a 
pointer variable ROOT as follows. Each node N of T will correspond to a location K 
such that as in fig 2, fig 3. 

1) INFO [K] contains the data at the node N. 
2) LEFT [K] contains the location of the left child of node N. 
3) RIGHT[K] contains the location of  the right child of node N 

                                  
 
 
 

Fig 2. A Binary Tree T 

 
 
 
 
 
 
 
 

Fig 3. Memory Representation of Sequential Processing 

 
In this process we divide binary tree T as s Left-sub-tree and Right sub-tree which 

linked with each other for sequential processing. The four memory layout DFS, in-
order, BFS, van Emde Boas when processed the algorithm 2 will be convert as 
algorithm 3. 
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CO B-tree executes in linking order elements as left-sub tree and right sub-tree. In 
sequential access method it process linking order of data structure.   

 We have perform two steps 
1) It executes in sequential order. 
2) The same approach are used for all four layouts 

 

 

3 Implementation  

Algorithm 1 is simple scheme we developed in first sections. The algorithm takes n 
phases as min1, min 2 ----- min n to indicate the sorting process. In second section 
algorithm 3 is a Cache oblivious B-tree which uses two phase of loop it repeat until 
PTR goes to null.  In programming language like C or C++, Java directly used these 
schemes. 

We tested algorithm 1 with different array size and their execution speed shown in 
table 1 and Four layout schemes with Sequential B-tree in table 2. 

Table 1. Cache Oblivious Sorting time slots 

Sr.no. Array Size Bubble Sort Sequential Sort 

01 10 0.164835 0.164835 
02 100 0.274725 0.274725 
03 500 0.659341 0.659341 

Table 2. Cache Oblivious B-tree time slots 

Sr.no. Layouts Length Time 
01 DFS 

 
10 0.10989 
25 0.164835 

02 In-order 
 

10 0.10989 

25 0.164835 
03 BFS 

 
10 0.10989 
25 0.164835 

04 Van Emde Boas layout 
 

10 0.10989 

25 0.164835 

05 Sequential Access 
 

10 0.10989 

25 0.164835 
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The comparative ratio of Bubble sort and Sequential sort as well as Four layout and 
Cache Oblivious B tree  is in graphical format as shown in fig 4, fig 5 respectively. 

  

Fig. 4. Cache ratio for Bubble sort Oblivious
and Sequential Sort 

Fig. 5. Cache ratio for Cache B-tree  

4 Cache Oblivious Performance 

In sorting algorithm mainly consists of two parts:  we assume the input Sequence 
contains n elements and each equal-sized subsequence has w elements. Then, the 
average time complexity is O (n (log w) 2). Because w is a constant in our 
implementation, the time complexity is O (n). As for the sort in the following steps, it 
contains log (n / w) levels. In each level, it consists of t elements. Thus, every element 
needs O((log t) 2 ) compare operations in each level, and the time complexity of sort 
is O(n log(n / w) • (log t)2 ) = O(n log n).  As a result, the time complexity of our sort 
is O(n) +O(n log n) = O(n log n). However, the sort does not work in-place: we use 
two buffers and switch each other in different levels of the tree. In addition, we need a 
little more auxiliary space for the patching of misaligned address. Thus the space 
requirement of our algorithm is 2n+c. The constant c depends on the number of 
splitters used. 

The combined number of tree nodes in threes sub trees is less than 2k, it remains to 
be shown that these nodes fit in   (k/B+1) blocks. Consider all sub tree blocks 
{T1……..T2} to update from left to right. Then there exist an i such that the sub trees 
rooted at parent (Ti) contains the sub trees T1……. Ti and parent (Ti+1 ) contains the 
sub trees Ti+1……. Tr Thus the tree nodes to update are contained in tow sub trees, 
with total size at most 4k. All of these sub trees, therefore, are laid out in  (k/B+1) 
blocks. 

Additionally, some nodes, not in sub trees, along with the path to the root must 
be updated. We note that we only update nodes with a right child that changes. 
Thus we update only a single path to the root, which requires at most  (logB 
N+1) blocks.  
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5 Conclusion 

The paper focuses on correctness issues more than performance issues in section first 
we have presented  Sequential processing for sorting algorithm that has better locality 

features. Using ideal cache model cache misses is of order of θ (  log M/B  ) block 

transfers and permuting an array requires θ ( min {  log M/B   ) block transfers. 

This is asymptotically optimal for any algorithm that is based on sorting.  It totally 
avoids the need for swapping for address arithmetic. While this fact is not fully 
exploited on standard computers, it may be considerable advantage for hardware 
implementations of sorting techniques.  

In second section, the basic idea of data structure is to maintain binary tree of 

height log n +  (1) using existing methods. We also investigate the practicality of 
cache obliviousness in the area of trees by providing comparison of different methods 
for laying out a tree in memory. One further observation is that the effects from the 
space saving and in size caused by implicit layout are notable. 

References 

1. Aggarwal, A., Vitter, J.S.: The input/output complexity of sorting and related problems. 
Communications of the ACM 31(9), 1116–1127 (1988) 

2. Demaine, E.D.: Cache-oblivious algorithms and data structures. In: Lecture Notes from the 
EEF Summer School on Massive Data Sets. LNCS, BRICS, University of Aarhus, Denmark 
(2002) 

3. Brodal, G.S., Fagerberg, R.: Cache Oblivious Distribution Sweeping. In: Widmayer, P., 
Triguero, F., Morales, R., Hennessy, M., Eidenbenz, S., Conejo, R. (eds.) ICALP 2002. 
LNCS, vol. 2380, pp. 426–438. Springer, Heidelberg (2002) 

4. Arge, L., Bender, M.A., Demaine, E.D., Holland-Minkley, B., Munro, J.I.: Cache-oblivious 
priority queue and graph algorithm applications. In: ACM (ed.) Proceedings of the 34th 
Annual ACM Symposium on Theory of Computing (STOC 2002), pp. 268–276. ACM 
Press (2002) 

5. Frigo, M., Leiserson, C.E., Prokop, H., Ramachandran, S.: Cache-oblivious algorithms. In: 
40th Annual Symposium on Foundations of Computer Science, pp. 285–297. IEEE 
Computer Society Press (1999) 

6. Bender, M.A., Brodal, G.S., Fagerberg, R., Ge, D., He, S., Hu, H., Iacono, J., López-Ortiz, 
A.: The cost of cache-oblivious searching. In: FOCS 2003, pp. 271–282 (2005) 

7. Bender, M.A., Demaine, E., Farach-Colton, M.: Cache-oblivious B-trees. In: Proc. 41st 
Ann. Symp. on Foundations of Computer Science, pp. 399–409. IEEE Computer Society 
Press (2000) 

8. Rahman, N., Cole, R., Raman, R.: Optimised Predecessor Data Structures for Internal 
Memory. In: Brodal, G.S., Frigioni, D., Marchetti-Spaccamela, A. (eds.) WAE 2001. 
LNCS, vol. 2141, pp. 67–78. Springer, Heidelberg (2001) 

9. Kasheff, Z.: Cache-oblivious dynamic search trees. MS thesis, Massachusetts Institute of 
Technology, Cambridge, MA (2004) 



V.V. Das and Y. Chaba (Eds.): AIM/CCPE 2012, CCIS 296, pp. 494–497, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Locality Based Static Single Assignment Partial 
Redundancy Elimination 

Sivananaintha Perumal and N. Aneesha  

Dept of CSE, MES College of Engineering, 
Kuttippuram, Kerala, India 

Abstract. The Partial Redundancy Elimination (PRE) is an important 
redundancy elimination transformation technique. Locality based Static Single 
Assignment Partial Redundancy Elimination method classifies expressions into 
three categories: Local, Confined and Other. In order to reduce optimization 
time, LSSAPRE removes unnecessary Ф’s during the Ф -Insertion phase itself, 
which is the first step of SSAPRE. The unnecessary Ф – assignments for the 
local and confined expressions can be easily identified and removed in Ф –
Insertion step. Even though this LSSAPRE system has reasonably good 
performance, it is not considering the other category expression based data flow 
problems in SSA form. In this paper, tried to propose a new Locality based 
SSAPRE method to remove unnecessary Ф assignments for the other category 
expressions during Ф - Insertion step itself and thereby reducing the analysis 
time and optimization time required for SSAPRE algorithm. But it theoretically 
proved that only based on the concept of locality of expressions and the 
dominance/post dominance relationship, it is not possible to remove the 
unnecessary Ф assignments for other category expressions during Ф - Insertion 
step and it is not possible to reduce the analysis time required for the SSAPRE 
algorithm.  

Keywords: Partial Redundancy Elimination, Static Single Assignment form, 
Locality of expression, Dominance relationship, Ф-assignment.  

1 Introduction 

Partial redundancy elimination (PRE) is an important redundancy elimination 
transformation first developed by Morel E and Renvoise C [1] which eliminates the 
partially redundant expressions in a program. Dhamdhere D.M [2] did a modification 
to the algorithm proposed by Morel E and Renvoise C [1] by suppression of partial 
redundancies. Knoop J et al. [3] presented an optimal bit vector algorithm called Lazy 
Code Motion (LCM) for the elimination of partial redundancies. This algorithm 
decomposed the bidirectional structure of the PRE into a sequence of unidirectional 
analyses.  

All these PRE systems have modeled the problem as systems of data flow 
equations. Regardless of how efficiently the systems of data flow equations can be 
solved, a large amount of time needs to be spent in scanning the contents of each 
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basic block in the program to initialize the local data flow attributes that serves as 
input to the data flow equations. So another approach to PRE is needed which does 
not require the dense initialization of the data flow information. Robert Kennedy et al. 
[4] presented a new algorithm Static Single Assignment Partial Redundancy 
Elimination (SSAPRE) for performing PRE based on SSA form.  

Jongsoo Park and Jaejin Lee [5] presented a locality based SSAPRE algorithm 
which gives a practical improvement to the analysis time of the original SSAPRE 
algorithm proposed by Robert Kennedy et al. [4]. It is based on locality of expressions 
and dominance relationship. Locality based SSAPRE identifies and filtered out most 
of the unnecessary Ф- assignments during the Ф – insertion step itself.  

The rest of this paper is organized as follows. Section 2 describes the working of 
original Locality based SSAPRE. Section 3 discusses whether the other category 
expressions are necessary to perform SSAPRE and whether it is possible to reduce the 
analysis time required for SSAPRE algorithm or not. Section IV concludes the paper. 

2 Working of Locality Based SSAPRE 

Locality based SSAPRE algorithm proposed by Jongsoo Park and Jaejin Lee [5] 
provides a practical improvement in the analysis time of the original SSAPRE 
algorithm. The analysis time of SSAPRE is determined by the number of Ф – 
assignments inserted in the SSA form.  Locality based SSAPRE identifies and 
removes most of the unnecessary Ф assignments during the Ф – insertion step itself 
and thus it reduces the analysis time in the following stages. Locality based SSAPRE 
identifies that Ф assignments for confined expressions are unnecessary to perform 
SSAPRE. Ф-assignment for local expression is necessary only if the expression post 
dominates the Ф –assignment. In order to reduce analysis time and optimization time, 
LSSAPRE removes unnecessary Ф’s during the Ф-Insertion phase itself, which is the 
first step of SSAPRE. The remaining expressions are treated in the same way as the 
original SSAPRE algorithm.  

This locality based SSAPRE algorithm is not considering the unnecessary Ф 
assignments for the other category expressions in the Ф - Insertion step. Even though 
this LSSAPRE system has reasonably good performance, it still contains unnecessary 
Ф 's. If it is possible to remove the unnecessary Ф 's for other category expressions in 
the Ф - Insertion step, then the proposed locality based SSAPRE algorithm will 
become more faster than the current locality based SSAPRE algorithm. 

3 Proposed Work 

In the Locality based SSAPRE, based on only locality and dominance/post dominance 
relationship, SSAPRE considers only the local and confined expressions. We tried to 
find Ф –assignments for other expressions are necessary or not and whether 
unnecessary Ф –assignments for other expressions can be eliminated during Ф –
insertion step itself or not. Theoretically it is proved that only based on the locality of 
expressions and dominance/post dominance relationship  it is not possible to conclude 
that Ф –assignments for other expressions are unnecessary to perform SSAPRE and 
hence not possible to remove all of them during Ф –insertion step itself. 
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Lemma 1 [5]. If v ϵ DF+ (u) then u does not strictly dominates v. i.e. ¬ (u sdom v) 
means ¬ (u dom v) or u=v.  
 
Lemma 2. If E is an other expression at some basic block set U, ¬ (u dom v) does not 
implies that E is fully available at any point in v. 
 
Proof of Lemma 2. By the definition of dominance relation, ¬ (u dom v) means there 
is another path p from entry to v that does not goes through u. Since E is an other 
expression, sometimes P contains an occurrence of E. Also it is possible to occur a 
definition to any of the operands of E on any node on the path p between the last 
occurrence of E and v. If such a definition is there, E is not fully available at v. E is 
not occurred on the path p, it is not fully available at v. The locality of expression and 
dominance relationship is not giving any information about the occurrence of E and 
the definition of E’s operands. Hence ¬(u dom v) does not imply that E is fully 
available at any point in v. 
 
Lemma 3. If E is an other expression at some basic block set U, ¬(u pdom v) does not 
implies that E is fully anticipable at any point in v. 
 
Proof of Lemma 3. By the definition of post dominance relation, ¬ (u pdom v) means 
there is another path p from v to program exit that does not goes through u. Since E is 
an other expression, sometimes P contains an occurrence of E. Also it is possible to 
occur a definition to any of the operands of Eon any node on the path p between the 
first occurrence of E and v. If such a definition is there, E is not fully anticipable at v. 
E is not occurred on the path p, it is not fully anticipable at v. The locality of 
expression and dominance relationship is not giving any information about the 
occurrence of E and the definition of E’s operands. Hence   ¬ (u pdom v) does not 
imply that E is fully anticipable at any point in v. 
 
Theorem 1. If E is an other expression at some basic block set U, and ¬(u pdom v) 
such that v ϵ DF+(u) then based on locality and post dominance relationship it is not 
possible to conclude that Ф –assignments for other expressions are unnecessary to 
perform SSAPRE and hence not possible to remove all of them during the Ф –
insertion step itself. 

 
Proof of Theorem 1. Assume that Ф –insertion at v is necessary. i.e either fully 
available or fully anticipable. By Lemma 1 v ϵ DF+ (u) means ¬ (u dom v) or u = v. 
By Lemma 2, ¬(u dom v) not implies that E is fully available at v. Otherwise u=v, 
there exist at least one path p from entry to v. Since E is other expression it is possible 
to include a definition to any of the operands of E at any node on the path p. If such a 
definition occurred between the last occurrence of E and v, E is not fully available at 
v. But dominance relation and locality of expressions are not giving any information 
about the definition of operands. So it is not fully available at v. By Lemma 3, it is not 
possible to conclude that E is fully anticipable at v. 

That is only based on the locality of expressions and dominance/post dominance 
relationships, it is not possible to conclude that Ф – insertion at v is necessary and 
hence not possible to remove the unnecessary Ф assignments for other expressions 
during Ф-insertion step, first step of SSAPRE. 
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The number of Ф assignments inserted in the SSA form is the main factor that 
determines the analysis time of SSAPRE steps. If it is possible to remove unnecessary 
Ф assignments during Ф - Insertion step itself, then analysis time required for the 
SSAPRE can be reduced. The new Locality based SSAPRE method theoretically 
proved that only based on the locality of expressions and dominance/post dominance 
relationships, unnecessary Ф assignments for other category expressions are not 
possible to remove during Ф -Insertion step itself. Hence in the new Locality based 
SSAPRE method, it is not possible to reduce the analysis time required for the 
SSAPRE method. 

4 Conclusion 

The Locality based SSAPRE algorithm performs the partial redundancy elimination 
by taking the advantages of SSA forms. In this work, Ф assignments for other 
category expressions are considered: whether they are necessary to perform SSAPRE 
and whether it is possible to remove unnecessary Ф assignments during Ф Insertion 
step itself. It theoretically proved that only based on the concepts of locality of 
expressions and the dominance/post dominance relationship, it is not possible to 
remove the unnecessary Ф assignments for other category expressions during Ф 
Insertion step itself. Hence in the new Locality based SSAPRE method, it is not 
possible to reduce the analysis time required for the SSAPRE method.  
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Abstract. The recently proposed Square Contour Algorithm (SCA) provides a 
good solution to the blind equalization problem as it does not suffer from any 
type of phase rotation. However, its suitability to Code Division Multiple 
Access (CDMA) system has been explored in this paper, and it is found that its 
convergence speed has reduced in multiuser scenarios. An algorithm for 
mitigating this effect is proposed, and simulations reinforce the suitability of 
this proposal to multi-user environments. 

Keywords: FIRMER, Square Contour Algorithm, MAI, FIRMER-Square 
Contour Algorithm, Digital signal processing. 

1 Introduction 

Equalization is basically a signal processing operation that is the inverse of the 
corruption introduced into the symbol by the wired/wireless channel. Blind equalizer 
is a class of equalizer which don't require training and hence remove this training 
overhead and conserve bandwidth. It basically restores some observable and positive 
definite property [1] of the transmitted signal in order to achieve equalization. 

One of the earliest contributions in this field was the Constant Modulus Algorithm 
(CMA) [1] which suffered from an arbitrary phase rotation problem. The Multi-
Modulus-Algorithm (MMA) [2] solved this problem to a certain extent, but still had a 
tendency to converge to diagonal solutions. The recently pro -posed Square Contour 
Algorithm (SCA) [3] fully solved this problem of phase rotation, but showed a slow 
convergence characteristic. Many variants of SCA [4] have been proposed to fasten 
its convergence. 

These schemes basically try to remove the Inter-Symbol-Interference (ISI).But 
there exist some schemes that remove the ISI and Multiple Access Interference (MAI) 
simultaneously in a CDMA multi-user environment. These include FIRMER-CMA 
[5, 6] and FIRMER-Modified-CMA (MCMA) [7] based schemes that use the CMA 
and MCMA as their “parent “algorithms. However, when MCMA/MMA based 
schemes are used in an equalizer structure in [2] in a multi-user environment as in [5] 
we may get a disadvantage of phase rotation. Even if we use a Decision-Directed 
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We consider low MAI where interference power is 0.1 times the signal power. We 
show Symbol Error Rate (SER) results in Fig 1(b). We find that the SER for 
FIRMER-SCA is lower than SER of SCA at lower Signal-to-Interference Ratio (SIR). 
Also, even at higher SIR the FIRMER-SCA outperforms the SCA (which has been 
simulated at lower SIR). This confirms the better suitability of this algorithm in a 
multi-user scenario. 

6 Conclusion 

A variant of SCA which is better suited to multiuser scenarios is introduced and 
validated through simulations, which may find use in equalizer structures in high 
speed communication systems where CDMA is used as the multiple access technique. 
Our present work analyzed the SCA using stochastic gradient algorithms and 
proposed a new variant of SCA for the multiuser scenario. As far as we know, this is 
the first extension of SCA to multiuser cases. Our future goal aims at finding an 
analog of the least squares for the SCA and using it for multiuser scenarios. 
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Abstract. Mobile ad Hoc networks (MANETs) can make dynamic changes in 
topology. The most realistic characteristic which differentiates MANETs from 
other networks is that it is capable of changing its location. Different routing 
algorithms are used while maximizing packet delivery ratio (PDR), throughput 
and minimizing end to end delay, routing load to improve the performance. 
Maximum PDR and throughput gives best performance. This review paper 
describes the performance of the four routing protocols in case of change in 
traffic, no. of nodes and node mobility. The routing protocols include 
Destination Sequenced Distance Vector (DSDV), Dynamic Source Routing 
(DSR), Optimized Link State Routing Algorithm (OLSR) and Temporally 
Ordered Routing Algorithm (TORA).  

Keywords: MANET, Routing protocols, DSDV, DSR, OLSR, TORA, 
Proactive, Reactive. 

1 Introduction (MANETs) 

In general, Mobile ad Hoc networks can change its location and configure its network. 
Mobile nodes act as hosts (running applications) and Routers (forwarding for others). 
[1] It makes the series of mobile nodes, which are dynamic in nature. MANET is 
temporary (no fixed infrastructure) and self configuring network [2]. The nodes make 
the wireless network to each other by making non-centralized administration. We 
assume that these nodes are laptops, phones, PDA’s (Personal data assistant), wireless 
handsets etc. Packets are sending from source to destination with the help of 
intermediate node. Due to node mobility, links are established or broken. MANET [3] 
has the several applications in military network environment, disaster operation, 
rescue operation and conference rooms. Routing protocols determines the route, 
which is required. To find the result, the above routing protocols are comparing to 
each other. These protocols are selected based on previous result, characteristic and 
features. 
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2 Literature Review 

The main objective is to review the routing protocols to check out the performance. 
Two types of routing protocols are: 

2.1 On Demand Routing Protocol (Reactive)  

The protocol finds the route as it is required. First, protocol sends the route request 
packet to all the forwarding nodes. This is done till the destination is not found. 
Destination sends the route reply packet to the source node. Only response route is 
maintained, rest is deleted. 

• Dynamic Source Routing (DSR): [4], [5], [6],[7], [8] The Dynamic source 
routing first finds the route discovery. This route discovery is done by sending a 
packet frame as the source to next node. That node sends the route reply message 
back. The other, term this is used as the route maintenance. After that,which node is 
out of range so there is a break in connection. Then, route error packet is assigned.  
• Temporally Ordered Routing Algorithm (TORA):[9], [17]TORA 
provides more than one routes for source to destination. It is more efficient when 
mobility is more, due to concept of loop-free and adaptive distributing routing.  

2.2 Table Driven Routing Protocol (Proactive) 

This type of routing protocol makes the fresh list of destinations. The route is 
maintained by routing table. When the source sends the packet to the next node, there 
is the change in the route table. Two proactive routing protocols are: 

• Destination Sequenced Distance Vector (DSDV):[10], [18] DSDV routing 
protocol is based on Sequence number. Route table is maintained for checking the 
information between nodes. Exchanging of information is done with Network 
Protocol Data Unit (NPDU). Bellman-Ford routing algorithm is used in this protocol. 
• Optimized Link State Routing Algorithm (OLSR):[11], [12], [13] OLSR 
sends the HELLO message to check its neighbor. The routing table is managed by the 
information of Topology control (TC) Packets. Control packet is sent to the network, 
by the nodes called multipoint relays. The path is selected by using the shortest path 
algorithm. 

3 Performance Evaluation 

According to the literature review [3], [14], [15], and [16] these parameters are 
considered as to calculate the performance of routing protocols. 

• Packet Delivery Ratio (PDR): It is the ratio of the packet sent from source to the 
number of packet received at the destination. PDR is determined as: 
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 PDR = (Pr/Ps) X 100 (1) 

Where Pr is the total packets received and Ps is the total packets sent. 
• End to End Delay (Davg): This is the delay packet send from source to the 

destination. The average delay is computed as: 

 (Davg)  = ∑ (tr-ts) / Pr (2) 

Where ts is the packet sent time, tr is the packet receive time and Pr is the total packets 
received for the same packet at destination. 
• Routing Load: Routing load is the number of routing control packet transmitted 

for each data packet delivered at the destination. Routing load is determined as: 

 RL = Pc / Pd (3) 

Where Pc is the total control packets sent and Pd is the total packets sent. 
• Throughput:  The total successfully received packet to the destination. 

4 Survey Analysis 

It is very difficult to design a routing protocol, which satisfies all the parameters and 
gives best performance. Here Table: 1, 2, 3 and Table: 4 gives the summary in which 
“1” denotes the best performance and “4” denotes the worst performance. 

4.1 Apply Effect of Node Density and Packet Length 

Table 1. Nodes = 50, Packet length = 50,000 bytes 

   Parameter 
 

Protocols 

Packet 
Delivery 

Ratio 

End to End 
Delay 

Routing 
Load 

Throughput 

DSDV 4 1 3 3 

DSR 2 3 1 2 

OLSR 1 2 2 1 

TORA 3 4 4 4 

Table 2. Nodes = 100, Packet length = 50,000 bytes 

    Parameter 
 

Protocols 

Packet 
Delivery 

Ratio 

End to End 
Delay 

Routing 
Load 

Throughput 

DSDV 2 1 2 3 

DSR 3 3 4 1 

OLSR 1 2 1 2 

TORA 4 4 3 4 
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4.2 Apply Effect of Node Density and Mobility 

Table 3. Nodes = 50, Mobility = 30 m/s 

   Parameter 
 

Protocols 

Packet 
Delivery 

Ratio (PDR) 

End to End 
Delay 

Routing 
Load 

Throughput 

    DSDV        3     2     2     2 

     DSR        4     3     3     4 

    OLSR        1     1     1     1 

    TORA        2     4     4     3 

Table 4. Nodes = 100, Mobility = 30 m/s 

   Parameter 
 

Protocols 

Packet 
Delivery 

Ratio (PDR) 

End to End 
Delay 

Routing 
Load 

Throughput 

DSDV 4 3 3 4 

DSR 3 2 2 1 

OLSR 1 1 1 2 

TORA 2 4 4 3 

5 Results and Comparative Discussion 

In this paper, we use two types of routing protocols. These two types of protocol are 
reactive and proactive protocol. Different type of variations is done with nodes is 
number of nodes, packet length and mobility as shown in Table: 5. 

Table 5. Overall performances of protocols 

Minimum nodes, Maximum packet 
length (traffic load). 

OLSR> DSR> DSDV> TORA 

Maximum nodes, Maximum packet 
length (traffic load). 

OLSR> DSDV> DSR> TORA 

Minimum nodes, Maximum 
mobility. 

OLSR> DSDV> DSR> TORA 

Maximum nodes, Maximum 
mobility. 

OLSR> DSR> DSDV> TORA 

5.1 Effect of Minimum Nodes and Maximum Packet Length 

In Table: 1 OLSR gives best performance than other protocols. Because OLSR has 
maximum PDR and lesser delay as compared to other protocols. OLSR is a proactive 
protocol due to it maintains a fresh list of nodes. Either it forwards or drops the packet 
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when it arrives. TORA is worst performer among the given protocols, because TORA 
has more delay and routing load.  

5.2 Effect of Maximum Nodes and Maximum Packet Length 

In Table: 2 as the network size increases the performance of OLSR remains the same. 
Network size has more effect on reactive protocols because proactive protocols make 
the routing table. Therefore, performance of DSDV is more than DSR. 

5.3 Effect of Minimum Nodes and Maximum Mobility 

In Table: 3. OLSR has slightly more throughput and PDR. This is because OLSR 
makes the connection with intermediate node easily, as the mobility is high. DSR has 
difficulty in choosing routes due to which PDR and throughput decreases. Then 
DSDV gives better result than DSR. Here, TORA has high PDR than other protocols 
but due to high delay and routing load gives overall worst performance.  

5.4 Effect of Maximum Nodes and Maximum Mobility 

In Table: 4. DSDV decreases the performance than DSR because node mobility gives 
link breakage between nodes. Then the throughput of DSR is more than DSDV. Here 
DSR has good performance than DSDV, but less than OLSR.  

6 Conclusion 

In this review paper, we have to analyze the performance by comparing the routing 
protocols. Overall, when the number of nodes increases then there is decrease in PDR 
and throughput and increase in delay and routing load. DSR show better result when 
maximum number of nodes and mobility is high. DSDV gives good result in case of 
maximum number of nodes and maximum packet length. In all the scenarios, TORA 
is worst performer and OLSR show best result among four routing protocols. 
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Abstract. This paper presents the design of our proposed protocols using MJ2-
RSA signature scheme for invoking communication between Customer, Trader, 
Multi Level Trader and Bank for registration and generation of secret key, 
publishing of public keys and distribution of private keys with ZTTP. 

Keywords: Key-Generation, protocols, MJ2-RSA signature scheme. 

1 Introduction 

In this paper we presents the significance of Fair Exchange protocols and propose 
protocols for invoking communication among different parties such as Customer, 
Trader, Multi Level Trader and Banker using our developed cryptosystem using MJ2-
RSA cryptosystem and signature scheme. Section 2 describes about Jk-RSA 
Cryptosystem and MJ2-RSA Digital Signature. Section 2 presents the importance of Fair 
Exchange protocols for using MJ2-RSA cryptosystem. Design of protocols for 
symmetric key generation is presented in section 3. In section 4 introduces Key-
Generation phase which include generation of One Public keys, One Private Key for 
Customer and One Public Key and Two Private Keys for Multi Trader, Bank (Hierarchy 
level of authentication)  using our proposed protocol MJ2-RSA crypto scheme. 

2 JK-RSA Cryptosystem 

The algorithm for key generation, encryption and decryption of Jk-RSA Cryptosystem 
is described as follows. 

Key Generation:  Choose two large primes P and Q such that N = PQ.  
Let K be an integer such that 1 ≤ K ≤ N.  

Compute ∏ −=
NP

kk
k pNNJ

/

)/11()(  and consider ( ))(),(),( NxJNJNZ kkJK
+  

a commutative ring with unity of order Jk (N) as a message space. Assign the 
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numerical equivalents to the alphabets taken from )(NZ
KJ . M is the message 

belongs to )(NZ
KJ . Select a random integer e such that gcd (e, Jk (N)) = 1, where 1 

< e < Jk (N), E≡ M mod Jk (N) ∈  message space )(NZ
KJ . Select integer d such that 

ED ≡ 1 (mod Jk (N)) i.e., D = E-1 mod Jk (N) where 1 ≤ D ≤ Jk (N). 

Public-Key PK = (Jk (N), E) 

Private Key SK = (Jk (N), D) 

Encryption: Given a public-key (Jk (N), E) and a message )(NZM
KJ∈ , compute 

the ciphertext   C = ME mod Jk (N) = M^E mod Jk (N) 

Decryption: Given a public-key (Jk (N), D) and ciphertext C, compute the message 

 M = CD mod Jk (N)    = C^D mod Jk (N) 

The correctness of Jk-RSA decryption is verified as follows  
CD mod Jk (N) = (ME)D mod Jk (N) = (MED mod Jk (N) = (ED).M mod Jk (N) 

  = 1.M mod Jk (N) = M 

2.1 MJ2-RSA Digital Signature 

The algorithm for key generation, signature generation and verification of MJ2-RSA 
Digital Signature is described as follows. 

Key generation: 1. The Signer Choose sufficiently large distinct primes, 
p1,p2,……..,pr at random. 

2. Compute N=∏
=

=
r

i
ri pppp

1
21 .....  and  J2(N) = ∏ −−

kp

kk pn
/

)1(  

= )1()1)(1( 21 −−−−−−−− k
r

kk ppp  = ∏
=

−
r

i

k
ip

1

)1(  

3. Choose a random integer E< J2(N) such that gcd (E, J2(N)) = 1. 
4. Compute the integer D Which is the inverse of E i.e, ED≡1(mod Jk(N).  

5. for 1≤i≤r, compute )1(mod −≡ k
ii pDD   

Public Key = (2, N, E), Private Key   = (2, (p1,p2,……..,pr, D1,D2,……..,Dr)) 

Signature generation: Using the Private Key (N, E) creates a signature ‘σ’ on the 

message M by computing. )(mod NM D≡σ  

Signature Verification: After obtaining the signature ‘σ’ and the message M, Check 

whether )(mod NM eσ≡ .If the above equation holds then “Accept: the message 

otherwise. 
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3 Fair-Exchange 

Fair-exchange is an important property that must be ensured in all electronic 
commerce environments where the merchants and the customers are reluctant to trust 
each other. This property guarantees that none of the transacting parties suffers 
because of the fraudulent behavior of the other party in the transaction. In this paper, 
we propose the design of our MJ2-RSA protocol for registration phase of Customer, 
Trader, ML-Trader, and Bank to overcome the problem of fair-exchange for digital 
products. A fair-exchange protocol allows two parties to exchange items in a fair way 
so that either each party gets the other's item, or neither party does. We describe a 
novel method of constructing very efficient fair-exchange protocols by distributing 
the computation of MJ2-RSA signatures and MJ2-RSA dual-signatures. Today, the 
vast majority of fair-exchange protocols require the use of zero-knowledge proofs, 
which is the most computationally intensive part of the exchange protocol. Using the 
intrinsic features of our dual-signature model, we construct protocols that require no 
zero-knowledge proofs in the exchange protocol.  

4 Dual Key Generation for ML-Trader, Bank 

The Private key is generated by finding the unique integer D, 1 < D < J2(N), such that  
ED = 1 (mod J2(N)). The corresponding (primary signer's) partial private key is 
generated by finding the unique integer Dl, such that ED1=1 (mod J2(N)). Next, the 
(cosigner's) partial private key D2 is computed as D2 = D / D1. Dual private keys for 
ML-Trader and Bank are (E,D1,D2,N) Server first generates the parameters multiple-
prime P1,P2,P3,…Pr and the keys E,D,D1 and D2 (D1,D2 for ML-Trader/Bank).  

4.1 Our MJ2-RSA Based Dual-Signature Scheme for ML-Trader / Bank 

MJ2-RSA based dual-signature scheme that allows two signers to compute a dual-
signature efficiently. The core idea behind his scheme is to multiplicatively split the 
private key d into two partial keys Dl and D2, each associated with a different signer. 
That is, D ≡ D1D2 (mod J2(N)). The dual-signature computation is then based on the 
equation H(M)≡ H(M) D1D2 (mod N ). In our fair-exchange protocol, we employ an 
MJ2RSA-based dual-signature scheme that also splits D into two partial keys, but the 
splitting is done additively instead of multiplicatively.  

4.2 Dual-Signature Generation for ML-Trader, Bank 

The primary signer and cosigner create their respective partial signatures, Sig i = 
H(M)Di mod N  i=1,2, Sig 1 = H(M)D1 mod N  for signer, Sig 2 = H(M)D2 mod N  for 
cosigner. Using their respective partial private keys Dl and D2, These are multiplied 
modulo N to form the dual-signature Sign. That is, Sign = H(M) D 1* D2 mod N. The 
partial signature al is considered valid if and only if SignE mod N = H(M). The dual-
signature Sign is verified using the public key E. 
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5 Conclusion 

The protocols provide strong fairness. At the end of each exchange, a party obtains 
his counterpart’s item(s) if and only if the other party obtains his item(s). If fairness is 
not achieved during a normal exchange process, a ZTTP can be invoked for 
assistance. Our research hypothesis was that fair exchange in these cases could be 
achieved by encrypting the exchanged signature so that the receiver could verify its 
correctness, while both its originator and an agreed ZTTP could decrypt the signature; 
in the case when the ZTTP is involved, the signature’s confidentiality is preserved 
from the ZTTP.  
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Abstract. In this paper a new digital image watermarking technique have been 
proposed to protect the copyright of multimedia data. The goal of this paper is 
to develop a watermarking algorithm based on image segmentation and 
adaptive Harris corner detector. The Image segmentation is done using 
Expectation Maximization algorithm based on intensity values of the pixels. 
Adaptive Harris corner detector is used to identify the rotation and scaling 
invariant feature points. Circular region is defined around each selected feature 
points, and selected regions are normalized .Then a pseudorandom sequence of 
watermark is generated and embedded in the circular region. Watermark 
embedding strength is adjusted adaptively using the noise visibility function. 
The effectiveness and accuracy of the proposed scheme is established through 
experimental results. The results show that our proposed watermark scheme is 
robust to rotation, scaling and common signal distortions. 

Keywords: Image segmentation, Noise Visibility Function, Adaptive Harris 
Corner Detector, Watermarking. 

1 Introduction  

Digital Watermarking is a technique used to hide data or identifying information 
within digital multimedia.  The study goal of this paper was to design a simple & 
speed watermarking scheme that was resistant to RST, JPEG compression, and 
median filtering.  

Say Wei Foo [1] proposes the scheme, in which feature points are first extracted 
from host image and several circular patches centred on these points are generated. 
The patches are used as carriers of watermark information. Zernike transform is then 
applied to the patches to calculate local Zernike moments. Dither modulation is 
adopted to quantize the magnitudes of the Zernike moments followed by false alarm 
analysis. Wei Wang, [2] proposes the scheme which selects the phase information in 
DFT domain as feature of image, and uses generalized Radon transformations to 
identify the geometric transformations. A secret key related to the original image is 
generated using the phase feature, maxima and the watermark sequence. The key is 
used later in image authentication and watermark extracting. Sirvan Khalighi [3] 
proposes scheme based on the Contour let Transform in which watermark is 
embedded into the highest frequency sub band of the host image in its Contour let 
domain, this method enables to embed more amounts of data into the directional sub 
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bands of the host image without degrading its perceptibility. Our proposed method is 
very fast & efficient and highly robust. Histogram based image segmentation is used 
to make segmentation fast & simpler. Adaptive Harris corner detector is used to 
identify the features points, once the features are identified circular regions are 
defined around each feature points and each circular region is normalized and 
watermark is embedded in that circular region. 

2 Proposed Watermarking Scheme 

Proposed architecture of the watermarking system consists of Image segmentation, 
feature extraction, circular region alignment, normalization, watermark generation 
and embedding. Similar steps are followed for watermark extraction.  

Segmentation: Histogram based image segmentation proposed by Sateesh & Raja [4] 
is applied on spatial domain using patchwork algorithm. Histogram based algorithm is 
used to obtain the number of regions and the initial parameters like mean, variance 
and mixing factor. The final parameters are obtained by using the Expectation and 
Maximization algorithm. The segmentation of the approximation coefficients is 
determined by Maximum Likelihood function. It is observed that the proposed 
method is computationally efficient allowing the segmentation of large images and 
performs much superior to the earlier image segmentation methods.  

Feature Extraction: Harris corner detector is based on the local auto-correlation 
function of a signal. Given a shift (x, y) and a point the auto-correlation function is 
defined as  

[ ]2
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iiii yyxxIyxIyxc                             (1) 

Where I (xi, yi) represent the image function and (xi, yi) are the points in the window 
W centered on (x, y). The shifted image is approximated by a Taylor expansion 
truncated to the first order terms. 
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where Ix (xi, yi) and Iy (xi, yi) indicate the partial derivatives in x and y respectively. 
With a filter like [-1, 0, 1] and [-1, 0, 1] T, the partial derivates can be calculated from 
the image by substituting. 
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C(x, y) the auto-correlation matrix which captures the intensity structure of the local 
neighborhood. Let α1 and α2 be the eigenvalues of C(x, y), then we have 3 cases to 
consider: 

1. Both eigenvalues are small means uniform region (constant  intensity). 
2. Both eigenvalues are high means Interest point (corner) 
3. One eigen value is high means contour(edge) 
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To find out the interest points, Characterize corner response H(x, y) by Eigen values 
of C(x,y). 

(i)  C(x, y) is symmetric and positive definite that is α1 and α2 are >0 
(ii)  α1 α2 = det (C(x, y)) = AC –B2 

 α1 + α2 = trace(C(x, y)) = A + C 
(iii)  Harris suggested: that the HcornerResponse = α1 α2 – 0.04(α1 + α2)2 

Finally, it is needed to find out corner points as local maxima of the corner response.  

Watermark Embedding: Circular regions are defined around these selected features. 
Each circular region is normalized. Watermark W is generated using Pseudo Random 
Sequence generator and a secret key. Watermark embedding strength is adjusted 
using the Noise Visibility Function. Below formula calculates the watermark 
embedding strength using NVF . 

 Ys=Xs+ (1-NVF)*W   

Xs is original image data in circular region , Ys is watermarked image data ,W is the 
generated Watermark sequence.   
Each whole circular region is filled with Ys data which is an original image data 
embedded with watermark sequence.  

Watermark Extraction: Image segmentation, feature extraction and circular region 
alignment are similar to the method used for embedding the watermark. Once the 
circular regions are located, watermark is extracted from that circular region and 
watermark sequence is generated using PN generator and the same secret key that was 
used to generate the watermark during watermark embedding. Correlation Coefficient 
is used to find the distortion of the extracted & generated watermark.  

3 Experiments and Results 

PSNR and Correlation Coefficient without distortion and after RST & general Image 
processing are listed in Table 1 below. Results are compared with N.R. Nantha 
Priya’s work [5]. We can observe, that we are able to retrieve the same watermark 
which was embedded , comparing this result to Nantha’s, we can see that out method  
 

Table 1. PSNR & CC of test images without distortions and after RST and common signal 
processing attacks 

Attacks 
/Images 

PSNR CC[ours] 
/ 
CC[Nanth
a’s] 

Rotate 
- 90°/ -45° 

Scal
ing 
0.5 

Gaussia
n noise 
of 0.1 

3x3Median+ 
JPEG 85% 

Leena 37.969 1/0.6931 1/ 0.9409 1 0.96711 0.928 
Baboon 35.9361 1/1 1/0.9068 1 0.92558 0.9288 

Barbara 40.4365 1/0.6184 1/0.8423 1 0.93772 0.9633 

Pepper 36.5905 1/0.9007 0.9585/0.9
011 

1 1 1 
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has performed extremely well in retrieving watermark when image is not distorted. 
We can also observer from the below table that proposed method is highly robust to 
scaling, rotation and general image processing operations. 

4 Conclusion 

Our proposed watermarking scheme is highly robust against geometrical & common 
signal processing attacks and demonstrated its superior performance using different 
experiments. This approach outperforms other results has limitation for resizing.  
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Abstract. Digital watermarking in the field of medical images is becoming a 
new research focus. Modern medical equipments produce mass digital images 
and data everyday [1]. The integrity of such records needs be protected from 
unauthorized modification. One of the security measures that can be used is 
watermarking as traditional technologies for data security such as cryptography, 
digital authentication etc cannot fully meet the requirements [2].  With digital 
watermarking ,confidentiality and integrity of a medical image can be achieved 
by hiding the Electronic Patient Record (EPR data) in corresponding medical 
images and can have wide applications in the field of Tele- medicine. But  
at the same time, diagnostic quality of the medical images should not be 
compromised. The objective of this paper is to discuss some of the most 
efficient techniques suitable for watermarking of medical images. These 
methods are based on modified difference expansion, CDCS, Secondary LSB 
replacement and are reversible in nature. These techniques aim at increasing the 
data hiding capacity, without distortion of diagnostically important information 
and also provides  ROI authentication and temper detection. 

Keywords: CDCS, Medical image, ROI-based, Tamper Detection, Reversible 
Watermarking, Histogram modification, Near Reversible, Secondary LSB. 

1 Introduction 

Healthcare institution that handles a number of patients, opinions is often sought from 
different experts. It demands the exchange of the medical history of the patient among 
the experts which includes the clinical images, prescriptions, initial diagnosis etc. But 
with the widespread and increasing use of Internet, these digital images can be easily 
accessed and manipulated. Considering patient’s privacy and diagnostic accuracy, the 
prevention of medical images from tampering tends to be an urgent task [1].  

Another fact is that in recent years, health care systems involve a large amount of 
data storage and transmission such as patient information, medical images, electronic 
patient records (EPR) and graphs [3]. Transmission of such a large amount of data 
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when done separately using ordinary commercial information channels like internet, it 
results in excessive memory utilization, an increase in transmission cost and time and 
also make that data accessible to unauthorized personnel [4]. In order to reduce 
storage and transmission cost, data hiding techniques are used to embed patient 
information with medical images. These data hiding techniques can also be used for 
authentication and tamper detection so that integrity of region of interest (ROI) can be 
judged [5]. 

In medical imaging applications, there are stringent constraints on image fidelity 
that strictly prohibit any permanent image distortion by the watermarking [6]. For 
instance, artefacts in a patient's diagnostic image due to image watermarking may 
cause errors in diagnosis and treatment, which may lead to possible life-threatening 
consequences [7]. Thus, to overcome the problem of occurrence of artefacts and to 
produce zero distorted or noise free watermarked medical images, various reversible, 
fragile watermarking schemes have been introduced by various researchers out of 
which some are surveyed in this paper.The rest of the paper is organized as follows: 

In Section 2 the reversible watermarking technique with high capacity EPR data 
hiding using CDCS with ROI tamper detection is reviewed. In section 3 reversible 
watermarking using two-dimensional difference expansion scheme is discussed. 
Section 4 gives an overview of Near Reversible Watermarking algorithm based on 
secondary LSB replacement. The key features and capabilities of all three techniques 
is discussed in Section 5. 

2 Class Dependent Coding Scheme  

This scheme works in two phases: the text processing phase and the image processing 
phase. In text processing phase stream of EPR encoded bits along with hash code bits 
are prepared and in image processing phase these bits are embedded into the RONI 
region of corresponding medical image. 

2.1 Preparing Payload 

In this technique firstly Class Dependent Coding Scheme (CDCS) is applied on EPR 
data bits to reduce the size of EPR data bits and enhance the embedding capacity. The 
CDCS technique assigns fixed codes to each character according to their occurrence 
probability [11, 12]. In this scheme EPR characters are categorized into three different 
non-overlapping classes. Class A is considered to be most frequently appearing 
character set, Class B as an average frequency appearing character set and Class C as 
a less frequently appearing character set. The number of bits needed to represent each 
character in the respective class is calculated by assuming only capital letters, 
alphanumeric and few special characters. Then variable length code is designed to 
represent each class based on Huffman encoding. Using this scheme any character can 
be represented by only 4-bits prefixed by a class code (1-bit or 2-bit). CDCS 
combines the advantage of both fixed length and variable length coding to get less 
number of bits to represent same information. 
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To enhance the robustness of the technique against various attacks such as image 
compression redundancy bits are added. Tampering along with bit error correction 
can be achieved by adding redundancy for each bit prior to embedding [11, 12]. 
Interleaving of bits is done to spread subsequent bits from each other throughout the 
image, so that even if any block of stego image undergoes with an attack, EPR bits 
can be recovered from another blocks [10]. These two techniques along with CDCS 
provide more robustness. 

The 8x8 blocks of the ROI part of image are not considered for embedding so a 
secure hash function using SHA-256 is calculated on these ROI blocks [11]. These 
hash bits are appended to EPR data bits to get the Final Bit Stream (FBS). This FBS is 
embedded in NROI 8x8 blocks. 

2.2 Finding Robust Difference Parameter ‘α’ 

We split each 8×8 RONI image block into two subsets A and B. For each of this 
RONI block, we calculate the difference value α which is defined as the arithmetic 
average of difference of pixel pairs within the block [13]. = (1/ ) ∗ ( ) 

The difference value α is expected to be very close to zero due to correlation and 
spatial redundancy in the pixel values of local block [13]. We select this α as a robust 
quantity for embedding information bit as the value ‘α’ is based on the statistics of all 
pixels in the block, it has certain robustness against attacks. 

2.3 Embedding Bits  

According to the distribution of α in the original medical image the threshold value‘t’ 
is chosen. Two cases arise: 

In case 1, difference value α is located within defined threshold. In this case if 1 is 
to be embedded, we shift the difference value α to the right side beyond a threshold, 
this is done by adding or subtracting a fixed number‘d’ called offset from each pixel 
value within one subset. If 0 is to be embedded, the block is intact [13]. 

In case 2, if the difference value α is located outside the threshold, no matter 
whether we have to embed bit 1 or 0, we always embed bit 1, thus shifting the value α 
farther away beyond the threshold. The bit error introduced in this case is corrected by 
using error correction [13]. While adding or subtracting‘d’, the pixel values should 
not lead to overflow/underflow problem. 

2.4 Retrieval of EPR Data 

To extract the EPR data from stego image firstly it is divided into 8×8 non-
overlapping blocks excluding ROI blocks. The difference value α is calculated for 
each block using above equation [13]. If the calculated difference value lies outside 
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the threshold, then bit 1 is extracted and pixel value of one subset is restored to its 
original value [13]. If the difference value α lies within threshold, then bit 0 is 
extracted without changing the pixel value of that block. So following this we can 
extract EPR data and embedded hash bits. This hash value is then compared with the 
new hash calculated over stego image’s ROI to check the authenticity of ROI of 
image and to check whether it is tampered or not. Original image can be restored 
without any distortion after EPR data is extracted, after extracting all bits of EPR 
information it can be reconstructed using CDCS. 

3 Two-Dimensional Difference Expansion Based Scheme 

In this scheme 2-Dimensional Difference Expansion (2D-DE) is used which is modified 
form of previous difference expansion (DE) techniques. This scheme allows embedding 
the recovery information of ROI without lossy compression which was used previously. 
This technique can be used for authenticating ROI, hiding patient’s data, finding 
tampered areas inside ROI, and recovering those tampered areas. Also, the original 
image is recovered exactly after watermark extraction at the receiver end [3].  

In this scheme, the image is divided into non-overlapping blocks of 4×4 pixels, 
then using Haar wavelet transform in horizontal and vertical direction (which 
represent two dimensions of the block) each block is transformed into frequency 
domain. Then in the blocks which do not cause overflow or underflow 16 bits are 
embedded using difference expansion [3]. 

3.1 Embedding the Payload 

In this technique first of all ROI region of medical image is selected, RONI and the 
border regions are defined. ROI is divided into 16×16 pixel blocks. Then MD5 
algorithm is used to calculate hash message (H) for ROI. The bits of ROI pixels are 
collected as P. The LSB’s of border’s pixels are collected as L. The patient data, D, is 
concatenated with P, H and L and is then compressed using Huffman coding to 
generate the payload. This payload is embedded into RONI using 2-Dimensional 
Difference Expansion (2D-DE) technique and embedding map is generated. This 
embedding map and ROI coordinates are concatenated, compressed and then 
embedded into LSB’s of border’s pixels. The watermarked image is now ready and 
can be stored or transferred safely [3]. 

3.2 Extraction Process 

In the extraction process LSB’s of the border’s pixels are recovered. This recovered 
bit stream is depressed; the embedding map and ROI coordinates are extracted 
separately. ROI and RONI regions are defined using ROI coordinates. Then the 
payload is extracted from RONI and is decompressed and then decomposed into; H, 
P, L, D. 
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Then the hash message of ROI is calculated and compared to extracted one. If they 
are equal, the image is authentic and then using the bits of L, the LSB’s of the 
border’s pixels are recovered. Else if they are not equal image is unauthentic and it 
means some tampering is detected. Then to localize the tampered area and to recover 
the original ROI bits, ROI is divided into blocks of 16×16 pixels. The average value 
of each block is calculated and matched with value of the average of corresponding 
pixel in extracted ROI; P. If both are not equal, the block is marked as tampered and 
is replaced by corresponding pixel P [3]. So in the end, the original image is extracted 
exactly after watermark extraction.  

4 Near Reversible Watermarking Algorithm Based on 
Secondary Lsb Replacement 

This paper proposes a near reversible image watermarking algorithm based on the 
secondary LSB replacement [14]. Simulation results prove that the watermarked 
image not only can well hide the watermark information by storing the secondary 
LSB data of host image and the watermark data in the same bit, but also can be 
recovered to the original host image to a high extent. This technique have strong 
robustness and low calculating complexity[14]. 

4.1 Embedding Process 

Firstly we read image files, get the data matrixes of host and watermark image I(i,j) 
and watermark image W(i,j), write the size of watermark into the head of the host 
image. 

I(i,j),i=1:M, j=1: N, M and N are the row and column of host image respectively. 
W(i,j),i=1:m, j=1:n, m and n are rows and column of watermark respectively. 
Now by using formula(1) calculate the ratio R of host image and watermarked 

image 

 R=(M×N)/(m×n) (1) 

According to the value Rdivide the host image into small blocks. 
If R<8, the size of watermark image extends the capacity of host image, and 

algorithm stop; 
If R≥8, the watermark image can be embedded into the host image. The larger R is, 

the less the host image data will be lost. 
Now embed the watermark data into the divided small blocks in the following 

manner. The 8th  row secondary LSB data of the host image block 
replace the LSB data of the same row, and the 8th row original LSB data is 

discarded. Then, the 7th  row secondary LSB data replace the 8th  row secondary LSB 
data, the 6th  row secondary LSB data replace the 7th  row secondary LSB data……, 
the 1 row secondary LSB data replace the 2nd  row secondary LSB data, and one byte 
of watermark data replace the 1 row secondary LSB data of the host image block [14]. 
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4.2 Extraction Process 

In the extraction algorithm firstly the size of watermark is extracted from the head of 
the host image data. Now calculate the value of R by (1), and according to these 
values of R divide the watermarked image into small blocks. Then extract the 1st row 
secondary LSB data of every block and recompose the watermark image. Now 
recover the original host image. This process is executed as: 

The 2nd  row secondary LSB data replaces the 1 row secondary LSB data, the 3rd  
row secondary LSB data replaces the 2nd  row secondary LSB data, the 4th  row 
secondary LSB data replaces the 3rd  row secondary LSB data……, the 8 row 
secondary LSB data replaces the 7th  row secondary LSB data, and the 8th   row LSB 
data replaces secondary LSB data of the same row [14].  

So this technique presents near reversible watermarking algorithm based on the 
secondary LSB replacement, which allows near lossless recovery of the original host 
image [14]. 

5 Discussion on Features and Capabilities  

EPR data hiding using Class Dependent Coding Scheme can be used as effective 
coding scheme for hiding information in medical images which provides better 
perceptual quality of stego image along with increase in embedding capacity. This 
technique enhances the robustness against various attacks like JPEG compression, 
image tampering and image manipulation [10]. This technique also provides 
flexibility to doctors in selecting the critical area of the medical image as ROI. Also 
any tamper in the ROI can be easily detected [10]. If lossless compression is applied 
on stego image and the stego image is not altered before authentication, then hidden 
data, original image as well as hash bits can be extracted correctly. Else if 
compression is not so severe then hidden data can be extracted correctly but original 
image cannot be recovered [10]. So this technique although provide high data hiding 
capacity but robustness against intentional attacks is reasonable. 

Reversible data hiding using 2-dimenstional difference expansion technique can be 
used for hiding patient’s data in large volume and provide authenticity to medical 
images. This technique not only detects the locations of tampered areas inside ROI of 
watermarked medical images but also recover the contents of tampered areas. Very 
good performance is achieved in the terms of hiding capacity and visual quality using 
this technique [3]. 

Near reversible watermarking algorithm based on secondary LSB replacement 
allows near lossless recovery of original host image. This algorithm not only can 
recover the original host image to a high extent, but also have good performance in 
robustness, hiding ability and computing complexity. The embedding capacity of this 
algorithm is mainly decided by the ratio between the size of the host image and 
watermark, so this algorithm provides low embedding capacity, which is main 
limitation of this algorithm. So when R is less than 8, the algorithm may fail [14]. 
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Abstract. This paper describes a link-based technique for automating the 
detection of Web spam, that is, pages using deceptive techniques for obtaining 
an undeservedly high score in search engines. The problem of Web spam is 
widespread and difficult to solve, mostly due to the large size of the Web that 
makes many algorithms infeasible in practice. We propose spam detection 
techniques that only consider the link structure of Web, regardless of page 
contents. In particular, we compute statistics of the links in the vicinity of every 
Web page applying rank propagation and probabilistic counting over the Web 
graph and C5.0 classification algorithm. These statistical features are used to 
build a classifier that is tested over a large collection of Web link spam. 

Keywords: Content analysis, information retrieval, link, spam, Web spam 
detection. 

1 Introduction 

The Web is nowadays both an excellent medium for sharing information, as well as 
an attractive platform for delivering products and services. This platform is, to some 
extent, mediated by search engines in order to meet the needs of users seeking 
information. Given the vast amount of information available on the Web, it is 
customary to answer queries with only a small set of results (typically 10 or 20 pages 
at most). Search engines must then rank Web pages, in order to create a short list of 
high-quality results for users. The Web contains numerous profit-seeking ventures, so 
there is an economic incentive from Web site owners to rank high in the result lists of 
search engines. All deceptive actions that try to increase the ranking of a page in 
search engines are generally referred to as Web spam or spamdexing. 

A Web search engine must consider that “any evaluation strategy which counts 
replicable features of Web pages is prone to manipulation” [20]. In practice, such 
manipulation is widespread, and in many cases, successful. The authors of [9] report 
that : “among the top 20 URLs in our 100 million page PageRank calculation  were 
pornographic, and these high positions appear to have all been achieved using the 
same form of link manipulation”. In general, we want to explore the neighbourhood 
of a page and see if the link structure around it appears to be artificially generated 
with the purpose of increasing its rank. We also want to verify if this link structure is 

                                                           
* Corresponding author. 
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the result of a bounded amount of work, restricted to a particular zone of the Web 
graph, under the control of a single agent. This imposes two algorithmic challenges: 
the first one is how to simultaneously compute statistics about the neighbourhood of 
every page in a huge Web graph, and the second is what to do with this information 
once it is computed, and how to use it to detect Web spam and demote spam pages. In 
this paper we adapt two link-based algorithms, and apply them for detecting malicious 
link structures on large Web graphs. The main contributions of this paper are: 

• We introduce a damping function for rank propagation [1] that provides a metric 
that helps in separating spam from non-spam pages.  
• We propose a new technique for link spam detection that exploits the distribution of 
the number of Web page supporters with respect to distance. To this purpose, we 
present an improved approximate neighbour hood counting algorithm [21]. 
•  We describe an automatic classifier that only uses link attributes, without looking at 
Web page content, still achieving a precision that is equivalent to that of the best 
spam classifiers that use content analysis. This is an important point, since in many 
cases spam pages exhibit pretty “normal” contents. 

Our algorithms are tested on a large sample of the .uk domain where thousands of 
domains have been inspected and manually classified as spam or non-spam domains. 
Concerning the algorithmic contribution of our work, we propose an approximate 
counting technique that can be easily “embedded” within a rank computation. This 
sheds new light and simplifies the method proposed in [21], suggesting that the base 
rank propagation algorithm provides a general frame work for computing several 
relevant statistics in large networks. All our algorithms also work in a streaming 
model: Every computation involves a limited number of sequential scans of data 
stored in secondary memory [17]. We also provide a framework in which the 
algorithms use an amount of main memory in the order of the number of nodes, 
whereas an amount of memory in the order of the number of edges may not be 
feasible. In conclusion, our methods are scalable to deal with Web graphs of any size. 
In [4] we study several combinations of the algorithms presented in this paper with 
other link-based metrics, showing a detailed breakdown of the different techniques 
and the classification accuracy achieved in Web spam detection. Here we focus on the 
description and analysis of the two main algorithms (Truncated PageRank and 
Probabilistic Counting). For the sake of completeness we also include results on their 
general performance on the spam detection task. 

2 Characterizing Spam Pages 

In [15], spamming is defined as “any deliberate action that is meant to trigger an 
unjustifiably favorable relevance or importance for some Web page, considering the 
page’s true value”. A spam page is a page that is used for spamming or receives a 
substantial amount of its score from other spam pages. Another definition of spam, 
given in  is “any attempt to deceive a search engine’s relevancy algorithm” or simply 
“anything that would not be done if search engines did not exist”. There are several 
techniques for spamming the index of a search engine, or spamdexing. A spam page 
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may contain an abnormally high number of keywords, or have other text features that 
make content-based spam detection [21,8] possible. A link farm is a densely 
connected set of pages, created explicitly with the purpose of deceiving a link-based 
ranking algorithm [ 2]. In  this is called collusion, and is defined as the “manipulation 
of the link structure by a group of users with the intent of improving the rating of one 
or more users in the group”. This is the kind of page we are interested in. The targets 
of our spam-detection algorithms are the pages that receive most of their ranking by 
participating in link farms. A link farm is a densely connected sub-graph, with little 
relationship with the rest of the Web, but not necessarily disconnected. From non-
spam sites by buying advertising, or by buying expired domains used previously for 
legitimate purposes. It is important to note that there are some types of Web spam that 
are not completely link-based, and it is very likely that there are some hybrid 
structures combining link farms (for achieving a high link-based score) and content-
based spam, having a few links, to avoid detection. In our opinion, an approach 
mixing content features, link-based features and user interaction (e.g.: data collected 
via a toolbar or by observing clicks in search engine results) should work better in 
practice than a pure link-based method. In this paper, we focus on detecting link 
farms, since they seem to be an important ingredient of current spam activity. We 
view our set of Web pages as a Web graph, that is, a graph G = (V,E) in which the set 
V corresponds to Web pages in a subset of the Web, and every link(x, y) ∈ E 
corresponds to a hyperlink from page x to page y in the collection. For concreteness, 
the total number of nodes N = |V | in the full Web is in the order of 1010 [13], and the 
typical number of links per Web page is between 20 and 30. Link analysis algorithms 
assume that every link represents an endorsement, in the sense that if there is a link 
from page x to page y, then the author of page x is recommending page. 

3 Qualified Link Analysis 

We propose a deep analysis of Web links from the standpoint of quality as defined in 
[15]. This qualitative analysis has been designed to study neither the network 
topology, nor link characteristics in a graph. 

3.1 Analyzing Web Links 

The information retrieval system analyzes the links in a page and extracts several 
features from that page. The system not only offers information about the number of 
links whose pointed page can be recovered using information from the link and the 
page that contains it, but also data about every link. This system is based on classical 
information retrieval techniques and natural language processing, and it mainly 
consists of two stages. 

3.1.1   Extraction of Relevant Information on a Link 
There are many works which have analyzed the importance of the anchor text as a 
source of information , thus we use the anchor text as the main source of information to 
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recover a link. However, there are many cases in which the anchor text does not 
contain enough information. For this reason, the system performs a terminology 
extraction from other sources of information such as the URL, the page that contains 
the link, the context of the anchor text, and a cached page version of the analyzed link 
that can be stored in a search engine (Yahoo!) or digital library The horizontal axis 
corresponds to the number of recovered links minus the number of non recovered. The 
vertical axis corresponds to density. The system uses several terminology extraction 
approaches based on frequency  and statistical language modeling (specifically KL 
divergence), depending on the source of information considered. Specifically, TF-IDF 
is used to extract terminology from the page that contains the link, which could be 
unrelated to the searched page, and KL divergence to extract terminology from the 
cache page, which, if it exists, contains relevant terminology for sure. 

3.1.2   Construction of Complex Queries and Request to a Search Engine 
The original query is composed of the terms extracted from the anchor text, and this 
query is expanded using the terms extracted from the other sources of information 
considered. The different expanded queries are submitted to the selected search 
engine (Yahoo!), and the top ten ranked documents are retrieved. In this paper, we 
consider that a link has been recovered if the page pointed by the link is in the set of 
pages retrieved with some of the queries. Six measures are extracted in this work and 
described below. We have considered different features for each measure. 

Recovery Degree: The most important feature that is extracted thanks to the recovery 
system is precisely the degree of recovered links. For every page the system tries to 
retrieve all their links and as result, three values are obtained: 1) the number of 
recovered links (retrieved within the top ten results of the search), 2) the number of 
not recovered links, and 3) the difference between both previous values. we can 
observe that the spam pages concentrate on a separate area of the distribution, which 
allows us to distinguish them. We can also observe than the rate of recovered links 
with respect to non recovered is clearly higher in the non spam pages, thus providing 
a very useful feature for the classifier. The degree of recovered links can be 
understood as a coherence measure between the analyzed page, one of its links, and 
the page pointed by this link 

4 Experiments 

4.1 Classification Algorithms 

For the classification tasks, we have used theWeka software because it contains a 
whole collection of machine-learning algorithms for data-mining tasks. The first step 
to obtain the best results in the classification task is to select the most appropriate 
classifier. We selected different classification algorithms to evaluate the introduced 
features. In particular, we have chosen the following classification algorithms: 
Metacost, a cost-sensitive wrapper algorithm that takes the base classifier decision 
tree with bagging C5.0; Naive Bayes, a statistical classifier based on the Bayes’ 
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theorem using the joint probabilities of sample observations to estimate the 
conditional probabilities of classes given an observation; Logistic Regression, a 
generalized linear model to apply regression to categorical variables; and finally, 
SVMs which aim at searching for a hyperplane that separates two classes of data with 
the largest margin. 

We performed an extensive evaluation with these classifiers that are implemented 
in theWeka toolkit.We used theWeka J48 implementation of a decision tree, the 
Naïve Bayes and Logistic Regression algorithms, and the sequential minimal 
optimization (SMO) implementation of an SVM Polynomial kernel .We used the 
default options of these algorithms, except in the case of the decision tree for which 
we set a reduced error pruning method. The algorithmic details of these classifiers are 
beyond the scope of this paper. Additional information about the classifiers is 
available in most standard machine-learning texts. Optimizing the algorithm 
parameters could slightly improve our results, which can, therefore, be considered a 
lower bound of the performance we could obtain with our approach. The evaluation 
of the learning schemes used in all the predictions of this paper was performed by a 
ten-fold cross-validation. For each evaluation, the dataset is split into ten equal 
partitions and is trained ten times. Every time, the classifier trains with nine out of the 
ten partitions and uses the tenth partition as test data. We have adopted a set of well-
known [7] performance measures in Web spam research: true positive (TP or recall), 
false positive (FP) rate, and F-measure. 

5 Discussion and Conclusion 

In this paper, we proposed a new methodology to detect spam in the Web, based on 
an analysis of QLs and a study of the divergence between linked pages. To use QLs 
and the LM features effectively, we proposed a C5.0 classifier algorithm. The 
approach of identifying qualified links by computing a number of similarity measures 
of their source and target pages. The following limitations can be addressed in future 
work. 

• The classifier and similarity measures being used are quite simple. It is expected 
that the use of a better classification algorithm and an advanced set of similarity 
measures would produce a better result. For example, examining the similarity of text 
in and around a link to its target might fare better, especially for multi-topic hubs. 
• The computational complexity of “qualified link analysis” is an issue that requires 
careful consideration. Although the index of the corpus could be made available 
before hand, computing the similarity scores is still expensive considering the size of 
the web. Potential solutions include using fewer features, using features that are easy 
to compute, and utilizing simple classification algorithms. We tested one possible 
extension, which builds a thresholding classifier based on anchor text similarity. The 
classifier simply categorizes the links within the first eight buckets as “qualified 
links”, and the rest as “unqualified”. 
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Abstract. Mobile Ad hoc network is an infrastructure-less network comprising 
of mobile nodes which dynamically form a network without the help of any 
centralized administration. Since nodes are highly mobile, efficient routing 
protocols are needed for better performance in such networks. This paper 
compares the performance of two on-demand routing protocols for mobile ad 
hoc networks – Dynamic Source Routing (DSR) and Ad Hoc On-Demand 
Distance Vector (AODV). The performance differentials are analyzed using 
varying traffic. The performance is evaluated by using Network Simulator (NS-
2.1), from viewpoint of packet delivery fraction and average end- to-end delay.  

Keywords: Ad hoc networks, wireless networks, mobile networks, routing 
protocols. 

1 Introduction 

Mobile ad hoc network (MANET) [2] consists of a set of wireless mobile nodes 
communicating with each other without any centralized control or fixed network 
infrastructure. MANET nodes are equipped with wireless transmitters and receivers. 
In MANET, nodes have to announce their presence periodically and listen for their 
neighbors announcements broadcast to discover and learn how to reach each other. 
Therefore, the new node is not familiar with its network topology at the beginning. 
Mobility and scalability are main challenge in infrastructure- less networks. Where 
mobility means that often changes the network topology drastically and unpredictably 
while scalability means more traffic and overhead control packets. In addition, 
wireless links have been significantly affected by constraint resources such as 
bandwidth and power. Hence, there is a need of efficient and effective MANET 
routing protocols to allow the nodes to communicate over multi- hop paths, and 
should perform acceptably in a dynamic, low bandwidth environment [17]. Many 
routing protocols for MANET have been proposed [1], to provide routes in such 
dynamic environment. These protocols can be broadly classified onto three main 
categories, namely, proactive reactive and hybrid. The objective of this paper is to 
carry out the systematic performance study of two reactive routing protocols for ad 
hoc networks- Dynamic Source Routing (DSR) [7] and Ad hoc On – Demand 
Distance Vector (AODV) [8, 9]. The key motivation behind the design of on- demand 
protocols is the reduction of the routing load. High routing load usually has a 
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significant performance impact on low bandwidth wireless links. On the other hand, 
the on – demand approach do not compute until there is a data to be sent. It may cause 
longer delay to construct a route, and the connection may not be set up due to the long 
latency and congested channel [4, 5].  

This paper presents an extensive simulation study that compares the performance 
of two on demand routing protocols for ad hoc networks: AODV [3] and DSR [6, 16]. 
The performance comparison metrics are Packet delivery fraction and average End –
to – End delay for the varying traffic sources. The rest of the paper is organized as: 2) 
Protocol description of DSR and AODV. 3) Performance Metrics and Simulation 
Scenario 4) Result and Discussion. 5) Conclusion.  

2 Protocol Description 

2.1 DSR 

The main feature of the DSR is to use source routing. That is, the sender of a packet 
determines complete route from itself to the destination, including all intermediate 
hops. These routes are stored in route cache. The data packet carries the source route 
in the packet header [6, 9]. All intermediate hosts forward the packet based on this 
predetermined route (called source route). No routing decision is made at intermediate 
hosts. When a node in the ad hoc network attempts to send a data packet to a 
destination for which it does not already know the route, it uses the route discovery 
process to dynamically determine such a route. Route discovery process is straight 
forward; the initiator flooded the route request (RREQ) packet across the network. A 
RREQ packet contains the address of destination host as well as a route record which 
records the host that the request has passed. Each node receiving a RREQ, rebroadcast 
it, unless it is the destination or it has a route to the destination in its route cache. In 
both cases, the complete route from the initiator to the destination is found. This route 
is then replies to the initiator by sending back the route reply (RREP) packet.  The 
route request builds up path traversed so far. The path carried back by the RREP 
packet is cached at the source for further use. If any link on a source route is broken, 
the source node is notified using a route error (RERR) packet. The source removes 
any route using this link from its cache. A new route discovery process must be 
initiated by the source, if this route is still needed. 

2.2 AODV 

Ad Hoc On- Demand Distance Vector (AODV) [3] combines the features of 
Destination Sequenced Distance Vector (DSDV) and Dynamic Source Routing (DSR) 
protocols [10, 15]. AODV uses destination sequence number like DSDV to determine 
the freshness of routing information.  However, AODV maintains route in a 
distribution fashion, as routing table entries. The AODV keeps routing table entries in 
the form of <destination, next hop, distance>.  An important feature of the AODV is 
maintenance of timer – based states in each node, regarding utilization of individual 
routing table entries [14, 18]. A routing table entry expires if not used recently. 
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In AODV routing, when a source has data to transmit to a new destination, it 
broadcast a route request (RREQ) for that destination to its neighbors. RREQ packet 
contains the address of destination node, sequence number of destination node, 
broadcasting sequence number, sequence number of source node, address of previous 
hop count. When an intermediate node receives RREQ information, it would forward 
route reply (RREP) packet by the reverse routing. RREP containing address of source 
node, address of destination node, hop count and life time. The RREP is unicasted in 
hop – by – hop fashion to the source [11]. When the source receives the RREP, it 
record route to the destination and begins sending data. If multiple route replies are 
received by the source, the route with the shortest hop count and highest destination 
number is chosen. In case link break is detected the node at the upstream of route 
broken would broadcast RERR, which contains the address and sequence number of 
unreachable nodes to the neighbor nodes. As the route error propagates towards the 
source, each intermediate node invalidates route to unreachable destinations. When 
the source node receives the RERR, it invalidates the route and reinitiate route 
discovery. Sequence number in AODV plays a key role in ensuring loop freedom and 
freshness of the route [12]. A higher sequence number signifies a fresher route. 
AODV can handle low, moderate and relatively high mobility rates, as well as variety 
of data traffic [10]. 

3 Performance Metrics and Simulation Scenario  

The performance comparison of the routing protocols is carried out based on Packet 
Delivery Fraction (PDF) and Average End-To-End Delay (EED) metrics.  

Packet delivery fraction (PDF) is the ratio of data packets delivered to the 
destination to those generated by CBR sources. This metric actually tells us how 
much reliable the protocol is. It describes the loss rate that will be seen by the 
transport protocol, which in turn affects, the maximum throughput of the ad hoc 
network can support. PDF= ∑ CBR Received Packets by CBR destination∑ CBR Sent Packets by CBR Sources 100 

Average end- to- end delay (EED) includes all possible delays caused by buffering 
during route discovery latency, queuing at the interface queue, retransmission delays 
at the MAC propagation and transfer time. The Average EED is computed as follows.  

= 1 ( ) 

sn=Time that data packet n was sent   rn=Time that data packet n was received   N = Total number of data packets received   
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A simulated network scenario for variety of traffic loads [10, 13] were implemented 
on NS-2.1. The simulation parameters and their values are given in table 1. 

Table 1. Simulation Parameters 

Parameter Value 
Node density 50 
Area 500mx500m 
Simulation Time 900 sec. 
Mobility model Random Waypoint 
Pause Time 50,100,150,220,325,575,800 
Node speed 0-5m/s 
Wireless MAC 802.11 
Protocol used DSR, AODV 
Traffic Source CBR, 4packet/sec, 512 byte 
Number of Sources 10, 18, 32, 45 

 
The 50 node density is taken in the square area of 500 m x 500 m. The simulation 

was carried out by the use of varying number of sources (10, 18, 32 and 45) with the 
moderate packet rate and changing pause time. The simulation is run for 900 seconds.  

4 Result and Discussion 

The Figure 1 shows that the packet delivery fractions for DSR and AODV are very 
similar for 10 and 18 sources. The DSR outperforms AODV for high pause time at 
low traffic load as 10, 18. Since number of connections and mobility of nodes are 
low, and the entire route to the destination is available in DSR cache. Hence the 
packets were delivered to the destination faster than AODV. In contrast AODV does 
not have entire route to the destination and utilizes hop-by-hop route. But when the 
sources become more, DSR with small pause time which means high mobility began 
to perform worse than AODV. Since AODV have more routing control packets, but 
may always choose the fresh route, while DSR with smaller number of routing 
packets under stressful situation with the network topology continue to change  
from time to time, will be inclined to choose wrong routes, thus lower the packet 
delivery rate.  

Figure 2 shows that with the low traffic of 18 sources AODV have more delay than 
DSR, because AODV has much more routing packets than DSR, and those routing 
packets will consume more bandwidth. When load become heavy which is 32 
sources, DSR with small pause time have more delay time since stale routes often be 
choose, which lost many delivery time. The delay for both the protocols increases 
with 45 sources at low mobility. This is due to the high level of network congestion 
and multiple access interference at certain regions of the ad hoc network. This 
phenomenon is less visible with higher mobility where traffic automatically gets more 
evenly distributed due to source movements. 
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Fig. 1. Packet delivery fraction for the 50 
nodes model for varying number of sources 

Fig. 2. Average end-to end delay for the 50 
nodes model for varying number of sources 

0 200 400 600 800
98

98.5

99

99.5

100

Pause Time

P
ac

ke
t 

D
el

iv
er

y 
F

ra
ct

io
n 

(%
)

10 Sources

 

 
AODV
DSR

0 200 400 600 800
0

0.02

0.04

0.06

0.08

0.1

Pause Time (seconds)

A
ve

ra
ge

 E
nd

 t
o 

E
nd

 D
el

ay
 (

se
co

nd
s)

10 Sources

 

 
AODV
DSR

0 200 400 600 800
98

98.5

99

99.5

100

Pause Time

P
ac

ke
t 

D
el

iv
er

y 
F

ra
ct

io
n 

(%
)

18 Sources

 

 
AODV
DSR

0 200 400 600 800
0

0.02

0.04

0.06

0.08

0.1

Pause Time (seconds)

A
ve

ra
ge

 E
nd

 t
o 

E
nd

 D
el

ay
 (

se
co

nd
s)

18 Sources

 

 
AODV
DSR

0 200 400 600 800
50

60

70

80

90

100

Pause Time

P
ac

ke
t 

D
el

iv
er

y 
F

ra
ct

io
n 

(%
)

32 Sources

 

 
AODV
DSR

0 200 400 600 800
0

1

2

3

4

5

Pause Time (seconds)

A
ve

ra
ge

 E
nd

 t
o 

E
nd

 D
el

ay
 (

se
co

nd
s)

32 Sources

 

 
AODV
DSR

0 200 400 600 800
40

50

60

70

80

90

100

Pause Time

P
ac

ke
t 

D
el

iv
er

y 
F

ra
ct

io
n 

(%
)

45 Sources

 

 
AODV
DSR

0 200 400 600 800
0

2

4

6

8

10

Pause Time (seconds)

A
ve

ra
ge

 E
nd

 t
o 

E
nd

 D
el

ay
 (

se
co

nd
s)

45 Sources

 

 
AODV
DSR



 Performance Comparison of On-Demand Routing Protocols for Varying Traffic 535 

5 Conclusions 

The general observation from the simulation is that for application oriented metrics 
such as delay and packet delivery fraction, DSR outperforms AODV in less ‘stressful’ 
situations, i.e., smaller number of nodes and lower load. AODV however outperforms 
DSR in more stressful situations. 

The poor delay and PDF performances of DSR are mainly attributed to aggressive 
use of caching and lack of any mechanism to expire stale routes. Aggressive caching, 
however seems to help DSR at low loads and also keeps its routing load down. The 
mechanism to expire routes and/or determine freshness of routes will benefit DSR’s 
performance significantly. On the other hand AODV keeps track of actively used 
routes, destination also can be searched using a single route discovery flood to control 
routing load, which is timer –based. 
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Abstract. The routing algorithms of DTN have the inbuilt storage management 
scheme such as Hop based TTL (Spray and Wait) or passive cure (Potential-
based Entropy Adaptive Routing PEAR). There has been a significant amount 
of work in the past regarding buffer management policies. In this paper we have 
proposed a new message deletion policy for multi-copy routing schemes. This 
scheme uses the acknowledgement method to remove the useless bundles from 
the network, preventing the nodes from the buffer overflow problem and avoid 
transfer of useless message replicas thus relaxing the resources of the nodes. In 
this paper we have analyzed the buffer occupancy of the nodes under the 
extended DTN Routing Protocols. Simulative results clearly show that the 
extended routing protocols proposed in this work greatly relax the buffers of  
the nodes enabling them to handle more and more messages which in turn will 
improve the efficiency of the routing protocols. 

Keywords: Delay Tolerant Networks, Opportunistic Network Environment 
(ONE), Epidemic, Prophet, MaxProp, Spray and Wait. 

1 Introduction 

Connected graphs are used to model the data networks as in these networks there is 
always an existence of at least one end to end path between any source destination 
pair. These networks are assumed to bear certain characteristics like low error 
probability, bidirectional links connecting the nodes, low delivery latency, infrequent 
power outages and almost 100% network uptime[1]. However certain emerging 
wireless networks which are deployed in the challenging conditions do not hold these 
assumptions. These networks are especially deployed in extreme environment like 
battlefield, volcanic regions, deep oceans, deep space, developing regions etc. where 
they suffer challenging conditions resulting in excessive delays, severe bandwidth 
restrictions, and frequent power outages[2]. Under such extreme conditions, the 
network connectivity is intermittent and thus the end to end path between source 
destination pair cannot be guaranteed. 
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Networks working under such extreme conditions are referred to in the open 
literature as a Delay or Disruption-Tolerant Networking (DTN). 

Number of routing strategies has been proposed in the past for the delivery of data 
bundles in the DTN[3, 4]. The significant work in the field of Routing in Delay 
Tolerant Networks started in year 2000 when Amin Vahdat gave Epidemic Routing 
Protocol[5]. In year 2003 Anders Lindgren proposed the Prophet Routing Protocol[6]. 
The operation of PROPHET is similar to that of Epidemic Routing. In this protocol 
when two nodes meet each other, they exchange summary vectors which in this case 
also contain the delivery predictability information stored at the nodes. In year 2005 
Thrasyvoulus Spyropoulus proposed the Spray and Wait routing protocol[7]. This 
protocol has two phases: Spray phase that sprays the number (fixed number/user 
defined number) of copies of bundle in the network and Wait phase in which it waits 
for one of these nodes meets the destination. In 2006 John Burgess gave MaxProp 
Routing Protocol[8] for effective delivery of DTN messages. MaxProp is based on 
prioritizing both the schedule of packets transmitted to other peers and the schedule of 
packets to be dropped so that the packets or bundles should be delivered to the 
destination with the optimized number of replicas. In 2007 Ram Ramanathan further 
improved the Epidemic routing protocol and proposed the Prioritized Epidemic 
Routing[9] for DTN. In 2008 Padma Munder proposed Immunity based Epidemic 
routing protocol[10]. In this author proposed to include immunity based information 
disseminated in the reverse direction once messages get delivered to their destination. 
In 2011 YU Hai-zheng emphasized on the removal of message redundancy for multi-
copy routing in delay tolerant networks and proposed a counter based scheme to 
control the message redundancy for multi copy routing in Delay Tolerant 
Networks[11]. The routing algorithms of DTN have the inbuilt storage management 
scheme such as Hop based TTL (Spray and Wait), passive cure (Potential-based 
Entropy Adaptive Routing PEAR). Till date there are various buffer management 
policies which work in these networks for the prevention of buffer overflow problem 
and excessive resource utilization problem. In our scheme we propose to add the 
acknowledgement technique above the routing scheme of DTN. So our technique 
frees up the unnecessary resource usage by deleting the replicas of the delivered 
messages. We analyzed buffer occupancy of the nodes over our proposed method by 
simulation on two major DTN’s routing algorithms: Spray and Wait[7], and 
MaxProp[8]. The structure of the paper is as follows. Section 2 presents the message 
replication in DTN and presence of useless replicas in the network after their delivery 
to the final destination. In section 3 the methodology for the removal of the useless 
message replicas is given along with the data structure and algorithm of the 
acknowledgement process. Section 4 discusses the results and finally section 5 
concludes the paper. 

2 Routing and Message Replication in DTN 

2.1 Problem Definition 

It is evident from the literature that the multi-copy routing schemes achieve higher 
delivery probability as compared to the single copy routing scheme [5-8]. This 
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improvement is achieved at the cost of higher resource utilization i.e. multi-copy 
routing protocols requires more buffer space, more bandwidth, incur more overheads 
and consume other vital network resources[12]. In this section we have tried to 
analyze the impact of message replicas (which exists in the network after the delivery 
of message in the multi-copy routing scheme) on the performance of the routing 
protocols. 

In the figure 1-4 the existence of message replicas in the network even after the 
delivery of the message to the final destination is shown. At time t1 source ‘S’ 
generates a message for the Destination ‘D’ (fig 1 (a)). At this point of time there 
exists different disjoint regions of networks and S is connected to only 1,2 and 3 
nodes. At time t2, the source S forwards the message to the node 3 retaining the copy 
of the forwarded message (fig 1 (b)).  

    
    At time t1 (a)                       At time t2 (b) 

Fig. 1. Network and data bundle status at time 
instance t1 and t2 

   
        At time t3(a)               At time t4(b) 

    Fig. 2. Network and data bundle status at time 
instance t3 and t4 

At time instance t3, the node 3 moves to the new location and thus the node 3 come 
in contact of region with nodes 7, 8,9,10 and 11 and hence node 3 forwards the 
message to node 7 which in turn is forwarded to node 11 at time t4. In this process the 
node S, 3 and 7 retains a copy of the forwarded bundle (fig 2(a),(b) & 3(a)). 

Then node 11 at time t6 moves to new point in the network and thus comes in the 
communication range of node 14. A link is established between 11 and 14 and thus 
node becomes the member of region with nodes 14, 15, 16 and D.  

    
  At time t5( a)              At time t6 (b) 

Fig. 3. Network and data bundle status at time 
instance t5 and t6 

 
   At time t7 (a)                   At time t8 (b) 

   Fig. 4. Network and data bundle status at time 
instance t7 and t8 
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The message is forwarded to node 14 by node 11 keeping the copy of the original 
message. This message is forwarded to node D (Destination) by node 14 again 
retaining the copy of it. At time t8 the message is delivered to the intended destination. 
But if we see the figure and the state of the network we can identify that in this 
process there exists 5 replicas of this delivered message which are now useless and 
are utilizing the resources. These messages will keep on utilizing the resources and 
will participate in further replications as these nodes which are holding these replicas 
are not aware of the delivery of the message to the final destination. So there is great 
need of removing these replicas from the network so as to free up the held 
resources. And this can be achieved if the delivery information is communicated back 
to these nodes.   

3 Methodology 

3.1 Acknowledgement Mechanism Overview 

In case of the multi copy routing scheme the countless replicas of the bundle keep on 
utilizing the resources held by them even after the delivery of the data bundles to the 
final destination[13]. After the delivery of the data bundles these replicas become 
useless and hence there further replication or forwarding will not help in improving 
the efficiency of the network. Rather they had negative impact on the performance of 
the network as they continue to utilize the valuable resources of the network. In this 
paper we have proposed the scheme for the deletion of these useless replicas so as to 
improve the DTN routing protocols performance.  

We have incorporated the acknowledgment from the destination node to 
communicate the delivery information of the message to the other nodes which are 
carrying the replicas of the delivered messages. This information is used to remove 
the useless replicas from the networks thus relaxing the resources of the nodes and 
preventing the buffer overflow problem.  

The section 3.2 details about the data structures required for the implementation of 
the acknowledgement algorithm  

3.2 Data Structures Required 

The following are the data structures required to implement the acknowledgement 
mechanism: 

3.2.1 deliveredmessages 
This is the hash map maintained by each router and contains the messages received by 
this router as a final recipient.  

3.2.2 del_msgs 
This is the list maintained by each router and contains the collection of all the known 
delivered messages in the network. Whenever two nodes comes in contact of each 
other they exchange there del_msgs list with each other updates its own del_msgs. 
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Fig. 5. Flowchart for the unacknowledged
communication in DTN 

 

   Fig. 6. Flowchart for the acknowledged 
communication in DTN 

The flow chart of the normal communication for the DTN routing protocols is 
shown in Fig 5.   

This communication process basically consists of four major sub processes i.e. (1) 
Check out all sending connections to finalize the ready ones and abort those whose 
connection went down. Also drop messages whose TTL<=0. (2) If transferring: don’t 
try other connections yet. (3) Try first the messages that can be delivered to final 
recipient. (4) Routing Protocol specific Steps. 

Fig 6 depicts the flowchart with the acknowledgement process added above these 
four basic communication processes.  

4 Results and Discussion (Analysis of Buffer Occupancy with 
Respect to Simulation Time) 

The analysis of buffer occupancy of the nodes is done by using ONE Simulator. ONE 
is an agent-based discrete event simulation engine. At each simulation step the engine 
updates a number of modules that implement the main simulation functions. The main 
functions of the ONE simulator are the modeling of node movement, inter-node 
contacts, routing and message handling. The detailed simulation parameters used to 
carry out this analysis are summarized in table 1.  
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Table 1. Simulation Parameters 

Parameter Value 
Simulation Time 43200 sec (12Hours) 

Interface Transmission Range 30m
No of Host Groups 1

No of Hosts Per Group 50
Group Router MaxProp; Spray And Wait 

Buffer Size (Varied) 25M
Message TTL 120 Min

Movement Model ShortestPathMapBasedMovement 
Message generation Event Interval one new message every 15 to 30 seconds 

Message Size 250kB - 2MB
Wait Time 300-900 sec

The base routing protocols (Spray and Wait, MaxProp) are extended in ONE by 
adding acknowledgement process defined in flowchart in fig 6.  

From Fig 7 we observe that the buffer get fully occupied in the early time of the 
simulation and for the rest of the simulation period it remained fully occupied. 

  

Fig. 7. Buffer occupancy of node using
Unacknowledged Spray and Wait Routing
Protocol 

   Fig. 8. Buffer occupancy of node using
Acknowledged Spray and Wait Routing
Protocol 

Thus for the rest of the period the new incoming only gets the buffer space when 
some of the packets are either removed from the buffer due to TTL expiry or due to 
some of the queue management technique. In this period there are quite high chances 
that the packets which are already delivered to the destination are holding the buffer 
space and denying the buffer space to the new incoming undelivered messages. 

But from the Fig 8, we see that the buffer gets relaxed due to the removal of the 
delivered messages because of acknowledgement process. Thus the buffer is available 
for the most of the time for the new incoming messages and hence they are handled 
by the router module. 

From the Fig 9 and 10 we observe that the buffer is available in both the cases i.e. 
in unacknowledged and acknowledged MaxProp routing protocol. This is because of 
the fact the base MaxProp routing protocol has acknowledgment process thus adding 
the acknowledgement process above it does not have any impact. 
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Fig. 9. Buffer occupancy of node using 
Unacknowledged MaxProp Routing Protocol 

   Fig. 10. Buffer occupancy of node using
Acknowledged MaxProp Routing Protocol 

5 Conclusion 

In this paper we have proposed the extension to the base spray and wait routing 
protocol and MaxProp routing protocol and then analyzed the buffer occupancy of the 
nodes under the extended and base routing protocols. The simulative results show that 
the extended Spray And Wait has a much relaxed buffer occupancy as compared to 
the base Spray and Wait routing protocol. Thus this extended spray and wait routing 
protocol appears to behave much more efficiently as compared the base spray and 
wait routing protocol. In future work we will analyze the performance of extended 
spray and wait routing protocol with respect to delivery probability, Average Latency 
and Overhead Ratio. Also we will apply this extension to the other multi-copy routing 
protocols such as Prophet and Epidemic. 
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Abstract . Conventional flame detector sometimes unable to detect the flame 
flicker due to saturation effect which is called washout. In this state the detector 
cells maintain high electrical resistance. The continuous background radiation 
received from the furnace focused on the detector drastically reduces its 
electrical resistance. This leaves almost no room for the cell to respond to flame 
flicker modulation. Thus it vote for “flame off” condition to the controller. To 
limit false alarms caused by hot refractory radiation sources, we propose multi-
infrared sensors, which will select specific spectral bands using band-pass filter 
and being analyzed by advanced mathematical algorithms such as correlations 
and autocorrelations. 

Keywords: Flicker modulation, Flame off, Multi-Infrared, Correlation, 
Autocorrelations. 

1 Introduction 

All flames produce electromagnetic radiation. Hence it is important to study the 
characteristics of flame. It produces radiation in three part of spectrum namely 
Ultraviolet (UV), Infrared (IR) & Visible region. Only 10% of flame emits radiation 
in Ultraviolet region rest of the 90% emits radiation in Infrared and visible range.  
The visible region that we can  see is mostly red-yellow caused by the Carbon in a 
fire. The invisible IR part of the fire we experience as heat. Hydrogen, burns light 
blue-transparent. It also does not have the CO2 peak at 4.4µ and can therefore is 
detected in a different way. 

The flame produced as a result of combustion is constantly flickering because 
combustion is a chain of small explosion which change the shape and size of flame. 
Usually this flicker frequency having the range of 300-600 Hertz .Hence this is very 
important parameter for designing of Infrared flame scanner. It also discriminate the 
actual flame From hot refractory radiation and other background Infrared sources. 
Sometimes the Radiations received from the hot refractory are flicker in nature when 
it paths is bent, reflected or blocked by ash, carbon or unburned fuels. This happens 
because the ignition zone of the targeted flame “masks” the bright background low-
frequency radiation while the targeted flame is on. When the targeted flame 
disappears, the background radiation comes into full view. 
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2 Conventional Method 

When fuel ignites with oxygen during the burning process it initiates many small 
explosions.  Each explosion emits light and IR radiation, giving the flame an 
appearance of comparatively steady shape and glow. The flame constantly moves – 
changing shape and brightness. The function of the photo detector is to monitor flame 
flicker to distinguish between flame and other sources of radiation. The photo detector 
most commonly used is the PbS (lead sulfide) photo resistor. The PbS cell lowers its 
electrical resistance relative to amplitude of radiation greater than 400 nm.  

3 Multi Infra-red Flame Detector 

It comprises more than two Infra-red sensors, sensitive to radiation emitted at various 
wavelengths in different spectral bands. To limit false alarms caused by hot refractory 
radiation sources, we use multi-infrared sensors, filtering specific spectral bands 
along with advanced mathematical algorithms. 

3.1 Principle 

Every object that has a temperature higher than 0º Kelvin (or -273 ºC) radiates energy 
and, at room temperature, the energy is already detectable by the most sensitive 
Infrared sensors. Sometimes, a moving hand close to the sensor is enough to generate 
an alarm. At 700 K, a hot object already starts to send out visible energy (glowing). 

3.2 Methodology  

Flickering frequency analysis :Flicker frequency is defined as change in slope Per 
second .It amplitudes and intensity will vary according to the combustion process. 

Fig. 3. Flicker Frequency Graph 

                          Fsen =      Ffon    -    Ffoff                                               (1) 

Where, Fsen= Frequency sensitivity, Ffon= Flicker-frequency of burner on, Ffoff = 
Flicker frequency of burner off 

3.3 Detection Algorithm (Correlations and Autocorrelations) 

The spectral emissivity of any radiation sources can be assumed to vary inversely 
with wavelength irrespective of its chemical composition .Using this assumption ,the 
apparent temperature of any source can be determined from the measured spectral 
radiation intensities( I λ ) at two wavelength(900nm & 1000 nm ) as 

                               T = ( )/  ( )(  )                                    (2) 

Where, h=Planck’s constant, k=Boltzmann constant, c=speed of the light  
 



 Multi Infrared (IR) Flame Detector for Tangential Fired Boiler 547 

The advantage of using two wavelengths close to one another is that assumption of 
1/λ dependence for the emissivity of the source does not seriously affect the apparent 
source temperature obtained from the equation. From the time series of spectral 
radiation intensities, measured at 900 & 1000nm,  

4 Result and Conclusion  

The proposed Multi-IR flame detector will have highest immunity to false alarms 
which is ideal for multi-burner environment. It will also have highest sensitivity and 
gain adjustment option unlike conventional detector. Since it uses more than one 
sensor hence longest detection range.The flame condition can be monitored using 
mathematical correlation technique. 

 

Fig. 1. Arrangement of sensor at boiler corner 

 

Fig. 2. Multi-IR detector internal arrangement 

Acknowledgement. The authors greatly acknowledge the support from the 
Management of the ESSAR. The work has been carried out as a part of our thermal 
power project. We would also like to thank our seniors and our colleague for their 
help and kind support rendered to us. 



548 H. Shekhar, S. Jeba Kumar, and P. Singh Rajawat 

References 

1. Sayre, et al.: Scaling Characteristics of the Aerodynamics and Low NOx Properties of 
Industrial Natural Gas Burners. Scaling 400 Study–Part IV: The 300 kW BERL Test 
Results, GRI-94/0186 (November 1994)  

2. Sivanthanu, et al.: Miniature Infrared Emission Based Temperature Sensor and Light-Off 
Detector. In: Conf. Proceedings, Advanced Turbine Systems Annual Program Review 
Meeting, Poster 5 (October 1997) 

3. Savtavicca, et al.: Miniature Infrared Emission Based Temperature Sensor and Light-Off 
Detector. In: Conf. Proceedings, Advanced Turbine Systems Annual Program Review 
Meeting, Poster 7 (October 1997) 

4. Savtavicca: Miniature Infrared Emission Based Temperature Sensor and Light-Off 
Detector. In: Conf. Proceedings, Advanced Turbine Systems Annual Program Review 
Meeting, Poster 9 (October 1997) 

5. Khesin, et al.: Continuous On-line Monitoring of Unburned Carbon Case Study on a 650 
MW Coal-Fired Unit. In: 1998 USDOE Conf. on Unburned Carbon on Utility Fly Ash. 
FETC Publications (May 1998) 



V.V. Das and Y. Chaba (Eds.): AIM/CCPE 2012, CCIS 296, pp. 549–555, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Management Challenges and Solutions  
in Next-Generation Networks (NGN) 

Maryam Barshan1 and Maryam Shojaei2 

1 Islamic Azad University, Baft branch, Baft, Kerman, Iran 
2 Department of Computer Engineering, University of Isfahan Hezarjarib, Isfahan, Iran 

ma_barshan@comp.iust.ac.ir, m_shojaei@eng.ui.ac.ir 

Abstract. The next-generation networks should provide users with highly 
intelligent and integrated services and applications. From the other hand, the 
increasing numbers of users and services have made the integrated management 
of the networks complicated. Still traditional management systems are not 
efficient enough and the heterogeneity and complexity of next-generation 
networks causes many challenges in network management. Therefore network 
operators and service providers have to provide users with high quality services. 
This paper reviews the challenges of management in next-generation networks 
and the proposed solutions. 

Keywords: Management of Next- Generation Network, Next-Generation 
Network. 

1 Introduction 

Next-Generation Networks (NGNs) have a low cost and simple architecture with a 
highly executive power. This architecture that is fairly intelligent and efficient has the 
ability to provide users with new services and centrally control and manage them. The 
NGN management is quite different from traditional methods. It requires monitoring and 
controlling the network services and transfer/ service components. It maintains the 
network using the management information that obtains through the transmission 
interfaces between NGNs and the management system and also between the NGN 
backup management systems and the network components, personnel, service providers 
and network operators. The current management systems are heterogeneous and 
complicated and the advent of NGS which has a distributed architecture will increase the 
complexity. Given the rapid growth of networks, it is needed to have an improved and 
advanced management service that could overcome the network problems. 

In this paper, first in section 2 the next-generation networks are reviewed and 
compared with the PSTN / IN networks and the functional architecture of next-
generation networks is introduced. In Section 3 the current approaches of the next 
generation network are presented and compared. Then in section 4 the next-
generation network management requirements are discussed. In section 5 the 
standardization in next generation network management and in section 6 the 
management challenges are discussed. Section 7 describes some proposed approaches 
for solving management problems and at the end we have concluded the paper. 
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2 Review of the Next-Generation Network Features 

2.1 Functional Architecture of the Next-Generation Network 

Figure 1 shows the functional architecture of the NGNs. According to this figure, 
the network consists of two layers of service and transmission and the management 
functions of the layers are shown separately. The NGN interact users, applications 
and networks (next-generation networks and traditional networks) through UNI, 
NNI and ANI logical interfaces respectively. In this regard ITU-T has formed some 
research groups in order to study and do some standardization. There is no general 
rule and fixed solution for implementing the next-generation network. In order to 
create this structure the operators evaluate moving towards next-generation 
networks based on network conditions and the possibilities. For each type of 
network according to its structure, it is needed to implement a method or combine 
several methods. 

 

Fig. 1. Functional architecture of next generation network 

2.2 Comparison of Next-Generation Internet Network and the PSTN / IN [2] 

Next-generation networks and Internet are both packet-based. The structure consists 
of four separate parts: 

• Transfer layer: transmits the digital data and information  
• Service layer: create, develop, monitor and manage the services  
• Management section: manages the entire next-generation network. 
• End-user functions: functions that are implemented in the user's terminal 

network in order to make it possible to connect to the network. 
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3 Current Approaches of Network Management 

Generally there are two significant technologies for managing the networks. 1) TMN, 
which was proposed by the ITU-T and is used for telecommunication networks and 2) 
SNMP that belongs to the IETF and is used in IP networks. In the past decade these 
two solutions could comply well with the network management requirements. 
However, as the network technology moves towards next-generation network this 
scenario will be complicated in the future and the integrated network that will replace 
the current structure of separate networks will require its own management systems. 

3.1 TMN vs. SNMP 

TMN is broadly consistent with the telecommunications network and covers a set of 
standards, including CMIP, GDMO and ANS.1. TMN helps to manage the network in 
two different ways. 1) Operations and internal communication between different 
vendors and 2) hierarchical modeling and defining management operations.  

SNMP, which is used in current IP based network, uses application layer and UDP 
protocol in order to exchange management information. SNMP-based applications 
include two components: the manager and the agent. Each agent has an MIB to store 
information of managed devices and it is placed beside the management equipments. 
The manager refers to an entity that interacts with the agents under his management. 
The manager is located in the vicinity of management applications. Recently RMON 
and SNMPv3 standards have been added to this protocol. SNMP is a simple and low-
cost protocol that has some open Standards. In contrast, TMN based views such as 
CORBA and CMIP focus on stability and reliability of networks. 

4 Processing Models of Next-Generation Network 

According to Y.2401, the next-generation network management (NGN-M) has 
provided management functions for services and NGN resources.  

 

Fig. 2. Management interface FCAPS [10] 
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Based on NGN-M, the requirements include: fault management, configuration 
management, accounting management, performance management, security 
management, mobile management, customer management and the end-node 
management. 

In FCAPS most of the following management parts are related to the wired next-
generation networks. These parts includes: fault management, configuration 
management, audit management, efficiency management, security management and 
the rest are related to wireless and mobile networks and have to be added. 

5 Management Challenges in Next-Generation Network 

Although the next-generation networks consist of telecommunication and IP-based 
networks, its architecture is quite different. Irregularities, competitions and the rapid 
development of technologies have created challenges in managing and maintaining 
the network and the services. These challenges include: 

1. Dynamic topology: since the next-generation network equipments (such as routers 
and switches) are programmable, it is possible to control them directly through 
software and therefore their topology can change easily. The dynamic topology 
and configuration of NGNs caused many challenges in the traditional network 
management systems and made them inefficient. In the next-generation networks 
to manage the dynamic topology of a network that may include hundreds of 
distributed nodes, a capable and high speed network configuration is needed [2]. 

2. Multiple services and traffic considerations: given that the NGN provides the 
quality of service, it should also be able to control and monitor the traffic and 
services. In TMN until the network communication does not have a fixed rate, the 
traffic management is not done properly and since the next- generation network is 
packet based and provides multiple IP-based services, controlling and monitoring 
the network traffic is an important issue for the service providers [2]. 

3. Interoperability: the best choice to have interoperability between systems is to 
support the open network interfaces. An open interface lets the organizations 
which are outside of the network to access the network without knowing the 
technical details and how to implement the functions. Internal communications 
between different operators of next-generation networks and the other networks 
should be provided through open interfaces [1]. 

4. Standardization: In the NGN, the most important factor that encourages the 
service providers to accept and adopt themselves to the new systems and services 
is the profit increments. In this regard, an agreed set of general requirements, in 
order to support the next generation core network is needed. Management 
framework, architecture, information model and management protocols should be 
standardized and agreed between all the companies [2]. 

5. Finding the available networks: a terminal should be able to access multiple 
applications simultaneously. The terminal should be able to find an available 
network among the heterogeneous networks. A proposed solution is using radio-
based software devices that can scan the available networks. After downloading 
the software from one medium (e.g. a server or a smart card or ...), it has to be 
configured for the selected network [1]. 
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6. Heterogeneity: in the next-generation network, providing that all the services 
needed by users are impractical for a service provider, interoperability between 
heterogeneous entities is important. In addition, for flexible negotiations between 
individual domains in the next-generation networks, pervasive computing 
environments is needed and different service providers require to work together to 
support NGN services. Dealing with the heterogeneous resources is one of the 
most important challenges of the next-generation network [2]. 

7. Mobile management: to support vertical and horizontal handover in the NGN, it is 
required to support mobile management. The challenge occurs when a session 
with a good quality of service in a network performs handover and goes to another 
network which has a lower quality of service. In such cases the main question is 
whether to continue with the low quality of service or put an end to it. In this case 
a series of agreements between mobile service providers is needed to provide the 
same services for users who perform handover to other networks [1]. 

8. QoS Support: recently some researches have been done around the quality of 
service and NGN protocols, and many solutions have been proposed. Due to the 
low cost of bandwidth in wired networks, service providers prefer not to get 
involved in the complicated QoS mechanisms. Although the next-generation 
networks use higher bandwidth and low-cost channels, because of the high cost of 
bandwidth in next-generation wireless networks, using this method is not practical 
and it is certainly needed to support quality of service in the next-generation 
network so it will remain a major challenge [1]. 

9. Charging and Billing: Internet access is widely available from ISPs by using a 
number of access technologies including xDSL, cable modem, FTTH, satellite, 
and leased lines. The charging models for these traditional Internet access 
networks are already established and are in use around the world. These 
established charging models are now being applied with limited success to the 
new and evolving Internet access networks including WLAN and mobile 
telecommunication networks offering 2G and 3G services [1]. 

10. Over the past few years, the Internet and enterprise networks have been plagued 
by denial of service attacks (DoS), worms and viruses, which have caused millions 
of computer systems to be shutdown or infected and the stored data to be lost, 
ultimately causing billions of dollars in loss. The introduction of wireless LANs 
(e.g., IEEE 802.11) into enterprises has made network security more vulnerable 
since rogue base stations (i.e., unauthorized private base stations) can easily 
connect to existing wired networks, potentially becoming the source of security 
attacks inside firewalls and intrusion detection systems. Furthermore, connecting 
malicious PCs via a base station that is not well managed is critical as well [1]. 

6 The Proposed Solutions 

• Web service management: In [2] the use of web services to support a large 
number of distributed services and transparently hide technical implementation 
details and thereby reduce integration costs is proposed. Because SOAP 
messages can work with standard Web protocols (such as XML, HTTP, TCP / 
IP), they can function well across heterogeneous network components. 
Availability of HTTP and simplicity of SOAP-based XML makes web services 
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ideal for internal system communications. XML-based approaches have been 
created for a few years and there are several vendors who have been working on 
it. Even though they are not still accepted as a standard by major management 
committee, it has been seen in various products. 

• Policy-based Management: Policy-Based Network Management (PBNM) 
provides a means by which the administration process can be simplified and 
largely automated. In the traditional network management approaches the uses 
of network management systems have been limited just to monitor the network 
status. In such systems, the information model and policy expressions can be 
made independent of network management protocols by which they are carried 
policy director for command and management functions as an interface between 
the acts and policies of the predefined policies. 

• In [5] four management model problems are discussed. 1) Models cannot 
express the same concepts in different implementations. 2) The model should be 
content-independent. 3) These models express only the current network states. 4) 
It is difficult to develop these models to adapt with new technologies. Then it 
has provided a Novell based architecture for end to-end policy management. 

• Autonomic network management: [3] believes that autonomic computing seems 
to be the answer to deal with both the distributed architecture of next-generation 
services and the economical aspects of reducing costs management. In this paper 
an autonomic system with four independent features are described: autonomic 
configuration, autonomic recovery and retrieval, autonomic optimization and 
autonomic protection to anticipate and resolve intrusions. In their proposed 
method instead of defining a management layer on the top of service layer, they 
have considered each service or service component as an autonomic element that 
is interacting according to an autonomic behavior. 

• Another approach is to allow users to manage a part of their service by 
themselves. This method is called CSM (customer service management). In [8], 
CSM architecture is presented for next-generation networks. This method 
reduces management costs and increases the users’ conception of services.  

• In [7] the service management concepts and challenges to analyze NGS are 
presented and an architecture for NGS and its management is proposed. The 
NGS is an advanced telecommunications service. Service management 
challenges include: complexity and heterogeneity of management in next-
generation network, inadequate information model to manage services and lack 
of standard management interface for different services. 

• Seamless Network Management in presence of heterogeneous management 
protocols: the authors in [4] believe that although web-based service is a suitable 
solution for network management, it is not efficient enough and it quite suffers 
some limitations including security management. In the proposed approach, this 
issue is solved by using the "JCA Container". In this paper a Novel architecture 
is presented to overcome the complexity of interactions between different 
management protocols. According to this approach, if the network management 
changes from one protocol to another one, it is not needed to make any changes 
in managing the applications. 
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• A model of performance management in the distributed networks: in [6] a 
flexible and scalable model is presented to manage the large-scale networks. 
This model has used web services framework to build the software architecture 
and XML to build the data exchange interfaces. The policy-based hierarchical 
event processing mechanism presented in this paper can balance loads and 
improve system flexibility as well. 

7 Conclusion 

Most part of this paper is devoted to the challenges of the NGN management. The 
discussed challenges are: dynamic connectivity, multiple services and traffic 
considerations, interoperability, standardization, finding available networks, 
heterogeneity and non-uniformity, mobile management, support and service quality, 
cost and billing and  at the end security challenges. The proposed guidelines for the 
management problems in NGN such as web services management, policy-based 
management, automated network management, CSM method and seamless network 
management in presence of heterogeneous management protocols were provided.  
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Abstract. This paper deals with modeling and dynamic simulation of 
PMBLDCM drives using MATLAB and its toolbox Simulink. Mathematical 
model of whole system which incorporates BLDC Motor, inverter, current 
controller and speed/torque controller is used for the proposed model of 
PMBLDCM drives. The current, back emf and torque equations are used to 
build the mathematical model of BLDC Motor. Inverter is modeled with the 
help of switching function concept instead of using actual switching device. PI 
controller is utilized for speed/torque control of PMBLDCM drives. Hysteresis 
controller is employed for current control of PMBLDCM drives. With the aid of 
the developed model, the Steady and Transient-state characteristics of speed 
and torque in addition to voltages and currents of inverter components can be 
effectively examined and analyzed. This proposed model can be projected to 
trouble-free design tool for the development of PMBLDCM drives. 

Keywords: PMBLDCM Drives, Modeling, Dynamic Simulation. 

1 Introduction 

Brushless DC (BLDC) Motors are able to replace conventional DC Motors in many 
adjustable speed applications [1]. BLDC Motors are driven by dc voltage but current 
commutation is done by solid state switches. The commutation instants are decided by 
the rotor position and the position of the rotor is detected either by position sensors or 
by sensor less techniques. In order to design BLDC motor drive system, it is 
necessary to have motor model that gives accurate value of torque which is related to 
current and back-EMF. Different simulation models [3], [4] have been presented to 
analyse performance of PMBLDCM drives. Even though all the previous works made 
a great involvement to modeling of PMBLDCM drives system, the model developed 
in this paper will be effective for monitoring and analysing the performance of 
PMBLDCM drives. Hence here a 3 phase, 4 pole, star connected, trapezoidal back-
EMF type of BLDC motor has been taken for modeling a complete PMBLDCM 
drives system subsequently simulated in MATLAB /Simulink.          
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2 Modeling of PMBLDC Motor  

In PMBLDC Motor, the distribution of flux is trapezoidal in nature [1]. Given the 
trapezoidal flux distribution, it is sensible to build up a model of the PMBLDC Motor 
in phase variables. The motor is assumed to be three phase star connected R-L –e 
(back emf) stator circuit. Due to smooth cylindrical rotor, there is no rotor inductance 
with angle and assuming three identical phases, therefore self and mutual inductance 
of three phases are equal. The stator currents are restricted to be balanced and it can 
be described by the following voltage equations.  

              V  =  i R (L M) ddt i e  (1)

             V  =  i R (L M) ddt i e  (2)

             V  =  i R (L M) ddt i e (3)

Where Va, Vb, Vc – Stator phase voltages, Rs – Stator resistance, ea, eb, ec -   Stator 
induced emfs,  L ,M– Self and Mutual inductances of phase a-b-c,  ia, ib, ic – Stator 
phase currents. 

The equations (1), (2) and (3) lead to simplification of PMBLDC Motor model as 

= 1 0 00 1 00 0 1  ( ) 1 0 00 1 00 0 1  (4)

2.1 Mathematical Model of Electromagnetic Torque  

In PMBLDC Motor, the induced emfs are trapezoidal, whose peak value, Ep is given 
as E = λ ω    (5)

The total electromagnetic torque is given by T = (e i e i e i ) ω    (6)

The instantaneous induced emf of phase, a can be written as  e = f (θ )λ ω  (7)

Where fas (θr) – Rotor position which is dependable for inducing emf in phase, ‘a’.  λ  
– peak mutual flux linkage of stator winding .Hence the total electromagnetic torque 
in terms of rotor position is given as 
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T = λ f (θ )i f (θ )i f (θ )i N‐m (8)

2.2 Electromechanical Modeling 

Speed equation in terms of moment of inertia, J in Kg-m2, friction coefficient, B in N-
m/ (rad/sec), load torque, TL and electromagnetic torque, Te  is given as ω = 1J (T TL Bω )dt (9)

Rotor speed, ωr, poles, P and rotor position, θr are related as dθdt = P2 ω  (10)

3 Block Diagram of the Proposed Model for PMBLDCM Drive 

Figure 1 shows the overall control scheme of the PMBLDC Motor drives. The 
inverter is a six switch voltage source which incorporates constant dc link voltage. 
The rotor speed is compared with reference speed and the error is amplified by the PI 
controller then it provides the reference torque, Tref .The current magnitude command 
is obtained from the torque expression and is compared with stator phase currents. 
The current errors are amplified and used with hysteresis current controller to produce 
the switching pulses for inverter. 

 

Fig. 1. Control scheme of BLDC Motor drive.  With reference to this figure, the proposed 
Simulink model has been developed and shown in figure 2 which consists of five functional 
blocks namely back emf block, current generating block, inverter block, hysteresis current 
controller block and speed-torque controller block. 
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Fig. 2. Block diagram of the proposed model for PMBLDC Motor drive system 

3.1 MATLAB/Simulink Model of Back emf Block 

The MATLAB function block is shown in figure 3 is implemented to perform the job 
for producing the trapezoidal back emf wave form of phase, ‘a’ which depends upon 
the rotor position.  The rotor position ,θr  peak emf , Ep and T = 2 * pi  are the inputs 
to the MATLAB function block which in turn outputs the  back emf voltage, ea of 
phase, ‘a’. The mathematical expression for back emf, ea is given by 
 

e = (12EP T⁄ )θ              (0 θ T 12⁄ )EP                            (T 12⁄ θ 5T 12⁄ )(12EP T⁄ )θ   6EP                      (5T 12⁄ θ 7 T 12⁄ )EP                           (7T 12⁄ θ 11 T 12⁄ )(12EP T⁄ )θ   12EP (11T 12⁄ θ 6 )  (11)

 

 

Fig. 3. Back emf, ea generating block for phase, ‘a’. Similarly Back emf generating block for 
phase, b and phase, c are modeled. 
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3.2 MATLAB/Simulink Model of Speed and Torque Control Block  

The speed and torque control block in MATLAB/Simulink is designed by using the 
mathematical expression given in equations (9) and (10) .The MATLAB function 
block is shown in figure 2  is implemented to control speed and torque of the drive 
system. 

3.2.1   Design of PI Controller 
PI control is a proportional plus integral controller whose transfer function [5] is: G (s) = K (1 T ) (12)

Where Kp – Proportional gain and Ti – integral time.  The selection of the Proportional 
and Integral, PI controller parameters can be obtained using the Ziegler-Nichols 
methods which is shown in figure 4 

 

Fig. 4. Ziegler-Nichols PI Parameters. The selection of the Proportional gain and Integral time 
of PI controller parameters can be obtained using the Ziegler-Nichols method which is shown 
in figure 4. 

With aid of following equations, the PI parameters can be obtained K = 1.2 TL  (13)

T = 2L  (14)

3.3 Simulink Model of Hysteresis Current Control and 3Phase VSI Inverter 

The MATLAB function block shown in figure 5 is developed to perform the job of 
the mathematical model of the hysteresis current control [6] and three phase VSI 
inverter [7]. The ia, Imax and θr are the inputs to the MATLAB function block which in  
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turn outputs the three switching pulses SFa, SFb, and SFc. With the help of voltage 
equations (1), (2), and (3), the VSI inverter model is simply implemented by using the 
functional block of Matlab/ Simulink. 

 

Fig. 5. Simulink Model of Hysteresis control and inverter 

4 Analysis and Comparison of Simulation Results 

 

  
 
 
 
 
 
 
 
 

              (a) Operating speed: 2500 rpm                                (b) Operating speed: 3500rpm 

Fig. 6. Simulation results of (a) back emf at 2500rpm & (b) back emf at 3500 rpm. At 2500 
rpm the rotor speed position is varied from 0 to 2 π per electric cycle is 0.024 s, and the back 
EMF has an amplitude of 28.12 V. On the other hand, at 3500 rpm, the electric cycle is 0.018 s, 
and the amplitude is 39.36V. 
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Fig. 7. Synchronization of Phase Currents with back emfs. In this figure the back emfs and 
phase currents are in well bringing together with one another as per Hysteresis Control 
algorithm. 

 

Fig. 8. Phase currents and Torque Pulsations during the commutation period. As shown in fig .9 
where the phase current ‘b’  reaches the Imax  value before phase current ‘c’ current departs to 
zero. As the result, the phase ‘a’ current decreases, and torque pulsations during the 
commutation period [8]. Therefore it is noted that in the proposed simulation model, the 
transient characteristics & steady-state conditions are well observed. 
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Fig. 9. Shows the dynamic responses of the speed and torque controller.  At 0.1s, as per 
command value the torque changes from 0.3N-m to 0.6N-m but speed remains constant at 
1000rpm with corresponding change in Imax. At 0.15 s, as per command value the speed 
changes from 1000 rpm to 3500 rpm within 0.02 s.  

5 Motor Data 

Rated Power 1 HP Resistance 0.75Ω /phase 
Rated voltage 160 Vdc Inductance(L+M) 6.1 mH /phase 
Rated speed 3500 rpm Inertia 8.2614e-5 Kg-m2 

Rated Torque 0.6 N-m Back emf constant 0.1074 V/(rad/sec) 
Torque constant 0.21476 N-m PI controller parameters Kp=9 ; Ti = 0.01 

6 Conclusion 

In this paper, modeling and dynamic simulation of PMBLDC Motor drive system has 
been developed and the performance analysis of drive system has been verified. The 
dynamic and steady state characteristics are effectively and more accurately analyzed. 
The proposed model is split into many functional simulation blocks, so that it can be 
very well applied with a slight modification to other ac machine applications which 
incorporates the permanent magnet ac motor, the synchronous reluctance motor and 
the like. 
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