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Preface

The Italian Research Conference on Digital Libraries (IRCDL) is a yearly
appointment for Italian researchers, both on the computer science and on the
humanities side, interested in digital libraries and related topics. The focus of
the eighth conference was on legacy and cultural heritage material. Indeed, digi-
tal library systems are becoming increasingly mature and more widely deployed.
Not only do they have to grant users effective and personalized access to infor-
mation, but they also now have to address the need for smoothly processing and
including in the DL repositories the available legacy and cultural heritage doc-
uments, in addition to born-digital ones. This calls for the ability to deal with
compound objects in different media, to provide uniform solutions and method-
ologies across different cultural heritage institutions, and to take into account
preservation, restoration, and curation.

The IRCDL conferences were launched and initially sponsored by DELOS,
an EU FP6 Network of Excellence on digital libraries, together with the Depart-
ment of Information Engineering of the University of Padua. Over the years,
IRCDL has become a self-sustainable event supported by the Italian digital li-
brary research community.

This volume contains the revised accepted papers selected from among those
presented at the 8th Italian Research Conference on Digital Libraries (IRCDL
2012), which was held at the University of Bari ‘Aldo Moro’, Bari, February
9–10, 2012.

The aim of IRCDL is to bring together the Italian research community in-
terested in the diversified methods and techniques that allow the building and
operation of digital libraries. A national Program Committee was set up com-
posed of 16 members, with representatives of the most active Italian research
groups on digital libraries.

The papers accepted for inclusion in this volume were submitted in an ex-
tended version with respect to the papers presented orally. Those papers un-
derwent a new review process and the results of the selection are the papers
appearing in this volume. The topics covered are related to the different aspects
needed to support information access and interoperability; among those there
are:

– legacy documents and cultural heritage
– systems interoperability and data integration
– formal and methodological foundations of DLs
– semantic web and linked data for DLs
– multilingual information access
– DL infrastructures
– metadata creation and management
– search engines for digital library systems
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– evaluation and log data
– handling audio/visual and non-traditional objects
– user interfaces and visualization
– DL quality
– policies and copyright issues in DLs
– scientific data curation, citation and scholarly publication
– user behavior and modeling
– preservation and curation.

Taking into consideration that the Italian research community is involved in
different relevant projects related at large to the area of digital libraries, it was
decided to report in the volume the most recent results from the diverse projects,
in order to transfer them to the international community.

We would like to thank those institutions and individuals who made the
conference and this volume possible:

– the Program Committee members,
– the Steering Committee members,
– the Knowledge Acquisition and Machine Learning Lab (LACAM) of the

Department of Computer Science of the University of Bari ‘Aldo Moro’, and
the members of the same research group who contributed to the organization
of the event, namely Teresa M.A. Basile, Claudio Taranto, and Domenico
Redavid, and

– the Department of Information Engineering of the University of Padua.

A Call for Participation for IRCDL 2013 will be circulated, but meanwhile
we invite all researchers having research interests in digital libraries to start
thinking about possible contributions to next year’s conference.

September 2012 Maristella Agosti
Floriana Esposito

Stefano Ferilli
Nicola Ferro
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Ontology-Based Integration

of Cultural Heritage Metadata
(Invited Talk)

Christos Papatheodorou

Dept. of Archives and Library Sciences – Ionian University
72 Ioannou Theotoki str., 49100 Corfu, Greece

papatheodor@ionio.gr

Managing heterogeneous data is a challenge for cultural heritage institutions,
archives, libraries, and museums which usually develop collections with hetero-
geneous types of material, described by different metadata schemas. For example,
the Library of Congress, USA, provides EAD metadata for the archives descrip-
tion, MARC 21 records for the description of a wide variety of material, such
as books and photographs, Text Encoding Initiative (TEI) for documenting the
text of digital reproductions in the American Memory Collection, etc. The wide
use of a number of cultural heritage metadata schemas imposes the development
of interoperability techniques that facilitate unified access to cultural resources.
One of the widely implemented techniques is the Ontology-Based Integration.
Ontologies provide formal specifications of a domain’s concepts and their inter-
relations and act as a mediated schema between heterogeneous sources.

This presentation describes an ontology-based metadata integration architec-
ture. Its components are the mediator, which is based on the CIDOC CRM, the
local sources, whose schemas are XML-based metadata schemas, and the map-
pings between the local sources and the mediator. Four integration scenarios are
proposed on this architecture. Moreover a mapping language is demonstrated,
called Mapping Description Language (MDL), to define the mappings of the
metadata schemas of the local sources to the CIDOC CRM ontology as rules.
An application of MDL usage to define the mapping from Encoded Archival De-
scription (EAD) to the CIDOC CRM ontology is exhibited. Finally an algorithm
for the transformation of EAD metadata to CIDOC CRM, as well as a query
transformation algorithm from XPATH to CIDOC CRM are demonstrated.
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Experiences and Perspectives in Management

for Digital Preservation of Cultural Heritage
Resources

(Panel)

Maristella Agosti

Department of Information Engineering, University of Padua, Italy
agosti@dei.unipd.it

Abstract. This paper reports on the panel objectives, on the topics
addressed during the panel, and on the following discussion.

A relevant conclusion that emerges from the panel is the need to
discuss and define a shared Digital Agenda for Italy.

Keywords: digital cultural heritage, cultural heritage resources, digiti-
sation, online accessibility, digital preservation, digital agenda for Italy.

1 Panel Objectives

This paper reports on the panel conducted in the context of IRCDL 2012, the
eighth edition of the Italian Research Conference on Digital Libraries1. The
objectives of the panel are consistent with the focus of IRCDL 2012 which is
devoted to legacy and cultural heritage material, and in particular to curating
the digital cultural heritage resources and making them available to a wider
audience of scholars as well as general public.

Digital Libraries have attracted much attention in recent years both from
academics and professionals interested in envisaging and designing new tools
and systems able to manage diversified collections of documents, artifacts, and
data in digital form in a consistent and coherent way [1].

As reported in [2]:

The Digital Agenda for Europe seeks to optimise the benefits of infor-
mation technologies for economic growth, job creation and the quality of
life of European citizens, as part of the Europe 2020 strategy. The digi-
tisation and preservation of Europe’s cultural memory which includes
print (books, journals and newspapers), photographs, museum objects,
archival documents, sound and audiovisual material, monuments and ar-
chaeological sites (hereinafter “cultural material”) is one of the key areas
tackled by the Digital Agenda.

1 IRCDL conference series, URL:
http://ims.dei.unipd.it/websites/ircdl/home.html

M. Agosti et al. (Eds.): IRCDL 2012, CCIS 354, pp. 1–3, 2013.
c© Springer-Verlag Berlin Heidelberg 2013

http://ims.dei.unipd.it/websites/ircdl/home.html
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The EU’s strategy for digitisation and preservation builds on the work
done over the last few years in the digital libraries initiative. The Eu-
ropean actions in this area, including the development of Europeana,
Europe’s digital library archive and museum, were supported by the Eu-
ropean Parliament and the Council, most recently in a Parliament reso-
lution of 5 May 2010 and the Council Conclusions of 10 May 2010. The
Workplan for Culture 2011-14, established by the Council at its meeting
of 18 and 19 November 2010, highlights the need for a coordinated effort
in the area of digitisation.

It is the time to build on the experience that has been gained in past recent years
with the digital libraries initiatives to invest in systems and tools that make ef-
fective the online accessibility of cultural heritage resources. In fact, digitisation
is an initial important step towards online accessibility, but it must be sup-
plemented with methods and techniques that permit diversified representations
of the contents of the digitised resources. Those diversified representations are
necessary for the effective management of the resources through information
management systems able to give users online access to the resources.

In recent years, much experience both of digitisation of cultural heritage re-
sources and of design and development of systems able to manage cultural her-
itage resources have been gained. The systems have been developed in a close
relationship with the digitisation of cultural and scientific collections and efforts
have been made so that traditionally different communities of specialists be-
come better acquainted with one other. One relevant example of these efforts is
Europeana2 which can be considered a single access point to books, paintings,
films, museum objects and archival records that have been digitised throughout
Europe.

The new challenge is to succeed in dealing with the fragmentation and speci-
ficity of past solutions and envisage new systems able to become part of the
cultural exploration and the study of professionals and users of cultural heritage
resources. In this way tools will be supplied that incorporate methods that can
change the cultural experience of professional and general users.

2 The Panelists

The reports of the speeches of the panelists are included in the following vol-
ume and they address the different facets related to the necessary differentiated
methods and skills.

The panelists and their representative areas are:

– Dino Buzzetti, Humanities Area of the University of Bologna – semantic
technologies for representation and management,

– Onofrio Erriquez, Physics Area of the University of Bari – digitisation of
historical document archives, and

– Nicola Barbuti, Archives and Libraries Area of the University of Bari –
preservation of cultural heritage resources and management.

2 Europeana Web site, URL: http://www.europeana.eu/portal/

http://www.europeana.eu/portal/
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3 Discussion

After the presentations of the panelists a lively discussion took place. Many
conference participants contributed to the discussion of the different panel top-
ics, including Floriana Esposito (University of Bari), Carlo Meghini (ISTI-CNR
Pisa), Anna Maria Tammaro (University of Parma), Mariella Guercio (Univer-
sity of Rome “La Sapienza”), Carlo Dell’Aquila (University of Bari), Francesca
Tomasi (University of Bologna), Stefano Ferilli (University of Bari), and Donato
Malerba (University of Bari).

An aspect that emerged from all the contributions to the discussion is the
need to discuss and define a shared Digital Agenda for Italy.

Acknowledgements. Sincere thanks are due to Floriana Esposito, Stefano
Ferilli and Nicola Ferro for the time they spent with the author discussing the
aspects related to the management of cultural heritage resources and the way to
address them in the context of the panel.

The author would like to thank the Panelists for accepting to participate
in the panel and to write a report of their speech, thus actively contributing to
laying the foundation for the definition of a new approach to dealing with digital
cultural heritage resources.

The work reported has been partially supported by the CULTURA project
(reference: 269973)3, and by the PROMISE network of excellence project (refer-
ence: 258191)4, as part of the Seventh Framework Programme of the European
Commission.
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Where Do Humanities Computing and Digital Libraries 
Meet? 

Dino Buzzetti 

University of Bologna, Italy 
buzzetti@philo.unibo.it  

1 Introduction 

It is in libraries that humanists have always found their basic and essential 
instrumentation.  Libraries can be described as the humanist’s lab.  Obviously this 
applies also to digital humanists, who deal with digital objects for research purposes, 
and to digital libraries that store collections in digital form.  But digital objects 
produced for research purposes are not just inactive artefacts and ‘digital library 
objects are more than collections of bits,’ for ‘the content of even the most basic 
digital object has some structure’ and to enable access and transactions additional 
information or ‘metadata’ is required. [1] So ‘if, unlike print,’ digital editions ‘are 
also open-ended and collaborative work-sites rather than static closed electronic 
objects’ (p. 77), [2] it can be legitimately asked how a digital repository for objects of 
this kind can enable effective access to the interactive functionalities they provide.  In 
a digital research context, the issue of how the architecture of a digital library could 
meet the needs of the working practices increasingly adopted by digital humanists 
seems therefore of primary importance. 

But how can we define humanities computing and what are its requirements?  A 
plausible answer can be found in the final report of a European Thematic Network on 
Advanced Computing in the Humanities (ACO*HUM): 

[…] we will attempt to define the core in terms of the traditional 
combination of data structures and algorithms, applied to the requirements 
of a discipline: (a) the methods needed to represent the information within a 
specific domain of knowledge in such a way that this information can be 
processed by computational systems result in the data structures required by 
a specific discipline; (b) the methods needed to formulate the research 
questions and specific procedures of a given domain of knowledge in such 
a way as to benefit from the application of computational processing result 
in the algorithms applicable to a given discipline. [3] 

In this understanding, digital objects representing primary source materials, should be 
endowed with specific functionalities capable of answering specific research 
questions.  Accessing this kind of resources should not prevent the applicability of 
such functionalities and that is precisely the point where digital humanities and digital 
libraries can actually meet. 
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2 The Creation of Digital Resources 

The creation of digital resources for the humanities, however, has not remained 
unaffected by major technological developments.  Humanities computing research 
practices have remarkably changed along with the availability of different 
computational means.  Whereas with the use of mainframes the emphasis was placed 
chiefly on content processing, with the advent of personal computers and even more 
so with the introduction of the WorldWideWeb, the interest shifted to the 
representation of the original source materials. As John Unsworth has timely 
observed, 

we are, I think, on the verge of what seems to me the third major phase in 
humanities computing, which has moved from tools in the 50s, 60s, and 
70s, to primary sources in the 80s and 90s, and now seems to be moving 
back to tools […]. I think we are arriving at a moment when the form of the 
attention that we pay to primary source materials is shifting from digitizing 
to analyzing, from artifacts to aggregates, and from representation to 
abstraction. [4] 

And again, clearly, the now emerging ‘third phase’ in humanities computing is 
substantially enhanced by the development of the new Semantic Web technologies.  
Nowadays research practices in humanities computing are actually moving back from 
representing  sources in digital form to designing tools to process their information 
content: 

We’ve spent a generation furiously building digital libraries, and I’m sure 
that we’ll now be building tools to use in those libraries, equally furiously, 
for at least another generation. [4] 

But do the needs of advanced digital humanities practice and research find 
satisfactory support in current digital library environments and architecture?  Can 
digital libraries designers and digital humanists join their efforts to set up a common 
research agenda? 

3 The Case of Digital Editions 

To better trace these developments, we may consider, by way of example, the case of 
digital editions.  In the late 80’s and early 90’s a digital edition was thought of as a 
way of representing a text and its entire textual tradition as a database, [5] because at 
that time, in order to bind passages of text to selections of their manuscript images it 
was necessary to integrate textual and visual elements in a single DBMS capable of 
handling both kinds of structured information.  Accordingly, and more to the point, 
the transcription of the original documents was not meant, like a diplomatic 
transcription, as a means to convey to the reader ‘a closer idea of the nature of the 
source’ (p. 145),  but ‘as data to be processed’; and so, in this understanding, it was 
assumed that the transcription of a document 
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becomes an activity of data modelling and encoding in order to elicit as 
much information as possible from the manuscript and to infer new 
analytical results. From this point of view, both the image and the transcript 
are not regarded as physical reproductions referring back to the original 
document but rather as analytical data pointing toward a new logical 
representation of the source (p. 148). [6] 

The emphasis was still on processing, even after the introduction of graphic user 
interfaces.  A digital text representation was still conceived of as data for further 
processing rather than as a means to visualise a physical document.  But things 
gradually changed as the emphasis shifted more and more towards visualisation on 
graphic Web browsers and computer screens.  The Web was chiefly meant for remote 
access and visual display, whereas WYSIWYG systems and page description 
languages promoted an ever increasing tendency towards the ‘electronic simulation of 
specific print objects’ (27) [2].  Digitisation projects and the visual representation of 
primary sources became the prevailing interest in humanities computing.  

4 The Form of Attention of Digital Humanities 

The ‘forms of attention’ of digital humanities – see [7] – shifted then from processing 
to representation.  And the new developments in technology encouraged that process.  
In computer science, besides the so-called data processing or database community a 
large and authoritative document community grew up and established itself. [8]  Both 
groups suffered from the problem of having their data ‘trapped’ in proprietary 
systems.  The dissatisfaction of the document community with its early systems led to 
‘generalize its markup’ and to endorse the ISO SGML standard, a markup language 
that was accessible to the writer and allowed to encode not only the ‘presentational 
aspects of documents,’ but also ‘more general properties of texts’ (p. 26).  Since ‘for 
the document community, the factor of most permanence was the document,’ that 
community ‘chose to standardize the representation of data.’  On the other hand, ‘for 
the database community, the factor of most permanence was the semantics of 
applications,’ and so that community ‘chose to standardize the semantics of data.’ 

These different leanings proved decisive for the choices of the scholarly 
community.  Three foremost humanities computing associations, the Association for 
Computational Linguistics (ACL), the Association for Literary and Linguistic 
Computing (ALLC) and the Association for Computers and the Humanities (ACH) 
decided to promote the Text Encoding Initiative (TEI) and to adopt the ISO SGML 
standard for the encoding of texts.  ‘Data semantics was not irrelevant to the 
document community,’ but the definition of semantics ‘did seem to be a difficult 
problem’ (p. 27).  And also ‘attempts to define semantics in the scholarly community, 
most notably the Text Encoding Initiative, similarly met with resistance.’  Thus, ‘the 
route proposed by SGML’ seemed ‘a reasonable one’ and the scholarly community 
conformed to it: 
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promote the notion of application and machine independence, and provide a 
base on which semantics could eventually be developed, but avoid actually 
specifying a semantics (p. 28). 

As a consequence, the centre of attention moved over from processing information 
content to mere data representation.   

5 The Web and Its Languages 

The same repercussions can be noticed by observing the expansion of the Web.  It is 
not by chance, that the languages employed in the construction of the Web, HTML 
and now ever increasingly XML, are basically data representation languages.  They 
express the structure of the representation, not the structure of what is represented, 
unless the two structures match and can be put into a one-to-one correspondence.  The 
processing of the documents accessible on the Web depends on the structure these 
languages assign to them, and thus on the constraints of a hierarchical tree structure.  
XSLT, the language introduced to process data in XML format, ‘takes a tree structure 
as its input, and generates another tree structure as its output.’ [9]  It preserves the 
structure of the document and what it can process is not the structure of the 
information content it conveys. 

Since it allows easy access and excellent visualisation, the Web has been 
confidently envisioned as a potential universal library.  In this conviction, a number of 
large-scale digitisation projects were begun, such as the Million Book Project (also 
known as the Universal Library), led by Carnegie Mellon University and started in 
2002, the Google Book Search Project started in 2004, and the Microsoft’s MSN 
Book Search, announced in 2005 and subsequently discontinued.  But, as it has been 
observed by Deegan and Sutherland [2], ‘the paradigm for the universal library’ they 
enforce ‘is not a library at all, it is the Internet’ (p. 151).  And the Internet really is a 
different kind of information space from a library.  In the Internet the ‘professional 
organisational principles’ that belong to the library science tradition ‘do not appear to 
be carried over’ (p. 150); in the information space created by the Internet, ‘order’ is 
virtually neglected and so ‘one of the major benefits that libraries bring to the almost 
boundless intellectual space that is our literate culture is lost’ (p. 149).  All in all, as 
Deegan and Sutherland maintain, ‘Google ‟Book” Search (note our inverted commas) 
is not providing electronic text, it is providing books’ (p. 147).  The emphasis is again 
on the document – the book – and not on its information content – the text.  Mass 
digitisation projects show, once more, that in the Web ‘the potential of the computer 
as visualisation tool’ has probably overtaken its analytical and, for many humanists, 
more appropriate ‘computational’ uses (p. 75). 

6 Major Technological Innovations 

How, then, can we explain that major technological innovations such as the introduction 
of personal computers and the expansion of the Web produced almost paradoxical 
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effects on humanities computing? How could they hold back the development of its 
methods and research practices?  We may assume an evolutionary point of view to look 
for a possible answer.  What matters more for the evolution of biological organisms are 
not so much their external features, but rather their physiological capabilities and 
functions.  In a similar way, if a digital object can now be visualised as the reproduction 
of a corresponding physical object, it can also be evaluated for its functionalities and the 
available facilities to process the information content it conveys.  Functional as opposed 
to visual features are what really matters.   

Now, on the one hand, ‘what humanities computing has been doing, implicitly, for 
years’ can in many ways be described as ‘knowledge representation.’ [10]  But, on the 
other hand, if knowledge representation is legitimately seen as ‘a medium for 
pragmatically efficient computation,’ [11] representing information and processing 
information cannot be regarded as separate activities, each one opposed to the other.  
The form of a knowledge representation can actually be thought of as depending on 
the computational procedures aimed at processing its information content.   

It is precisely for their concern over processing information content that humanities 
computing research practices are now aligning with those of relevant neighbouring 
fields.  In the specific domain of knowledge organisation and subject indexing, Vanda 
Broughton, an expert in faceted classification systems and thesaurus construction, 
observes: 

Current co-operative work with scholars in the area of humanities 
computing suggests that, in combination, facet analytical and text encoding 
methods may offer a solution to improving the usability of metadata tools 
and providing more subtle and sophisticated means of subject 
representation (p. 193). [12]  

Here knowledge organisation and humanities computing concur expressly on the 
analysis of information content, which is exactly what the new Semantic Web 
technologies are aiming for.  Thus it is indeed the technological evolution of the  
Web what can help recover that partially neglected aspect of humanities computing 
which its nascent construction momentarily and almost paradoxically contributed to 
obscure.  

7 The Semantic Web 

With the help of these new technologies humanities computing can get back to its 
original inspiration: the ‘attention’ that in a successive phase of its development was 
mostly directed to the ‘representation of primary source materials’ goes back again to 
building ‘tools’ for processing their information content. [4]  Humanities scholars too 
recognise ‘the semantic web’ as their ‘future’ and humanities computing is thus 
bound to produce ‘formal representations of the human record’ suitable for automatic 
processing.  For, as John Unsworth again reminds us, 
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those representations – ontologies, schemas, knowledge representations, 
call them what you will – should be produced by people trained in the 
humanities. Producing them is a discipline that requires training in the 
humanities, but also in elements of mathematics, logic, engineering, and 
computer science  […].  There is a great deal of work for such people to do 
– not all of it technical, by any means. Much of this map-making will be 
social work, consensus-building, compromise. But even that will need to be 
done by people who know how consensus can be enabled and embodied in 
a computational medium. [13] 

New developments induced by Semantic Web technologies can also be observed in 
the field of digital libraries.  An interesting example is offered by the so-called 
semantic digital libraries, [14] whose declared purpose is to integrate Semantic Web 
and social networking technologies into a digital library management system.  The 
basic assumption, here, is that ‘semantic technologies can offer more efficient 
solutions for building robust, user-friendly ways of accessing content and metadata.’ 
[15]  Semantic technologies, it is averred, can supply ‘efficient discovery techniques 
in the new, interconnected information space’ of digital resources accessible on the 
Web.  The use of ontologies produces new forms of information and knowledge 
organisation, that do not reduce themselves to a ‘mere specification of metadata 
schemata’ previously established, but allow ‘metadata to become more open, 
unstructured, and what is most important, highly interlinked’ (p. 78-79). [16]  The use 
of lightweight tag ontologies ‘provides the possibility for machine-processable 
representations that can be shared across social tagging systems.’ [17]  The practice of 
social tagging can then usefully help to integrate valuable sources of semantic 
annotations in a digital library platform that provides linked data services.   

The application of semantic annotation technologies both in digital library systems 
and humanities computing applications clearly shows that in both fields a need for 
common functionalities is actively felt.  The case could easily be generalised and may 
wishfully prompt a closer reflection on the prospects of a common research agenda 
for digital libraries and digital humanities.  
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First of all I would like to thank the organizers for having invited me to this round 
table discussion, and in particular my colleagues Floriana Esposito, whom I studied 
with at university, and Maristella Agosti, whom I have had the pleasure of meeting 
for the first time on this occasion. 

As you are all well aware, there are numerous initiatives involving the digitization 
of cultural heritage, which have the dual aim of preserving cultural heritage, as 
proposed by the topic of this round table discussion, and improving its accessibility. 

Allow me to mention just two examples: the MiBAC CulturaItalia portal and the 
MICHAEL project (Multilingual Inventory of Cultural Heritage in Europe). These 
two initiatives also happen to be the main suppliers of Italian digital resources for the 
European Union's Europeana Portal. 

It could be said that the University of Bari, which was founded in 1925, is far too 
young to have books worthy of being part of a digitization project. However, thanks 
to numerous donations and several acquisitions, the university can boast a rather 
prestigious collection, which includes over 2,000 volumes from the 16th century. 

In particular, there are the volumes on Roman Law included in the donation made 
by the Stella-Maranca Foundation, which belonged to the first Dean of our Faculty of 
Law, and the volumes of the Chiovenda Foundation acquired by the former Botany 
Institute. 

This is the setting which gave rise to the idea of the ArchiMEDE Project (Archivio 
Monografie d’Epoca Digitalizzate Elettronicamente – Archive of Electronically 
Digitized Historical Monographs) which was approved and funded by the Fondazione 
Cassa di Risparmio di Puglia with a EUR 75,000 grant and will draw to a close in 
October 2012. 

As mentioned earlier, the aim of the project is to preserve and make accessible the 
considerably prestigious cultural heritage possessed by our university. 

In order to achieve this aim, the project involves the following: 

• start-up of the digitization of the collection of 16th century volumes (the first 500 
of over 2,000) using a planetary scanner acquired by our university in the setting 
of the "Unknown Heritage" project of Nicola Barbuti and involving specially 
selected and trained external staff; 

• cataloguing (historical book) and classification of the digitized heritage; 
• inclusion in the university's catalogue and the relative OPAC; 
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• creation of a consultable archive; 
o in the geographic network (resolution 72 dpi); 
o in the local network (resolution 300 dpi); 
o on DVD (resolution 600 dpi). 

 
The hope but also the conviction is that this heritage – in part unique, especially in 
Southern Italy – may emerge from the limbo of poorly known or even completely 
unknown heritage and return to life thanks to scholarly consultation. 
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1 Introduction 

This paper does not aim to thoroughly list and discuss issues which are well-known in 
research circles working towards defining the correct strategies for the preservation of 
cultural heritage digital resources, nor is it an attempt to suggest possible solutions to 
the current problems, as this is a burdensome task which has been tackled by 
individuals much more professionally and theoretically qualified than myself. 

This paper does, however, provide food for thought and raises pertinent questions 
which come up on a daily basis for those who through their research or work 
encounter the aforementioned issues. The sole aim, if at all possible, is look upon the 
issue from a different perspective to those adopted in the discussions and theoretical 
debates on the delicate and still unresolved question of digital preservation. 

2 State of the Art 

The common definition of digital preservation is ‘the collection of activities and 
instruments which guarantee that digital documents are kept accessible, usable 
(legible and intelligible) and authentic (unambiguously identifiable and intact) in the 
medium and the long term, in a technological environment which is definitely 
different from its original environment.’1 

For years the pressing need for planning common and definitive strategies has been 
the source of major concern and repeated appeals by archivists and librarians the 
world throughout. Lately, with the recent heady progress in the adoption of 
digitisation even in institutional and public administration settings, this has become a 
primary need and a real emergency. There is in fact a growing awareness that if we 
continue with the current intuitional and scientific confusion and indifference, the 
legacy of knowledge we will leave future generations regarding the beginning of this 
millennium will be next to nothing. 

It is worth recalling the extent and the significance of the problem within the 
scientific community with a summary of some of the most important theoretical 
contributions published on the subject in recent years. 

                                                           
1  «L’insieme delle attività e degli strumenti che assicurano che i documenti informatici siano 

mantenuti accessibili, utilizzabili (leggibili e intelligibili) e autentici (univocamente 
identificabili e integri) nel medio e nel lungo periodo, in un ambiente tecnologico certamente 
diverso da quello originario.» M Guercio, La conservazione digitale nello scenario europeo e 
internazionale. Principi, metodi, progetti, Rome, November 2003, p. 2 (url: http:// 
eprints.erpanet.org/archive/00000064/01/e-book.pdf). 
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It is readily apparent that the studies, proposals and speculations put forward by 
renowned scholars and researchers such as Mariella Guercio, Perluigi Feliciati, Stefano 
Allegrezza and Paolo Franzese, just to mention a few, are all bound by a common thread: 
they note with clear and incontrovertible argumentation and documentation that in contrast 
to the enormous flurry and mobility at the international level, the problem of preservation 
in Italy is still unresolved because it is ignored in its entire extent. The debate and 
fragmentary projects which are underway are suffering under the conditions of complete 
backwardness due to the incapacity and, worse still, the unwillingness of the political 
institutions and universities to take on the task2. Not to mention the perennial shortage of 
financial resources which are made available for studies and projects in the sector. 

Taking it for granted the we all consider the proposals and the considerations 
outlined in the abovementioned studies of vital interest, I would now like to briefly 
outline some considerations made on the topic from 2008 onwards which emerged 
following the setting up of a project for the creation of a multimedia library 
specialised in ICT research for archival and library cultural resources3 and the 
subsequent setting up of a spin-off activity which I currently head in the ICT sector 
for cultural heritage, with specific reference to archival and library cultural resources. 

3 Questions without Answers 

As I stated earlier, the main problem which seems to plague digital preservation in 
Italy is that political and university circles in this country are not interested in 
committing human let alone financial resources towards serious cooperation in 
international initiatives promoting digital preservation, or when they do show an 
interest money is wasted without producing results worthy of mention, or the sum 
production is a total failure4. 
                                                           
2 In particular, see the following: M. Guercio, Archivi digitali e conservazione a lungo ter-mine. Un 

quadro di sintesi sulle strategie internazionali e nazionali, Archiexpò, 12-15 December 2006 (url: 
http://ebookbrowse.com/archiexpo-guercio-ppt-d26376049); P. Franzese, 
Archiviazione e conservazione del delle risorse digitali. Les archives électroniques. Manuel 
pratique edited by the Directorate of the Archives of France (February 2002), Rome, October 2006 
(url: http://media.regesta.com/dm_0/ANAI/.../000/.../ANAI.000.0113. 
0012.pdf); S. Allegrezza, Informatica di base. Conoscere e comprendere le risorse digitali nella 
società dell’informazione, Edizioni SIMPLE, Macerata, 2009; P. Feliciati, Il nuovo teatro della 
memoria. Informatica e beni culturali in Italia, tra strumentalità e sinergie, «Il Capitale culturale. 
Studies on the Value of Cultural Heritage», vol. 1, 2010, p. 83-104. 

3 The “Unknown Heritage” project, together with the Unknown Heritage workshop of which I 
am currently the Chief Scientist. 

4 P. Feliciati, p. 86: ‘This instrumental relationship [between information processing techniques and 
activities related to cultural heritage], due to haste, limited competence or lack of vision which 
goes beyond the use of extensive resources to obtain – at the best of times – special effects which 
last no more than the length of a legislative period, has to date only widened the gap rather than 
produce synergies’. He adds shortly thereafter (p. 88): ‘Except for some sporadic examples of 
excellence, the rather disapproved “cultural deposits” are noteworthy for the waste of resources in 
projects which are ad hoc, isolated and without any worthwhile duration or real utility regarding 
the digital objects obtained … Moreover, they are all projects which are cited in the literature as 
poor examples of long-term preservation of digital resources, since with only a few exceptions 
most of the data which were gathered at such a high price are by now totally lost or useless”. 



 Considerations on the Preservation of Base Digital Data of Cultural Resources 15 

Another reason which has been put forward is the lack of professionally trained 
personnel able to take up the arduous challenge, due to severe inadequacies in the 
national university system. Still today these inadequacies have not been resolved5. 

Nonetheless, while recognising the clear distinction currently present between 
digital humanities in Italy and abroad, it can be said that there has been increasing 
involvement at the international level of archiving and library circles in studies and 
research on information science and digital libraries, all the while noting the 
lamentable backwardness characterising the Italian scene with respect to international 
scenarios, even though in recent years a more solid foundation seems to have been 
laid down6. 

On the backdrop of this scenario, when the pilot project “Unknown Heritage” was 
launched in 2008 the first problem we faced regarded the definition of criteria able to 
guarantee an acceptable percentage of probability that the databases planned as the 
output of the project would be usable on the web for at least a five-year period after 
their creation. 

After several months spent evaluating the state of research regarding the market 
sector particularly in Italy, we were forced to accept the reality which had been so 
well described in the studies mentioned above: approximation and fragmentation of 
the scientific research, inhomogeneity in the best practices theorised even at the 
international level, products and services touted as innovative and revolutionary 
which after closer examination proved to be totally incapable of satisfying the needs 
of university project, and so on. 

In short, the problem was still there and remains unresolved still today. 
Nonetheless, I continue to surf the web on a daily basis, consulting specific 
bibliographies in search of signs foreshadowing the decisive momentum needed to 
achieve possible solutions. 

At any rate, despite our perplexity and awareness of the risks we were up against, 
the project saw the creation of two databases of equal content but different software 
architecture which are both usable today on the web without them needing to be 
updated7. 

The problem of preservation has however become a pressing issue for me, in that 
as stated above the project gave rise to a university spin-off D.A.BI.MUS. s.r.l. – 
Digitalizzazione di Archivi BIblioteche e MUSei (Digitisation of Library and 
Museum Archives), the activities of which are digital ICT for cultural resources, with 
specific reference to archival, library and museum heritage. 

Between 2010 and 2011, the spin-off in fact planned and created an innovative 
application which is currently pending patent. The application is a digital recognition 

                                                           
5 P. Feliciati, p. 89, 90. 
6 P. Feliciati, p. 86, 90. 
7 On the pilot project “Unknown Heritage”, see N. Barbuti, Valorizzare tutelando. Il Laboratorio 

multimediale e la banca dati digitale “Patrimoni Sconosciuti” dell’Università di Bari, «Biblioteche 
Oggi», No. 3, April 2011, pp. 38-44. Four years down the track the two databases are still visible 
and totally accessible at the following URLs:  
http://digilibrary.patrimonisconosciuti.uniba.it e  
http://virtualibrary.patrimonisconosciuti.uniba.it 
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suite, which includes functions of Intelligent Character Recognition, Intelligent Word 
Recognition, Optical Character Recognition and Graphic Pattern. The application is 
capable of operating with a high level of efficacy and efficiency on the basis of digital 
data of antique printed documents, manuscripts and books8. 

The main difficulties which arose during the planning phase of the system and 
which were made apparent by various parties during the presentation of the suite 
include the question of its spatiotemporal duration and the need for multiplatform 
functioning. We are currently working towards achieving these two objectives: the 
functions of the suite, which currently are only available for Windows, will be 
extended for Unix/Linux and MacIntosh platforms, and the algorithm will be 
developed so that it functions on all image formats currently in use, but above all on 
the Flexible Image Transport System (FITS) format. 

The choice of insisting on this image format as a standard for the development of 
both the university research and the products of the spin-off is well grounded. FITS 
has in fact been in use at NASA for almost 50 years as an image format for 
astronomical photographs. Indeed, it presents all of the necessary characteristics to 
guarantee the base digital data will enjoy the maximum duration and usability over 
time without too many risks of destruction and without excessive costs for 
maintenance or updating. 

FITS is a non-proprietary image format which we believe, thanks to its 
characteristics of usability and portability in time and space, could validly constitute a 
real starting point for developing strategies aimed at definitively resolving the 
problem of the preservation of digital originals and the metadata associated with 
them, and therefore their safety and consultability over time. 

Some might argue that it is uncertain whether this image format, which is as I 
mentioned commonly used for astronomical images, is similarly valid for the 
reproduction of other materials and in particular cultural resources. We counter that 
the Vatican Library, after years of tests and checks, was the first in the world to adopt 
FITS as its main format for the project of digital reproduction of its immense 
manuscript collection. Based on this initiative, on 5 July 2012, during the EWASS 
2012 Conference held at the Pontificia Università Lateranense, the Vatican Library 
organised a special session entitled Long-term preservation... from the stars? File 
format assessment and technical issues in preservation projects for cultural 
resources, in which the excellent results were presented. Indeed the Vatican Library 
has rightly become a standard bearer with its adoption of FITS as an image format 
shared at the ecumenical level. 

Of course, it remains to be seen whether FITS is a format which can also be used 
for the production of native digital document. Nonetheless, the initiative of the 
Vatican Library marks a watershed and a significant step forward in the definition of 
the strategies for digital preservation, and it is worth undertaking serious research to 
ensure that this beginning does not remain, as often happens, an isolated phenomenon. 

                                                           
8 On the function of graphic pattern, implemented by the spin-off in the setting of a project 

currently underway in cooperation with the Vatican Library, the following paper is currently 
undergoing revision: N. Barbuti, T. Caldarola, Graphic Matching in Historical Manuscripts. 
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It is worth examining at this point the concept of original mentioned above in that, 
when tackling the problem according to an archival/library science approach, the 
question is not so much one of the preservation of the image as an end in itself, but 
rather the preservation of the originals, which is a pivotal, inescapable and 
irreplaceable concept in the doctrine mentioned above. 

Indeed, the distinction between original and copy, which is well defined for 
analogic objects, is extraordinarily subtle for digital resources. From the moment of 
its creation an electronic or digital document undergoes rapid modifications which 
irreversibly alter its original structure. From the moment of its creation to the moment 
of its publication the so-called ‘definitive’ document ends up being the copy of 
various and subsequent copies germinating from the original, which has been 
inevitably and irreversibly lost along with its subsequently revised versions. The 
document which reaches the end user is only the final interface, and nothing is left of 
its construction and the original which preceded it in the first phase of its creation. 
Nonetheless, the definitive document is by definition considered to be the original, 
and as such it is archived on a stable support and preserved so that consultation and 
manipulation do not compromise its integrity and possibility of survival over time. 

We are all well aware that there are various causes of irreversible destruction of an 
electronic or digital document/archive which have a decidedly frequent incidence9. 

To avoid the problems due to the different forms of obsolescence which could 
compromise their survival over time, the base data need to undergo a process of 
periodic updating10. 

Now, reflecting for a moment on this necessary procedure, the following question 
comes to mind: every time that a digital document undergoes updating, what happens 
to the original? Is the document created by the update considered the original, or is it 
a copy of the previous document which nonetheless maintains the security data and 
the metadata unchanged? And above all, are the metadata and the security data truly 
preserved in their entirety and perfectly identical in the new document? Several 
doubts remain, and we are patiently awaiting answers which are clear, thorough and 
above all definitive. 

In order to clarify what we believe to be the extent of the problem, let us now 
briefly examine the change in the transposition of the collective memory of human 
endeavour onto a transferable support, and how this change has today reached a point 
of no return, which is slipping through our fingers unnoticed, or at least unmentioned. 

                                                           
9 We are referring to the three major problems which create difficulties for the preservation of 

digital content: obsolescence of hardware and software technology, obsolescence of the 
support and obsolescence of the formats. In addition there can be accidental causes, such as 
prolonged exposure to heat, or those due to inadequate environmental preservation. See in 
this respect Allegrezza, p.2. 

10 See S. Allegrezza, p. 4: ‘Over the last fifteen-twenty years the problems of digital 
preservation have been tackled from numerous viewpoints and a variety of preservation 
strategies have been put forward suggesting a solution. The main ones include: output to 
analogue media; technology preservation; emulation; refreshing and migration; and digital 
archaeology’. 
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For thousands of years mankind has been an avid inventor of new methods with 
which it has entrusted its evolutionary history so that it can be passed on to future 
generations. And for thousands of years these methods have had the common 
characteristic of tremendous stability over time and space, characterised as they are by 
a rate of decay which is either virtually non-existent (stone, pliable materials) or 
extremely slow (papyrus, parchment, paper). All of these materials have proven their 
ability to resist natural calamities and the disasters of warfare and thus allow us still 
today to study their content and acquire even greater knowledge about who we are 
and where we come from. 

With the advent of the analogic age between the 19th and the 20th centuries (wax, 
charcoal, vinyl, photographic film, audio and video), the ability of the materials to last 
over time has noticeably decreased with respect to the past, all the while maintaining 
still acceptable levels. 

However, it has been the advent of the electronic and then the digital age, 
characterised by recording processes which are unstable and volatile by definition, 
which has marked the beginning of an irreversible disappearance of a significant 
quantity of contemporary collective memory. 

Consider for example that while I am writing this paper, millions of billions of data 
created by mankind throughout the world are disappearing into the ether, taking with 
them the collective memory that they contain. Consider for example that this very 
paper has already been rewritten numerous times in many of its parts, its many errors 
and typos corrected in real time, such that in the end it has become a final and very 
different copy of what would have been the original project, if instead I had decided 
to first write it down with a pen and paper, and then in a word-processed document, 
and lastly made a comparison of the two products. 

Electronic mail and on-line communication, chat and social networks have 
definitively blown away all practice of handwritten interpersonal communication, a 
heritage which for centuries has allowed us to understand the life and culture of those 
who with their lives and their works have written our history. 

With the word processed document it is impossible to identify the path running 
from the gestation of any thought through to its birth, elaboration and publication. The 
digitisation of the public administration will make it impossible in a short space of 
time to reconstruct contemporary social, economic, health and demographic history. 
For future generations living in an age of hypertechnology even more volatile than 
our own, if that is at all possible, such a reconstruction could be useful for 
understanding their role on this planet. 

This is not a post-apocalyptic scenario from some science fiction screenplay. 
Instead it is the reality which passes daily before our eyes and which for years we 
have called the technological miracle, without realising that we are passively 
succumbing to the rapid destruction of contemporary collective memory, a drama in 
which we are both actors and directors. If we fail to shore up this flood towards 
oblivion, we run the risk of becoming the historical age without a clearly identifiable 
past and with no collective memory of the present capable of creating a future: an 
endless present, the first and only true dark age in the history of humanity. The dark 
centuries of the Middle Ages will pale in comparison. 
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Therefore, we feel that the problem of digital preservation is no longer a problem 
of the capacity of real or virtual hardware space made available for preserving our 
digital collective memory. Nor is it a problem of distinguishing between an original 
and a copy, which nonetheless is a question of primary importance in the choice of 
what needs to be preserved what can be eliminated. It is not even a problem of the 
obsolescence of magnetic, optical or who knows what other type of support which 
will appear on the scene in the next five years or so. 

The problem of preservation, a problem I have been wrestling with since I became 
interested in information technology for cultural heritage some ten years ago, is 
becoming something much larger. Indeed the problem involves society as a whole, in 
a setting where it appears there is ignorance of the fact that already a large part of 
what was created in the last 20 years was destroyed at the moment of its creation, and 
much of what has survived is being destroyed at a tremendous rate. It is a problem of 
preservation of collective memory in a digital format, and not one of the “simple” – 
but as we already know very complex – digital preservation. If we fail to carefully 
focus on this analytical perspective of the problem, we feel that it will be very 
difficult to develop common strategies capable first of restricting the flow and then of 
stemming it entirely with appropriate and timely planning. 

Moreover, perhaps even as a result of the difficulty of framing the issue in its true 
extent, in this scenario researchers, scholars and operators active in the various 
information, cultural and administrative sector, who despite their daily ringing of 
alarm bells regarding the worrying situation and who apply themselves with a passion 
and in some cases a high degree of professionalism to provide hypothetical solutions 
to the problem, in reality seem more interested in justifying their own membership to 
their respective sectors and the supremacy of each over the others. 

By now the scientific papers and studies and the research published on the different 
problems surrounding digital culture and its preservation are on the daily agenda, 
published above all by computer scientists and archivists/librarians who have chosen 
to broaden their knowledge of the new technologies and who have, so to say, lent 
themselves to computer science. However, an analysis of these studies reveals that the 
approaches to these problems and the possible solutions are still diametrically 
opposed. The computer scientists are sunk in their endeavours to develop algorithmic 
structures or theoretically perfect networks, which nonetheless are often practically 
unusable and therefore destined to remain contemporary pipe dreams which will soon 
be forgotten or overtaken by new theories, which will also be perfect and unusable. 
The cultural scholars are instead hunkered down in their own defensive positions built 
on the few and certain results they have obtained and their supposed eternal validity, 
voluntarily unaware that without programmes and projects built on synergies between 
qualified professionals originating from both sectors, those results will be destined to 
a life much shorter than what is need as they are the result of fragmentary, 
inhomogeneous policies often brought about by more of a need to put on a show than 
to really make cultural resources available to the present and future generations. 

The approach to the problems of the preservation of collective memory in a digital 
format can only be interdisciplinary and must cut across the various cultural, scientific 
and social forces, and only with a major effort and results which are worthy of note 
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will it be possible to achieve a clear vision of what is happening, and as a result, 
provide the planning of preservation policies which are shared, certain, effective, 
efficient and long lasting in time and space. 

In conclusion, let us finish with this bitter sweet literary digression: 

‘From the right the sound of a trumpet is heard, 
from the left [still no] sound is heard in reply.’11 

And yet, faithfully we shall wait, and in the meantime we will continue do research, 
to study, to compare and to grow. 

                                                           
11 Translator’s note: Alessandro Manzoni, Il Conte di Carmagnola, «S’ode a destra uno squillo 

di tromba / a sinistra [ancora non, nda] risponde uno squillo», with the text ‘ancora non’ 
inserted in square brackets by the author. The verse refers to two armies facing each other on 
the battlefield. They appear to mirror each other, and it is noted that neither is an invading 
force – the question of brotherhood is raised as the armies are composed of Venetians and 
Milanese. 
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Abstract. Digital Libraries continue to evolve towards research envi-
ronments supporting access and management of multiform Information
Objects spread across multiple data sources and organizational domains.
This evolution has introduced the need to deal with Information Ob-
jects having traits different from those characterizing Digital Libraries
at their early stages and to revise the services supporting their manage-
ment. Tabular data represent a class of Information Objects that require
to be efficiently managed because of their core role in many eScience
scenarios. This paper discusses the tabular data characterization prob-
lem, i.e., the problem of identifying the reference dataset of any column
of the dataset. In particular, the paper presents an approach based on
lexical matching techniques to support users during the data curation
phase by providing them with a ranked list of reference datasets suitable
for a dataset column.

Keywords: tabular data management, data curation, large-scale data
infrastructure, lexical similarity.

1 Introduction

Digital Libraries have evolved a lot during the last twenty years while main-
taining and further strengthening their central role in knowledge sharing [6].
Digital Libraries are revolutionizing the whole knowledge management lifecy-
cle. They are no longer perceived as a means to discover cultural heritage only,
rather are nowadays conceived as innovative, dynamic, and ubiquitous research
supporting environments. In such environments communities of practice [15,25]
are expected to be able, through their Web browsers, to seamlessly access and
exploit data, services, and processing resources managed by diverse systems in
separate administration domains.

This evolution continues to enlarge the domains Digital Libraries are called to
serve that presently include eScience, cultural heritage, and others [5,21,2,9,12,24].
Current Digital Library developers are called to develop complex systems that
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have to give solutions to “traditional” issues, e.g., existing data providers feder-
ation, distributed retrieval, and long-term preservation, as well as “new” issues,
e.g., social network models, large-scale computing, and micro information. Fur-
thermore, they have to face scaled-up versions of the above issues with respect to
various axes, e.g., number and variety of actors to be served, size and variety of
content to be managed, and diversity of systems and technologies to be integrated.
Very often the content they are requested to manage falls under the “data” cate-
gory and their implementation actually requires the realization of Data
Infrastructures.

The term “data” itself, although very common, is difficult to define since
it may be given different meanings, both in the digital and in the real world.
Actually, the act of recognising or understanding that “something” – e.g., obser-
vations, statistics, artefacts, records – constitutes data is an intellectual activity
that is usually driven by a certain goal. Data is collected for many purposes, via
different approaches and very often it is difficult to interpret once exploited in
contexts other than its initial one [3,4]. Digital Libraries are called to manage
data ranging from traditional research outputs, mainly papers and experimental
data, to living reports [7,5], executable research papers [10,19], and scientific
workflows [20]. Very often such data fall into the category of “big data” [23], i.e.,
data characterised by (i) volume, i.e., its dimension in terms of bytes is huge;
(ii) velocity, i.e., its speed requirements for collecting, processing and using is
demanding; and (iii) variety, i.e., its heterogeneity in terms of data types to be
managed and data sources to be merged is high.

This paper discusses one of the problems arising when dealing with tabu-
lar data1 management where management needs (i) to support collaboration
among multiple users and organizations; (ii) to appeal to a broad audience of
users who are not technically skilled; and (iii) to guarantee data completeness
and correctness as to enable effective data analysis; i.e., to solve the problem
of identifying, verifying and associating the actual controlled vocabularies that
might have been used by the data provider while producing the dataset. Tabular
data are mainly stored in CSV (Comma Separated Values) files where little or no
emphasis is posed on representing and standardizing the characterization of the
single columns they consist of. However, knowing the “type” of values a column
is expected to contain (controlled vocabulary, code list or reference dataset rather
than basic types such as string or integer) is a fundamental aspect when datasets
have to be effectively managed for, e.g., certification of compliance, comparison,
integration and analysis. To this aim, this paper proposes an approach for sup-
porting an end user during the operations to transform a “raw dataset” – i.e.,
a dataset consisting of its data only – into a “characterized dataset” – i.e., a
dataset where each column is characterized by the controlled vocabulary from
which its values have been selected. The effectiveness of such an approach is
discussed in the context of a Data Infrastructure.

1 Tabular data is a very common format for a plethora of data ranging from observa-
tions to specimen records, catch statistics, surveys, etc.
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The remainder of the paper is organized as follows. Section 2 characterizes
the major challenges of the problem identified above. Section 3 describes the
proposed approach. Section 4 assesses the effectiveness of the proposed approach.
Finally, Section 5 concludes the paper and summarizes its results.

2 The Tabular Data Characterization Problem

Data-intensive science as well as approaches expecting to rely on data require
three basic activities: data capture, curation, and analysis. In these scenarios,
data come in all scales and shapes covering: large international experiments;
cross-laboratory, single-laboratory, and individual observations; and also indi-
viduals lives [12].

In these settings it is fundamental to equip collected datasets with additional
information aiming at characterizing each dataset and making it possible to in-
terpret the dataset even in contexts other than its initial one. This additional
information may range from bibliographic-oriented metadata to provenance-, cov-
erage-, certification-oriented metadata. Enriched and standardized datasets are,
in fact, simpler to be managed and allow for exploiting more predefined func-
tionalities as to get high performances on analysis and processing.

Tabular data represent a very common format for many datasets in many
different scenarios, e.g., statistical data, surveys, observations. A fundamental
piece of information that should equip tabular data is the one characterizing
the “data type” of any column a dataset contains. However, the actual notion
of data type goes well beyond the expected ones like string or integer. In fact,
the compilation of datasets commonly relies on existing controlled vocabularies,
code lists and reference datasets2. For instance, in compiling a dataset on catch
statistics or specimen records it is worth to refer to reference datasets for species
names and zones. Such reference datasets usually contain a complete record for
each of the instances the reference dataset is about, as well as links with other
reference datasets. By linking a dataset with the reference datasets its values
come from, the actual information contained in the dataset is multiplied. The
motivations of this are similar to those of Linked Data [1].

Although reference datasets are used or alluded during datasets capture phase,
any information about them is usually discarded when the tabular dataset is
stored in a CSV file for management purposes. Moreover, this capture phase
is usually performed in very diverse technological and organizational settings,
thus leading to a very heterogeneous set of tabular datasets. Because of this, it
is expected that a curation phase reconciles the “raw dataset” with its “char-
acterized” / “curated” version when the datasets are aggregated in a common
information space aiming at promoting their consumption.

Common issues that may arise when a user wants to “curate” a given dataset
are the following:

2 In the remainder of the paper the term reference dataset will be used to represent
any dataset whose values are recognized instances of the elements the dataset is
about, e.g., species, zones, countries.
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– The raw dataset contains entries which might be misspelled with respect to
the intended reference values;

– The raw dataset contains too many entries to be controlled by hand;
– The reference datasets are too many to be manually searched and then be

associated with the dataset under curation;
– Potentially, many reference datasets might be associated to a given dataset

(high level of ambiguity).

A complete comparison between a raw dataset and all the reference datasets
would need high computational requirements. Moreover, it is not appropriate if
a quick (almost real time) response time is expected, as it happens when the
user is asking a web application to propose a reference dataset suitable for the
dataset she/he is managing.

On the other hand, even a “greedy” approach is not so easy to identify because
of the issues just discussed, e.g., a simple match between string data cannot be
used because it is incapable to overcome the misspelling problems.

In the remainder of the paper, an approach for supporting an end user during
the curation phase is proposed. It consists in an “helper” facilitating the identifi-
cation of the reference datasets that have been actually used while compiling the
“raw dataset”. This approach is conceived to be fast and effective with respect
to the issues discussed above.

3 An Approach for Tabular Data Characterization

The proposed approach is based on two algorithms: (i) a revised version of
the Minimum Edit Distance (MED) and (ii) a constant complexity ranking
procedure aiming at proposing a ranked list of suitable reference datasets given
a column of a tabular dataset.

The Minimum Edit Distance (or Levenshtein Distance) algorithm was firstly
introduced in [16]. It is a metric for measuring the amount of difference be-
tween two character sequences. It is defined as the minimum number of edits
needed to transform one string into the other, the allowed edit operations be-
ing insertion, deletion, or substitution of a single character. The algorithm is
based on a dynamic programming procedure introduced in [18] and has a com-
putational complexity that is linear with respect to the product of the length
(number of characters) of the strings to be compared. However, there exist sev-
eral approaches for computing the “distance” between two strings or sequences
of symbols. Some well known similarity metrics, i.e., measures for similarity or
dissimilarity between two text strings for approximate matching or comparison,
include: (i) the Hamming distance [11], which calculates the number of positions
at which the corresponding symbols are different; (ii) the Needleman-Wunsch
distance [18], which is used in bioinformatics to align protein or nucleotide se-
quences; and (iii) the Smith-Waterman distance [22], which is a variation of the
previous one and performs local sequences alignment. Other techniques are used
in various domains ranging from biology to phonetics, e.g., (i) the Jaro-Winkler
distance [13,26], which is mainly used in the area of duplicates detection; (ii) the
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Block or L1 distance [14], which introduces a new geometry for distance calcula-
tion, where Euclidean geometry is replaced by a new metric in which the distance
between two points is the sum of the absolute differences of their coordinates;
and (iii) the Soundex distance [17], which is a phonetic algorithm for indexing
names by sound, as pronounced in English. Among the existing algorithms, we
selected the MED one as it is the most common method for string comparison,
its implementation is straightforward and it fits well with the characteristics of
the proposed approach.

The constant complexity ranking procedure proposed is called Lexical Guesser.
This is an approach defined by relying on the edit distance, which uses the lexical
similarity scores for limiting the computational extent of the ranking procedure
of a given column of a dataset. From that point on, a given column of a dataset
which has been selected for curation purposes is called “target dataset”. The
Lexical Guesser uses similarities, instead of exact matching, in order to avoid
to perform all the comparisons between the target dataset entries and all the
entries of all the recognized reference datasets. The basic underlying ideas are:

– if the target dataset contains entries which are misspelled, errors can be
recovered by using MED (actually, a revised version of it);

– if the target dataset is syntactically correct, then the computation can be
limited by assuming that by picking some random chunks (samples) from
the right reference dataset, these chunks will probably be lexically simi-
lar to the target dataset. For instance, a target dataset containing entries
like ‘North Atlantic Ocean’, ‘South Pacific Ocean’, etc. would always get a
non-minimal score when compared to the ‘Oceans English Names’ reference
dataset because the latter also contains entries like ‘Indian Ocean’ or ‘North
Pacific Ocean’ which share some lexical similarities with the target dataset
entries. It is assumed that the recall of the search for the target dataset
can include all those reference datasets presenting lexical similarities (over
a certain threshold);

– the proposed approach is expected to be an helper for an activity that should
remain semiautomatic, i.e., the algorithm reduces the search space of the
possible reference data, while the final choice about the reference dataset to
use is a duty of the user.

According to the above premises, the MED algorithm was modified and then
incorporated into a ranking procedure realising the Lexical Guesser.

Actually, the MED algorithm has been enriched with a set of check rules and
parameters aiming at enhancing its performances for the overall classification
process. From a preliminary analysis, it has been noticed that the standard
MED algorithm is not sufficient for calculating distances in the target scenarios.
Some boosting rules have been added to raise or lower the scores in some cases.

The distance between two strings x and y is calculated as follows:

d(x, y) =

⎧⎪⎨
⎪⎩

0 if maxln
minln > 1.5

min
(

minln
maxln ∗ 1.5, 0.9

)
if contains(x, y) ∨ contains(y, x)

1− MED(x,y)
maxln otherwise

(1)
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where:

– maxln = max(length(x), length(y));
– minln = min(length(x), length(y)).

The constant values in the formula above are the result of an experimental
activity. The limitation to 0.9 for the value of d(x, y) when a string contains
another one is a penalty score which aims to lower the distance value in the
cases when strings are really close but not equal.

The ranking procedure consists in computing a similarity score S(T,Ri) be-
tween the target dataset T , i.e., the values of a given dataset column, and every
recognized reference dataset Ri as a product of three factors, namely (i) a dis-
tance score D(T,Ri), (ii) a coverage score C(T,Ri), and (iii) a weight score
W (Ri), by actually relying on samples of both the datasets, i.e., T and Ri.
A score α is computed to estimate the representativeness of the sample Ri as
follows: α = |Ri|/|Ri|.

Given a target dataset T , for each reference dataset Ri the similarity score
S(T,Ri) is calculated by the following formula:

S(T,Ri) = D(T,Ri) ∗ C(T,Ri) ∗W (Ri) (2)

where

1. the distance score D(T,Ri) is computed as the average distance between
all the pairs of the selected samples {(tk, rij )|tk ∈ T ∧ rij ∈ Ri} where the
distance is greater than an “acceptance treshold” τ as follows:

D(T,Ri) =

∑
{d(tk, rij )|d(tk, rij ) > τ}

|{(tk, rij )|d(tk, rij ) > τ}| (3)

2. the coverage score C(T,Ri) is computed by multiplying the α score aiming
at indicating the representativeness of the sample Ri by a factor aiming at
indicating the similarity between Ri and T as follows:

C(T,Ri) = α ∗ S

|Ri|
=

S

|Ri|
(4)

where S = |{rij |rij ∈ Ri ∧ ∃tk|tk ∈ T ∧ d(rij , tk) > τ}|
3. the weight score W (Ri) is computed (i) by comparing the “size” of Ri with

respect to the size of the whole set of recognized datasets and (ii) mitigating
the impact of “big” dataset via logarithmic transformation as follows:

W (Ri) =

⎧⎨
⎩

|Ri|∑ |Rj | ∗ 100 if |Ri|∑ |Rj | ∗ 100 ≤ 1

log
(

|Ri|∑ |Rj| ∗ 100
)
otherwise

(5)

It is evident that the higher is each factor value, the higher the similarity score.
This means that a very high score could imply a good overall similarity among
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the single entries but even that the elements in T cover a big percentage of the
Ri set.

Given a target dataset T , the list of recommended reference datasets is pro-
duced by sorting the set of reference dataset according to the values of the sim-
ilarity score S(T,Ri) and pruning those whose score differs from the top-ranked
element in the list (i.e., the best score) for more than a given customizable
threshold (Maximum Difference from Best Threshold or MDBT).

Overall, the complexity of the procedure depends from the number of string
comparisons to be performed. If k is the number of reference datasets recognized
and |T | = m and ∀i, |Ri| = n, then the overall number of comparisons to be
performed is k ∗ m ∗ n. However, because of its characteristics, the proposed
approach is incline for parallelization both with respect to the reference datasets
(every S(T,Ri) can be calculated by an independent process) as well as with
respect to the single reference dataset (independent processes can be used to
calculate factors of the same S(T,Ri)).

The procedure can then be tuned in order to get results in an acceptable time,
e.g., by establishing proper values for n and m as well as for the thresholds and
the rest of parameters discussed above. The higher is the number of comparisons,
the higher will be the complexity of the calculation as well as the accuracy. These
aspects are discussed in the next Section.

4 Experiment and Results

The experimentwe performed to validate the approach is based on tabular datasets
and reference datasets expected to be managed in the context of the large scale
data infrastructure implemented by D4Science and D4Science-II projects [8]. In
particular, the settings are those resulting from an environment aiming at provid-
ing fisheries statisticians with a set of tools to manage tabular data on catch statis-
tics. Tabular data usually are time series coming from observations about fishery
periodic catches in terms of quantities and costs. When an user wants to manage
a new time series, in order to use all the facilities offered by the environments for
time series analysis and consumption, she/he has to curate such dataset by recog-
nizing the reference datasets it exploits. Such operation involves the correction of
misspelled entries, the identification of the data types for the columns and a valida-
tion of the coherence of the dataset contents. In this phase, the user is expected to
rely on facilities helping the identification of the most suitable reference datasets.
These facilities are based on the Lexical Guesser.

In this scenario, the set of recognized reference datasets is about information
on marine species, e.g., species names, geographical areas, economic zones. It
consists in 326 reference datasets, containing from 5 to 39,000 elements. These
reference datasets can be classified as follows:

– no overlap – reference datasets that are disjoint from each other;
– medium overlap – reference datasets that present a medium degree of in-

tersection with other ones, i.e., 20-50% of their entries overlap with entries
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in at least another reference dataset (e.g., FAO area names, the ocean and
sub-ocean names and the geographical names);

– high overlap – reference datasets that have a large degree of intersection
with others, i.e., 80-90% of their entries overlap with entries in at least
another reference dataset (e.g., species names coming from different species
databases).

Each experiment reported in the remainder of this paper was executed by using
50 different target datasets for 20 times per input. The average score is reported
in the tables.

In order to test the performances of the proposed approach, the following well
known measures have been exploited:

Accuracy =
TrueNegatives+ TruePositives

T otalNumberofReferenceDatasets
(6)

Precision =
TruePositives

T ruePositives+ FalsePositives
(7)

Recall =
TruePositives

T ruePositives+ FalseNegatives
(8)

F1 = 2 ∗ Precision ∗Recall

Precision+Recall
(9)

where:

– True Negatives indicates the number of classifications which are correctly
classified as not suitable,

– True Positives indicates the number of reported classifications which are
really suitable for labeling an unknown target dataset;

– False Negatives and False Positives are defined by complement of the above.

The experiment configuration was set as follows:

– one sample of 25 elements was taken from a target dataset;
– a sample of 625 elements was taken from each reference datasets;
– the threshold for pruning the ranked list of S(T,Ri), i.e., MDBT, was set to

30%;

The performance of the following tree approaches have been assessed:

– Lexical Guesser – i.e., the approach proposed in Sec. 3, based on the ranking
of similarity scores S(T,Ri) by formula 2;

– Simple Matcher - Constant Complexity – i.e., an approach based on the
same ranking procedure (with pruning) where the distance d(x, y) is based
on exact string matching;

– Simple Matcher - High Complexity – i.e., an approach based on the ranking
of S(T,Ri) for all the reference datasets where the distance d(x, y) is based
on exact string matching.
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Table 1. Results on a column of a dataset that exactly matches a reference dataset
(results are expressed in percentages)

Lexical Guesser Simple Matcher Simple Matcher
Constant Complexity High Complexity

No overlap

Accuracy 100 100 100
Precision 100 100 100
Recall 100 100 100
F1 100 100 100

Medium overlap (20%-50%)

Accuracy 99.18 99.18 99.40
Precision 28.89 28.89 38.89
Recall 100 100 100
F1 44.44 44.44 44.44

High overlap (80%-90%)

Accuracy 99.77 99.85 99.92
Precision 70.83 75 87.50
Recall 100 100 100
F1 79.17 83.33 91.67

Table 1 reports the results for target datasets that match exactly one reference
dataset. In the case of no overlap, all the approaches get a 100% of accuracy. The
task is quite trivial and the ranking procedure with pruning does not influence
the performances. In the case of medium overlap, the ‘Simple Matcher - High
Complexity’ approach is expected to perform better than the others, while errors
are experienced with the ‘Simple Matcher - Constant Complexity’. The ‘Lexical
Guesser’ performs as good as the ‘Simple Matcher - High Complexity’, thus the
flexibility of d(x, y) does not help in this case. In the case of medium overlap,
the Lexical Guesser performs worst than the others, however the performances
are still acceptable for the application scopes.

Table 2 presents the performances when the experiment focuses on target
datasets containing misspelled entries and entries that do not occur at all in
reference datasets for the 50 to 100% of their entries. The ‘Lexical Guesser’
always outperforms the other two approaches. Moreover, the ‘Simple Matcher -
Constant Complexity’ introduces errors. Performances are appreciable both in
terms of accuracy and recall, which means that the approach is always able to
return the right reference datasets to the user. The recall of approaches based
on simple matching is always lower than that of the Lexical Guesser because
in some cases the target dataset may be ambiguous, so that more than one
reference dataset is suitable for it. In this case the choice necessarily is on the
user’s side, as she/he only knows the real nature of her/his data. A simple match
tends to find few columns, while the proposed approach uses the flexibility of
the comparisons in order to propose more reference datasets. The precision score
indicates that in presence of either low or high ambiguity, the Lexical Guesser
is able to extract the correct information, while with medium ambiguity, the
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Table 2. Results on a column of a dataset which does not match exactly reference
datasets (results are expressed in percentages)

Lexical Guesser Simple Matcher Simple Matcher
Constant Complexity High Complexity

No Superpositions

Accuracy 100 99.69 94.89
Precision 100 66.67 35.29
Recall 100 44.44 55.56
F1 100 53.33 30.37

Medium Superpositions (20%-50%)

Accuracy 99.54 99.39 99.54
Precision 58.33 100 100
Recall 100 45.83 62.50
F1 73.33 60 70

High Superpositions (80%-90%)

Accuracy 99.54 99.23 99.23
Precision 100 50 50
Recall 50 16.67 16.67
F1 65 25 25

statistical nature of the algorithm begins to be evident. This happens because
for some samples lexical similarities are found, while for others they are not
retrieved. As for the F1 measure, it can be noted that it gives an estimation of
the overall functioning, and the value for the Lexical Matcher is always higher.

5 Conclusion

The evolution of Digital Libraries calls for innovative, dynamic, and ubiquitous
research supporting environments where communities of practice can seamlessly
access data, software, and processing resources managed by diverse systems in
separate administration domains through their Web browsers. In these environ-
ments data are multiform and their management demand for new methods.

This paper has discussed one of the problems arising when dealing with tab-
ular data management where management occurs in scenarios characterized by
these needs: (i) supporting collaboration among multiple users and organiza-
tions; (ii) appealing to a broad audience of users who are not technically skilled;
and (iii) guaranteeing data completeness and correctness as to enable effective
data analysis; i.e., giving solution to the problem of identifying, verifying and
associating the actual reference datasets that might have been used by the data
provider while producing the dataset.

It has been proposed an approach supporting an end user during the mas-
saging of a “raw dataset” to transform it into a “characterized dataset” defined
by associating the proper reference datasets that might have been used while
capturing the data. This approach is based on (i) a similarity measure aiming
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at estimating the similarity among the entries of the target dataset and the en-
tries of the reference dataset by overcoming misspelling issues and (ii) a ranking
approach appropriate for a real time use and aiming at providing the end user
with a sorted list of reference datasets suitable for a given target dataset.

The experimental results show that the proposed approach actually outper-
forms other approaches in presence of misspelled entries, even if it looses in
performances with respect to an approach based on exact string matching when
user’s data completely agree with some of the reference dataset.
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Abstract. Film archives, containing collections of cinema-related digital ma-
terial, have been created in many European countries. Today, the EC Best Prac-
tice Network Project EFG (European Film Gateway) provides a single access 
point to 59 collections from 19 archives and across 14 European countries, for a 
total of 640,000 digital objects. This paper illustrates challenges and solutions 
in the realization of the EFG data infrastructure. These mainly concerned the 
curation and interoperability issues derived by the need of aggregating metadata 
from heterogeneous archives (different data models, hence metadata schemas, 
and exchange formats). EFG designed a common data model for movie infor-
mation, onto which archives data models can be optimally mapped. It realizes a 
data infrastructure based on the D-NET software toolkit, capable of dealing 
with data collection, mapping, cleaning, indexing, and access provision through 
web portals or standard access protocols. To achieve its objectives EFG has ex-
tended D-NET with advanced tools for data curation.  

Keywords: Data Infrastructure, Aggregation System, Metadata Formats, Data 
Interoperability, Data Curation, Data Cleansing, Audio Video, D-NET. 

1 Introduction 

Nowadays, many digital film archives are available in Europe, thanks to a significant 
effort performed in digitizing existing collections of images, videos, and cinema-
related material (e.g., audio documents, photographs, posters, drawings, text docu-
ments). These archives make their collections available to the community through 
repository platforms or similar technologies, which support web portals to search, 
browse, and visualize cinema-related metadata and relative digital objects. Although 
the information dissemination service they offer is extremely useful, their autonomy 
still represents a limit to the urgent demand of immediate and global access to infor-
mation required by today’s communities.  

The EFG (European Film Gateway) Best Practice Network [1], funded by the 
European Commission under the eContentplus programme [2], provides community 
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users with a single entry point from which content of several archives can be searched 
in a uniform fashion, abstracting over their differences and peculiarities. Specifically, 
EFG delivers a data infrastructure whose aim is to aggregate content from the most 
prominent European film archives and cinematheques in order to make it available to 
end users and authorized third-party consumers, including Europeana (European Digi-
tal Library) [3]. The project started in September 2008 and was completed in October 
2011 and its two-year continuation will kick-off on February 2012. It includes 20 
partner institutions from 14 European countries, and today provides direct access to 
about 640,000 digital objects including films, photos, posters, drawings, and text 
documents, plus authority files for film works, persons and corporate bodies. 

Although film archives contain similar digital movie-related objects, their data 
models (and relative metadata schemas) may be very different in structure and seman-
tics, as well as their content be subject to errors or be duplicated. In this paper, we 
describe the solutions to the data interoperability and data curation challenges faced 
in EFG in order to deliver a unified, homogeneous, high-quality, and unambiguous 
European information space of movie metadata. 

Data interoperability. The EFG infrastructure has adopted a bottom-up approach to 
data aggregation where interoperability is achieved by (i) defining a common data 
model and relative metadata schema together with domain specific vocabularies, and 
(ii) implementing the technology to collect, transform onto the common schema, and 
harmonize metadata records collected from the archives. The EFG data infrastructure 
technology is powered by the D-NET [15] software toolkit, which provides a rich and 
customizable set of data management services capable of coping with issues such as 
metadata collection, storage, indexing, transformation, and cleaning. D-NET also 
offers services for the deployment of portals that can be configured according to the 
target community requirements, hence enabling end-users to search/browse the in-
formation space. Moreover, the D-NET toolkit includes mediation services for sys-
tems to access the space through standard protocols, such as OAI-PMH [22] and 
SRW/CQL, and several exchange formats. 

Data curation. Once metadata records are aggregated into a structurally and se-
mantically homogenous information space, the EFG infrastructure enables archive 
experts to perform data curation actions by delivering easy-to-use tools for metadata 
validation, editing, de-duplication (e.g. the same persons and movies entities collected 
from different repositories). To this aim, the authors extended D-NET with services 
implementing the data curation functionalities for content and vocabulary checking, 
metadata editing, and authority file management (i.e., record de-duplication). 

Paper Outline: Section 2 gives an overview of the problem and introduces the 
adopted solution. Section 3 describes the main characteristics of the EFG common 
metadata schema. Section 4 describes the D-NET software toolkit. Section 5 presents 
the EFG D-NET-based infrastructure and its extension with D-NET data curation 
services. Finally, Section 6 concludes the paper. 
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2 Overview of the Problem and Adopted Solution 

The EFG data infrastructure delivers two main requirements as identified by the user 
community: 

• Single access point to the European movie archives: it supports advanced search 
and browse over all different types of collections (videos, images, textual docu-
ments), visualization of detailed metadata descriptions, and metadata export to 
third-party services, including Europeana. 

• High-quality metadata descriptions: the EFG information space does not contain 
documents with poor descriptions and avoids duplication of information. 

As mentioned in the introduction, these requisites are hindered by the highly hetero-
geneous nature of the archives. In fact, content of different archives generally con-
forms to different metadata models and XML schemas, whose structure may vary 
from complex element trees to simple flat sets of elements. Moreover, such content 
may describe different entities or the same entities, but with distinct semantics; e.g., 
different vocabularies of terms and format representation standards for dates, names, 
time durations.  

To tackle such heterogeneity, EFG delivered two main outcomes: the EFG com-
mon data model and relative XML schema, onto which archive metadata records can 
be mapped; the EFG data infrastructure, whose services offer functionality for (i) 
collecting XML records from the archives and transforming them onto records match-
ing the common XML metadata schema, and (ii) curating the resulting records by 
identifying and fixing semantic errors and duplicates. The data infrastructure was 
realized adopting the D-NET Software Toolkit [15] and extending it with new servic-
es for data curation.   

The data ingestion workflow (sketched in Fig. 1.) consists of four phases and re-
quires an interaction between domain experts and infrastructure administrators, ade-
quately supported by the infrastructure services. These actors are driven by a detailed 
methodology, whose aim is to enable a controlled data ingestion life-cycle which will 
incrementally lead to the publication in production of a high-quality information 
space. Such workflow consists of four phases: 

Phase 1: Metadata Mapping Definition. Domain experts from the archives analyze 
the metadata they provide to determine how such information may structurally and 
semantically map onto the EFG metadata schema. The relative structural and seman-
tic mapping rules are handed over to infrastructure administrators, who encode them 
in the form of D-NET scripts. 

Phase 2: Metadata Transformation and Cleaning. Archive metadata records are 
collected via OAI-PMH or FTP protocols to be processed through the mapping scripts 
produced in phase 1 and generate corresponding EFG records. The resulting records 
are not immediately available for access, but stored in a “pre-production” information 
space, where the Phase 3 of the workflow can take place. As we shall see, the Phase 1 
and Phase 2 may be fired several times to refine the mapping rules and achieve the 
best metadata quality.   
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Phase 3: Metadata Quality Control and Enrichment. Records in the pre-production 
Information Space can be validated and inspected to identify mapping errors, mistakes 
(e.g., typos), and duplicates. Specifically, the Content Checker Tool can be used to veri-
fy that structural mapping was properly performed, the Vocabulary Checker Tool noti-
fies data providers about EFG records not yet complying with the common vocabula-
ries, and the Authority File Manager (AFM) identifies possible record duplicates. This 
quality control process may lead to the redefinition of the mapping rules (Phase 1), the 
adjustments of the mapping scripts (Phase 2), or to a subsequent data enrichment 
process. The Metadata Editor Tool enables curators to edit EFG records, while the AFM 
can fire record merge actions and effectively remove the duplicates. 

Phase 4: Metadata Publishing. EFG records which passed Phase 3 are moved to the 
production Information Space, where they become visible from the EFG portal and 
can also be exported to third-party providers, such as Europeana. 

 

Fig. 1. Phases of the EFG data ingestion workflow 

3 EFG Common Metadata Model and XML Schema 

The EFG Common Metadata Model was designed after the analysis of the metadata 
models and schemas adopted within various organisations operating in the au-
dio/video domain, starting from the data providers of the EFG consortium. This study 
took into consideration standards such as EAD [25], FRBR [4] and Dublin Core [5], 
as well as more film-specific standards such as the Cinematographic Works Standards 
EN 15907 [6]. As a result, eight interrelated entities have been defined in the EFG 
Common Metadata Model [19][24]: 

• The AVCreation contains the properties of a cinematographic work: the film title, 
the record source (archive), the country of reference, the publication year, etc. 

• The AVManifestation contains the information about the physical embodiment of 
an audiovisual creation. Examples are archival copies (analogue or digital) and da-
tabase files. Properties of an AVManifestion include language, dimension, dura-
tion, coverage, format, rights holder, and provenance. 
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Of particular interest to Digital Libraries is the D-NET software toolkit, resulting 
from the experience of DRIVER, DRIVER-II, and OpenAIRE EC projects. D-NET is 
an open source solution specifically devised for the construction and operation of 
customized data infrastructures. D-NET provides a service-oriented framework where 
data infrastructures can be constructed in a LEGO-like approach, by selecting and 
properly combining the required D-NET services (such architectural concept was 
devised at CNR-ISTI by some of the authors of this paper). The resulting infrastruc-
tures are customizable (e.g., transformation into common metadata formats can be 
configured to match community preferences), extensible (e.g. new services can be 
integrated, to offer functionality not yet supported by D-NET), and scalable (e.g., 
storage and index replicas can be maintained and deployed on remote nodes to tackle 
multiple concurrent accesses or very-large data size). D-NET offers a rich set of  
services (see Fig. 3) targeting aspects such as data collection (mediation area), data 
mappings from formats to formats (mapping area), and data access (provision area). 
Services can be customized and combined to meet the data workflow requirements of 
a target user community. As proven by the several installations [15] and adoption in a 
number of European projects (DRIVER, DRIVER II, OpenAIRE, HOPE), D-NET 
represents an optimal and sustainable solution [21] for the realization of the EFG 
infrastructure. In the context of the EFG project, D-NET has been successfully ex-
tended with further generic and configurable services (curation area) for advanced 
curation and validation of XML metadata records. 

5 EFG Data Infrastructure  

The EFG data infrastructure consists of the D-NET services shown in Fig. 3, appro-
priately combined to support the data ingestion workflow presented in Section 2. In 
particular, the services in the Data Curation are resulted from the project activities. 
They were devised in order to meet the requirements of EFG archive partners, but 
engineered to support their functionalities when operating over arbitrary XML  
schemas.  

5.1 Metadata Mapping Definition, Transformation, and Cleaning  

Archives and their experts joining the EFG data infrastructure are supported with a 
methodology that facilitates the definition of structural mappings from their archive 
schema onto the EFG common metadata schema and semantic mappings from their 
vocabularies onto the common vocabularies. A mapping consists in a set of rules, 
which serve as input to the infrastructure administrators to configure the services in 
the Data Mapping Area. Here, the Transformator Service and the Cleaner Service run 
PERL scripts which parse, validate and transform the source records into EFG records 
according to the defined rules.  

The Transformator Service is responsible for the application of structural rules. 
Such rules define the correspondence among elements and attributes of the archive 
schema and elements and attributes of the EFG schema. Structural mapping is not as 



 Data Interoperability

trivial as it may seem, due
onto several interrelated EF
More in detail, a structural m

1. Source element: xpath id
2. Target element: xpaths i

which the source value s
3. Mandatory element: stat

rejected); 
4. Element multiplicity: stat
5. Comment: description of

The Cleaner Service is inste
rules identify an element of
EFG schema (i.e., source e
the correspondence between

5.2 Metadata Quality C

For the realization of the EF
extended with the following

Content Checker. The Con
low-level searching and br
check if metadata records h

y and Curation: The European Film Gateway Experience 

e to the fact that input XML records are typically map
FG records, representing different EFG data model entit
mapping rule consist of the following information: 

dentifying the schema element relative to the input value
identifying the schema elements (and the sub-entity) o
hould be mapped; 

tes if the source element is mandatory (if not, the recor

tes if the source element is repeatable; 
f the mapping rule. 

ead responsible for the application of semantic rules. S
f the archive schema and the corresponding element of 
element and target element of structural rules), and def
n the terms of the respective vocabularies. 

Control and Enrichment 

FG data infrastructure the D-NET software toolkit has b
g services, constituting the D-NET Data Curation Area. 

ntent Checker (see Fig. 4) is a validation tool that allo
rowsing the pre-production Information Space in order
have been correctly harvested and mapped. 

 

Fig. 4. EFG content checker 

41 

ped 
ties. 

e; 
onto 

d is 

uch 
f the 
fine 

been 

ows 
r to 



42 M. Artini et al. 

Vocabulary Checker. The Vocabulary Checker gives access to the metadata records 
that do not satisfy the constraints imposed by the common metadata schema and vo-
cabularies after the transformation and cleaning phases. The Vocabulary Checker 
displays the number, the types and the positions of errors in the records of the Infor-
mation Space. Thanks to the browse by error typology functionality, curators can 
decide if an error can be solved directly in the Information Space via the Metadata 
Editor Tool or in the original source archive. 

Metadata Editor Tool. The Metadata Editor Tool (MET) is a cataloguing tool for the 
enrichment of the Information Space. It allows data curators to add, edit and delete 
metadata records in the Information Space, as well as to establish relationships be-
tween existing (authority) records, even if coming from different sources. The MET is 
aware of controlled vocabularies, hence supports data curators while editing con-
trolled elements by proposing a drop down list with all and only the terms defined by 
the associated controlled vocabulary. For example, let us suppose the Det Danske 
Filminstitut (DFI) EFG data provider provides a metadata record relative to the movie 
“Olsen Banden over alle bjerge”, which features the actor Ove Sprogøe, but the actor 
is not mentioned in the metadata record. In order to make the record retrievable 
through the EFG portal to end users searching for “Ove Sprogøe”, the movie record 
must be enriched with such information. The MET allows data curators to construct a 
relationship between the DFI movie metadata record and the person record, be the 
latter provided by harvesting other archives or created by data curators themselves.  

Authority File Manager. The Authority File Manager (PACE [23]) is an advanced 
tool that curators can use to merge duplicate records and disambiguate the informa-
tion space. The tool is capable of automatically identifying the pairs of records candi-
date for merging based on a multi-sort version of the sorted neighbourhood algorithm 
and a record similarity function that is customizable by data curators (they can chose 
between a range of similarity functions and assign different weights to the record 
fields). After one run of the candidate identification process, record pairs are dis-
played in descending order with respect to a 0…1 similarity distance. The curator has 
the responsibility of merging the two records (i.e., deciding if the two records are 
indeed representing the same entity). In the EFG scenario, the AFM has been config-
ured to merge metadata records relative to persons and film works (AVCreation). 
Once the information space is disambiguated, authoritative records can also be linked 
to international ontologies such as VIAF [27] or transformed according to standard 
encodings, such as EAC-CPF [26], for external re-use. 

5.3 Metadata Publishing  

The EFG Portal is available at [1]. Facilities like advanced metadata search and 
browse (by collection, provider, date, language and media type), search results filter-
ing, video streaming, photo gallery and news highlights enhance the user experience 
in the phases of search and access. Moreover, D-NET offers services to export meta-
data records through OAI-PMH, OAI-ORE, and SRW/CQL protocols. EFG operate 
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such services to automatically serve its information space to third-party consumers, 
above all the Europeana project [3], of which EFG is a direct feeder. 

6 Conclusions and Future Work 

We described the solutions adopted in the EFG Best Practice Network to achieve a 
complete integration of different national audio/video archives. The solution is based 
on the creation of a metadata schema that is an expressive interoperability metadata 
schema integrating well-known standards with peculiarities of data providers’ idio-
syncratic schemas. The schema has therefore both the power to preserve the input 
metadata quality and the simplicity to enable simple mappings from all different ar-
chives. Metadata aggregation is based on the use of the D-NET software toolkit, a 
data infrastructure enabling software. D-NET offers services for metadata collection, 
transformation, and provision. Its service-oriented framework allows for the addition 
of new services, to add domain specific missing functionalities. In EFG this resulted 
in the realization and integration of advanced curation and validation services: the 
Content Checker, the Vocabulary Checker, the Metadata Editor Tool and the Author-
ity File Manager. 

The current limitations of the EFG data infrastructure relate to the manual effort 
required in the phases of mapping rule definition and implementation and of meta-
data quality control and enrichment. Whilst some of the operations cannot be fully 
automatized, because archive administrators want to have control on data manipula-
tion processes, we foresee some enhancements to (i) facilitate domain experts in the 
definition of mappings, (ii) (partly) automate the script-implementation of those 
mappings, and (iii) support experts and system administrator to ensure better meta-
data quality. Data provider experts currently define mappings by filling prefabricated 
Excel worksheets. Such files are then manually processed by infrastructure adminis-
trators to generate the corresponding transformation scripts. We could simplify this 
workflow by supporting data providers with a mapping definition tool, equipped 
with a GUI that shows a visual representation of their metadata schema and the 
common schema, and allows them to draw mappings by “dragging and dropping” 
elements of the first to elements of the second. The same tool could “generate”  
transformation scripts, at least when mappings can be reduced to a sequence of rule 
templates. Finally, we believe that the number of iterations of the transforma-
tion/cleaning and validation workflow could be reduced by providing a mapping test 
environment, where domain experts and infrastructure admins can verify the result of 
their mappings over a set of sample records.  
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Abstract. The distinction between digital libraries and electronic editions is be-
coming more and more subtle. The practice of annotation represents a point of 
convergence of two only apparently separated worlds. The aim of this paper is 
to present a model of collaborative semantic annotation of texts (SemLib 
project), suggesting a system that find in Semantic Web and Linked Data the 
solution technologies for enabling structured semantic annotation, also in the 
field of electronic editions in Digital Humanities domain. The main purpose of 
SemLib is to develop an application so to make easy for developers the integra-
tion of annotation software in digital libraries, which are different both for tech-
nical implementations and managed contents, and provide to users, indifferently 
from their cultural backgrounds, a simple system which could be used as a 
front-end. We present, for this purpose, a final example of semantic annotation 
in a specific context: a digital edition of a literary text and the issues that an an-
notation task involves.  

Keywords: ontologies, Open Collaboration, Linked Data, TEI, RDF. 

1 Introduction 

In the Library of Alexandria, the distinction between philologists and librarians was 
almost not existent, since the functions of acquisition, cataloguing and preservation 
were strictly related to an editorial work which main aim was to give to the texts the 
best possible rigour and accuracy [1]. The progressive specialization of skills has 
brought, as a natural consequence, the loss of a global view, also in strongly linked 
sectors like the ones quoted above. Let’s only think about the different meanings that 
the term bibliography can assume when used with different prefixes such as ‘analytic’ 
or ‘descriptive’. This same loss has been denounced by Vannevar Bush [2] and there-
fore his vision of the Memex was a possible solution for this situation. It is therefore 
quite a paradox that in digital information systems and frameworks published on the 
World Wide Web, representing on one side Digital Libraries (DLs) and, on the other, 
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Electronic or Digital Editions, this difference is, if possible, even sharper, having 
generated two different scholarly communities, which, even though overlapping, 
presents their own distinctive features. 

In fact, by concentrating on cataloguing and digitizing collections rather than ana-
lysing the content of individual items in a collection, the DL is mostly focused on 
publishing mechanisms (or to better say the dissemination ones) — an opposite ex-
treme from the focus of electronic editions on textual encoding, in particular the one 
based on the TEI standard  [3]. The DL, instead, is by nurture agnostic towards the 
contents it has to manage, since they could be very heterogeneous, preferring there-
fore to ignore the granularity of an encoded text, which is fundamental for an elec-
tronic edition. Moreover, a DL contains reproduction of physical objects or content 
born-digital, while in the current situation the primary sources upon which an elec-
tronic edition is based have an almost and exclusively analogical origin. But interac-
tion between these two paradigms is actually taking place, even though, in a not very 
organized and co-ordinated way, following what clearly are physiological patterns, 
but in a deeper and more dynamic modality than the one allowed by the analogical 
dimension1. 

The electronic edition and the DL are modelled on the needs, experiences and uses 
of two different communities, even though related, and this is a natural expectation. 
What is not completely expected is the (re)definition of the respective natures, and 
overall modalities of interaction of these two entities, in particular from the point of 
view of their (re)modelling, following computational principles. In fact now the dif-
ferences have a logical base rather than a physical one. 

Even though the technologies are necessarily the same, this does not assure a com-
plete homogeneity at the level of methodologies, approaches and solutions, in other 
words it does not guarantee the perfect overlapping and compatibility of the hypothet-
ic semantic models. This discrepancy is mitigated by observing two opposed and 
complementary movements that are currently taking place. On one side the electronic 
editions and archives are expanding, becoming more and more complex and stratified, 
while on the other side DLs are becoming more and more granular (together with 
their natural tendency for progressive growth). In fact, of the two currently available 
formal models for DLs, the 5S [7] and the DELOS Reference Model [8], the former, 
being directly based on first-order logic, is granular and expressive enough to model 
also electronic editions, both the textual encoding level and the very different rela-
tionships existing between the witnesses which made up the textual tradition.  

Building on the facts presented until now, the most logical consequence is that a 
focus on semantic and formal models seems the only way for breaking the barriers 
between these DLs and electronic editions, even though, in this latter case the  
                                                           
1  For instance, there is the progressive adoption of IFLA FRBR model, in projects such as 

Perseus <http://www.perseus.tufts.edu> [4] or the Canonical Text Service pro-
tocol <http://chs75.chs.harvard.edu/projects/diginc/techpub/cts> [5] 
or standards such as METS. On the digital libraries side, an interesting case is the use of the 
publishing framework Cocoon, inside Dspace, in a component called first Manakin and then 
XMLUI, used to customize the user interface. The XML schema used to transport the data, 
DRI Schema, is based on TEI for what concerns the actual contents [6]. 
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prevailing diffusion of the TEI encoding, notwithstanding its many advantages, is a 
potential hindrance, since it brings the focus mostly on data structures which lack a 
formal semantics [9], [10].  

The annotation task becomes then crucial. In the context of both DLs and electron-
ic editing, the term annotation indicates the process of adding some kind of informa-
tion to an existing digital resource. It can be a tag, a comment or some kind of struc-
tured metadata. The task of librarians is to provide sets of high quality annotations for 
each library resource, in order to help organizing the knowledge gathered in each 
library. These metadata are usually designed in accordance with standard library 
science practices and are meant to facilitate knowledge discovery by the generic  
library user. A DL can be accessed by several user communities, each one with a 
specific vision of the world and each one interested in a specific topic or aspect of 
knowledge. On the contrary, built-in metadata in DLs are often generic information 
(e.g. year of publication, author, historical period, artistic wave, etc.), or reflects a 
single viewpoint. They do not capture all the aspects the users might be interested in, 
thus being often of poor value with respect to interesting resources discovery.  

A similar problem exists in more specialized types of digital publications, such as 
critical text editions. In digital editions it is common practice that the editors enrich 
the text by annotating it with TEI or other forms of markup. These annotations are 
then used to deliver a richer reading and searching experience for the final user. De-
spite this practice has certainly proved useful, it also suffers from a similar limitation 
to the one outlined above for generic DLs. Annotations made by the editors are intrin-
sically static and relative to a particular view of the world or school of thought. Diffe-
rently than paper artifacts, digital resources can be easily exploited as social objects 
around which communities can collaboratively and continuously enrich the digital 
artifacts with different interpretations.  

According to authoritative studies [11], [12], [13] DLs, and more specific collec-
tions of digital objects, should allow their users to annotate resources and leave com-
ments. They should also let users share their index and classification schemata with 
other users [14]. We believe that DLs and more specialized collections in the Digital 
Humanities field, can greatly benefit from the availability of Web annotation tools 
based on Semantic Web and Linked Data technologies and the aim of our research is 
to show in which way.  

The paper is structured as follows. Section 2 presents related works in the field of 
annotation. Section 3 discusses the approach taken within the context of the SemLib 
project, whose prototypal intermediate results (the project will publicly release its 
final results in December 2012) represent an interesting experiment in this direction.  

Section 4 gives a specific case study of semantic annotation in a digital edition.  

2 Related Works 

Annotating Web documents like Web pages, part of Web pages, images, audios and 
videos is one of the most spread technique to create interconnected and structured 
metadata on the Web. In the last years several automatic, semi-automatic and manual 
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systems have been proposed that provide support for creating annotations at different 
levels and in diverse scenarios. Some applications have been developed as extensions 
of social bookmarking tools and have become a popular service over the Web with 
application as Delicious2 or StumbleUpon3 that count millions of registered users. 
Other tools have been more specifically conceived for manually creating and sharing 
annotations in specific domains, including Digital Humanities and Cultural Heritage 
[15], [16]. Early implementations of manual annotation tools have been mostly devel-
oped as desktop applications or browser plugins (such as Zotero4 and others). With 
the growing availability of powerful client side Web programming tools and tech-
niques, annotation tools then evolved in fully fledged Web applications such as Euro-
peanaConnect Media Annotation Prototype [16] based on Annotea [17], One Click 
Annotator [18], the Open Knowledge Foundation’s Annotator project5, SharedCopy6, 
A.nnotate7 and many others. Another widely applied method to create annotations is 
to use automatic and semi-automatic tools based on euristics like natural language 
processing, image recognition, audio and video segmentation.  For textual content 
there are several widespread commercial services that automatically perform a light 
type of annotation known as entity extraction with a constantly improving degree of 
relevance (e.g. Opencalais8, Zemanta9, AlchemyAPI10). 

While some of the existing tools address ease of use and wide adoption, they hard-
ly provide support for expressing non trivial semantics, as establishing precise (typed) 
relations among digital objects or referring to specific entries in domain thesauri and 
vocabularies. In Semlib, the goal is to build different annotation GUIs to address dif-
ferent levels of expressivity, from simple tags to structured conceptual graphs, care-
fully balancing ease of use and expressivity. The other idea behind SemLib is that of 
representing annotations (simple or complex ones) in a uniform way (as RDF graphs), 
and expose them via REST APIs so to enable effective reuse of collaboratively 
created knowledge, for example to further enrich DLs. 

3 Collaborative Semantic Annotation of Texts: The SemLib 
Approach 

One of the main goals of the SemLib project [19]  is the design and implementation of 
a semantic aware annotation system that can be easily used in conjunction with differ-
ent DLs, requiring as less modification as possible to the existing DL software infra-
structures, and that can be flexible enough to address different needs of specific 

                                                           
2  http://delicious.com/ 
3 http://www.stumbleupon.com/  
4 http://www.zotero.org 
5 http://okfn.org/projects/annotator/ 
6 http://www.sharedcopy.com/  
7 http://www.a.nnotate.com/  
8 http://www.opencalais.com/  
9 http://www.zemanta.com/  

10 http://www.alchemyapi.com/  
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communities. Such differences both reside in required expressivity and complexity of 
annotations, which might range from simple tags to non trivial semantic relations 
among media content and other kind of entities, and in the use of different domain 
dependent terminology and vocabularies. 

A core requirement in SemLib is that of enabling reuse of annotations, for example 
to leverage them as a crowd-sourced structured knowledge that might be used to 
enrich DLs themselves. While interoperability at data representation level is certainly 
a key feature with respect to this goal, the system has to provide effective ways to 
meaningfully consume such data, for example allowing external applications to search 
annotations and to obtain “slices” of the overall annotations (e.g. obtaining annota-
tions from trusted users only, or those that involves relevant resources only, etc.). 

3.1 From Tagging to Semantically Structured Annotations 

The simple form of annotation, widely understood and adopted by the majority of Web 
users, is tagging. Keywords based tagging, however, has several disadvantages (be-
tween them: no explicit meaning and explanation; polysemy; synonymy; base form 
variation; specificity gap; reused in different systems). These poor semantics expressed 
by “traditional” tags prevents in fact the use of annotations to produce reusable struc-
tured knowledge, which is the core goal of SemLib. To overcome such limitations, 
SemLib supports “semantic tagging”, where each tag corresponds to an entry in a con-
trolled vocabulary or ontology and it is a Web resource in itself, thus being resolvable 
into a natural language description by dereferencing its URL. A similar approach has 
been already experimented in the Common Tag initiative  (Commontag.org). The 
current prototype allows users to transparently search for entities (semantic tags) in 
Freebase.com, providing auto-complete suggestions and resulting in external web 
resources to be associated to text fragments or pictures in a web page. 

Interestingly, such web resource happens to be Linked Data sources. This means 
that they can be used to retrieve further information about the entities, allowing exter-
nal applications, which consume such annotations, to immediately use such additional 
data in intelligent ways. In addition, existing APIs, such as DBPedia spotlight, are 
used to suggest simple forms of automatic tagging. 

SemLib also supports more advanced types of annotations that exploit all the ex-
pressive power of the RDF data model, which goes beyond simple semantic tagging. 
As an example, suppose Alice is a scholar studying Italian literature. She finds a DL 
with some interesting novels. While reading one of them, she highlights a paragraph 
and creates an annotation specifying that such a paragraph cites Alessandro Manzoni 
and that attempts to give a definition of “Historical novel”. Semantic tagging as de-
scribed above, does not allow to specify the relation (e.g. cites, defines) between the 
text and the related entities (e.g. “Alessandro Manzoni” and “Historical novel”), 
which is needed to answer queries like “what are the paragraphs that cites a given 
author?” or “What definitions of historical novel does the system know?” 

The SemLib annotation tool supports the creation of such complex annotations by 
allowing user to collect different kind of “items” (they can be terms from a vocabu-
lary, web pages, or fragments of them, e.g. sentences and pictures) and then connect 
them via semantically typed relations, thus in fact creating a semantic graph. The 
annotation tool can be configured to use custom vocabularies to accommodate the 
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needs of different DLs. Vocabularies can be published on the web in a simple JSON 
based format and then ingested by the tool by simply specifying their URL.  

Cross-references annotations are an interesting special case that is often required 
by scholars. In consists in establishing a semantic relations between two media frag-
ments, such as a sentence and other one in a different page (possibly in a different 
DL), or a sentence and a specific region of an image. From a conceptual and data 
representation point of view, they are equivalent to other semantic relations, however 
they raise new challenges at the user interaction level. In SemLib such kind of annota-
tions are made possible by allowing user to bookmark media fragments, to surf to 
other web pages and then to reuse such bookmarked items in annotations. 

3.2 Data Model and API 

The representation of semantic annotation is composed by two distinct parts: the an-
notation context and its semantic content. The first represents information such as the 
author of the annotation, while the latter represents the actual meaning or knowledge 
that the user wanted to express in the annotation. The data model is illustrated in  
Fig. 1 as an RDF graph. 

Different RDF based data models for representing web annotations have been  
proposed in literature. In SemLib we decided to base on the Open Annotation Colla-
boration (OAC) data model [20]. The OAC ontology is used to represent annotations 
contexts, which specifies, through the oac:hasTarget property, the web resources 
involved in an annotation. An additional concept used in the SemLib model is that of 
notebook, which is an aggregation of annotations. Each user can have multiple note-
books, e.g. to group annotations pertaining to different tasks or contexts. Notebooks 
have a central role in the overall functioning of the system, as they constitute the gra-
nularity where user privileges are attached and annotations are shared among users. 

 

Fig. 1. The annotation data model 
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The oac:hasBody property links the annotation to its content. In SemLib the body, 
rather than being a text or a web page (as it happens in most of the examples given in 
the OAC specifications) is a RDF graph itself. The content graph is made addressable 
by using named graphs. As shown in Figure 1, a named graph is used as value of the 
oac:hasBody property. As annotations are stored in a quad-store and the SPARQL 
standard query language natively supports named graphs, such an approach results in 
more flexibility in consuming annotations. 

Named graphs are sub-graphs of an RDF graph that can be merged and queried as 
single graphs. The use of named graphs allows, for example, querying only those 
graphs that belongs to annotations in a given notebook. The same can be done for 
collections of annotations grouped via other criteria (e.g. from the same user, involv-
ing the same resource, etc.). A set of RESTful APIs are exposed by the annotation 
server to provide an easy way of consuming slices of the overall annotations set in 
various RDF serialization formats, and additional custom queries can be performed 
via standard SPARQL endpoint.  

While the annotation context is represented using a fixed ontology (an extension of 
the OAC ontology), semantic content of annotations can use any ontology that a cer-
tain domain requires (e.g. a TEI-derived ontology in the Digital Humanities 
main11). 

3.3 Enabling Collaboration in the Digital Humanities 

One of the most relevant limitations of annotation systems based on embedded mar-
kup, such as HTML or XML, is the tight coupling between the annotation and the 
annotated object [21]. In the Digital Humanities community the problem is acute, 
partly because most of the times digital edition projects do not publish the XML an-
notated version of the text, but rather a derivative HTML or PDF version produced 
from the original XML. In these cases annotation ceases to be metadata to become 
part of the digital objects, thus not being reusable, preventing collaboration and fur-
ther enrichments of the text.  

Even when the XML source files are distributed along with the human readable 
version, they are seldom reused or integrated outside the boundaries of the systems in 
which they were originated. The semantics of the annotations is in most cases based 
on local interpretations and local extensions of the core vocabulary. Additionally, 
vocabularies and thesauri are not shared and the semantics of local extensions is not 
machine-readable. As a result, textual resources, their interpretations and enrichments, 
remain siloed within the boundaries of individual projects. Data is not shared, derived 
information and interpretation is hidden within the browsing applications and not 
addressable or reusable. As a result, digital collaboration practices are rather weak if 
compared to other disciplines where information sharing and reuse is more common 
(e.g. ‘hard’ sciences).  

Stand-off semantic annotations based on the RDF standard, as described in the 
previous section, have the potential to overcome many of these limitations.  

                                                           
11  TEI ontologies SIG  http://www.tei-c.org/SIG/Ontologies 
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Annotations are useful in organizing and adding information to digital content, 
supporting single users in studying and exploring online resources. However, a lot 
more value can be added if annotations are shared with others, enabling, for example, 
virtual communities to perform collaborative tasks. In SemLib, both annotations and 
vocabularies can be published on the Web in machine-readable format (RDF) so that 
any authorized application can interpret annotations. This basically decouples the 
applications used to access the DL from the content itself, allowing for multiple 
“views or interpretations” of the same content to be published in a decentralized way. 
Another interesting side effect of the Semantic Web approach, is that it naturally 
enables collaboration: as long as users have the possibility to upload their annotation 
somewhere on the Web, they are free to keep enriching the content stored on the DL 
without the need of any coordination with the content holder. Users communities can 
share their work by simply exchanging URLs that point to their annotation graphs. At 
a later stage, user annotations can also be made authoritative by the library curators, 
by incorporating them into the DL. Annotations are provided with provenance meta-
data, so that it is always possible to determine who made a specific annotation and 
when. 

While the prototype has not yet been released to the public, some online screen-
casts demonstrate the core functionalities and user interactions12. 

4 Adding Meaning. A Case Study 

The case study we present here is a digital edition of a XV century collection of let-
ters now held in different libraries and, mostly, archives. The purpose of the edition is 
to experiment a concrete case of semantic annotation starting from a sequence of 
XML/TEI files, regarding the same field.  

The correspondence documents the professional relationships managed by the Flo-
rentine librarian and copyist Vespasiano da Bisticci, who was also the leader of a 
school of copyists, maker of some European libraries’ manuscript repositories. The 
correspondence is with notable people of that period and the content regards mostly 
the trade of manuscripts copied, proposed or requested by/to Vespasiano. A lot of 
these manuscripts had been identified in codices now held in various libraries in all 
Europe. From the letters we can learn about features of these manuscripts: the mate-
rials, the copyists, the costs, but also the names of latin, greek and humanistic authors 
and texts that were the most fashionable at the time. 

The purpose of the digital edition, moving toward a DL of digital objects, is on one 
side to represent the information that is implicitly connected inside the source (people 
with manuscripts, manuscript with lexicon); on the other to create semantic links be-
tween the information inside the letters and correlated Web resources, useful in order 
to describe this information (people, manuscripts, lexicon). The first purpose is thus to 
create relationships between people and manuscripts related to people at some level 

                                                           
12 http://www.youtube.com/watch?v=gVA_v152Qn0, 
http://www.youtube.com/watch?v=z1hXr5K3kTM  
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(the copyist, the owner, the requester) and the manuscripts with the lexicon used in 
order to describe them; this information born naturally from the letters and have to be 
expressed with semantic assertions through external annotations. The second aim is to 
create relationships between the specific document and other documents: people and 
resources useful to describe people (public prosopography), mentioned manuscripts 
with the existent codices (catalogues of manuscripts), the lexicon with repositories of 
technical words (thesauri) using the Linked Data system.  

4.1 The Embedded Markup  

The markup model we present covers all the different aspects of the edition, that is the 
model reflects the different access points to the letters’ content. The focus is on: per-
sons mentioned in the letters; manuscripts realized by Vespasiano’s school; the tech-
nical lexicon of the copy and of librarian trade.  

At the markup level it is quite easy to represent, with the appropriate TEI elements, 
all this information. The base TEI markup let us identify: proper name (<pers-
name> and <placename>) and referring string (<rs> with @type for specifica-
tion), mentioned manuscripts (<bibl>) and related author (<author>) and title 
(<title>), technical term (<term>) on various field (@type). 

The @ref value in the instances of <persname>, <placename> and <rs> al-
lows a first identification of individuals being mentioned: missing parts of names are 
solved outside and variants are associated to the same instance. The same attribute 
@ref was also used for the element <bibl> and <term>, with a TEI customiza-
tion. The @ref value points to a specification of the item stores in a place outside the 
document. Therefore, within these elements, an access point is defined as an element 
owning a URI reference that points to @rdf:about attribute in the external reposi-
tory. In this way each pertinent string of characters or fragment has an URI. 

If the URI pointing gives us the possibility to formally describe annotated elements 
in the external representation, we need a system to create connections between these 
annotated elements. These connections must answer to questions like: which relation 
exists between a person and a manuscript? And which one between the same manu-
script and a technical word used to describe the manuscript? But we need to answer 
also to questions like: which exemplar of the manuscript has been realized? Is it still 
available in any library in Europe? What a specific technical word means?  There are 
any other occurrences in other repositories? Who is a mentioned person? 

For the first set of questions we need some more formal semantics in order to de-
scribe relationships between annotated data elements. For the second set of questions 
we have to use techniques useful in order to connect the edition with existent re-
sources on the Web. 

4.2 The External Information 

Once the texts are annotated, and each pertinent string of characters has an URI,  it is 
necessary firstly to focus on what kind of additional information it is possible to de-
fine in the separated documents. Making each occurrence (persons, manuscripts and 
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lexicon) accessible via URI-based pointing we can create a public authority list. Start-
ing from Vespasiano’s letters it became possible to expose authority information 
about people, manuscripts, technical lexicon regarding XV century culture, in order to 
start to create an open and public authority list, to be integrated in authority records, 
as a set of Web resources.  

We need firstly to decide which kind of relevant added data it is possible to specify 
for each of the three categories. Then we have to reflect on which kind of relation-
ships we could define, expressing the content thought stand-off semantic annotations. 

Persons. At this level we define relationships: with other persons; with places; with 
dates; with other resources (like multimedia data); and with mentioned manuscripts 
(i.e. a person could be owner of a codex created by Vespasiano’s school). 

Manuscripts. With regard to manuscripts mentioned in the letters it is possible to 
create link to other repositories and establish relationships with both persons and 
terms. We have to create relationships: with the codex repository; with the codicolog-
ical description; with a digital image; with the digitalized full text; with a person rele-
vant to it (i.e., the owner, the requester, the copyist, etc.). 

Lexicon. The analysis of the technical lexicon used by Vespasiano is an interesting 
exploration in the history of the book and in the actual trade of the copy, and it is 
sometimes connected to the manuscripts realized. At this level it is possible to define 
relationships between manuscripts and lexicon used. 

4.3 The Knowledge Base 

All this external information could be described in a formal way through RDF asser-
tions, like similar researches did (i.e. [22], [23]) and the annotations could be accessi-
ble over the Web as Linked Data sets. Mostly we need to focus on the fact that be-
tween these concepts (persons and manuscripts; manuscripts and lexicon) we can 
define relationships that provide greater conceptual depth and that can be easily ex-
pressed in a formal language, creating a good model for the representation of the con-
tent of the letters: we can establish unambiguously the different relationships existing 
between a person, a manuscript and a term, such as a person being the owner, the 
copyist, or the client of a codex and this manuscript is described with a specific term 
(p.e. Piero de’ Medici is owner of Plutarco’s Vite, which are realized in “chordova-
ni”). Mapping the specific created class (persons, manuscripts, lexicon and the  
different kind of relationships) with predicates defined in existent model a suitable 
ontology could be distributed. We are now analyzing different predicates for internal 
connection, starting from these consideration: a person could be owner-of; copyist-of; 
illuminator-of; requester-of a manuscript; a manuscript could be created-for; re-
quested-by; copied-by; illuminated-by a person / described-with terms; the lexicon is 
related-to a manuscript.  

But like we explain in the previous section the external information could be linked 
to some external resources. We are studying some predicates. For person, TEI proso-
pography integrated with CIDOC-CRM13 for relationships between Agents, Physical 
things, Events and Places. For manuscripts an ontology properly extending and  

                                                           
13 CIDOC Conceptual Reference Model, http://www.cidoc-crm.org/ 
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customizing the FRBR14 can be used to capture the subtle difference between the 
physical codex, the content it has and the work the codex is a manifestation-of. For 
the lexicon SKOS15 provides a basic ontological foundation for a terminological the-
saurus and the relationships of the terms defined therein and elsewhere.  

But we mostly need to reflect on the fact that the mentioned manuscripts are spe-
cific codices that can be found nowadays in a specific library, or a person has an ico-
nographic representation that could be found in a certain cultural institute. With URI 
references and RDF representation we started to create relationships between people, 
manuscripts and lexicon of the letters and the related concept all over the Web, using 
existent Linked Data sets and exposing our annotation as Linked Data sets in open 
collaboration.  

5 Conclusions 

Having started from a general description of current epistemological and ontological 
differences between digital libraries and electronic editions, together with the related 
underlying rationale, the choice of focusing on open and semantic annotation has been 
considered by the authors a strategic one, since as it has been demonstrated this “func-
tional primitive” has the potential to be a bridge between these two different but 
strongly related worlds. Therefore both the act of annotating a text, thus giving it the 
status of “scholarly” and the addition of (meta)information to a generic resource can 
greatly benefit from the adoption of a common formal model, which at the same time 
make explicit both their actual natures and potentialities. 

The aim of SemLib project is to use standard technologies to create a really usable 
application, easy to use for every kind of user and easy to integrate in heterogeneous 
digital libraries, therefore filling up a current gap in the landscape of annotation appli-
cations on three different levels: actually usability, ease of use, integration. For these 
reasons we are organizing focus groups which would consolidate the theoretic foun-
dations which led the implementation of the application. 
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Abstract. The paper presents an integration and visualization service
to enhance the use of annotations and to empower the role of the user
and research community in the archival context. We show how this ser-
vice allows us to address the interoperability between diversified digital
archive and annotation systems. Furthermore, it propels the use of an-
notations to enhance the user experience and to exploit the archivists
expertise both in the description and consultation phases.

1 Motivation

One of the main goal of the research on Digital Library (DL) is to supporting
the creation of innovative applications and services to access, share and search
our cultural heritage.

An important challenge in this field is to transform DL into a new type of
information infrastructure that can be user-centered and able to support content
management tasks together with tasks devoted to communication and cooper-
ation [11]. DL can enable the intellectual production process and support user
cooperation and exchange of ideas; in this way, DL not only foster access to
knowledge, but they are also part of knowledge creation and evolution. The
evolution and transmission of knowledge has always been an interactive process
between scientists or field experts, and annotations have been one of the main
tools for this kind of interaction. In the digital era, annotations are still a rele-
vant means of intellectual collaboration and thus, one of the main collaboration
tools exploited by DL [5].

The informative context enclosed by digital libraries is multifaceted and com-
prises many realities of interest such as libraries, archives and museums. In this
paper we focus on the archives and archival metadata which are the basic means
for accessing and consulting archival resources in a digital environment [18]. An-
notations foster collaboration between archivists, researchers and general users
by playing a central role both in the phase of creation and in the phase of
consultation of archival metadata. Indeed, in the creation phase archivists have
to select and describe the archival material and annotations allow them to ex-
plain and discuss their choices enabling users to properly access and consult
the archival metadata. In the consultation phase, annotations are exploited to
find out relationships between different parts of an archive or between different
archives; for instance, users can exploit annotations to move from one archive
to another guided by the expertise of the archivists that annotated them. In
order to properly exploit annotations in the archival context we have to take

M. Agosti et al. (Eds.): IRCDL 2012, CCIS 354, pp. 57–68, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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into account the heterogeneous environment composed of digital archive systems
and annotation systems which are often grounded on different methodological
and technological approaches. The archival community has developed “content
and data structure standards” [15] to facilitate the description, management
and access to the archival resources; however, these standards can be difficult
for archivists to use [19] and are often implemented in ways that can negatively
affect their description activity [20]. Thus, there has been a proliferation of digital
archival systems based on diversified descriptive methodologies and metadata;
also from the annotation point-of-view a lot of research has been done that has
led to the design and development of variegated annotation systems [4].

This heterogeneity turns into an interoperability problem when we need to ac-
cess and consult archival metadata managed by different digital archive systems
and annotations created and handled by different systems. On the other hand,
every digital archive system has to respect some fundamental archival principles
– i.e. the hierarchical organization of the documents and their descriptions [6];
moreover, also annotations under certain conditions can be opportunely orga-
nized in a hierarchical way [4]. We exploit these facts to define a common basis
for addressing interoperability issues and for designing an integration and visu-
alization service for annotated archives. To this end we use the NEsted SeTs for
Object hieRarchies (NESTOR) Model [8] and the Flexible Annotation Service
Tool (FAST) annotation model [4] to:

– propose a methodology which provides us with a unified, coherent, and con-
cise view of heterogeneous archival metadata and annotations;

– design a service allowing users to consult different archives within the relative
annotations and find out the relations between different archives connected
by annotations;

– develop a Web-based visualization tool based on this service which helps
users to access and consult archival metadata and annotations.

The paper is organized as follows: Section 2 gives a brief background about
archives, archival metadata, and annotation services highlighting the concepts we
exploit in the rest of the work. Section 3 reports on the heterogeneity of archival
metadata. Section 4 presents the methodology which by using the NESTOR
Model and the FAST annotation model allows us to represent archives and
annotations in an integrated and coherent way. Section 5 describes the proposed
architecture of the integration and visualization service. In Section 6 we present
the functioning of the Web-based visualization tool prototype. Finally, in Section
7 we conclude and present some future works.

2 Background

Archives. An archive is the trace of the activities of a physical or juridi-
cal person in the course of their business which is preserved because of their
continued value. Archives have to keep the context in which their records have
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Fig. 1. The structure of a sample archive represented by: (a) a tree; (b) a Doc-Ball

been created and the network of relationships between them in order to preserve
their informative content and provide understandable and useful information
over time [10]. The context and the relationships between the documents are
preserved thanks to the hierarchical organization of the documents inside the
archive. Indeed, an archive is divided by fonds and then by sub-fonds and then
by series and then by sub-series and so on – see Figure 1a for an example; at every
level we can find documents belonging to a particular division of the archive or
documents describing the nature of the considered level of the archive (e.g. a
fonds, a sub-fonds, etc.). The union of all these documents, the relationships
and the context information permits the full informational power of the archival
documents to be maintained. The archival documents are analyzed, organized,
and recorded by means of the archival descriptions [12] that have to reflect the
peculiarities of the archive [6].

Digital Archives and the NESTOR Model. In the digital environment
archival descriptions are encoded by the use of metadata; these need to be able
to express and maintain the structure of the descriptions and their relation-
ships [10]. Archives can be modeled by means of the NESTORModel which relies
on two set data models called Nested Set Model (NS-M) and Inverse Nested Set
Model (INS-M) [3]. Both these set data models, formally defined in the context
of set theory, can be used to model an archive by means of nested sets [8]. An
extensive analysis of the NESTOR Model and its applications in the context of
DL and archives can be found in [3]; in this paper we exploit the functionalities
of the INS-M and thus we focus our presentation on this model.

The most intuitive way of understanding how the INS-M works is to see how
a sample tree is mapped into an organization of nested sets based on the INS-M.
We can say that a tree is mapped into the INS-M by transforming each node
into a set, where each parent node becomes a subset of the sets created from its
children. The set created from the tree’s root is the only set with no subsets and
the root set is a proper subset of all the sets in the hierarchy. The leaves are the
sets with no supersets and they are sets containing all the sets created from the
nodes composing the tree path from a leaf to the root. We can represent in a
straightforward way the INS-M by means of the “DocBall representation” [17] –
see Figure 1b. It is worthwhile to understand how the DocBall is used because
the graphical tool we are going to present is based on this idea. The DocBall
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is composed of a set of circular sectors arranged in concentric rings; each ring
represents a level of the hierarchy with the center representing the root. In a
ring, the circular sectors represent the nodes in the corresponding level. We use
the DocBall to represent the INS-M, thus for us each circular sector corresponds
to a set; for instance, referring to Figure 1b, it is possible to say that section
“Series C” is a direct superset of section “Sub-Fonds B”.

Annotations and the FAST Annotation Model. Research on annotations
has given rise to different data models, systems and services. An example is
the MPEG-71 which is a standard for annotating and describing multimedia
content data; the Semantic Web is another example of where annotations are
exploited, in particular in the context of the Annotea project developed by the
W3C2. In the context of DL an example is Collaboratory for Annotation Indexing
and Retrieval of Digitized Historical Archive Material (COLLATE) [16], which
supports the collaboration among film scientists and archivists.

Another relevant example is FAST which adopts and implements the formal
model for annotations proposed in [4]. FAST distinguishes between documents
– which are generic digital objects managed by a DL – and annotations. Anno-
tations can be associated with a digital object by two types of link: annotate
link and relate-to link. An annotate link allows an annotation to be linked to
a part of a digital object; through this link it is possible to express intra-digital
object relationships between different parts of an object. A relate-to link is in-
tended to allow an annotation only to relate to one or more parts of other digital
objects, but not the annotated one; therefore it expresses inter-digital object re-
lationships. From these definitions annotations can be seen as a means of linking
digital objects. Annotations permit us to create new relationships between the
components of a digital object, between different digital objects of the same DL
or between digital objects belonging to different DL. As shown in [4] the set

1 Please refer to ISO/IEC 15938-1:2002.
2 http://www.w3.org/2001/Annotea/

http://www.w3.org/2001/Annotea/


Empowering Archives through Annotations 61

of digital objects and annotations form a labeled directed acyclic graph called
document-annotation hypertext. Furthermore, each annotation must annotate
only one digital object, and it has been shown [4] that for each document there
is a unique tree of annotations constituted by “annotate” edges that can
be rooted in the document. In Figure 2 we can see an example of document-
annotation hypertext and the trees formed by the “annotate” links.

3 Heterogeneity of Archival Metadata

The standard format of metadata for representing the hierarchical structure of
the archive is the Encoded Archival Description (EAD) [13], which reflects the
archival structure and holds relations between entities in an archive. In addi-
tion, EAD has a flexible structure, encourages archivists to use collective and
multilevel description, and has a broad applicability. On the other hand, the
EAD permissive data model may undermine the very interoperability it is in-
tended to foster and it must meet stringent best practice guidelines to be share-
able and searchable [15]. Furthermore, an archive is described by means of a
unique EAD file and this may be problematic when we need to access and ex-
change archival metadata with a variable granularity [7] by means of DL standard
technologies like the Open Archives Initiative Protocol for Metadata Harvest-
ing (OAI-PMH)3.

Although EAD is the archival description standard, several other modeling
methodologies and metadata formats have been developed. Indeed, we may con-
sider the “Tree-based Metadata” approach in which archives are described by
a collection of lightweight metadata – e.g. Dublin Core Application Profiles4 –
one for each archival resource, connected to each other by means of links to
a third-party file – e.g. an external XML file – which maintains the archival
structure [14]; alternative instantiations of this approach maintain the archival
structure by means of an opportunely designed relational database [15]. These
approaches differ from EAD both in the way in which they express the structure
and the content of the archive. Furthermore, outside EAD boundaries, there
is no common agreement on which metadata fields should be used to describe
archival resources.

There is also the possibility of representing the archival structure by means
of the INS-M [7]. It has been shown [8] that an archive can be modeled by
means of the INS-M and then instantiated in such a way that allows the use of
the OAI-PMH architecture to enable a variable granularity access and exchange
of the archival metadata. Furthermore, [7] describes a methodology to map an
EAD file into the NESTOR Model and preserve the full informative power of
the metadata. Mapping an EAD file into the NESTOR Model means that we
make use of a methodology that maps the EAD structure into the INS-M and a
collection of lightweight metadata containing the content information retained by
EAD. In this way the INS-M preserves the archival structure while the metadata

3 http://www.openarchives.org/
4 http://www.dublincore.org/

http://www.openarchives.org/
http://www.dublincore.org/
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belonging to its sets preserve the content of archival descriptions [7]. In the same
way, this methodology is adopted with the “Tree-based metadata” approach,
where the structure retained by an external XML file or by a relational database
is mapped into the INS-M [3].

4 An Integrated View of Archives and Annotations

Our goal is to make available a uniform and integrated view of archives described
and managed by means of heterogeneous digital archive systems together with
their annotations which in turn can be handled by different annotation systems.
To this purpose we rely on the NESTOR Model and on the FAST annotation
model to address interoperability at the archival level and to show how annota-
tions can be enclosed in the “NESTOR view” of the archives.

We present three possible scenarios showing how annotation trees can be
attached to an archive and then we show how they can be modeled through the
INS-M and represented by means of the DocBall. Figure 3 presents the scenarios;
in this figure an archive is represented as a document tree where the nodes are
named as “d1, d2, . . .” for convenience; for the same reasons annotations are
indicated as “a1, a2, . . .”. In the first scenario we consider an archival tree where
the node d2, annotated by a1, is the root of an annotation tree composed of three
annotations. The second scenario shows that a3 which is part of an annotation
tree annotating d2 is connected to a second archive by means of a “relate-to”
link. In the third scenario, we can see two archives connected by a relate-to
link defined between two annotations – i.e. a relate-to link between a3 and a5.
Figure 4 shows by means of the DocBall representation how these scenarios are
handled by the INS-M; we adopt the DocBall as a graphical means to describe
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and explain how archives and annotations are joined together by means of the
INS-M.

In the first scenario we need to join an “archival DocBall” representing the
archive and an “annotation DocBall” representing the annotation tree originally
attached to node d2 of the archive – see Figure 3a. The resulting DocBall is
shown in Figure 4a, where a1 is a superset of d2. The second scenario presents
the same annotated archive we have seen in the first scenario enriched by the
relationship of annotation a3 with the node d9 of a second archive. In this case,
we use a DocBall representing the first archive within its annotations – call it
“DocBall A” (see Figure 4a) – and a DocBall representing the second archive –
call it “DocBall B”. In order to join these two DocBalls connected by annotation
a3, we add the inner sector of DocBall B – i.e. d8 – to DocBall A as a superset of
a3. The resulting DocBall (see Figure 4b) provides us with of an integrated view
of the two archives connected by the annotation tree rooted in a1. The third
scenario enhances this idea; indeed, in this case both “DocBall A” and “DocBall
B” represent annotated archives that have to be joined together. So, we follow
the methodology presented for scenario 2 by taking the inner sector of DocBall
B – i.e. d8 which represents the root of the second archive – and adding it to
DocBall A as a superset of the annotation – in this case a3 – which relates the
two archives together. The general methodology of joining two DocBall together
can be summarized as follows; let DA and DB be two DocBall, where section sA
of DA is related to section sB of DB. To join DA with DB, the inner section of
DB must be added to DA as a superset of sA.

5 Architecture and Functionalities of the Integration and
Visualization Service

In order to accomplish the purposes of this work, the integration and visual-
ization service must be non-intrusive, scalable and flexible. Indeed, it has to be
non-intrusive to model the archives and annotations by means of the INS-M
without interfering with the organization and the functioning of the local sys-
tems. It has to be scalable to collect resources in a distributed environment, and
it has to be flexible to integrate archives and annotations together satisfying user
needs.
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Fig. 5. Proposed architecture of the integration and visualization service

In Figure 5 we can see the proposed architecture of the integration and visu-
alization service. We consider three different digital archive systems: the first is
based on the NESTOR model, the second on EAD and the third on the “Tree-
based metadata” approach. Furthermore, we consider two generic annotation
systems: “Annotation system A and B”. Each digital archive and annotation
system should be equipped with a software module divided into two main com-
ponents. The first component is called “NESTOR driver” and the second is an
OAI Data Provider. The NESTOR driver is a lightweight component that has to
map the archival metadata into the INS-M and prepares them to be exchanged
by means of OAI-PMH. If we consider the NESTOR-based system in Figure 5,
the NESTOR driver has to check if the archival metadata are modeled by means
of NS-M or INS-M and in the first case it has to map the archive from the NS-M
into the INS-M [8]. For the EAD-based archive system, the NESTOR driver has
to map the EAD files into the INS-M [7] and in the “Tree-based metadata” sys-
tem it has to map the XML file or the relational schema preserving the archive
structure into the INS-M [3]. The NESTOR driver does the same operations
with the annotation trees by mapping them into the INS-M [9].

In this way the NESTOR driver addresses the heterogeneity between different
digital archive and annotation systems in a non-invasive and transparent way:
the local systems handle archives and annotations within their own policies and
expose them coherently with the INS-M. Furthermore, we know that the sets
and the metadata defined by the INS-M can be straightforwardly exchanged by
means of OAI-PMH [8]. Thanks to this feature we can exploit the OAI-PMH
architecture to exchange the archival metadata and the annotations between
the local systems and the centralized integration and visualization service. As
we can see in Figure 5, the NESTOR driver is configured as a component of an
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Fig. 6. Prototype of the visualization Tool: DocBall representation of Scenario 1

OAI Data Provider; in this way the presented architecture draws on OAI-PMH
scalability and flexibility and the NESTOR driver can be configured as a plug-in
of already existing and widely-diffused software modules.

The integration and visualization service can be developed over an OAI Ser-
vice Provider which harvests the archival metadata and the annotations. The
service utilizes a “NESTOR module” that acts as a mediator between the re-
quests of the service and the harvested metadata and annotations. According
to the three scenarios presented in the previous section, if the service requires
just the archival metadata together with their annotations – i.e. scenario 1 –
the NESTOR module embeds the archive with its annotations and returns the
INS-M represented by the DocBall in Figure 4a. The NESTOR module returns
a DocBall like the ones in Figure 4b and 4c when the service needs to exploit the
relationships established by the annotations between different archives. The role
of the visualization tool is to enhance the relationships between an archive and
its annotations and between different archives connected by annotations. Espe-
cially in the second and third scenarios, the visualization tool needs to have an
effective interface to help the users to infer and exploit the relationships between
the resources.

6 Web-Based Visualization Tool

The visualization tool is the front-end component of the integration and visual-
ization service; it relies on the archives and annotations modeled by means of the
INS-M. We show and discuss several screenshots of the initial prototype of the
visualization tool based on test data; Figure 6 shows how the service addresses
the first scenario. We can see that the DocBall is similar to the one in Figure
4a and it shows an archive where section d2 is annotated by an annotation tree
composed of three annotations. In the left column we have general information
about the service. The DocBall is in the center of the canvas and when we move
the pointer over a circular section a tooltip appears showing the content of this
section; if we click on a section, the DocBall rotates and the selected section is
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Fig. 7. Prototype of the visualization Tool: DocBall representation of Scenario 2

highlighted. In this figure we selected section d2 the content of which is shown
in the right column and the tooltip shows the content of a1. In this way the user
can select an archival section, see its content in the right column and view the
content of annotations or other archival divisions by means of the tooltip.

Figure 7 shows a screenshot where the visualization tool addressed the second
scenario; the annotation (a3) which annotates an archival section (d2) is related
to the archival section (d9) of a second archive. The tool highlights the related
sections; indeed, when d2 is selected, the DocBall rotates in such a way that its
annotation tree moves on the top of the DocBall, and annotation a3 together
with section d9 are colored in red reveling the connection between them. The
user can explore the content of these sections by means of the tooltip while
visualizing the content of d2 in the right column. In Figure 7 we captured the
tooltip related to a3; we can see that it reports the content of the annotation
and the information about its relationship with section d9.

Figure 8 shows the last scenario where we exploit the relationship between two
annotations – i.e. a3 and a5 – to relate two different archives. The service works
as in the second scenario but in this case it highlights the two annotations; the
user can visualize the content of the annotations of the first and second archive
as well as the content of the second archive contextually with the content of the
selected archival section.

We can see that archival documents and annotations are represented as circu-
lar sectors with different colors in the DocBall. The use of colors may be an effec-
tive way to distinguish between the sectors which are documents and those which
are annotations. Furthermore, the DocBall could become ineffective if there are
many sectors that have to be represented. In this case an expand/compress strat-
egy could be adopted as well as it is used to shows the branches of very large
trees.
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Fig. 8. Prototype of the visualization Tool: DocBall representation of Scenario 3

7 Conclusion

In this paper we propose the architecture of an integration and visualization
service that exploits the NESTOR Model and the FAST annotation model to
provide us with a unified view of archives and annotations that can come from di-
versified systems. This service can address interoperability issues between differ-
ent digital archive systems and annotation systems in a flexible and scalable way
by exploiting existing and widely-diffused software modules – i.e. OAI Data and
Service Provider – and extending them by means of lightweight software mod-
ules – i.e. the NESTOR driver. The presented prototype of the service enables
a comprehensive view of archival structure and content together with its anno-
tations; furthermore, it highlights the relationships between different archives.
This service can enhance the role of annotations in the archival context and the
expertise of archivists in the description as well as in the consultation phase of
the archives.

Future work foresees the adoption of this service in the context of a project
of the Italian Veneto Region5. The main aim of the project is to make avail-
able a regional archival information system which allows the management of the
resources of archives present in the Region.
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Abstract. In this paper, we propose a simple model for metadata man-
agement in a document composition environment. Our model considers
(1) composite documents in the form of trees, whose nodes are either
atomic documents, or other composite documents, and (2) metadata or
descriptions of documents in the form of sets of terms taken from a taxon-
omy. We present a formal definition of our model and several concepts of
inferred descriptions. Inferred descriptions can be used for term sugges-
tion that allows users to easily define and manage document descriptions
by taking into account what we call soundness of descriptions.

1 Introduction

Today’s growth of digital publishing is bringing about not only media migration
from atom to bit, but also more flexibility in authoring and customizing digital
documents after their publication. For example, several non-profit projects and
commercial companies start to offer open textbook platforms that intend to allow
textbook authors, educators and students to create and customize textbooks.
An interesting example is the Connexions project [1] funded by Rice University.
In the Connexions’ repository, every textbook is managed as a collection of indi-
vidual learning objects called modules. The Connexions’ website allows users not
only to read textbooks but also to create and customize textbooks by composing
modules taken from a variety of existing textbooks.

To make a new textbook by composing fragments of existing textbooks, au-
thors need to find appropriate fragments from textbook repositories. At present,
most open textbook platforms adopt description based document management.
In such systems, each document and its fragments are associated with their de-
scriptions, also called metadata. Usually metadata contains free-text information
including title, short description and free keywords, and information based on
controlled vocabularies, or taxonomies, including subject category, topic group,
etc. Information based on controlled vocabularies is useful for more accurate and
intelligent content retrieval, if metadata is properly created and maintained.

If we intend to allow users to take fragments from textbooks with smaller
granularity, the cost of authoring many metadata for each textbook fragment
might be a problem. A clue for reducing such metadata authoring cost is the
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fact that each fragment of a textbook is usually part of a bigger context. For
instance, a section of a textbook usually has a previous or next siblings, and a
parent chapter that encloses child sections. By taking into account such rela-
tionships among fragments, we can infer metadata of new fragments from the
metadata of existing fragments. Metadata of textbook fragments should be man-
ually made by human-beings, but machines can also “suggest” inferred metadata.
Such metadata suggestions will help users in easily making metadata.

In this paper, we propose a simple metadata management model for document
composition environments. Our work is based on the metadata inference model
for composite documents proposed in [2]. The model described in [2] mainly
focuses on document sharing. In the present paper, we focus on the actual usage
of metadata for authoring document descriptions. We give the formal definition
of our metadata model and demonstrate how it can be used to suggest terms for
descriptions based on descriptions of existing documents.

In the rest of this paper we first review some related studies (Section 2). Then
we describe our metadata model and some algorithms for inferring metadata
(Section 3). Based on this model, we introduce a criterion that every description
should satisfy, and then we explain how our “term suggestion” by using this
criterion (Section 4).

2 Related Work

A lot of efforts have been devoted recently to develop languages and tools to
generate, store and query metadata. Some of the most noticeable achievements
are the RDF language, RDF schemas and several standards for representing
controlled vocabulary including OWL [3] and SKOS [4]. By using such lan-
guages and standards, several controlled vocabularies for metadata have been
developed and are widely used in practice. These vocabularies include Gene On-
tology [5] (genomics), AAT [6] (arts and architectures), DBPedia Ontology [7]
(cross-domain ontology) and others. Most of these vocabularies are structured
as general graphs including cycles. Even then most of these vocabularies also
include hierarchically organized ”is-a” relationships of terms. In this paper, we
focus on taxonomy-based annotations [8] to describe the content by using such
hierarchically organized sets of terms. Generation of such annotations still re-
mains mostly a manual process, possibly supported by acquisition software (for
instance [9]). Many of such annotation supports are performed by text analysis
techniques (for instance [10]) and some researches deal with annotation propaga-
tion to infer metadata of derived contents from those of the original based content
authoring processes [11][12]. The work in [2] which is the basis of our study also
proposes a metadata inference model for composite documents. However, the
inference model of [2] is mainly intended for document repository management.
In contrast, the inference model that we propose here is intended for document
description authoring, including creation and modification.
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3 The Model of Composite Documents and Descriptions

3.1 Documents and Composite Documents

First of all, our model does not consider contents of documents. Our model
deals only with structures of document composition and document descriptions.
Therefore, we focus only on a document representation consisting of an identifier
and a set of parts, as this is sufficient for our metadata management. Therefore,
hereafter, when we talk of a document we shall actually mean its representation
by an identifier and a set of parts.

Definition 1 (The representation of a document). A document consists
of an identifier d together with a set of documents, called the parts of d and
denoted as parts(d). If parts(d) = ∅ then d is called atomic, else it is called
composite.

For notational convenience, we shall often write d = d1 + d2 + . . .+ dn to stand
for parts(d) = {d1, d2, . . . , dn}. Based on the concept of parts, we can now define
the concept of component.

Definition 2 (Components of a document). Let d = d1+d2+ . . .+dn. The
set of components of d, denoted as comp(d), is defined recursively as follows:

– if d is atomic, then comp(d) = ∅
– else comp(d) = parts(d) ∪ comp(d1) ∪ comp(d2) ∪ . . . ∪ comp(dn).

In this paper, we assume that every composite document d is a tree in which d
is the root and comp(d) is the set of nodes. Our choice is justified by the fact
that (1) the tree is the most suitable structure for representing traditional books
that are hierarchically organized, and (2) the tree is also a common structure
adopted by many existing document composition environments including open
textbook platforms. Based on this assumption, for a composite document d and
its part d′ ∈ parts(d), d′ is called child of d, and d is called parent of d′, denoted
as parent(d′). It is important to note that in our model the ordering of parts in
a composite document is ignored because it is not relevant to our purposes. As
we shall see shortly, deriving the description of a composite document from the
descriptions of its parts does not depend on any ordering of the parts.

3.2 Taxonomy and Description

Informally, descriptions in our model are just sets of terms taken from a taxon-
omy. We would like to start our explanation about descriptions from the formal
definition of taxonomy in our model.

Definition 3 (Taxonomy). Let T be a set of keywords, or terms. A taxonomy
T defined over T is a tuple (T,�) where � is a reflexive and transitive binary
relation over T , called subsumption relation.

Given two terms, s and t, if s � t then we say that s is subsumed by t, or that
t subsumes s. In our work, we assumes that every taxonomy (T,�) is a tree in
which the nodes are the terms of T and where there is an arrow s → t iff s
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Fig. 1. A taxonomy

subsumes t in �. Fig 1 shows the example taxonomy Tp we use in this paper.
In this example, the term Sort subsumes the term Quick sort, OOL subsumes
Java and C++. Due to the transitivity of the subsumption relation, the term
Programming subsumes all terms in the tree including itself. In the rest of this
paper, we use a symbol tail(t) that stands for the set of all terms in the taxonomy
strictly subsumed by t, i.e., tail(t) = {s|s ≺ t}.

In order to make a document sharable, a description of its content must be
provided, so that users can judge whether the document in question matches
their needs. Our model allows any sets of terms from a taxonomy as descriptions.

Definition 4 (Description). Given taxonomy (T,�), we call description in T
any set of terms from T .

3.3 Inferred Descriptions

Reduction of a Description. A description can be redundant if some of the
terms it contains are subsumed by other terms in the description. For instance,
the description {Sort, Quick sort, java} is redundant, as Sort subsumes
Quick sort. Redundant descriptions are sometimes undesirable as they can lead
to redundant computations. Now we introduce the concept of non-redundant, or
reduced descriptions, defined as follows:

Definition 5 (Reduced description). Given taxonomy (T,�), a set of terms
D from T is called reduced if for any terms s and t in D, s � t and t � s.

Following the above definition, we can make a description non-redundant by
either removing all but its minimal terms, or by removing all but its maxi-
mal terms. We shall assume the former as it produces more accurate descrip-
tions. This should be clear from our previous example, where the description
{Quick sort, Java} is more accurate than {Sort, Java}. Hence the following
definition:

Definition 6 (Reduction). Given a description D in taxonomy (T,�), we call
reduction ofD, denoted as reduce(D), the set of minimal terms in D with respect
to the subsumption �.
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The important point to note is that even if a description created by an author
contains redundancy, our model respects the original form of the description
and does not remove anything from the description. The choice of terms to
include in a description is left entirely up to description authors. Reduction of
descriptions and other concepts of inferred descriptions are made only internally,
or for suggesting “hints” for users to create descriptions with less effort.

Therefore we distinguish between descriptions created by authors and descrip-
tions inferred automatically by using algorithms. For a document d, the former
type of description is called the author description of d, denoted as ADescr(d):
author descriptions are exactly the descriptions that authors create and a doc-
ument repository stores. The latter type of description is what is generated
internally, by machines, for helping authors in description authoring.

Additionally, we would like to introduce two more concepts of inferred de-
scriptions.

Cover of a Document. To make a description of a composite document, it is
sometimes useful to know all topics covered by the components of the document.
Now we introduce the concept of cover of a document d that is an inferred
description formed with a minimum set of terms and semantically covers all
terms appearing in descriptions of d’s components. The cover of a document is
formally defined as follows:

Definition 7 (Cover of a document). Given a document d, the cover of d,
denoted as cover(d), is a description recursively defined as follows:

– if d is atomic, cover(d) = reduce(ADescr(d)),
– else, for d = d1 + . . .+ dn, cover(d) = reduce(cover(d1) ∪ . . . ∪ cover(dn)).

Informally, the cover of a document is the minimum but most accurate descrip-
tion of the document. To create the description of a document, authors should
choose terms present in the cover of the document, or terms subsuming at least
one term in the cover. Otherwise the created description might contain terms
not related to any component of the described document.

Summary of a Document. On the other hand, sometimes we want to summa-
rize topics of a big composite document. There are several possible approaches for
summarization. One intuitive approach is to extract common topics shared by all
components of a document. Suppose a composite document d = d1+d2 such that
ADescr(d1) = {Quick sort, Java} and ADescr(d2) ={Bubble sort, C++}.
In this case, Dsum = {Sort, OOL} is a possible summary of d1 and d2. Sort
subsumes both Quick sort and Bubble sort. OOL also subsumes both Java and
C++. As the result, {Sort, OOL} represents what d1 and d2 have in common.

In this example, D′
sum = {Algorithms, Languages} is also a possible sum-

mary. However, D′
sum is less accurate than Dsum. The most extreme example is

D∗
sum = {Programming}.D∗

sum summarizes any descriptions in T but with low-
est accuracy. Usually such over-general summary is useless for document search.

Now we informally define the summary of a document as a description such
that (1) it summarizes what all components of a document have in common in
their descriptions and (2) it is minimal, in other words, has highest accuracy.
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The examples of D′
sum and D∗

sum violate the second criterion because they have
lower accuracy than Dsum.

In order to formalize this definition, we introduce the following refinement
relation on descriptions.

Definition 8 (Refinement relation). Let D1 and D2 be two descriptions. We
say that D1 is finer than D2, denoted D1 � D2, iff ∀t2 ∈ D2, ∃t1 ∈ D1 ∧ t1 � t2.

For example, Dsum is finer than D′
sum, i.e., Dsum � D′

sum because for every
term t in D′

sum, we can find a term in Dsum subsumed by t such as in our
example, where Sort � Algorithms and OOL � Languages.

The refinement relation � is clearly reflexive and transitive. Moreover, over
reduced descriptions � becomes antisymmetric. From these properties of �, we
can say that � is a partial order over reduced descriptions, and a set of reduced
descriptions has a least upper bound in �. Here we omit the detail and just
introduce the following proposition and theorem. For detailed discussion and
proofs of them, see [2].

Proposition 1. The relation � is a partial order over the set of all reduced
descriptions.

Theorem 1. Let D = {D1, . . . , Dn} be any set of reduced descriptions. Let U
be the set of all reduced descriptions S such that Di � S, i = 1, . . . , n, i.e.,
U = {S|Di � S, i = 1, . . . , n}. Then U has a least upper bound, that we shall
denote as lub(D,�).

The least upper bound (lub) of descriptions is the most accurate set of terms
representing what the descriptions have in common. Therefore, by obtaining the
lub of descriptions of documents, we can get the most accurate description that
summarizes what the documents have in common. By using this theorem, we
can now define the summary of a document as following:

Definition 9 (Summary of a document). Given a document d, the summary
of d, denoted as summary(d), is a description defined as follows:

– if d is atomic, summary(d) = reduce(ADescr(d)),
– else, for d = d1 + . . . + dn, let D = {summary(d1), . . . , summary(dn)},

summary(d) = lub(D,�).

The algorithm summary illustrated in Fig. 2 recursively computes the summary
of a given document. We shall use these algorithms in the next section for helping
authors to make descriptions of new documents.

4 Metadata-Aided Suggestion in Document Description
Authoring

In this section, we would like to explain how we can use inferred descriptions
of documents to help users to create and manage document descriptions. As
we already mentioned, the author description of a document is left entirely up
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Algorithm summary

Input a document d

Output summary(d)

if d is atomic then
return reduce(ADescr(d))

end if
for all di ∈ parts(d), i = 1, . . . , n do

Di ← summary(di)
end for
P ← D1 × D2 × . . . × Dn

for all Lk = [tk1 , . . . , t
k
n] ∈ P, k = 1, .., l do

Tk ← lub�(tk1 , . . . , t
k
n)

end for
return reduce(T1, . . . , Tl)

lub�(t1, . . . , tn) returns the least upper bound
of the set of terms t1, . . . , tn with respect to �.

Algorithm cover

Input a document d

Output cover(d), or false if d contains doc-
uments that have descriptions not satisfying
soundness.

if d is atomic then
return reduce(ADescr(d))

end if
C ← ∅
for all d′ ∈ parts(d) do

C′ ← cover(d′)
if C′ = false then return false end if
C ← C ∪ C′

end for
for all t ∈ ADescr(d) do

if there is no t′ ∈ C′ such that t′ � t then
return false

end if
end for
return reduce(C)

Fig. 2. summary algorithm and cover algorithm

to description authors. Therefore, the algorithms explained in the previous sec-
tion are not intended to generate descriptions of documents automatically. The
purpose of the algorithms is to suggest inferred descriptions to avoid making
descriptions from scratch. Before entering into details of our suggestion process,
we would like to discuss two preliminary topics.

Soundness of Descriptions. While authors can freely choose any terms to
make descriptions, are there any criteria that descriptions should satisfy? Our
opinion is that every description should satisfy some kind of “soundness”. If a
description contains a term t, the described document should contain something
related to the term t. Now we formalize soundness of a description as follows:

Definition 10 (Soundness of a document description). A description D
of document d is called sound if d and D satisfy the following condition:
– For every term t ∈ D, at least one term t′ ∈ cover(d) is subsumed by t, or
– d is atomic

We should comment on the last part of this definition. As we mentioned several
times, our model does not deal with contents of documents. Consequently, our
model has no way to determine whether an author description of an atomic docu-
ment satisfies soundness or not with respect to the document content. Therefore,
we firstly believe it. Our model depends on an assumption that all descriptions
of atomic documents satisfy soundness.

In the rest of this paper, we would like to adopt the soundness criterion
that requires every author description to be sound. We think it is a reasonable
criterion for keeping integrity of a document repository. Without this criterion,
a document repository might have an untrustworthy description that contains
terms not related to any parts of a described document.

The soundness of a document description is defined over the cover of a doc-
ument. Therefore, the algorithm cover illustrated in Fig. 2 can validate sound-
ness of descriptions and compute cover of descriptions in parallel by using simple
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depth-first search. We also use a symbol dtDom(d) that stands for the set of all
terms in T such that we can use for describing a composite document d, i.e.,
dtDom(d) = {t|t ∈ T ∧ ∃t′ ∈ cover(d) ∧ t′ � t}.

Types of Terms for Suggestion. Briefly, suggestion is an activity to indicate
a suggestion list of choices to users for allowing them to easily specify input
values. In this paper, we do not deal with details of user interaction design.
Here we would like to just classify terms for suggestion into the following three
different types of term sets by how terms are initially selected in a suggestion
list and what users can do on terms in a suggestion list.

– Drec (recommended): All terms in this set are selected as default and
users can remove terms from the set

– Dopt (optional): All terms in this set are not selected as default and users
can add terms to the set

– Dobso (obsolete): All terms in this set are not selected as default and users
cannot select any of them.

Drec typically contains terms that affect summary of descriptions. By remov-
ing terms in Drec, authors can generalize descriptions to give broader meanings.
Dopt typically contains terms that do not affect the summary but can be used
for descriptions. By selecting terms in Dopt, authors can specialize descriptions
to give narrower meanings. In many cases, the size of Dopt is very big. Therefore,
sometimes we partition Dopt into a sequence of disjoint subsets Dopt1, Dopt2, . . .
by priorities of terms. Dobso contains terms that violate the soundness criterion
of descriptions. Dobso is used for indicating what must be removed from descrip-
tions to preserve soundness. Authors cannot change selections of terms in Dobso.
Authors can only accept removing indicated terms from descriptions.

4.1 Create New Atomic Documents

When an author creates a new atomic document as an independent one, the
author needs to choose terms to define its description by taking into account the
document content. However, if an author writes a new atomic document as a
part of an existing composite document, we can suggest terms for its description
by taking into account the descriptions of existing components.

Let dp be a composite “parent” document. Suppose an author has created a
new atomic document d as a child of dp and now he is going to define an author
description ADescr(d). Firstly, if a parent document has its summary, the same
summary should also be a “sound” description of a new child document. In
this case, the author should define an author description ADescr(d) such that
ADescr(d) � summary(dp).

See the example illustrated in Fig. 3. In this example, the summary Dsum

of dp is {Sort, Java}. If the author defines ADescr(d) as {Sort, Java} or
{Quick sort, Java}, Dsum does not change. On the other hand, if the author
defines ADescr(d) as {Sort}, Dsum will be changed to {Sort} that has less
accuracy. It is the absence of Java from ADescr(d) that causes such change
of the document summary. Therefore, even if the author wants to remove this
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d1
{Heap sort,

Java}

d2
{Bubble sort,

Java}

d3
{Sort, Java,

Theory}

dp = d1 + d2 + d3
summary:{Sort, Java}

d

{???}

Fig. 3. Creation of an atomic document

d1
{Heap sort,

Java}

d2
{Bubble sort,

Java}

d3
{Bubble Sort,

c++}

d = d1 + d2 + d3
{???}

Fig. 4. Creation of a composite document

term from the description, it should be intentionally removed. Therefore, terms
in Dsum should be suggested as members of Drec. Because terms in Drec are
selected as default in a suggestion list, then users can manually remove them.

Secondly, a description of a new child document should be more specialized
than the summary of its parent. We can perform such specialization (1) by spe-
cializing a part of the summary of a parent, or (2) by adding new terms in T .
Regarding point (1), we can extract promising candidates of terms for specializa-
tion by comparing descriptions of siblings. Let’s go back to the example in Fig. 3.
In this example, siblings of d have {Heap sort, Java}, {Bubble sort, Java},
{Sort, Java, Theory} as their descriptions. Taking Dsum = {Sort, Java} into
account, we can see that Sort is specialized in descriptions of some siblings
but Java is not. Therefore, tails of Sort, for instance Quick sort and Merge

sort, have higher priority for specialization than tails of Java. We use a sym-
bol specializedIn(d) that stands for the set of all terms in summary(d) that
are specialised in some descriptions of d’s parts, i.e., specializedIn(d) = {t|t ∈
summary(d) ∧ ∃d′ ∈ part(d) ∧ ∃t′ ∈ ADescr(d′) ∧ t′ ≺ t}.

Regarding point (2), any terms in T also can be candidates for specialization
but have lower priority than the ones suggested in (1).

Summing up, for a new atomic document d which is a part of dp, we can
suggest the following sets of terms for a description of d.

– Drec = Dsum = summary(dp)
– Dopt1 = {t|ts ∈ specializedIn(dp) ∧ t ∈ tail(ts)}/Drec

– Dopt2 = T/(Drec ∪Dopt1)
– Dobso = ∅

In the above sets of terms, Drec ∪ Dopt1 ∪ Dopt2 is equal to T . This means
that authors can choose any sets of terms from T as a description of an atomic
document even if the atomic document is a part of a composite document.

4.2 Create New Composite Documents

On the other hand, to define a description of a composite document, there is
a strict criterion the description should satisfy, namely soundness. Suppose an
author has made a composite document d with its components comp(d) and now
he is going to define an author description ADescr(d). In this case, any term in
ADescr(d) should be a member of dtDom(d) = {t|t ∈ T ∧∃t′ ∈ cover(d)∧t′ � t}
to satisfy the soundness. Therefore we use dtDom(d) as Dopt for suggestion.
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Regarding Drec, there is no criterion for determining terms that a description
of a composite document should have. However, to construct a description from
an empty set of terms is a troublesome task. Therefore, here we would like to
use a summary of a document as the starting point of description authoring.
Dsum = summary(d) is suggested as Drec for a description.

The important point to note is that, in this case, terms in Dsum are not
mandatory for a description of d. The author can remove terms belonging to
Dsum from ADescr(d) to hide some contents included in d. For instance, in the
example illustrated in Fig. 4, the summary of the composite document is {Sort,
OOL}. However, if the description author thinks that programming languages are
not in important topic in the context of the composite document, he can drop
OOL and keep only {Sort} as a description of the composite document.

As a consequence, for a new composite document d, we can suggest the fol-
lowing sets of terms for a description of d.

– Drec = summary(d)
– Dopt = dtDom(d)/Drec

– Dobso = ∅
Additionally, when an author makes a new composite document as a part of
an existing document, we can give more accurate suggestion by comparing with
siblings of the new document. See the example illustrated in Fig. 5. In this
example, originally the summary of d = d4 + d5 is just {Quick sort}. However,
this description might be too brief because all siblings of d have terms related to
programming languages in their descriptions. We can capture such topics shared
by siblings as a summary of a parent document. In this example, the parent
document dp = d1 + d2 + d3 has its summary {Sort, Languages}. Therefore,
terms in cover(d) related to, more precisely, subsumed by Sort or Languages

also should be suggested as a part of a description of d. As a result, we get C++
as an additional member of Drec. Finally, we can suggest {Quick sort, C++}
as an initial description of d.

To sum up, for a new composite document d which is a part of dp, we can
suggest the following sets of terms for a description of d.

– Drec = reduce(summary(d)∪{t|t ∈ cover(d)∧∃ts ∈ summary(dp)∧t � ts})
– Dopt = dtDom(d)/Drec

– Dobso = ∅

4.3 Removing Parts of Documents or Document Descriptions

When an author removes some parts of a composite document, or terms from
descriptions of document components, such operation might change the cover of
the document therefore it might affect soundness of the document description. To
preserve soundness of descriptions, risk of soundness violation should be checked
before applying operations and be appropriately notified with a list of terms that
should be removed to keep soundness.

The algorithm checkSoundness in Fig. 6 takes a document d and a set of
terms D to remove from ADescr(d), or cover(comp(d)) when the document d



Metadata Inference for Description Authoring 79

d1
{Heap sort,

Java}

d2
{Bubble sort,

Java}

d = d4 + d5
{???}

dp = d1 + d2 + d3
summary:{Sort, Languages}

d4
{Quick sort,

Theory}

d5
{Quick sort,

C++}

d3
{Sort, 

Haskell}

Fig. 5. Creation of a composite document
as a part of an existing document

Algorithm checkSoundness

Input
A document d. A set of terms D to remove, or
D = cover(comp(d)) when d itself is removed.
Output

A set of mappings Mv = {mv : dv 
→ Dv} such
that dv is a document having a set of terms Dv

that violate the soundness criterion.

if d has no parent then return ∅ end if
dp ← parent(d)
Dr ← cover(d)/D
for all d′ ∈ parts(dp) such that d′ �= d do

Dr ← Dr ∪ cover(d′)
end for
D ← reduce(Dr ∪ D)/Dr

if D = ∅ then return ∅ end if
Mv ← checkSoundness(dp, D)
Dv ← {t|t ∈ ADescr(dp) ∧ ∃t′ ∈ D ∧ t � t′}
if Dv �= ∅ then Mv ← Mv ∪ {dp 
→ Dv} end if

return Mv

Fig. 6. checkSoundness algorithm

itself is removed. Then this algorithm returns a set of mappings Mv = {mv :
dv �→ Dv} such that dv is a document having a set of terms Dv that violate the
soundness criterion. This algorithm recursively propagates terms in D from a
child document to its parent. In each propagation step, terms compensated by
descriptions of sibling documents are removed from D.

By using this algorithm, we can notify authors about document descriptions
affected by removing operations, and indicate suggestion lists of terms for up-
dating descriptions to keep soundness. Suppose an author intends to remove a
set of terms D from a description of d. In this case, firstly we need to compute
a set of mappings Mv = checkSoundness(dp, D). Then for each dv with a term
set Dv in Mv = {mv : dv �→ Dv}, we can suggest the following sets of terms:

– Drec = ADescr(dv)/Dv

– Dopt = ∅
– Dobso = Dv

5 Concluding Remarks

In this paper, we have presented a model for metadata of composite documents.
Our model allows authors to freely choose terms from a taxonomy to make
descriptions. However, once documents are placed in composite documents, we
can infer various restrictions and suggestions on terms for descriptions by taking
into account soundness of descriptions. We think soundness of descriptions is a
simple but essential criterion for keeping integrity of a document repository.

In future work, an urgent task is prototyping for identifying matching points
and mismatch between the model we have proposed here and problems in prac-
tice. As we have seen in this paper, the modeling part of this study is very
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abstract. Currently we have a plan to prototype a document management sys-
tem that uses this model in the metadata management part.

Regarding the model, firstly, we would like to extend the concept of document
summary. In the currentdefinition, a document summary summarizes topics shared
by all atomic documents. However, summaries produced by using this definition are
somehow too brief. Instead of summarizing at the level of atomic documents,we can
summarize a document at a coarser granularity, for instance, direct children of a
document to summarize, so that we can get more detailed summaries. In a future
study we would like to introduce a degree of summarization to control the level of
detail of summaries, and use it for assisting description authoring.

Finally, we have discussed only a case that a document has up to one parent.
However, if a document is used as part of multiple composite documents, a
document can have multiple parents. In this case, we can compare usage of the
same document in different composite documents. We would like to find a way
to use such comparison of document usage for improving term suggestion.
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Abstract. This paper presents the results of the MOSAICO project, an Italian 
Government research project (2008–12) funded by the Italian Ministry of Edu-
cation and Research, and carried out by an academic consortium.1 The goal of 
the Mosaic project (http://mosaico.cirsfid.unibo.it) is to create a thematic and 
specialized digital library, relying on the Web 2.0 and the P5 TEI XML stan-
dard to manage heterogeneous descriptions of medieval codex images. The por-
tal is designed for scholars of medieval legal history and emphasizes the intel-
lectual path of the academic experts.  

1 Introduction 

The European Commission is currently devoting much attention to the digital library 
goal2 as a complex method for favouring the access to rare materials, for guaranteeing 
the long-term preservation of the cultural heritage, and for sharing knowledge by 
overcoming physical limitations. In the domain of medieval manuscript digitalization 
we find outstanding projects by libraries, institutions, and universities (Manuscripta 
Medievalia, a German consortium;3 e-codices virtual manuscript library of Switzer-
land;4 the Max-Planck-Institut für europäische Rechtsgeschichte;5 the Enrich project 
database;6 the Europeana Regia project;7 Shared Canvas, managed by the University 
of Stanford and Los Alamos National Laboratory;8 etc.) that over time have digita-
lized the manuscripts for future generations. Even if these projects, among others, 
define a robust backbone of the digital library initiative, they are much too oriented 
toward bibliographic description and classification of the material based on librarian 
criteria and codicological best practices  1  2, rather than being focused on allowing 
scholars to annotate the precious manuscripts through their expertise.  

                                                           
1  University of Bologna, CIRSFID (coordinator); University of Federico II, Naples; University 

of Roma Tre.  
2  See 6.  
3  http://www.manuscripta-mediaevalia.de 
4  http://www.e-codices.unifr.ch/en 
5  http://dlib-pr.mpier.mpg.de/ 
6  http://www.manuscriptorium.com/ 
7  http://www.europeanaregia.eu/ 
8  http://www.shared-canvas.org/ 
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The goal of the MOSAICO project is to provide scholars with a very rich and easy 
to consult platform of manuscripts and a quick way to write content and metadata 
related to each manuscript, piece of artwork, page, or page fragment as other works 
are done  5. The power reached by modern Web applications permits to us to create a 
full in-browser system having, as its first convenience, the characteristic of providing 
a unified and collaborative venue in which historical scholars from all over the world 
can work together to improve the catalogue. The MOSAICO platform aims to store 
and manage each digital resource (content, metadata, images, comments to the im-
ages, etc.) in a neutral way so as to allow a multiform access to them on three differ-
ent historical points of view: Roman, medieval, and contemporary.  

2 Functionalities and Requirements 

The Mosaico environment includes the following functionalities arrived at through 
several interviews and focus-group meetings within the consortium: 

1. Collecting different digital materials on medieval legal manuscripts using patterns 
and templates. 

2. Permitting scholarly annotations by writing text and hypertext using multiple 
templates available through a special Web editor. This approach makes it possible 
to preserve the intellectual and original logical structure designed by the author. 
We want to go beyond the rigid architecture of the DMBS, which forces authors 
to organize their thought on the basis of the database’s logic layer. We aim to 
provide a Web editor capable of marking up in XML the metadata in the hyper-
text template. 

3. Managing a plurality of templates of historical works on the basis of the different 
products expected (descriptive schedules, critical editions, comparative editions, 
multi-layer presentation, etc.). 

4. Annotating manuscripts in XML format, so as to better manage the embedded 
knowledge and share it with a network of libraries across Europe. Further, the 
metadata will be recursively annotated in P5 TEI Enrich format, making it possi-
ble to overlay comments onto other comments, either hierarchically or in multiple 
and simultaneous fashion. 

5. Comparing different manuscripts related to the same topic, thus creating an envi-
ronment for historians to build, with the support of technology, a comparative 
critical edition. 

6. Searching each codex’s incipit and explicit using the roots of the Latin vocabu-
lary. 

7. Pointing-and-clicking on any image to bring up information relative to the codex 
being viewed and to its history. 

8. Zooming in and out of the manuscripts and isolating a portion so as to focus on it. 
9. Connecting the resources stored using association expressed in RDF. 

10. Using a special viewer that can manage high-resolution images and in the mean-
time protect them (through the pyramid processing method) from illegal  
processing. 
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11. Including in each fragment of the zoom process the original library’s watermark-
ing. 

12. Exporting metadata into P5 TEI Enrich XML format, making it possible to share 
material by way of digital-library initiatives across the world. 

13. Using thumbnails any time the text cites an image. 
14. Dynamic creation of interconnection tables among the digital resources on the ba-

sis of RDF assertion. 
15. Managing the glosses and “tracce d’uso.”9 

The platform can manage security and IPR issues, block access to images, and track 
illegal misuse. Before to accessing the digital library collection, the user has to accept 
the terms of use. 

 

Fig. 1. Legal terms and conditions 

3 Patterns and Templates 

One of the most important features is to use patterns and templates for the content, so 
as to lead the author in organizing the material. 

With the help of the consortium partners, we have identified five patterns: 

 

Fig. 2. Montecassino 266 description and mouse-over function 

                                                           
9  Tracce d’uso (“traces of use”) are annotations that students make on the code. They often 

record comments a professor has made during lecture. They are invaluable for scholars the 
medieval legal history, who can deduce the use and the interpretation of the code by the dif-
ferent schools of law. 
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1. Monographic and Hypertext Description of One Manuscript 
In this template, the author describes the manuscript as a book and connects the im-
ages with the text using a hypertext model. The Montecassino 266 manuscript is an 
example of how Bertram described the images and connected them to the novellae. 

Image thumbnails are included in all parts of the text. 

 

Fig. 3. Image thumbnail mentioned in the incipit the text 

Clicking on the thumbnail will give access to the full page. 

 

Fig. 4. Full page of Manuscript 266 

 

Fig. 5. Comparative table of different manuscripts related to the same subject (Authenticum) 

2. Comparison of Different Manuscripts on the Same Subject 
The Authenticum includes 28 descriptions of the same subject. In the table below it 
is possible to see the different manuscripts of the Authenticum that Loschiavo se-
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lected and described. The legend indicates the presence of images, related material, 
other previous historical descriptions, and a bibliography related to the code. 

 

Fig. 6. Description of a manuscript from the Authenticum 

Using RDF relationships among the different digital resources (bibliography, other 
multimedia material, images, etc.) it is possible to dynamically create a chronological 
table of the different available material in the database related to a specific resource. 

 

Fig. 7. Chronological dynamic table of the resources in the database 

3.1 List of Descriptions 

This model (Fig. 8) is quite similar to applications that use relational databases. In this 
model users have a search mask in which they can see a list of tabs with metadata 
regarding several works. The user can do searches in the list in order to reach the 
needed work and can then click on the name of the work and read the tab. At this 
point you can also see the scans of the work using the reading tool described in the 
previous paragraph. This is a “multi editor” model in which there are several editors 
that write the metadata pertaining to the works.  

3.2 Comparison of Different Transcription on the Same Subject 

This model (Fig. 9) is used when there are several manuscripts that make up a unique 
“meta-manuscript.” Also, there are several editors that write the metadata related to 
the manuscripts. In this case, users need to read the different pages and data in a 
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“side-by-side” model. So they can open a page on the left side of the reading tool and 
another page, probably belonging to another manuscript, on the right side so as to 
compare them and read the different metadata written for each of the pages. 

 

Fig. 8. List of descriptions 

 

Fig. 9. Satana manuscripts: comparison windows 

3.3 Temporal Sequence of Digital Material 

The Saint Petersburg model” (Fig. 10) is used when there are different manuscripts and 
different metadata written by different editors over time. It is the most complex model 
for viewing metadata because there is a horizontal level of metadata and a vertical one. 
In this model the users can open a set of manuscripts and they can navigate them over 
time, so they can see the different metadata written over time navigating the  
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manuscript’s vertical level, and they can see the different manuscripts navigating 
through the manuscripts’ horizontal level. 

 

Fig. 10. Authenticum’s Saint Petersburg Manuscript with related material by Biner 

4 The MOSAICO Architecture 

MOSAICO is a Web application comprising two main elements: the server-side com-
ponent and the client-side component. The server-side component is charged with 
performing ordinary operations on the database (data retrieval, saving, updating, de-
leting), making all the computation requested, and displaying the final results to the 
client side. The client-side component is charged with accepting user requests (made 
in a human-readable manner), sending them to the server side, retrieving the results, 
transforming them in a human-readable format, and, finally, presenting them to the 
users. In the MOSAICO project both the client and the server sides are made of other 
macro components. 

4.1 The Server-Side Component 

The server side component of the MOSAICO project is actually composed of three 
layer for corresponding three servers.  

There are two servers that host the MOSAICO data repositories: the first one con-
tains the XML repository and the second one the image repository. The main sever 
contains the MOSAICO application core and the packages that are used to communi-
cate with the repositories and with the application’s client-side component. 

The core application, hosted by the main server, uses the MOSAICO repository 
manager to access the repository manager via HTTP, and it provides the MOSAICO 
API, which can be invoked by the MOSAICO portal to do simple and specific opera-
tions on the XML documents and on the images in the repository. For instance, when 
a reader-tool requests a page, the CMS calls, typically using a REST query, and  
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selects the appropriate method of the MOSAICO API, which dispatches the request to 
the application core. The application core, passing through the MOSAICO repository 
manager, retrieves the images and the XML related to the requested page, packages 
them to make everything readable by the reading tool, and, always using HTTP, re-
turns the results to the client, which may carry out other formatting and presentation 
operations as needed and will finally reply to the user’s request by supplying a human 
readable version of the materials related to the requested page. 

 

Fig. 11. MOSAICO architecture 

4.2 The XML Repository 

One of the main aims of this project is move past the idea of relational databases and 
start using an ML standard to markup the metadata relative to the manuscripts. This is 
because the descriptive tabs supplied by different historical experts can be formatted in 
very different ways. To store them in a relational database we need to identify any rele-
vant partition, extrapolate it from the original document, and save it in an appropriate 
database table. But in this way we cannot preserve the structure of the original docu-
ment, and that exponentially increases the risk of not being able to recreate the  
document. With XML we can mark up the relevant partitions preserving the original  
document format. 
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For this reason we need to use a native XML database that makes it possible to 
store the documents, and we also need to perform smart queries on the document 
collection. We choose the eXist database (http://exist.sourceforge.net/), currently the 
most widespread and supported native XML database. It comes with a built-in Tom-
cat Web server so it can be accessed through REST requests. In this way we can al-
ways keep separate the data (the document collection) from the application’s other 
parts. So a service malfunction cannot corrupt the integrity of the document collec-
tion. Another point in favor of the system’s security is that eXist is never queried by 
an external application but only by the MOSAICO repository manager in order to 
satisfy the application core requests. Another pillar of the MOSAICO project is the 
use of a permanent URI, after the FRBR10 model (work, expression, manifestation, 
item: title/author/shelfmark), so as to have a permanent link for each resource inde-
pendently of its physical storage in the image repository. 

4.3 The Image Repository 

The MOSAICO project collects a very large set of images that are essentially scans of 
the original manuscripts. These images are usually protected by copyright, so security 
policies are a main issue for the project. The best practice is to store them in a com-
pletely independent server accessed as a NAS (Network Attached Storage system) 
hosted on an APACHE Web server.  

This is helpful in two respects: 

• The images are protected from system failures. In other words, neither physical nor 
logical failure of the system can corrupt the integrity of the images.  

• The images are protected from malicious attacks. The NAS is in a private LAN 
network, so the images can be accessed only by the application core (managing the 
repository API). 

The reason for choosing to host the image repository in an APACHE Web server is 
because this makes it possible, even in this case, to use REST queries to send the 
application core’s request (passing trough the MOSAICO repository manager). So all 
communication between the project’s components are sent using an homogeneous 
communication architecture. 

4.4 The MOSAIO Repository Manager 

Both the eXist database and the NAS have APIs for access to the database. eXist pro-
vides a REST API that can be used to retrieve documents, upload documents onto the 
database, and send simple queries to the documents collection. REST (Representa-
tional Transfer Rate) is a paradigm that makes it possible to manage resources usinf 
the HTTP protocol. 
                                                           
10  Functional Requirements for Bibliographic Records, 
http://www.ifla.org/en/publications/functional-requirements-
for-bibliographic-records 
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Also, the NAS can be accessed via REST interrogations. 
It is important to note that the MOSAICO repository manager do not perform any 

computation on the resource retrieved or uploaded. Simply it has in charge to satisfy 
the complex requests that are performed by the application core.  

5 The Client-Side Component 

The client-side component is the interface that users use to request actions to the serv-
er-side component of the MOSAICO project. Essentially, it is made up of a CMS that 
contains three main objects: 

• The MOSAICO site. This is simply MOSAICO project’s institutional site, and the 
start point from which to access the reading tools and the editor and to do queries 
on the database. 

• The MOSAICO reading tools. The reading tools are software that makes it possi-
ble to read the scans of the original manuscripts of the MOSAICO document set 
alongside the relative metadata. There are several types of manuscripts and meta-
data, and for this reason, and in order to provide users with a good reading expe-
rience, there are not one but several types of reading tools, and each manuscript 
uses the most appropriate one.  

• The MOSAICO editor. The MOSAICO editor is used to write MOSAICO docu-
ments or to mark them up, using the MOSAICO XML P5 standard on documents 
already written with any other text editor. The editor is under construction. 

5.1 The MOSAICO Web Site 

The MOSAICO site is the institutional site of the MOSAICO project. It contains all 
the information about the project and the consortium. It is also the bridge the get 
access to the digital library. The site’s content s created and updated using an open 
source CMS named Impress CMS (http://www.impresscms.org). In order to present 
the site, the client side of the MOSAICO project, simply requests the page to the serv-
er side API. The server side replies with the content of the requested page and then 
the client side applies to it a specific style sheet and present the page to the user.  

5.2 The MOSAICO Reading Tools 

The MOSAICO project permits to read the scans of the original manuscripts in sever-
al ways. This is because the manuscripts and the related metadata come from very 
different heterogeneous sources. In order to read the scans of a manuscript the user 
must access to the “digital library” section of the site and choose the manuscript to 
read or the model to use to see the images and the related metadata of a specific ma-
nuscript. When a user requests a manuscript, or a single page, the client side compo-
nent of the MOSAICO system, dispatches the request to the server side API. As we 
have seen previously in this document, the server side component performs all the 
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action needed to retrieve the data related to the requested item and creates a 
MOSAICO package. When the package is returned to the client side component, the 
client side understands by the info contained in the package what is the model to use 
in order to read the objects contained in the package, instantiates and present to the 
user the appropriate reading tool for those objects. There are several models that are 
used in the MOSAICO project in order to give to the user the best reading experience.  
All the reading tools are, in a technical language, AJAX (Asynchronous Javascript 
And XML) applications that use Javascript and run time calls to the server side com-
ponent  and use the best Web 2.0 techniques in order to supply fast and powerful pag-
es reading.  

5.3 The MOSAICO Editor 

The MOSAICO editor is a WYSIWYG in-browser editor used to mark up document 
using in the MOSAICO XML  format (a customization of the TEI P5 format 
http://www.tei-c.org/). The editor is now under construction, so we present here its 
main features. It will be able to perform all the basic operations of common text edi-
tors, and it makes it possible to create a new metadata tab (as well as RDF triples) on 
manuscripts and also to import a previously written metadata tab and mark up it in the 
MOSAICO XML format. The editor will be able to perform the following actions: 

• Creating a new document. The user can create a new blank document and can use 
the editor to write the document natively in the MOSAICO XML format. It is im-
portant to note that, at any time while editing, the user can access the photo cata-
logue and see the images in the same window of the editor, taking advantage of the 
“side-by-side” editing feature. 

• Importing a document. A common behavior is that users write a document  (a 
metadata tab related to a manuscript) using third-party software, for instance, desk-
top software, and then they needs to mark up the document in the MOSAICO 
XML format and upload it in the MOSAICO digital library system. Users can use 
the editor to import the document and can tag the different parts of the document 
assigning to each part the appropriate MOSAICO XML tag. However, this opera-
tion, is not completely manual, this because the editor also has a parser that, when 
a document is imported, tries to understand the relevant parts of the documents and 
tries to pre-mark up this parts. 

• Enriching documents stored in the XML repository. Of course it is possible to save 
in the XML repository a document that has not completely been marked up and open 
it later to complete the markup. The MOSAICO editor also has a versioning system 
and makes it possible to manage RDF relationships. A group of users can cooperative-
ly create a document, so when one of these users tries to open one of these documents, 
he or she can view the document’s latest version, in which all recent changes are hig-
hlighted. It is also possible to open a specific version of the document. 

• Saving a document. A user can save a document at any time, when the markup is 
complete or when it is incomplete. If the user thinks the mark up is complete and 
tries to save it in the XML repository, the editor validates it to see if it belongs to 
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the MOSAIO XML schema. If the document is valid, the saving action is per-
formed and the document is instantly made accessible in the digital library. If the 
document is incomplete, or if it is partially and voluntarily marked up, the editor 
returns to the user all the problems found in the validating operation so that the us-
er can correct them until the markup is complete and valid. 

•  Exporting a document. All the documents stored in the XML repository can be 
exported in the most common third-party formats. When this operation is re-
quested, the client-side component asks the server-side API to translate the  
document. 

6 Conclusion 

The MOSAICO project outstrips the current state of the art in digital library hosting 
manuscripts. Which is to say that the MOSAICO environment seeks to support scho-
lars of mediaeval legal history in creating multimedia and hypertext content, thus 
preserving and even enriching the digital manuscripts heritage and the connected 
material. The idea is to not impose any rigid template to the authors but to provide a 
flexible environments using XML and RDF models that effectively manage the meta-
data, the semantic parts of the text, and the relationships among digital resources. In 
this way we make for new ways of using medieval legal history materials (e-books, 
critical editions) and can create new technical tools (comparison tables) for supporting 
research in this domain. 
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Abstract. Social tagging systems allow people to classify Web resources
by using a set of freely chosen terms commonly called tags. However, by
shifting the classification task from a set of experts to a larger and un-
trained set of people, the results of the classification are not accurate.
The lack of control and guidelines generates noisy tags (i.e. tags without
a clear semantic) which lower the precision of the user generated classifi-
cations. In order to face this limitation several tools have been proposed
in the literature for suggesting to the users tags which properly describe
a given resource. On the other hand we propose to suggest n-grams
(named keyphrases) by following the idea that sequences of two/three
terms can better face potential ambiguities. More specifically, in this
work, we identify a set of features which characterize n-grams adequate
for describing meaningful aspects reported in the Web pages. By means
of these features, we developed a mechanism which can support peo-
ple when classifying Web pages by automatically suggesting meaningful
keyphrases.

1 Introduction

Jeff Howe defined social tagging systems as one of the main examples of crowd-
sourcing systems [8]. Coined by Howe in June 2006, the term crowdsourcing
appeared the first time in the article ‘The Rise of Crowdsourcing’ [1] for defin-
ing the act of sourcing tasks traditionally performed by specific individuals (with
specific competences) to an undefined large community of people (the crowd).
According to Howe’s theory the technological advances can significantly reduce
the gap between professionals and amateurs: people can use cheap technologies
to execute complex tasks. In this way complex tasks, such as the classification
of digital resources, can be executed by a large community of people by saving
significant resources: this is clearly achieved at the cost of less accurate results.
Money is not the only way to compensate the crowd for their work: prizes, ser-
vices or the intellectual satisfaction can stimulate people to use their intelligence
and talent into sophisticated tasks.

The large population of the users of social tagging systems are the crowd used
to classify Web resources on behalf of knowledge engineers and domain experts.
Social tagging systems do not provide a monetary compensation to the taggers,
but people are compensated with:

M. Agosti et al. (Eds.): IRCDL 2012, CCIS 354, pp. 93–104, 2013.
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– The services provided by the social tagging system. Social collaboration is a
good mean for retrieving meaningful information since each user can enjoy
the classification produced by other peers. Moreover, by tagging resources,
people can easily retrieve resources they classified in the past.

– Intellectual satisfaction. Users can be interested in using social systems to
propagate their ideas, to influence other people, and to help people with
similar information needs.

Obviously, by shifting the classification task from a set of experts to a larger set of
untrained people, the results of the classification cannot be rigorous. In fact, due
to the lack of control and guidelines, the precision of the returned classification
produced is lowered by noisy tags (i.e. tags without a clear semantic).

How can we reduce the gap between experts and Web users? The answer
to this question is still in Howe’s ideas of filling the gap between people with
specific expertise and not experts with proper technologies: according to this
theory we can reduce the gap between knowledge engineers and users of social
tagging systems by introducing tools able to simplify the classification task.

In order to reach this aim, we can support people with mechanisms able to sug-
gest significant and appropriate tags which can be used to classify Web resources
in a adequate way. In this work we propose to suggest to the user multi-terms,
i.e. n-grams named keyphrases, as a support for classification. The main moti-
vation to suggest keyphrases is that many concepts are reported as multi-terms
(for instance the concept ‘Unified Modeling Language’). In these cases, keywords
(i.e. uni-grams) do not properly represent the concepts which should be used to
label/classify digital document. Following this idea, we propose in this paper the
DIKpEW (Domain Independent Keyphrase Extraction for Web pages) mecha-
nism which is aimed at supporting people classifying Web pages by extracting
potentially relevant and significant n-grams from the content of the specific con-
sidered HTML page. Obviously the proposed system cannot substitute the work
of experts, but it is a tool usefull to normalize the user classifications by reducing
the number of ambiguous/misleading classifications.

The paper is organized as follows: in Section 1.1 we survey the keyphrase
extraction task; the proposed approach to extract keyphrases from Web pages
is illustrated in Section 2; Section 3 describes the evaluation settings and the
results; final considerations conclude the paper in Section 4.

1.1 Keyphrases Extraction

Keyphrase extraction methods have been successfully used for executing rele-
vant tasks in the field of digital libraries, such as: indexing document collections
[7], classifying resources [14], providing automatic tagging [19], and filtering re-
sources [6,16]. The task of extracting keyphrases from textual resources is usually
implemented in two steps: the candidate identification phase and the selection
phase. The candidate identification phase is exploited in order to identify an ini-
tial set of possible keyphrases for a given document. This initial set of keyphrases
(referred as ‘candidate keyphrases ’) is then analyzed in the selection phase for
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selecting only the most meaningful ones, i.e. the candidates keyphrases which
better summarize the textual resource. Existing methods for keyphrase extrac-
tion can be divided into supervised and unsupervised approaches.

A supervised approach builds a model by using training documents that have
already keyphrases assigned by humans. This model is trained to learn features
of the relevant keyphrases (the keyphrases assigned by humans to the training
documents) and then it is exploited in order to select keyphrases from previ-
ously unseen documents. KEA [22] is a notable supervised approach which uses
a Bayesian classifier. KEA analyzes training documents by taking into account
orthographic boundaries (such as punctuation marks and newlines) in order to
find candidate phrases. In KEA two specific features are exploited: tf×idf (term
frequency × inverse document frequency) and the position of the first occurrence
of the term. Hulth [9] introduces linguistic knowledge (i.e., POS, Part-Of-Speech
tags) in determining candidate sets: 56 potential pos-patterns are used for iden-
tifying candidate phrases in the text. The experimentation carried out by Hulth
has shown that, using a POS tag as a feature in candidate selection, a significant
improvement of the keyphrase extraction results can be achieved. Another sys-
tem that relies on linguistic features is LAKE (Learning Algorithm for Keyphrase
Extraction) [5]: it exploits linguistic knowledge for candidate identification and
it applies a Naive Bayes classifier in the final keyphrase selection. All the above
systems need training data (in a larger or smaller extent) in order to construct
an extraction system. However, acquiring training data with known keyphrases
is not always feasible and human assignment is time-consuming. Furthermore, a
model that is trained on a specific domain, does not always produce adequate
classification results in other domains.

The unsupervised approach eliminates the need of training data. It selects
a general set of candidate phrases from the given document, and it uses some
ranking strategy to select the most important candidates as keyphrases for the
document. Barker and Cornacchia [2] extract noun phrases from a document and
ranks them by using simple heuristics, based on their length, frequency, and the
frequency of their head noun. In [3], Bracewell et al. extract noun phrases from
a document, and then cluster the terms which share the same noun term. The
clusters are ranked based on term and noun phrase frequencies. Finally, the top-
n ranked clusters are selected as keyphrases for the document. The authors of
[17] and [15] proposed unsupervised approaches based on a graph representation
of documents. Such approaches use ranking strategies (similar to the PageR-
ank algorithm [4]) to assign scores to each term. Keyphrase extraction systems
that are developed by following unsupervised approaches are in general domain
independent since they are not constrained by specific training documents.

2 Extracting Keyphrases from Web Pages

In [20] we proposed an approach for extracting keyphrases from scientific papers
showing also that it outperforms other state of the art mechanisms. The approach
we proposed in [20] works under two main assumptions:
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1. A large part of scientific papers is usually written in English. This
simplifies the analysis of the textual content since we have to take into ac-
count only the characteristics of the English language.

2. Scientific papers organize their contributions according to a well-
defined schema. The abstract, the introduction and the conclusion are the
sections where the authors usually summarize the goals, the issues and the
findings of the work. For this reason, we assign a score to each keyphrase
by evaluating the position of the keyphrase in the text: it is plausible that
keyphrases in the first part and in the last section of the paper better describe
the resource.

These two assumptions are not always true when we want to extract keyphrases
from Web pages. In fact, Web pages can be written in languages different from
English and, moreover, Web pages do not follow the structure normally adopted
by scientific papers. The main aim of this work is to extend, to modify, and to
improve the approach we proposed in [20] in order to extract keyphrases from
Web pages.

The workflow of DIKpEW, the mechanism proposed in this paper, is shown in
Figure 1. By following the traditional schema adopted by keyphrase extraction
mechanisms we split the workflow in two parts focused respectively on candidate
phrase extraction and on phrase selection phase, described in the following two
subsections.

Fig. 1. The workflow used for extracting keyphrases from Web pages
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2.1 DIKpEW: Candidate Phrase Identification

Given an HTML page, a format conversion step is exploited for extracting the
meaningful textual corpus from the document, i.e the textual parts which con-
tain the relevant facts reported in the resource. More specifically, the format
conversion is aimed at:

– removing the irrelevant parts from the document. Unfortunately, the main
contents of Web pages are often mixed with other textual parts (typically
in the headers, the footers, etc.) which are completely irrelevant. In order
to discard these useless and noisy parts from the Web page we use an open
source Web service called Boilerpipe1. The Boilerpipe service, developed by
researchers from the L3S Research Center of Hannover, can remove the ‘sur-
plus ’ text from a Web page. Given a Web page, Boilerpipe returns the main
text in the Web page by discarding other information (banner, footers, ad-
vertisement, etc.).

– Extracting metadata included by the authors of the Web page. HTML pages
are often enriched by their authors with some labels and summaries. These
metadata are stored by using tags of the HTML language (KEYWORDS,
DESCRIPTION, and TITLE tags).

– Translating the text into the English language. We cannot assume that Web
pages are always written into English. In order to re-use the POS-Tagger as
well as the POS-Patterns adopted in [20], we translate the text extracted by
the Boilerpipe service into English. Currently, we use the Google Translate
Api in order to recognize the input language and to translate the text in
English.

The output of the format conversion phase is a text in English constituted by
the title of the Web page, followed by the metadata extracted from the HTML
tags, and concluded by the text extracted by the Boilerpipe service.

This text is analyzed in the cleaning and sentence delimiting step in order to
delimit sentences, following the assumption that a keyphrase cannot be located
simultaneously in two distinct sentences.

In the POS-tagging and n-gram extraction step we assign a POS tag (noun,
adjective, verb, etc.) to each token in the cleaned text by using the Stanford
log-linear part-of-speech tagger2 and then we extract all possible subsequences
of phrases including up to 3 words (uni-grams, bi-grams, and tri-grams).

A pruning process is exploited in the stemming and stopword removing step
in order to discard keyphrases which do not have a very significant meaning.
To this aim, we remove the phrases that start and/or end with a stopword and
the phrases containing a sentence delimiter. Partial stemming (i.e., unifying the
plural forms and singular forms which refer essentially to the same concept) is
performed using the first step of Porter stemmer algorithm [18]. We do not ex-
ploit the other steps of the Porter stemmer since they are not appropriate for

1 http://code.google.com/p/boilerpipe/
2 http://nlp.stanford.edu/software/tagger.shtml

http://code.google.com/p/boilerpipe/
http://nlp.stanford.edu/software/tagger.shtml
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keyphrase extraction (consider, for example, the removal of the ‘ing’ suffix in
the bi-gram ‘software engineering ’). To further reduce the size of the candidate
phrase set, we filter out some candidate phrases by using POS tagging infor-
mation: Uni-grams that are not labeled as noun, adjective, or verb are filtered
out. For bi-grams and tri-grams, only the POS-patterns defined by Justeson
and Katz [13] and other patterns that include adjective and verb forms are
considered.

Generally, in a document, uni-grams are more frequent than bi-grams, and bi-
grams are more frequent than tri-grams, and so on. For taking into account this
phenomenon, we build three lists, containing uni-grams, bi-grams, or tri-grams
respectively. This allows to treat them separately, without any bias towards uni-
grams with respect to bi-grams and tri-grams.

2.2 DIKpEW: Phrase Selection

As in [20], some characteristics of the candidate keyphrases are assessed in the
feature calculation step for identifying the most relevant keyphrases. The eval-
uated characteristics have been identified by taking into account how usually
Web pages store meaningful information. The considered features are listed and
described in following.

1. Phrase frequency : this feature is the classical term frequency (TF) metric,
exploited in many state of the art keyphrase extraction systems [21][9][10].
In our work, the TF value is normalized with respect to the specific n-gram
list. More specifically, given the phrase P in the list L (the list of unigrams,
bi-grams or tri-grams) we define

frequency(P,L) =
freq(P,L)

size(L)

where freq(P,L) is the number of times P occurs in L and size(L) is the
total number of phrases included in L.

2. POS value: as observed in [9] and [2], most author-assigned keyphrases for
a document turn out to be noun phrases. For this reason, in our approach, we
stress the presence of nouns in candidate phrases by computing POS value
as the ratio of the number of nouns in the keyphrase by the total number of
terms in the keyphrase.

3. Phrase depth : this feature reflects the belief that very frequently Web
pages report the most relevant facts at the very beginning of the document:
some statistics identify the initial 25% of the text as the part where all main
concepts and information are usually reported [12]. In order to highlight such
phrases we compute the phrase depth value for phrase P in a document D
as:

depth(P,D) = 1−
[
first index(P )

size(D)

]
where first index(P ) is the number of words preceding the phrase’s first
occurrence and size(D) is the total number of words in D. The result is
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a value in [0, 1] and highest values are assigned to phrases reported in the
initial part of the document.

4. Wikipedia. The Wikipedia feature is used to identify more coherent and
recognized phrases by following the idea that keyphrases associated to arti-
cles in the Wikipedia encyclopedia are more likely associated to well-defined
concepts/meaning. The Wikipedia feature is then set to 1 if Wikipedia has
a page for describing the keyphrase, 0 otherwise.

5. Title. It highlights keyphrases that are included in the title of the Web page
(if known). We followed the hypothesis that the title summarizes meaningful
concepts which are more deeply discussed in the rest of the text. For each
keyphrase, we compute a boolean feature which is set to 1 if the keyphrase
is in the title of the Web page, 0 otherwise.

6. Description. Authors of Web pages often add a short description of the
main contents of the Web page by using the DESCRIPTION HTML tag.
According to the idea that the summary provided by the author may con-
tain very meaningful information we compute this boolean feature for each
keyphrase: the feature is set to 1 if the keyphrase is in the description, 0
otherwise.

7. Keyword. Even if authors of Web pages are not required to classify their
published resources, they usually add some keywords in order to be properly
indexed by search engines. Since these terms are labels generated by the
authors themself, we consider these terms as meaningful keyphrases. The
keyword feature is then computed as a boolean value which is set to 1 if the
keyphrase is one of the keywords proposed by the author of the Web page,
0 otherwise.

In the scoring and ranking step, all the above features are used in order to compute
a score (named keyphraseness) for each candidate keyphrase. The keyphraseness
is a weighted combination of the evaluated features, and in particular, given a
candidate keyphrase p, the keyphraseness is computed as

keyphraseness(p) =
∑
i

wi ∗ fi(p)

where: fi(p) is the value of the i-th feature for p and wi is the weight assigned
to the i-th feature.

A preliminary experimentation was carried out for identifying a proper set
of weights for the features: a first prototype was implemented for collecting
the opinions of a restricted set of subjects about the accuracy of the extracted
keyphrases. By using this feedback, we identified the weights currently assigned
to the features, which are the same for uni-grams, bi-grams, and tri-grams. How-
ever, future work will also investigate the idea of using different weights for
uni-grams, bi-grams, and tri-grams since they have different characteristics. For
example, unigrams extracted from a Web page are more frequent than bi-grams
and trigrams. This preliminary experimentation allowed us to identify the the
weights of the features reported in Table 1.
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Table 1. The weights assigned to the features

Feature Name Weight

phrase frequency 0.5

POS value 0.5

phrase depth 0.6

wikipedia 0.9

title 0.9

description 0.6

keyword 0.6

The weights shown in Table 1 are used to compute the keyphraseness of the
candidate phrases extracted from Web pages and then, the obtained lists of
unigrams, bi-grams, and tri-grams, are ranked according to their keyphraseness.

Finally, the keyphrases associated with higher scores (higher keyphraseness)
are recommended in the final keyphrase filtering step. We decided to extract
the two top scored unigrams, the five top scored bi-grams, and the three top
scored tri-grams since this setting generated the best results during a preliminary
analysis. The reader can also notice that we use keyphraseness only for ordering
the keyphrases and for this reason we do not need to normalize the keyphraseness
in [0, 1].

3 Evaluation

Web pages are usually not classified with keyphrases by their authors and this
lack had a strong impact on our evaluation procedure. In fact there are not
freely available datasets which can be used to execute an automatic evaluation
of the described mechanism. For this reason we decided to exploit a live evalua-
tion involving a set of volunteers which had the task of judging the accuracy of
the results returned by our approach. Moreover, due to the lack of keyphrases
associated to Web pages, we could not use KEA for comparing our results to
one of the state of the art mechanisms. In fact, the KEA mechanism needs to
be trained by using a corpus of annotated documents. This is a strong limi-
tation since, at the best of our knowledge, there are not freely available APIs
for extracting ranked keyphrases from Web pages. In order to face this issue
we decided to use as baseline approach a system where keyphrases are scored
and ranked according only to their frequencies. This choice seems reasonable
since, as our approach does, the baseline approach takes into account only the
information available in a specific document (without considering the charac-
teristics of the documents in a specific collection). This baseline mechanism is
still domain independent and the results are not biased by the characteristics
of a specific corpus. More specifically, the baseline mechanism assigns a score to
the set of candidate keyphrases according to their frequency: the most frequent
keyphrases obtain an higher score. By using the score assigned to keyphrases,
the baseline mechanism can extract the two top scored uni-grams, the five top
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scored bi-grams, and the three top scored tri-grams. The final set of keyphrases
is then built by these 10 filtered keyphrases.

The results returned by both our mechanism and the baseline approach were
evaluated by using a Web application where a set of volunteers judged the accu-
racy of the results. Since our approach is mainly aimed at supporting the users
of social tagging systems, we built a Web based application which simulates the
interaction of a user with a social tagging system. By using this application, the
volunteers could submit an URL and then the evaluation framework returned
to the users a list of suggested keyphrases for the specific Web page. The list of
returned keyphrases was built by merging the results produced by both the pro-
posed approach and the baseline mechanism. However, the two sets of keyphrases
were presented to the evaluators in a random order.

By merging the keyphrases without a specific order we avoided to bias the
human evaluators since they were not able to recognize the keyphrases returned
by one of the two compared approaches.

The evaluators had to vote each returned keyphrase by using the following
5-Likert scale: Excellent - The keyphrase is very meaningful, it reports relevant
facts, people, topics or other elements which characterize the Web page; Good
- The keyphrase is still significant for classifying the document, but it is not
the best: the keyphrase reports facts, people, topics or other elements which
characterize the Web page, but are more weakly connected to the main content
of the page; Neutral - You are not sure about the significance of the keyphrase
for the document; Poor - The keyphrase does not properly describe the contents;
Very Poor - The keyphrase does not make sense.

The evaluation involved 26 volunteers (20 men and 6 women) who worked
for two weeks. The volunteers were students and workers. The oldest participant
was 63 years old, the youngest was 22 years old and the average age was 37 years.
The volunteers evaluated the keyphrases generated for 209 Web pages written
in Italian and in English.

We used the Normalized Discounted Cumulative Gain (NDCG) metric [11]
to evaluate the experimental results. The NDCG metric is commonly used in
Information Retrieval in order to evaluate the accuracy of ranking mechanisms.
This measure is specifically used in scenarios where the ranked results are asso-
ciated to different relevance levels, since it takes into account both the position
and the usefulness (or gain) of the results. In other words, the NDCG metric
evaluates a raking mechanism according to its capability of placing the most
relevant resources in the higher positions of the generated ranking. Technically,
given a ranked list of resources returned by the evaluated mechanism, where the
resource (in our case the keyphrase) in position i is associated to a relevance
level reli (in our case the position is defined by our algorithm and the relevance
by one of the evaluators), the NDCG computes the gain for this list as follows

DCG = rel1 +

n∑
i=2

reli
log2i
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where n is the number of results in the ranked list and in our specific case n
is equal to 10. In our evaluation the graded relevance scale is defined by the
following relevance levels: Excellent = 4; Good = 3; Neutral = 2; Poor = 1;
Very poor = 0. The DCG is then used to quantify the accuracy of a response
generated by a ranking mechanism according to both a fixed relevance scale and
the opinions of an evaluator.

By computing the DCG over each evaluation provided by our evaluators, we
obtained an assessment of the accuracy for each evaluated Web page. These
DCGs are then normalized with respect to the ideal rankings (i.e., the DCGs
of the rankings generated by placing the most relevant results in the higher
positions)to compute the NDCG and a higher NDCG corresponds to a more
accurate approach.

Table 2 reports the 8 different NDCG values computed for evaluating and
comparing the accuracy of the top 5 and top 10 keyphrases extracted by: (i) our
approach from Web pages written in Italian (DIKpEW Ita); (ii) the baseline
system from Web pages written in Italian (Base Ita); (iii) our approach from
Web pages written in English(DIKpEW Eng); (iv) the baseline system from
Web pages written in English(Base Eng).

Table 2. Performance of DIKpEW compared to the baseline mechanism

NDCG@5 NDCG@10

Base Ita 0.484 0.437

DIKpEW Ita 0.558 0.614

Base Eng 0.485 0.576

DIKpEW Eng 0.523 0.686

According to the results showed in the table our approach outperforms the
baseline mechanism. Moreover, the accuracy of the results computed for the
Web pages in Italian are comparable to the accuracy for the Web pages in
English. This means that the noise introduced by the translation in English
does not significantly lowers the accuracy of the results. This can be justified in
two ways: (i) the weight of the keyphrase depends on a set of statistical features
which discard possible incorrect translations; (ii) the Wikipedia feature allows us
to throw out (or at least to assign to lower positions) the bi-grams and tri-grams
which have not a clear meaning.

4 Conclusion

In this work we presented an approach which is aimed at supporting the users
of social tagging systems in classifying Web pages. In particular, the proposed
approach identifies n-grams from a Web document for suggesting meaningful
labels for the specific resource. An experimental evaluation showed that the
proposed approach is plausible and future analysis will investigate if the proposed
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approach can produce better results for specific topics or specific sets of Web
pages (blogs, newspapers, etc.).

The proposed approach can extract keyphrases which appear already in a
given document. Future work will focus on overcoming this limitation by navi-
gating other knowledge sources such as Wikipedia, Wordnet or a specific domain
ontology. In such a way it is possible to produce meaningful tags constituted by
uni-grams, bi-grams, and tri-grams which are not contained in the text, and
that are the result of a domain reasoning activity. A future work will investigate
the problem of identifying a suitable threshold in the value of keyphraseness
above/below which to accept/reject a candidate keyphrase.
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Abstract. Tables are among the most informative components of docu-
ments, because they are exploited to compactly and intuitively represent
data, typically for understandability purposes. The needs are to identify
and extract tables from documents, and, on the other hand, to be able
to extract the data they contain. The latter task involves the under-
standing of a table structure. Due to the variability in style, size, and
aims of tables, algorithmic approaches to this task can be insufficient,
and the exploitation of machine learning systems may represent an effec-
tive solution. This paper proposes the exploitation of a first-order logic
representation, that is able to capture the complex spatial relationships
involved in a table structure, and of a learning system that can mix the
power of this representation with the flexibility of statistical approaches.
The obtained encouraging results suggest further investigation and re-
finement of the proposal.

1 Introduction

The main motivation underlying the birth and spread of libraries consisted in
collecting large quantities of documents, usually in paper format, with preserva-
tion and access objectives. Each library was typically characterized by a specific
focus-of-interest, that established the direction and limits according to which the
collections were developed, thus helping users to have in one place a complete
landscape of the information they were interested in. As a technological coun-
terpart, digital libraries have the same aims and objectives, but dealing with
documents in digital format. This change of medium has a dramatic impact on
the management of the collections, and on their exploitation by end-users. Huge
quantities of documents can be easily collected and spread all over the world
using the Internet, however, the users may experience difficulties in properly
retrieving the data they are interested in. Information Retrieval (IR) and Ma-
chine Learning (ML) technologies can provide automatic tools to support such
activities.

The identification of relevant documents that can satisfy the users’ query is the
subject of the IR research field. Of course, to provide more effective results the
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automatic techniques should move from the purely lexical aspects of document
to those concerning their semantics, which is still an open research issue. But
having a thorough understanding of the document content is not only useful to
support search and retrieval. It is also a fundamental requirement to be able to
correlate the documents, and in particular the data and information they carry.
In particular, a component of documents that is usually very informative and
information-dense are tables. Authors use tables to compactly represent many
important data in a small space, to draw more attention from readers, or for
information comparison [10]. Thus, the availability of automatic components
that can identify tables in documents, and that are able to understand the table
structure, would be a precious support to extract the knowledge they contain,
represent it formally (e.g., using a relational Database) and make it available to
people and/or other software (e.g., using semantic technologies that are being
developed nowadays). This paper proposes a set of intelligent techniques that
cover the steps going from a document in digital format up to the identification of
tables and the understanding of their structure, and particularly focuses on the
exploitation of Machine Learning methodologies and systems for understanding
the table structure.

2 Preliminaries

Many works are present in the literature concerning tables and their analysis,
focusing on different objectives, aspects and problems. Some concern theoreti-
cal contributions, such as the distinction between genuine tables (tables aimed
at representing and organizing meaningful information) and non-genuine ones
(tables just aimed at obtaining a spatial partition of the page, as in most Web
documents) [16]. This is a relevant issue, since, according to [2], only 1% Web
tables are genuine. Others face more practical problems, such as table boundary
identification [13] and table structure decomposition [9], or the classification of
tables according to their type of content and intended exploitation. In addition to
table data extraction, table functionality analysis (aimed at understanding table
types, functions, and purposes) is another crucial task for table understanding,
table data sharing and reuse [10]. Yet other researchers focus on applications
such as table search [12] or table classification [16]. Indeed, accurately extract-
ing tables from document repositories is a challenging problem, but also selecting
interesting tables from the set of collected tables is an open issue.

As concerns the table identification step, we considered the DOMINUS frame-
work [5] for document processing and management, and extended it with suitable
techniques for table recognition. DOMINUS provides an integrated and general
framework to manage digital libraries in which most knowledge-intensive tasks
are carried out using intelligent techniques, among which Expert System and
symbolic Machine Learning technologies play a predominant role. After submis-
sion, documents in different digital formats are processed to identify their layout
structure, then to identify the kind of document and its relevant components,
to extract the content from selected components and to exploit such a content
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for indexing and information extraction purposes. Hence, while the layout anal-
ysis phase is involved in table recognition, the information extraction step is
concerned with table structure identification and subsequent content extraction.

As to table recognition, DOMINUS deals with two kinds of digital documents:
born-digital ones and digitized ones (typically obtained by scanning legacy paper
sources). This distinction is relevant because the basic document components
(text, images, geometric shapes—and specifically lines) are explicitly represented
in born-digital documents (such as PDF ones), but not in digitized ones (usually
coming in the form of raster images). Thus, in the latter case, suitable image
processing techniques must be applied to identify them. In particular, horizontal
and vertical lines are fundamental components for table recognition, although
not sufficient (some tables do not show a perfect grid for visually highlighting
their cell organization). Thus, in the case of document images, a variation of the
Hough transform, specifically focused on horizontal/vertical lines, and on the
identification of line segments, was developed and integrated in the DOMINUS
framework. Then, the set of lines and other content blocks in a page were fed
as an input to an expert module in charge of identifying and collecting the
subsets of elements that together make up a table. Expert Systems technology
was exploited because there is no standard representation for tables, and the
many different styles used by different authors can vary significantly as regards
the alignment of the content of rows and columns, the use of horizontal/vertical
lines to separate portions of the table, and the position of the table in the page.
Moreover, some tables are particularly tricky due to the presence of blank cells,
or of cells that span several rows and/or columns. The expert component, whose
detailed description is outside the scope of this paper, was able to identify and
extract most tables in different kinds of documents, with some difficulties on
very small tables and on multi-column documents.

Caption1

. . .
Captionm

Stub Column heading

Row heading Data

Note1
. . .
Noten

Fig. 1. Table structure according to Nagy et al.
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As to table structure identification, our work specifically stems from a research
stream carried on by Nagy et al. [15], specifically concerned with the extraction
of the table structure and with its formal manipulation aimed at transposing
the content into a relational representation that can be integrated in a typical
database. They presented [15] a method based on header paths for efficient and
complete extraction of labeled data from tables meant for humans. Header paths
are a purely syntactic representation of visual tables that can be transformed
(factored) into existing representations of structured data such as category trees,
relational tables, and RDF triples.

A table contains a rectangular configuration of data cells, each of which can
be uniquely referred by a row and a column index. As reported in [15], a table
contains a set of content-cells that can be identified by a column-header path
and a row-header-path. The table segmentation process aims at identifying four
critical cells useful to partition the table into stub, row header, column header,
and delta regions. In particular, this setting is concerned with six kinds of table-
related elements, as shown in Figure 1:

Caption. A text placed above the table, aimed at explaining it;
Data. The set of cells containing the actual information carried by the table;
Column Heading. The table cells placed above the table data, aimed at ex-

plaining part of the dimensions according to which the data are organized;
Row Heading. The table cells placed to the left of the table data, aimed at

explaining the remaining part of the dimensions according to which the data
are organized;

Stub. One or more cells that correspond to the intersection between the hori-
zontal projection of the row heading and the vertical projection of the column
heading;

Notes. One or more text lines following the table, aimed at explaining portions
of its content.

Some details should be pointed out. First of all, the notes are optional, and hence
might be missing in some tables. The row and column headings may be quite
complex, when the table is intended to represent data that are conceptually
distributed along more than two dimensions (as a side effect, this event typically
causes the presence of cell content that spans over many rows or columns). The
stub can be made up of just one cell (if both the row headings consist of a single
column, and the column headings consist of a single row) or of many cells (in
case of composite row and/or column headings); it may be empty, but it often
contains a meta-header aimed at explaining the row and/or column headings.

Thus, although the mutual position of these elements is known and fixed, iden-
tifying the specific boundaries of each of them may become very complex. To do
this Nagy et al. [15] adopt an algorithmic approach, leveraging typical patterns.
High accuracy should be required if the table data in the available documents
are to be extensively and precisely extracted. Due to the many different kinds of
tables that can be found in documents, and to the many different ways in which
information can be organized in tables, we believe that a significant high accu-
racy cannot be reached by hand-written rules, but the characterizing essence of
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the above elements can be captured only using automatic techniques provided
by Machine Learning.

3 Proposed Approach

The first question to answer for applying Machine Learning to table structure
recognition is the type of approach to be used. To answer this question, several
aspects must be considered. A fundamental one concerns the kind of represen-
tation to be exploited. In this respect, it is quite clear that the most important
feature to understand a table lies in its spacial structure, which in turn is made
up of several relationships among the cells (both spacial and content ones). In-
deed, it is self-evident that, when trying to understand a table, and specifically
its components as described above, these are the parameters that any human
considers. As a consequence, propositional techniques don’t have a sufficient
representational power to handle this kind of complexity, and first-order logic
approaches must be considered. In particular, the following features/predicates
were deemed as profitable for table description:

– Table boundaries
– Columns and Rows, and adjacency between them
– Cells and their belonging to a given row and column
– Cell content type

It should be noted that, in the proposed setting, the whole set of elements (stub,
table cells and headings, caption, notes) associated to a table is represented
in a Comma Separated Values (CSV) file, and hence in this file not only the
actual table elements, but also caption and notes (if any) are represented as
cells. Thus, there is no structural hint in the CSV file to distinguish different
kinds of elements. In particular, caption and notes are considered as belonging
to a single cell (typically in the first column), and the content of multi-row or
multi-column cells is assumed to be placed in the (top-left)-most cell.

Another issue is the choice of classes to be learned. A straightforward pos-
sibility would be learning, for each cell, the type of table component to which
it belongs. However, this would cause a significant growth in the number of ex-
amples, which would affect computational costs, and would be more difficult to
handle in the subsequent classification phase (because each cell would be clas-
sified independently of the others (so that, for example, a data cell might be
identified in the heading section). To solve the former problem, and to reduce
the impact of the latter, a different solution was adopted. Four classes were de-
fined as shown in Figure 2, that are non-redundant and are sufficient, alone, to
univoquely determine the whole table structure:

home stub. The top-left cell in the stub;
end stub. The bottom-right cell in the stub;
home data. The top-left cell in the data;
end data. The bottom-right cell in the data.
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caption1

. . .
captionm

home stub
Stub Column heading

end stub

home data

Row heading Data

end data

note1
. . .
noten

caption1

. . .
captionm

single stub Column Heading

home data

Row heading Data

end data

note1
. . .
noten

Fig. 2. Classes for the table structure learning problem

In fact, either end stub or home data is redundant, because the home data cell
is always assumed to be placed just one column to the right, and one row below,
the end stub. Conversely, if classes are to be considered mutually exclusive, an
additional class must be included, to specifically identify the case of a stub in
which home stub and end stub coincide:

single stub. The stub cell, in the case of a single-cell stub.

Indeed, the captions can be identified as the content cell above the home stub
row, and the notes as the content cells below the end data row; the column
heading cells are those in the columns to the right of the end stub column and
in the rows between the home stub row and the end stub row; the row heading
cells are those in the rows below the end stub row and in the columns between
the home stub column and the end stub column.

The last question concerns how rigid the learned models should be. Due to the
problem being very multi-faceted, and to the lack of stable criteria to identify
the table components, it is desirable that the learned models are quite flexible,
with a preference for statistical approaches over purely logical ones.
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3.1 Lynx: A Statistical Relational Learning Approach

The SRL approach Lynx [3] was used here to tackle the specific problem of crit-
ical cells identification in tables. Lynx implements a probabilistic query-based
classifier, using first-order logic as a representation language. A first-order al-
phabet consists of a set of constants, a set of variables, a set of function symbols,
and a non-empty set of predicate symbols. Both function symbols and predi-
cate symbols have a natural number (its arity) assigned. A term is a constant
symbol, a variable symbol, or an n-ary function symbol f applied to n terms
t1, t2, . . . , tn. An atom p(t1, . . . , tn) is a predicate symbol p of arity n applied
to n terms ti. An atom l and its negation l are said to be (resp., positive and
negative) literals. Lynx adopts the relational framework, and the corresponding
query mining algorithm, reported in [4].

Feature Construction via Query Mining. The first step of Lynx carries
out a feature construction process by mining frequent queries with an approach
similar to that reported in [11]. The algorithm for frequent relational query min-
ing is based on the same idea as the generic level-wise search method, known in
data mining from the Apriori algorithm [1]. The algorithm starts with the most
general queries. Then, at each step it tries to specialize all the candidate frequent
queries, discarding the non-frequent queries and storing those whose length is
equal to the user specified input parameter maxsize. For each new refined query,
semantically equivalent queries are detected (using the θOI-subsumption rela-
tion [7]) and discarded. The algorithm uses a background knowledge B con-
taining the examples and a set of constraints that must be satisfied by the
generated queries, among which: maxsize(M), maximal query length; type(p)
and mode(p), denote, respectively, the type and the input/output mode of the
predicate’s arguments p, used to specify a language bias; key([p1, p2, . . . , pn])
specifies that each query must have one of the predicates p1, p2, . . . pn as a start-
ing literal. Given a set of relational examples D defined over a set of classes C,
the frequency of a query p, freq(p,D), corresponds to the number of examples
s ∈ D such that p subsumes s.

Query-Based Classification. After identifying the set of frequent queries,
the next question is how to use them as features in order to correctly classify
unseen examples. Let X be the input space of relational examples, and Y =
{1, 2, . . . , Q} denote the finite set of possible class labels. Given a training set
D = {(Xi, Yi)|1 ≤ i ≤ m}, where Xi ∈ X is a single relational example and
Yi ∈ Y is the label associated to Xi, the goal is to learn a function h : X → Y
from D that predicts the label for each unseen instance. Let P , with |P| = d, be
the set of constructed features obtained in the first step of the Lynx system (the
queries mined from D), as previously reported. For each example Xk ∈ X we can
build a d-component vector-valued random variable x = (x1, x2, . . . , xd) where
each xi ∈ x is 1 if the query pi ∈ P subsumes example Xk, and 0 otherwise, for
each 1 ≤ i ≤ d.

Using Bayes’ theorem, if p(Yj) describes the prior probability of class Yj ,
then the posterior probability p(Yj |x) can be computed from p(x|Yj) as
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p(Yj |x) =
p(x|Yj)p(Yj)∑Q
i=1 p(x|Yi)p(Yi)

. Given a set of discriminant functions gi(x), i =

1, . . . , Q, a classifier is said to assign vector x to class Yj if gj(x) > gi(x) for
all j �= i. Taking gi(x) = P (Yi|x), the maximum discriminant function corre-
sponds to the maximum a posteriori (MAP) probability. For minimum error rate
classification, the following discriminant function will be used

gi(x) = ln p(x|Yi) + lnP (Yi). (1)

We are considering a multi-class classification problem involving discrete fea-
tures. In this problem the components of vector x are binary-valued and condi-
tionally independent. In particular, let the component of vector x = (x1, . . . , xd)
be binary valued (0 or 1). We define pij = Prob(xi = 1|Yj) i=1,...,d

j=1,...,Q
with the com-

ponents of x being statistically independent for all xi ∈ x. The factors pij can be
estimated by frequency counts on the training examples, as pij = supportYj

(pi).
By assuming conditional independence we can write P (x|Yi) as a product

of the probabilities of the components of x. Given this assumption, a particu-
larly convenient way of writing the class-conditional probabilities is as follows:
P (x|Yj) =

∏d
i=1(pij)

xi(1−pij)
1−xi . Hence, Eq. 1 yields the discriminant function

gj(x) = ln p(x|Yj) + ln p(Yj) =

d∑
i=1

xi ln
pij

1− pij
+

d∑
i=1

ln(1− pij) + ln p(Yj). (2)

The factor corresponding to the prior probability for class Yj can be estimated

from the training set as p(Yi) =
|{(X,Y )∈D s.t. Y =Yi}|

|D| , 1 ≤ i ≤ Q. The minimum

probability of error is achieved by the following decision rule: decide Yk, 1 ≤ k ≤
Q, if ∀j, 1 ≤ j ≤ Q ∧ j �= k : gk(x) ≥ gj(x), where gi(·) is defined as in Eq. 2.

Feature Selection with Stochastic Local Search. After constructing a set
of features, and presenting a method to use those features to classify unseen
examples, the problem is how to find a subset of these features that optimizes
prediction accuracy. The optimization problem of selecting a subset of features
with a superior classification performance may be formulated as follows. Let P
be the constructed original set of queries, and let f : 2|P| → R be a function
scoring a selected subset X ⊆ P . The problem of feature selection is to find a
subset X̂ ⊆ P such that f(X̂) = maxZ⊆P f(Z). An exhaustive approach to this
problem would require examining all 2|P| possible subsets of the feature set P ,
making it impractical for even small values of |P|. The use of a stochastic local
search procedure [8] allows to obtain good solutions without having to explore
the whole solution space.

Given a subset P ⊆ P , for each example Xj ∈ X we let the classifier find

the MAP hypothesis ĥP (Xj) = argmaxi gi(xj) by adopting the discriminant
function reported in Eq. 1, where xj is the feature based representation of ex-
ample Xj obtained using queries in P . Hence the initial optimization prob-
lem corresponds to minimize the expectation E[1ĥP (Xj) �=Yj

] where 1ĥP (Xj) �=Yj
is

the characteristic function of training example Xj returning 1 if ĥP (Xj) �= Yj ,
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and 0 otherwise. Finally, given D the training set with |D| = m and P a set
of features, the number of classification errors made by the Bayesian model is
errD(P ) = mE[1ĥP (Xj) �=Yj

].

Consider a combinatorial optimization problem, where one is given a discrete
set X of solutions and an objective function f : X → R to be minimized,
and seek a solution x∗ ∈ X such that ∀x ∈ X : f(x∗) ≤ f(x). A method to
find high-quality solutions for a combinatorial problem consists of a two-step
approach made up of a greedy construction phase followed by a perturbative
local search [8]. GRASP [6] solves the problem of the limited number of different
candidate solutions generated by a greedy construction search method by ran-
domizing the construction method. GRASP is an iterative process combining at
each iteration a construction and a local search phase. In the construction phase
a feasible solution is built, and then its neighborhood is explored by the local
search. The Lynx system includes an implementation of the GRASP procedure in
order to perform the feature selection task, as reported in [3].

4 Problem Characterization and Validation

Lynx has been applied to a dataset consisting of 100 table descriptions. The
dataset1 is a collection of tables randomly selected from ten large statistical web
sites [14]. HTML tables are represented in Comma Separated Value (CSV) files.
Information about each table cell (its contained value and its absolute position in
terms of row and column index) are used to provide its relational representation
to be exploited by Lynx. The goal is to correctly predict the label of the critical
cells belonging to each table. In particular, each table cell has been labeled to
belong to one of the following classes: caption, note, home data, end data,
home stub, end stub, and single stub.

Figure 3 reports a sample table description adopting the relational language
we used. In particular, predicate label/2 indicates the corresponding class la-
bel of a cell; row/3 (resp., col/3) define the position and the identifier of a row
(resp., column) belonging to the table; next row/2 (resp., next col/2) denote
the spatial relationship between two adjacent rows (resp., columns); and finally,
cell/4 specifies the type of a cell. Given a table (also including caption and
notes, if any), a row/3 (resp., col/3) atom is introduced for each row (resp., col-
umn) of the CSV file, reporting as arguments the table identifier, the row (resp.,
column) identifier, and its index. Then, suitable next row/2 (resp., next col/2)
atoms are introduced to link adjacent rows (resp., columns) to each other in the
proper sequence. Finally, for each cell a cell/4 atom is added, reporting as ar-
guments the corresponding identifier, the associated row and column identifiers,
and the type of content.

Given a training set made up of the relational descriptions of critical cells
belonging to each table, Lynx is applied in order to construct the relevant re-
lational features maximizing the likelihood on the training data, as reported in

1 The DocLab Dataset for Evaluating Table Interpretation Methods available at
http://www.iapr-tc11.org/mediawiki/index.php/Datasets List
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doc_table(c10076).

label(c10076_2_1, single_stub).

label(c10076_1_1, caption).

label(c10076_3_2, home_data).

...

row(c10076, c10076_r_1, 1).

next_row(c10076_r_1, c10076_r_2).

row(c10076, c10076_r_2, 2).

next_row(c10076_r_2, c10076_r_3).

row(c10076, c10076_r_3, 3).

...

col(c10076, c10076_c_1, 1).

next_col(c10076_c_1, c10076_c_2).

col(c10076, c10076_c_2, 2).

next_col(c10076_c_2, c10076_c_3).

col(c10076, c10076_c_3, 3).

...

cell(c10076_1_1, c10076_r_1, c10076_c_1, alphanumeric).

cell(c10076_2_1, c10076_r_2, c10076_c_1, empty).

cell(c10076_2_2, c10076_r_2, c10076_c_2, integer).

cell(c10076_3_2, c10076_r_3, c10076_c_2, numericSymbol).

...

Fig. 3. An example of a relational table description

Section 3.1. After this first step the system build a model composed of probabilis-
tic query such as label(A),cell(B,A,C,D),next row(C,E),cell(B, ,E,D),
whose corresponding class probabilities are p(q|note) = 0.507, p(q|home data) =
0.944, p(q|caption) = 0.497, p(q|single stub) = 0.628, p(q|end data) = 0.000,
p(q|end stub) = 0.714, and p(q|home stub) = 0.548. These probabilistic queries
are then used to predict critical cells belonging to testing tables.

Table 1 reports the results obtained with Lynx with a 10-fold cross valida-
tion in terms of accuracy, Conditional Log Likelihood (CLL), and areas under
the Receiver operating characteristic (ROC) and Precision Recall (PR) curve.

Table 1. Accuracy, CLL, AUC of ROC and PR with a 10-fold cross validation

Accuracy CLL

Mean 90,69 -4,89
Dev.St. 0,017 2,38

AUC-ROC AUC-PR

caption 0,984 0,951
note 0,986 0,978

home stub 0,987 0,925
end stub 0,983 0,825
single stub 0,989 0,810
home data 0,991 0,968
end data 1,000 0,998

Mean 0,989 0,922
Dev.St. 0,006 0,075
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As we can see from the table, the results are very promising. The two labels
on which the system obtains best results are those regarding the data region.
While, it has some difficulties in correctly classifying the labels single stub

and end stub. The next step towards improving these results is to use some
collective classification techniques.

5 Conclusions

Tables are very informative components of documents, that compactly represent
many inter-related data. It would be desirable to extract these data in order to
make them available also outside the document. This requires to understand a
table structure. Machine learning solutions may help to deal with the extreme
variability in table styles and structures. We propose to exploit a first-order logic
representation to capture the complex spatial relationships involved in a table
structure, and a learning system that can mix the power of this representation
with the flexibility of statistical approaches. On a dataset including different
kinds of tables, encouraging results were obtained.

As a future work we are trying to combine the prediction of single critical
cell labels in order to improve the accuracy of the segmentation process. We
will adopt a collective classification procedure whose aim should be to improve
the likelihood of a prediction for a given label knowing the probability of the
prediction made on the neighbor labeled cells with an iterative approach. The it-
erative procedure will combine expectation steps, predicting labels on the known
distribution, and maximization steps, improving the probability distribution.

Acknowledgment. The research leading to this paper has been partially
funded by the MIUR PRIN 2009 project “A multi-relational approach to spatial
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Abstract. In Document Image Understanding, one of the fundamen-
tal tasks is that of recognizing semantically relevant components in the
layout extracted from a document image. This process can be automa-
tized by learning classifiers able to automatically label such components.
However, the learning process assumes the availability of a huge set of
documents whose layout components have been previously manually la-
beled. Indeed, this contrasts with the more common situation in which
we have only few labeled documents and abundance of unlabeled ones.
In addition, labeling layout documents introduces further complexity as-
pects due to multi-modal nature of the components (textual and spatial
information may coexist). In this work, we investigate the application of a
relational classifier that works in the transductive setting. The relational
setting is justified by the multi-modal nature of the data we are dealing
with, while transduction is justified by the possibility of exploiting the
large amount of information conveyed in the unlabeled layout compo-
nents. The classifier bootstraps the labeling process in an iterative way:
reliable classifications are used in subsequent iterative steps as training
examples. The proposed computational solution has been evaluated on
document images of scientific literature.

1 Introduction

The recognition of semantically relevant components in the layout extracted from
a document image is based on domain-specific knowledge, which is represented
in very different forms (e.g. formal grammars or production rules). Several pro-
totypical document image understanding systems have been developed by man-
ually encoding the required knowledge (e.g., DeLoS [14]). However, the layout
of documents, even for the same publisher, may change considerably. To prevent
obsolescence of the developed systems, it is necessary to continuously update the
required knowledge, which is unfeasible if based only on manual encoding.

In order to guarantee versatility of Document Image Analysis Systems [1], that
is, guarantee competence over a broad and precisely specified class of document
images, the application of machine learning methods has been investigated for
almost two decades [10][5]. Operatively, a human operator provides a document
image analysis system with images of documents and then detects and labels
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semantically relevant layout components from which document structures are
induced. This supervised learning approach, though providing some flexibility,
still does not ensure the key requirement of versatility. Indeed, to acquire the
necessary knowledge on a really broad class of documents, supervised learning
methods may require a large set of labeled documents. This contrasts with the
common situation in which only few labeled training documents are available due
to the significant cost of manual annotation. Therefore, it is important to exploit
the large amount of information potentially conveyed by unlabeled documents.

Two main settings have been proposed in the literature to exploit informa-
tion contained in both labeled and unlabeled data: the semi-supervised setting
and the transductive setting [15]. The former is a type of inductive learning: the
learned function is used to make predictions on any possible example. The lat-
ter is only interested in making predictions for the given set of unlabeled data.
When the set of documents to label is known a priori, the transductive setting is
more suitable, since it is an easier problem than (semi-supervised) induction. In
this paper, we propose a transductive approach where unlabeled documents are
used to reprioritize models learned from labeled documents alone. Indeed, while
discriminative learning methods base their decisions on the posterior probability
p(y|x), the transductive learning method uses unlabeled documents to improve
the estimate of the prior probability p(x), and hence correct the posterior prob-
ability p(y|x) by assuming some form of dependence with p(x).

The proposed learning method follows a logic-based approach in which mod-
els are represented by a set of rules expressed in relational logic and documents
are represented as facts in the same formalism. So, to “understand” the layout
structure of an unlabeled document, rules are matched against the relational
description of the document layout. The relational representation of document
layout and rules is motivated by the fact that layout objects can be related by
a number of spatial relationships, such as distance, directional or topological
relationships. The study of relational learning in a transductive setting has re-
ceived little attention (see [4], [11], [13]) while the application of transductive
relational learning to bootstrap the labeling process of document image collec-
tions remains still unexplored. This work extends the research reported in [6],
by introducing an iterative bootstrapping framework and by extending empirical
evaluation to additional datasets. In the iterative bootstrapping framework, at
each iteration, the algorithm expands the training set by including (originally
unlabeled) examples for which the classification is considered to be reliable.

The paper is organized as follows. In Section 2, we define the problem to be
solved. Sections 3 and 4 are devoted to the presentation of the method. Finally,
experimental results are reported in Section 5 and some conclusions are drawn.

2 Motivations and Problem Definition

The recognition of semantically relevant layout components in document images
is part of a complex transformation process of document images into a struc-
tured symbolic form. This transformation is articulated into several steps. Initial
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processing steps include binarization, skew detection, and noise filtering. Then,
the document image is segmented into several layout components, such as text
lines, half-tone images, line drawings or graphics (this step is called layout anal-
ysis). The interpretation or understanding of document images follows layout
analysis. It aims to associate a logical label (e.g. title, abstract of a scientific pa-
per, picture of a newspaper) to semantically relevant layout components, as well
as to extract relevant relationships between logical components (e.g., reading
order). Document image understanding is typically based on layout information,
such as the relative positioning of layout components or the size of layout com-
ponents, as well as on content information (e.g., textual, graphical). This is the
case of the work reported in this paper, where the association of logical labels to
layout components is based on both layout information and textual information.
However, the novelty here is mainly in the strategy applied to learn a classifier
which can be used to recognize semantically relevant components.

In this work we investigate this issue and propose a trasductive method for
learning classifiers from training data represented in relational formalism. In a
formal way, the problem is defined as follows:
Given:

– a database schema SC which consists of a set of h relational tables
{T0, . . . , Th−1}, a set PK of primary keys on the tables in SC, and a set
FK of foreign key constraints on the tables in SC,

– a target relation T ∈ SC (that represents layout components) and a target
discrete attribute Y in T , different from the primary key of T , whose domain
is the finite set {C1, C2, . . . , CL} (Logical label),

– the projection T ′ of T on all attributes of T except Y ,
– a training (working) set that is an instance TS (WS) of the database schema

SC with known (unknown) values for Y ;

Find: the most accurate classification of Y for examples in WS.
In this work, the classification of Y is based on an approach that exploits both

the relational data mining setting and the classical Näıve Bayesian framework.
More precisely, given an object E ∈ WS to be classified, a classical näıve

Bayes classifier assigns E to the class Ci that maximizes the posterior probability
P (Ci|E). By applying the Bayes theorem, P (Ci|E) is expressed as follows:

P (Ci|E) = P (Ci) · P (E|Ci) / P (E). (1)

In fact, the decision on the class that maximizes the posterior probability can
be made only on the basis of the numerator, that is P (Ci) ·P (E|Ci), since P (E)
is independent of the class Ci. The probability P (Ci|E) can then be used to
identify examples E for which the classification is reliable. This property can
be used to iteratively extend the training data by propagating the most reliable
decisions when bootstrapping the labeling process.

In (1), the main problem is in the computation of P (E|Ci). By following the
main intuition in [2], it is possible to consider a set � of association rules to
define a suitable decomposition of the likelihood P (E|Ci) à la naive Bayes in
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order to simplify the probability estimation problem. In particular, if �(E) ⊆ �
is the set of first order association rules whose antecedent covers E, P (E|Ci) is:

P (E|Ci) = P (
∧

Rj∈�(E)

antecedent(Rj)|Ci). (2)

The straightforward application of the näıve Bayes independence assumption
to all literals in

∧
Rj∈�(E) antecedent(Rj) is not correct, since it may lead to

underestimating P (E|Ci) when several similar clauses in �(E) are considered
for the class Ci. To prevent this problem the authors resort to the logical notion
of factorization. Details are reported in [2].

Although this approach would potentially be used in this application, two
main limitations could prevent its actual applicability: i) It does not exploit
the transductive learning setting. ii) As in most associative classifiers, extracted
association rules do not permit to adequately characterize classes.

To overcome these limitations, in this paper, we use Emerging Patterns (EPs)
instead of association rules in order to discover a characterization of classes
and we use this characterization in a transductive classifier. In fact, emerging
patterns discovery is a descriptive data mining task which aims at detecting
significant differences between objects of distinct classes. EPs are introduced in
[8] as a particular kind of patterns (or multi-variate features) whose support
significantly changes from one data class to another: the larger the difference of
pattern support, the more interesting the pattern. Change in pattern support is
estimated in terms of the support ratio (or growth rate). EPs with sharp change
in support (high growth rate) can be used to characterize classes.

3 Mining Emerging Patterns with SPADA

Data mining research has provided several solutions (e.g.[8]) for the task of
emerging patterns discovery but only one attempt [3] has been done to deal
with relational data. In this work, we exploit the system SPADA [12], originally
designed for relational frequent patterns discovery, for mining emerging patterns.

SPADA represents relational data à la Datalog, a logic programming language
with no function symbols specifically designed to implement deductive databases.
SPADA distinguishes between the set S of reference (or target) objects, which
are the main subject of analysis, and the sets Rk, 1 ≤ k ≤ m, of task-relevant
(or non-target) objects, which are related to the former and can contribute to
account for the variation. From a database viewpoint, S corresponds to the target
table T ∈ SC and each Rk corresponds to a different relational table Ti ∈ SC. A
unit of analysis corresponds to a tuple in t ∈ T and to all tuples in the database
related to t according to foreign key constraints.

In the following sub-sections, the document description and the learning strat-
egy are described, as it has been modified to mine emerging patterns.

Document Description. In the logic framework adopted by SPADA, a rela-
tional database is boiled down into a deductive database where properties of
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Table 1. The complete list of used predicates

Locational x pos center/2
features y pos center/2

Layout Geometrical height/2
structure features width/2

Topological on top/2
features to right/2
Aspatial feature type of/2

Logical structure Logical features application dependent (e.g., abstract/1 )
Text Textual features application dependent (e.g., text in abstract/2 )

both reference objects (which are the main subject of the analysis) and task-
relevant objects (which are relevant for the task at hand, but not necessarely
the main subjects of the analysis) are represented in the extensional part DE ,
while the domain knowledge is expressed as a normal logic program which defines
the intensional part DI . As an example, we report a fragment of the extensional
part of a deductive database D which describes multimodal information which
can be extracted from any document image:

block(b1). block(b2). . . . height(b2,[11..54]). width(b1,[7..82]). . . .
on top(b2,b1). . . . on top(b2,b3). . . . part of(b1,p1). part of(b2,p1). page first(p1).
. . . abstract(b1). title(b2). . . . text in abstract(b1,’base’). text in title(b2,’model’)....

In this example, b1 and b2 are two constants which denote as many distinct
layout components (reference objects), while p1 denotes a document page (task-
relevant object). Predicate block defines a layout component, part of associates
a block to a document page, height and width describe geometrical properties of
layout components, on top expresses a topological relationship between layout
components, page first(p1) refers to the position of the page in the document,
abstract and title associate b1 and b2 with a logical label, text in abstract and
text in title describe the textual content of the logical components.

The complete list of predicates is reported in Table 1. The aspatial feature
type of specifies the content type of a layout component (e.g. image, text, hori-
zontal line). Logical features are used to associate a logical label to a layout object
and depend on the specific domain. In the case of scientific papers (considered
in this work), possible logical labels are: affiliation, page number, figure, caption,
index term, running head, author, title, abstract, formulae, subsection title, sec-
tion title, biography, references, paragraph, table. Textual content is represented
by means of another class of predicates, which are true when the term reported as
second argument occurs in the layout component denoted by the first argument.
Terms are automatically extracted by means of a text-processing module[7].

The Mining Step. The original algorithm of SPADA mines frequent patterns
at multiple levels l of granularity in order to properly deal with hierarchies Hk

of objects. When these are available, it is important to take them into account
since patterns involving more abstract objects are better supported (although
less precise). SPADA operates in two steps for each granularity level: i) pattern
generation; ii) pattern evaluation. It takes advantage of statistics computed at
granularity level l when computing the supports of patterns at the granularity
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level l + 1. To discover emerging patterns, SPADA has been modified to mine
patterns which characterize classes by detecting significant differences between
the objects of these classes. This problem requires the following formulation:
Given:

– a set S of reference objects,
– a label value y ∈ Y = {C1, C2, . . . , CL} associated to each reference object,
– some sets Rk, 1 ≤ k ≤ m, of task-relevant objects,
– a background knowledge BK including hierarchies Hk on objects in Rk,
– M granularity levels in the descriptions,
– a set of granularity assignments Ψk which associate each object in Hk with

a granularity level,
– a couple of sets of thresholds minSup[l],minGR[l] for each granularity level,
– a language bias LB that constrains the search space;

Find: A set of multilevel emerging patterns {F |suppCi(F ) ≥ minSup[l],
GRCi(F ) ≥ minGR[l]}.

In this formulation, suppCi(F ) represents the support of the pattern F in the
subset of reference objects labeled with Ci while the growth rate GRCi(F ) is de-

fined as: GRCi(F ) =
suppCi

(F )

supp¬Ci
(F ) where supp¬Ci(F ) is the support of the pattern

F in the subset of reference objects labeled with c ∈ {C1, . . . , Ci−1, Ci+1, . . . CL}.
To efficiently mine frequent patterns, SPADA prunes the search space by

exploiting the monotonicity of the support. Let F ′ be a refinement of a pattern
F (i.e. F ′ is more specific that F ). If F is an infrequent pattern for the class
Ci (i.e. suppCi(F ) < minSup), then also suppCi(F

′) < minSup. This means
that F ′ cannot be an emerging pattern that distinguishes Ci from ¬Ci. Hence,
SPADA does not refine patterns which are infrequent in Ci.

Unluckily, the monotonicity property does not hold for the growth rate: a
refinement of an emerging pattern whose growth rate is lower than the threshold
minGR may or may not be an EP. However, also in this case, it is possible to
prune the search space. According to [16], we modified the mining algorithm
originally developed in SPADA in order to avoid to generate the refinements of a
pattern F in the case that GRCi(F ) = ∞ (i.e., suppCi(F ) > 0 and supp¬Ci(F ) =
0). Indeed, due to the monotonicity of support, for each pattern F ′ obtained
as refinement of F : suppCi(F ) ≥ suppCi(F

′) then suppCi(F
′) = 0. Thereby,

GRCi(F
′) = 0 in the case that suppCi(F

′) = 0, while GRCi(F
′) = ∞ in the case

that suppCi(F
′) > 0. In the former case, F ′ is not worth to be considered. In the

latter case, we prefer F to F ′ based on the Occams razor principle, according to
which all things being equal, the simplest solution tends to be the best one (F
has the same discriminating ability than F ′).

In our application domain, reference objects are all the logical components
for which a logical label is specified. Task relevant objects are all the logical
components (including undefined components) as well as pages and documents.
The BK is used to specify the hierarchy of logical components (Figure 1). The
BK also allows us to automatically associate information on page order to layout
components, since the presence of some logical components may depend on the
page order (e.g. author is in the first page).
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article

+ − − heading

| + −− identification

| | + −− (title, author, affiliation)

| + −− synopsis

| + −− (abstract, index term)

+ − − content

| + −− final components

| | + −− (biography, references)

| + −− body

| + −− (section title, subsect title, paragraph, caption, figure, formulae, table)

+ − − page component

| + −− running head

| + −− page number

+ − − undefined

Fig. 1. Hierarchy of logical components

Algorithm 1. The iterative transductive learning algorithm.
Input: TS training data, WS working data.
Output: H working objects associated with labels

1: H ← �; W ′ ← WS;
2: while WS �= � do
3: Compute the score matrix Ξ = [scoreTS∪H(oj , Ci)]oj∈W ′, Ci∈Y

;

4: Sort the objects in oj ∈ W ′ according to max
Ci

(scoreTS∪H(oj , Ci));

5: Add all 〈oj, arg max
Ci

(scoreTS∪H(oj , Ci)) 〉 to H, where oj is one of the top �|WS|/k� objects

in W ′;
6: Remove the top �|WS|/k� objects from W ′;
7: end while

4 Transductive Classification

The transductive classifier implemented in our proposal is described in Algorithm
1, where at each iteration of the cycle at line 3, the algorithm labels objects be-
longing to the working set WS and uses a subset of them of size �|WS|/k� as
training objects in the subsequent iteration, where k is a user defined parame-
ter1. The subset is created according to the function scoreTS∪H(oj , Ci) which
represents a membership score of an object oj to the class Ci. This score is a
growth rate based function which is estimated on the current training set TS ∪H
and is computed by adapting the EP-based classifier CAEP [9] to the relational
setting. The largest score determines the object’s class.

In our case, it is computed on the basis of the subset of relational emerging
patterns that cover the object to be classified. Formally, let oj be the description
of the object to be classified (an object is represented by a tuple in the target
table and all the tuples related to it according to foreign key constraints),�(oj) =
{F ∈ �|∃θ Fθ ⊆ oj} is the set of emerging patterns that cover the object oj .

1 This means that there are, at most, k + 1 iterations.
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The score of oj on the class Ci is computed as follows:

scoreTS∪H(oj , Ci) =
∑

F∈�(oj)

GRCi(F )

GRCi(F ) + 1
supCi(F ) (3)

where GRCi(F ) and supCi(F ) are computed on the current training set TS∪H .
This measure may result in an inaccurate classifier in the case of unbalanced

datasets that is, when training objects are not uniformly distributed over the
classes. In order to mitigate this problem the authors in [9] proposed to normalize
this score on the basis of the median of the scores obtained from training objects
belonging to Ci. This results in the following classification function:

classTS∪H(oj) = argmax
Ci

scoreTS∪H(oj , Ci)

medianro∈TS∪H(scoreTS∪H(ro, Ci))
(4)

where TS ∪ H represents the training set.
However, in our case, the main problem comes from the different number of

EPs that are extracted from different classes. This means that, in our case a
different normalization that weights the number of EPs is necessary:

scoreTS∪H(oj , Ci) =
1

|�(oj)|
∑

F∈�(oj)

GRCi(F )

GRCi(F ) + 1
supCi(F ) (5)

Since supCi(F ) represents the probability that a reference object belonging to
class Ci is covered by F , Equation (5) can be transformed as follows:

scoreTS∪H(oj , Ci) =
1

|�(oj)|
∑

F∈�(oj)

GRCi(F )

GRCi(F ) + 1
P (F |Ci) (6)

By applying the Bayes theorem:

scoreTS∪H(oj , Ci) =
1

|�(oj)|
∑

F∈�(oj)

GRCi(F )

GRCi(F ) + 1

P (Ci|F )

P (Ci)
× P (F ) (7)

where P (Ci|F ) can be estimated as the percentage of objects covering F in
TS ∪H that belong to Ci. P (Ci) can be estimated as the percentage of objects
in TS∪H that belong to Ci. Finally, P (F ) is the percentage of objects covering
F . According to the transductive learning setting, this factor is estimated by
considering the whole set of objects (TS ∪ WS). This would provide a more
reliable estimation of P (F ) (since obtained from a larger population of objects
potentially coming from the same distribution).

P (F ) =
#{ro|ro ∈ TS ∪WS, ∃θ Fθ ⊆ ro}

#{ro|ro ∈ TS ∪WS} (8)
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5 Experiments

The proposed approach has been applied to three different real-world datasets
consisting of articles published in two international journals, namely IEEE
TPAMI and Behavior Genetics (BG), and in the proceedings of the International
Conference on Machine Learning (ICML). More precisely, the dataset TPAMI
includes twenty-four multi-page papers corresponding to 217 document images
from which we consider abstract, affiliation, author, biografy, caption, figure,
formulae, index term, page number, paragraph, references, running head, section
title, subsection title, table, title as possible layout components. The dataset BG
includes twenty-four single-page papers from which we consider abstract, author,
index term, page number, paragraph, references, running head, section title, title
as possible layout components. The dataset ICML includes thirty multi-page
papers, corresponding to 240 document images from which we consider abstract,
affiliation, author, body, figure, index term, paragraph, section title, subsection
title, table, title as possible layout components.

The iterative transductive classification algorithm is evaluated considering
the following experimental setups: 4-fold cross-validation in the case of TPAMI,
6-fold cross-validation in the case of BG and 5-fold cross-validation for ICML.
Unlike the standard cross-validation, here one fold at a time is set aside to be
used as the training set (and not as the test set). Small training set sizes allow
us to validate the transductive approach, but may result in high error rates.

In the step of mining emerging patterns, three experimental schemes of the
thresholds minGR, minSup have been set: in the case of TPAMI minGR =
{1, 2, 8, 64} and minSup = {30%, 40%, 50%}, in the case of BG minGR =
{1, 2, 8, 64} and minSup = {10%, 20%, 30%}, while in the case of ICML
minGR = {1, 2, 8, 64} and minSup = {10%, 20%, 30%}. In Table 2 the average
number of emerging patterns mined with different parameter values is reported.
As expected, by increasing minSup and minGR values, the total number of EPs
(sum of the number of EPs in the folds) is reduced. In particular, the number of
EPs is more drastically reduced when increasing minSup than when increasing
minGR. This means that there are several patterns which characterize a class (a
specific layout component) and therefore present a high discriminative power with
respect to components belonging to other classes.

Another consideration can be done on the number of EPs mined for each
specific class (Table 3). We note that the layout components, for which the de-
scriptions are more heterogeneous or which can be misclassified, are character-
ized by an higher number of EPs. Indeed, the components which present strong
regularities (e.g., described with the same set of features) are those which can
be more easily identified and which therefore generate a smaller set of EPs for
the classification. Differently, the components which present low regularities can
be erroneously labeled and therefore require an higher number of EPs to be dis-
criminated from the others2. For instance, a figure can be more easily identified
than an abstract layout component.

2 The risk is that in these cases we can have overfitting problems.
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Table 2. Total number of emerging patterns mined from TPAMI, BG and ICML

TPAMI minSup (%)
minGR 30 40 50

1 528032 344798 254805
2 523274 341534 252355
8 516958 336733 248658
64 513503 334292 246843

BG minSup (%)
minGR 10 20 30

1 128327 88684 58603
2 126840 87644 58091
8 122591 84208 55718
64 121363 82980 54490

ICML minSup (%)
minGR 10 20 30

1 386996 176407 114492
2 382639 173372 112476
8 376645 169406 109814
64 374736 167742 108595

Table 3. Minimum and maximum number of emerging patterns mined per class

TPAMI minSup (%)
minGR 30 40 50
1 min:11470(references)

max:89008(index term)
min:5450(figure)
max:43422(abstract)

min:3319(figure)
max:37475(abstract)

2 min:11394(references)
max:88158(index term)

min:5436(figure)
max:42908(abstract)

min:3310(figure)
max:37035(abstract)

8 min:11309(references)
max:87124(index term)

min:5364(figure)
max:42085(abstract)

min:3271(figure)
max:36304(abstract)

64 min:11276(references)
max:86426(index term)

min:5321(figure)
max:41880(abstract)

min:3240(figure)
max:36112(abstract)

BG minSup (%)
minGR 10 20 30
1 min:4380(references)

max:45671(abstract)
min:4380(references)
max:27342(author)

min:4380(references)
max:15923(abstract)

2 min:4380(references)
max:45179(abstract)

min:4380(references)
max:26820(author)

min:4380(references)
max:15825(abstract)

8 min:4218(references)
max:43555(abstract)

min:4218(references)
max:25713(author)

min:4218(references)
max:15148(abstract)

64 min:4075(references)
max:43171(abstract)

min:4075(references)
max:25437(author)

min:4075(references)
max:14764(abstract)

ICML minSup (%)
minGR 10 20 30
1 min:13923(body)

max:169787(author)
min:5131(body)
max:39728(abstract)

min:2780(body)
max:27849(abstract)

2 min:13905(body)
max:168468(author)

min:5120(body)
max:38886(abstract)

min:2769(body)
max:27213(abstract)

8 min:13843(body)
max:166879(author)

min:5089(body)
max:37828(abstract)

min:2756(body)
max:26453(abstract)

64 min:13814(body)
max:166671(author)

min:5065(body)
max:37408(abstract)

min:2741(body)
max:26152(abstract)

In Table 4, the macro average F1-score values are reported. Results are col-
lected for different values of minGR and minSup. As we can see, better results
are obtained when increasing minGR and/or when decreasing minSup. Indeed,
higher values of minGR lead to exclude EPs with low discriminative capabilities
and consider those with higher growth rate values with the result of (slightly)
higher accuracy. While, when increasing minSup the number of EPs decreases
and this leads to exclude models which, being infrequent, can characterize each
class, with the result that the system has no enough information to discriminate
among classes.

In Figure 2, precision, recall and F1 values are plotted by varying the value of
k (which regulates the number of iterations). While, by increasing the number of
iterations there is no improvement in terms of precision, results in terms of recall
show benefits coming from the iterative transductive (bootstrapping) approach.
This means that, with the iterative transduction, the system is able to associate
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Table 4. Macro average F1-score values on TPAMI, BG and ICML with k = 1 and
by varying minGR and minSup

TPAMI minSup (%)
minGR 30 40 50

1 0.2906 0.2949 0.2555
2 0.3258 0.2694 0.2509
8 0.3264 0.2689 0.2511
64 0.3072 0.2684 0.2502

BG minSup (%)
minGR 10 20 30

1 0.6359 0.6323 0.6199
2 0.6548 0.6287 0.6091
8 0.6566 0.6341 0.6135
64 0.6411 0.6295 0.6142

ICML minSup (%)
minGR 10 20 30

1 0.3247 0.2791 0.2493
2 0.3118 0.2762 0.2686
8 0.3052 0.2988 0.1987
64 0.4028 0.2969 0.1976

to the correct class components that, otherwise, would remain unclassified. An
exception is represented by TPAMI, where the system, due to the high number
of components and to highly unbalanced data, is not able to reach good values of
precision/recall. Obviously, a bad initial classification, negatively affects results
of the iterative transductive approach.

Fig. 2.Macro average precision, recall and F1-score on TPAMI, BG and ICML by vary-
ing the value of k. Results for TPAMI are obtained with minGR = 8 and minSup = 30
while results for BG and ICML are obtained with minGR = 8 and minSup = 10.

6 Conclusions

In this work, the induction of a classifier for the automated recognition of relevant
layout components has been investigated. In particular, we have investigated the
combination of transductive inference with principled relational classification
in order to face the challenges posed by the application domain, characterized
by complex and heterogeneous data, which are naturally modeled as several
tables of a relational database, and characterized by the availability of a small
(large) set of labeled (unlabeled) data. On the basis of an iterative bootstrapping
approach, we exploit reliable classifications to classify other working examples
in subsequent iterative steps. Interesting results on three real-world datasets are
reported. They show that the iterative bootstrapping approach is able to increase
recall of the obtained classifications.
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Abstract. The current abundance of electronic documents requires au-
tomatic techniques that support the users in understanding their content
and extracting useful information. To this aim, improving the retrieval
performance must necessarily go beyond simple lexical interpretation of
the user queries, and pass through an understanding of their semantic
content and aims. It goes without saying that any digital library would
take enormous advantage from the availability of effective Information
Retrieval techniques to provide to their users. This paper proposes an ap-
proach to Information Retrieval based on a correspondence of the domain
of discourse between the query and the documents in the repository. Such
an association is based on standard general-purpose linguistic resources
(WordNet and WordNet Domains) and on a novel similarity assessment
technique. Although the work is at a preliminary stage, interesting initial
results suggest to go on extending and improving the approach.

1 Introduction

The easy and cheap production of documents using computer technologies, plus
the extensive digitization of legacy documents, have caused a significant flourish-
ing of documents in electronic format, and the spread of Digital Libraries (DLs)
aimed at collecting and making them available to the public, removing time and
space barriers to distribution and fruition that are typical of paper material.
In turn, the fact that anybody can produce and distribute documents (with-
out even the cost of printing them) may negatively affect the average quality of
their content. Although, as a particular kind of library, a DL has the mission of
gathering a collection of documents which meets the quality standards chosen
by the institution that maintains it, some repositories may adopt looser quality
enforcing policies, and leave this responsibility to the authors, also due to the
difficulty in manually checking and validating such a huge amount of material.
In these cases, the effectiveness of document retrieval might be significantly tam-
pered, affecting the fruition of the material in the repository as a consequence.
Under both these attacks, anyone who is searching for information about a given
topic is often overwhelmed by documents that only apparently are suitable for
satisfying his information needs. In fact, most information in these documents is
redundant, partial, sometimes even wrong or just unsuitable for the user’s aims.
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c© Springer-Verlag Berlin Heidelberg 2013



130 F. Rotella, S. Ferilli, and F. Leuzzi

A possible way out consists in automatic instruments that (efficiently) return
significant documents as an answer to user queries, that is the branch of interest
of Information Retrieval (IR).

IR aims at providing the users with techniques for finding interesting docu-
ments in a repository, based on some kind of query. Although multimedia digital
libraries are starting to gain more and more attention, the vast majority of
the content of current digital document repositories is still in textual form. Ac-
cordingly, user queries are typically expressed in the form of natural language
sentences, or sets of terms, based on which the documents are retrieved and
ranked. This is clearly a tricky setting, due to the inherent ambiguity of natural
language. Numerical/statistical manipulation of (key)words has been widely ex-
plored in the literature, but in its several variants seems unable to fully solve the
problem. Achieving better retrieval performance requires to go beyond simple
lexical interpretation of the user queries, and pass through an understanding of
their semantic content and aims.

This work focuses on improving fruition of a DL content, by means of advanced
techniques for document retrieval that try to overcome the aforementioned am-
biguity of natural language. For this reason, we looked at the typical behavior
of humans, when they take into account the possible meanings underlying the
most prominent words that make up a text, and select the most appropriate one
according to the context of the discourse. To carry out this approach, we used a
well-known lexical taxonomy, and its extension to deal with domain categories,
as a background knowledge.

The rest of this paper is organized as follows. After a brief recall of previous
work on Information Retrieval, with a particular attention to techniques aimed
at overcoming lexical limitations, toward semantic aspects, Section 3 introduces a
new proposal for semantic information retrieval based on taxonomic information.
Then, Section 4 proposes an experimental evaluation of the proposed technique,
with associated discussion and evaluation. Lastly, Section 5 concludes the paper
and outlines open issues and future work directions.

2 Related Work

Many works, aimed at building systems that tackle the Information Retrieval
problem, exist in the literature. Most of such works are based on the ideas in [17],
a milestone in this field. This approach, called Vector Space Model (VSM), rep-
resents a corpus of documents D, and the set of terms T appearing in those
documents, as a T × D matrix, in which the (i, j)-th cell contains a weight
representing the importance of the i-th term in the j-th document (usually com-
puted according to the number and distribution of its occurrences both in that
document and in the whole collection). This allows to compute the degree of
similarity of a user query to any document in the collection, simply using any
geometrical distance measure on that space. Much research has been spent on
developing effective similarity measures and weighting schemes, and on varia-
tions of their implementations to enhance retrieval performance. Most similarity
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approaches [8, 16, 15] and weighting schemes [14, 13, 18] are based on inner
product and cosine measure. Motivations came, on one hand, from the growth
of the Web, and, on the other, from the success of some implementations in Web
search engines. One limitation of these approaches is their considering a docu-
ment only from a lexical point of view, which is typically affected by several kinds
of linguistic tricks: e.g., synonymy (different words having similar meaning), and
polysemy (words having many different meanings).

More recently, techniques based on dimensionality reduction have been ex-
plored for capturing the concepts present in the collection. The main idea behind
these techniques is mapping both the documents in the corpus and the queries
into a lower dimensional space that explicitly takes into account the dependencies
between terms. Then, the associations provided by the low-dimensional repre-
sentation can be used to improve the retrieval or categorization performance.
Among these techniques, Latent Semantic Indexing (LSI) [3] and Concept In-
dexing (CI) [9] can be considered relevant. The former is a statistical method
that is capable of retrieving texts based on the concepts they contain, not just
by matching specific keywords, as in previous approaches. It starts from a classi-
cal VSM approach, and applies Singular Value Decomposition (SVD) to identify
latent concepts underlying the collection, and the relationships between these
concepts and the terms/documents. Since the concepts are weighted by rele-
vance, dimensionality reduction can be carried out by filtering out less relevant
concepts, and the associated relationships. In this way new associations emerge
between terms that occur in similar contexts, and hence query results may in-
clude documents that are conceptually similar in meaning to the query even if
they don’t contain the same words as the query. The latter approach, CI, car-
ries out an indexing of terms using concept decomposition (CD) [4] instead of
SVD (as in the LSI). It represents a collection of documents in k-dimensions
by first clustering the documents in k groups using a variant of the k-means al-
gorithm [11], and considering each group as potentially representing a different
concept in the collection. Then, the cluster centroids are taken as the axes of the
reduced k-dimensional space. Although LSI and CI have had much success (e.g.,
LSI was implemented by Google) for their ability to reduce noise, redundancy,
and ambiguity, they still pose some questions. First of all, their high compu-
tational requirements prevent exploitation in many digital libraries. Moreover,
since they rely on purely numerical and automatic procedures, the noisy and
redundant semantic information must be associated with a numerical quantity
that must be reduced or minimized by the algorithms. Last but not least, a
central issue is the choice of the matrix dimension [2].

3 A Domain-Based Approach

This section describes a proposal for a domain-based approach to information
retrieval in digital libraries. In order to get rid of the constraints imposed by
the syntactic level, we switch from the terms in the collection to their mean-
ing by choosing a semantic surrogate for each word, relying on the support of
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external resources. At the moment, we exploit WordNet [5], and its extension
WordNet Domains [12], as readily available general-purpose resources, although
the proposed technique applies to any other taxonomy.

The first step consists in off-line preprocessing the digital library in order to
obtain, for each document, a list of representative keywords, to each of which the
corresponding meaning will be associated later on. Using a system based on the
DOMINUS framework [6], each document in the digital library is progressively
split into paragraphs, sentences, and single words. In particular, the Stanford
Parser [10] is used to obtain the syntactic structure of sentences, and the lemmas
of the involved words. In this proposal, only nouns are considered and used to
build a classical VSM weighted according to the TF*IDF scheme. In addition to
stopwords, typically filtered out by all term-based approaches, we ignore adverbs,
verbs and adjectives as well, because their representation in WordNet is different
than that of nouns (e.g., verbs are organized in a separate taxonomy), and so
different strategies must be defined for exploiting these lexical categories, which
will be the subject of future work. More specifically, only those nouns that are
identified as keywords for the given documents, according to the techniques
embedded in DOMINUS, are considered. In order to be noise-tolerant and to
limit the possibility of including non-discriminative and very general words (i.e.,
common words that are present in all domains) in the semantic representation of
a document, it can be useful to rank each document keyword list by decreasing
TF*IDF weight and to keep only the top items (say, 15) of each list.

The next step consists in mapping each keyword in the document to a cor-
responding synset (i.e., its semantic representative) in WordNet. Since this task
is far from being trivial, due to the typical polysemy of many words, we adopt
the one-domain-per-discourse (ODD) assumption as a simple criterion for Word
Sense Disambiguation (WSD): the meanings of close words in a text tend to refer
to the same domain, and such a domain is probably the dominant one among the
words in that portion of text. Hence, to obtain such synsets, we need to compute
for each document the prevalent domain. First we take from WordNet all the
synsets of each word, then, for each synset, we select all the associated domains
in WordNet Domains. Then, each domain is weighted according to the density
function presented in [1], depending on the number of domains to which each
synset belongs, on the number of synsets associated to each word, and on the
number of words that make up the sentence. Thus, each domain takes as weight
the sum of all the weights of synsets associated to it, which results in a rank-
ing of domains by decreasing weight. This allows to perform the WSD phase,
that associates a single synset to each term by solving possible ambiguities using
the domain of discourse (as described in Algorithm 1). Now, each document is
represented by means of WordNet synsets instead of terms.

The output of the previous step, for each document, is a list of pairs, made
up of keywords and their associated synsets. All these synsets are partitioned
into different groups using pairwise clustering, as shown in Algorithm 2: initially
each synset makes up a different singleton cluster; then, the procedure works by
iteratively finding the next pair of clusters to merge according to the complete
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Algorithm 1. Find “best synset” for a word

Input: word t, list of domains with weights.
Output: best synset for word t.

bestSynset ← empty
bestDomain ← empty
for all synset(st) do

maxWeight ← −∞
optimalDomain ← empty
for all domains(ds) do

if weight(ds) > maxWeight then
maxWeight ← weight(ds)
optimalDomain ← ds

end if
end for
if maxWeight > weight(bestDomain) then

bestSynset ← st
bestDomain ← optimalDomain

end if
end for

link strategy (shown in Algorithm 3), based on the similarity function proposed
in [7]:

sf(i′, i′′) = sf(n, l,m) = α
l + 1

l + n+ 2
+ (1 − α)

l+ 1

l +m+ 2

where:

– i′ and i′′ are the two items (synsets in this case) under comparison;
– n represents the information carried by i′ but not by i′′;
– l is the common information between i′ and i′′;
– m is the information carried by i′′ but not by i′;
– α is a weight that determines the importance of i′ with respect to i′′ (0.5

means equal importance).

In particular, we adopt a global approach based on all the information provided
by WordNet on the two synsets, rather than on just one of their subsumers as in
other measures in the literature. Indeed, we compute the distance between each
pair (i′,i′′) by summing up three applications of this formula, using different
parameters n, m and l. The first component works in depth, and obtains the
parameters by counting the number of common and different hypernyms between
i′ and i′′. The second one works in breadth, and considers all the synsets with
which i′ and i′′ are directly connected by any relationship in WordNet, and
then takes the number of common related synsets as parameter l, and the rest
of synsets, related to only i′ or i′′, as parameters n and m. Lastly, the third
component is similar to the second one, but it considers the inverse relationships
(incoming links) in the computation. The considered relationships in the last
two measures are:
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– member meronimy: the latter synset is a member meronym of the former;
– substance meronimy: the latter synset is a substance meronym of the former;
– part meronimy: the latter synset is a part meronym of the former;
– similarity: the latter synset is similar in meaning to the former;
– antonym: specifies antonymous word;
– attribute: defines the attribute relation between noun and adjective synset

pairs in which the adjective is a value of the noun;
– additional information: additional information about the first word can be

obtained by seeing the second word;
– part of speech based : specifies two different relations based on the parts of

speech involved;
– participle: the adjective first word is a participle of the verb second word;
– hyperonymy: the latter synset is a hypernym of the former.

Example 1. To give an idea of the breadth-distance between S1 and S2, let us
consider the following hypothetical facts in WordNet:

rel1(S1, S3) rel2(S1, S4) rel3(S1, S5)
rel4(S2, S5) rel5(S2, S6)

for the direct component, and

rel1(S7, S1) rel2(S8, S1) rel3(S9, S1)
rel4(S9, S2) rel5(S3, S2) rel2(S8, S2)

for the inverse component, where reli represents one of the relationships listed
above. In the former list, the set of synsets linked to S1 is {S3, S4, S5} and the
set of synsets linked to S2 is {S5, S6}. Their intersection is {S5}, hence we have
n = 2, l = 1, m = 1 as parameters for the similarity formula. In the latter list,
the set of synsets linked to S1 is {S7, S8, S9} and the set of synsets linked to S2

is {S9, S3, S8}, yielding n = 1, l = 2, m = 1 as parameters for the similarity
formula. The depth-distance component considers only hypernyms, and collects
the whole sets of ancestors of S1 and S2.

Now, each document is considered in turn, and each of its keywords votes for
the cluster to which the associated synset has been assigned (as shown in Algo-
rithm 4). The contribution of such a vote is equal to the TF*IDF value estab-
lished in the keyword extraction phase normalized on the sum of the weights of
the chosen keywords. However, associating each document to only one cluster
as its descriptor would be probably too strong an assumption. To smooth this,
clusters are ranked in descending order according to the votes they obtained,
and the document is associated to the first three clusters in this ranking. This
closes the off-line preprocessing macro-phase, aimed at suitably partitioning the
whole document collection according to different sub-domains. In our opinion,
the pervasive exploitation of domains in this phase justifies the claim that the
proposed approach is domain-based. Indeed, we wanted to find sets of similar
synsets that might be usefully exploited as a kind of ‘glue’ binding together a
sub-collection of documents that are consistent with each other. In this perspec-
tive, the obtained clusters can be interpreted as intensional representations of
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Algorithm 2. Pairwise clustering of all detected synsets

Input: S : list of all synsets detected in WSD phase applied to the keywords; C : an
empty set of clusters.
Output: set of clusters.

for all si ∈ S do
ci ← si | ci ∈ C

end for
for all pair(si, sj) | i �= j do

if completeLink(si, sj) then
clustersAgglomaration(si, sj)

end if
end for

Algorithm 3. Complete link between two clusters

Input: C1 : former cluster; C2 : latter cluster; T : the threshold for Ferilli at al.
similarity measure.
Output: check outcome.

for all ci ∈ C1 do
for all kj ∈ C2 do

if similarityScore(ci, kj) < T then
return → false

end if
end for

end for
return → true

specific domains, and thus they can be exploited to retrieve the sub-collection
they are associated to. Note that a cluster might correspond to an empty set of
documents (when it was not in the 3 most similar clusters of any document in
the collection).

The previous steps pave the way for the subsequent on-line phase, in which
information retrieval is actually carried out. This phase starts with a user’s query
in natural language. The query undergoes the same grammatical preprocessing
as in the off-line phase, yielding a set of words that are potentially useful to detect
the best subset of documents to be presented as a result. For consistency with
the off-line phase, only nouns are chosen among the words in the query. However,
since the query is usually very short, keyword extraction is not performed, and
all nouns are retained for the next operations. For each word, all corresponding
synsets are taken from WordNet. Since WSD applied to the query would not
be reliable (because it might be too short to identify a significant domain),
we decided to keep all synsets for each word, and to derive from a single lexical
query many semantic queries (one for each combination of synsets, one from each
word). Specifically, given an n-term query, where the i-th term has associated
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Algorithm 4. Association of documents to clusters

Input: D : the list of documents; W : the list of words of each document; S : the list of
synsets of each document; C : the set of clusters.
Output: set of clusters with the assigned documents.

V : vector of votes, one for cluster. Starting value: 0.
for all di ∈ D do

for all wi ∈ W do
s ← getSynset(wi)
c ← getClusterOfSynset(s)
V.getV oteOfCluster(c, s.getCluster())

end for
rankedList ← descendingOrdering(V )
for all vj ∈ V | 0 ≤ j < 3 do

associateDocumentToCluster(di, vj .getCluster)
end for

end for

ni synsets,
∏n

i=1 ni semantic queries are obtained, each of which represents a
candidate disambiguation.

For each such query, a similarity evaluation is performed against each cluster
that has at least one associated document, using the same complex similarity
function as for clustering, that takes as input two sets of synsets (those in the
query and those associated to the cluster), computes the distance between each
possible pair of synsets taken from such sets, and then returns the maximum
distance between all such pairs. This evaluation has a twofold objective: finding
the combination of synsets that represents the best word sense disambiguation,
and obtaining the cluster to which the involved words are most similar. The
main motivation for which this phase considers only clusters that have at least
one associated document is that, as already stated, clusters can be interpreted a
set of descriptors for document subsets, and hence it makes sense keeping only
those descriptors that are useful to identify the best set of documents according
to the user’s search. At this point, the best combination is used to obtain the
list of clusters ranked by descending relevance, that can be used as an answer
to the user’s search. It should be pointed out that the ranked list is exploited,
instead of taking just the best cluster, to avoid the omission of potentially useful
results contained in positions following the top, this way losing information.

4 Evaluation

To understanding the contribution of each step in the overall result, we used a
collection made up of 200 documents obtained by randomly drawing 50 docu-
ments from 4 Wikipedia top-categories (general science, music, politics, religion).
A structured version of the Wikipedia dump was obtained exploiting the Java
Wikipedia Library [19]. A selection of queries, with a corresponding performance
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Table 1. Performance evaluation

# Query Outcomes P P ′

1 creation of the mankind
[1 to 5] religion

0.5 1.0[6 to 10] science
[+3] science

2 traditions and folks
[1 to 8] music

0.8 1.0[9 to 10] religion
[+3] religion

3 ornaments and melodies
[1 to 8] music

0.8 0.9[9] science
[10] religion

4 capitalism vs communism
[1 to 2] religion

0.8 0.8[3 to 10] politics
[+4] politics

5 markets and new economy
[1 to 10] politics

1.0 1.0
[+1] politics

6 gene structure and function

[1 to 2] science

0.8 0.8
[3] religion
[4] politics

[5 to 10] science
[+2] science

evaluation, is summarized in Table 1. For each query, the ranked list of most
similar clusters was considered, and the top 10 documents were exploited for eval-
uating two performance measures: classical Precision P , expressing how many
retrieved documents belong to the intended category of the query, and a looser
version thereof P ′, considering as good outcomes also documents in categories
that are compatible with the query, even if that was not in the user intention.
A first consideration is that the decision to take several clusters (not just the
top-ranked one) improved the result for all queries as regards true positives.
In addition to the best 10 documents used for computing P and P ′, we have
also reported (preceded by a ‘+’ symbol) the number of immediately following
documents that were nevertheless relevant for the query, which shows that good
performance is not limited to top items only. Going beyond the purely numeri-
cal figures expressing the above measures, also a deeper insight into the specific
cases reveals interesting aspects. For instance all results for query # 1 can be
accepted as good, taking into account that a scientific perspective might cor-
rectly satisfy the user’s search about the creation of the mankind, as well. Also
for query # 2, it is quite agreeable that both traditions and folks are strictly
related to religion as well as popular music. This motivated further analysis of
some specific queries. In the following, for the sake of readability, when dealing
with concepts both the synset code, and the set of associated terms, along with
the corresponding gloss, will be reported. We will focus specifically on two sam-
ple queries purposely selected to help the reader understand the corresponding
behavior.
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The former is ornaments and melodies. Only 2 combinations were found,
among which the best one was:

– synset : 103169390; lemmas : decoration, ornament and ornamentation; gloss :
something used to beautify;

– synset : 107028373; lemmas : air, line, melodic line, melodic phrase, melody,
strain and tune; gloss : a succession of notes forming a distinctive sequence.

This combination was recognized by the technique to be most similar to the
following cluster:

– synset : 107044760; lemmas : symphonic music, symphony; gloss : a long and
complex sonata for symphony orchestra;

– synset : 107033753; lemmas : mass; gloss : a musical setting for a Mass;
– synset : 107026352; lemmas : opera; gloss : a drama set to music, consists

of singing with orchestral accompaniment and an orchestral overture and
interludes;

– synset : 107071942; lemmas : genre, music genre, musical genre and musical
style; gloss : an expressive style of music;

– synset : 107064715; lemmas : rock, rock ’n’ roll, rock and roll, rock music,
rock’n’roll and rock-and-roll; gloss : a genre of popular music originating
in the 1950s, a blend of black rhythm-and-blues with white country-and-
western;

– synset : 107043275; lemmas : concerto; gloss : a composition for orchestra and
a soloist.

It’s easy to note that this cluster contains elements that are consistent with each
other, a positive result that we may trace back to the decision of using a complete
link pair-wise clustering, which is more restrictive in grouping items. In partic-
ular, this cluster represents an intensional description of 8 documents returned
as first (or more relevant) outcomes, all talking about music. Furthermore, it is
noteworthy that this query result satisfies the initial aim, of retrieving query-
related documents that do not necessarily contain the terms that are present
in the query. Thus, the technique is actually able to go beyond simple lexical
interpretation of the user queries, retrieving documents in which no occurrence
of the words forming the query are present, even in cases in which those words
are not present at all in the entire collection. The latter sample is market and
new economy. It is made up of 2 nouns, yielding a total of 20 combinations to
be analyzed, of which the system recognized as the best one the following:

– synset : 108424951; lemmas : market; gloss : the customers for a particular
product or service;

– synset : 100192613; lemmas : economy, saving; gloss : an act of economizing;
reduction in cost.

The most similar cluster was:

– synset : 108166552; lemmas : country, land, nation; gloss : the people who live
in a nation or country;
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– synset : 108179689; lemmas : populace, public, world; gloss : people in general
considered as a whole;

– synset : 107965937; lemmas : domain, world; gloss : people in general, espe-
cially a distinctive group of people with some shared interest.

Here we obtained 8 main results talking about politics. As in the former case, we
can appreciate both the benefits of returning as a result the ranked list of clusters
instead just the best one, and the consistency of the cluster elements. Again, it
should be noted that, although very simple, the WSD technique based on the
one-domain-per-discourse assumption was able to select a strongly consistent
solution.

5 Conclusions

This work proposed an approach to extract information from digital libraries
trying to go beyond simple lexical matching, toward the semantic content un-
derlying the actual aims of user queries. For all the documents in the corpus,
after a keyword extraction phase, all keywords are disambiguated with a simple
domain-driven WSD approach. The synsets obtained in this way are clustered,
and each document is assigned to the cluster which contains more synsets re-
lated to its keywords. Then, given a user query, due to the typically low number
of words in a query, that would affect the reliability of the WSD technique, all
possible combinations of word meanings are considered, and the one that is most
similar to a cluster is chosen. The outcome of the query presents the set of re-
trieved documents ranked by decreasing similarity of the associated cluster with
such a combination. Preliminary experiments show that the approach can be vi-
able, although extensions and refinements are needed to improve its effectiveness.
In particular, the substitution of the ODD assumption with a more elaborated
strategy for WSD might produce better results. Another issue regards incre-
mentality: the current version of the approach requires a pre-processing, due to
the underlying techniques for keyword extraction and clustering; this might be
limiting when new documents are progressively included in the collection, a case
that is very important in some digital libraries. Moreover, it might be interesting
to evaluate the inclusion of adverbs, verbs and adjectives in order to improve the
quality of the semantic representatives of the documents, and to explore other
approaches to choose better intensional descriptions of each document.
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Abstract. Digital Libraries organized collections of multimedia objects
in a computer processable form. They also comprise services and in-
frastructures to manage, store, retrieve and share objects. Among these
services, personalization services represent an active and broad area of
digital library research. A popular way to realize personalization is by
using information filtering techniques aiming to remove redundant or
unwanted information from data. In this paper we propose to use a
probabilistic framework based on uncertain graphs in order to deal with
information filtering problems. Users, items and their relationships are
encoded in a probabilistic graph that can be used to infer the probability
of existence of a link between entities involved in the graph. The goal
of the paper is to extend uncertain graphs definition to multigraphs and
to study whether uncertain graphs could be used as a valuable tool for
information filtering problems. The performance of the proposed proba-
bilistic framework is reported when applied to a real-world domain.

1 Introduction

Over the past years the information content have undergone a profound change
in terms of information representation and services for the use of the contents.
In particular, the information content has become heterogeneous, representing
different information sources such as texts, images, audio and videos. The large
number of these multimedia objects and their inherent complexity has led to the
need of specific services for their management and interrogation. Digital Libraries
organized digital collections of multimedia objects available online in computer
processable form [4]. These libraries also comprise services and infrastructures to
manage, store, retrieve and share objects. In [12] the authors identify many core
topics focusing on Digital Libraries research area. These topics refers to the cre-
ation of digital libraries, applications (e-learning, health care, mobile learning),
preservation of data and information organization and research.

In this paper we have decided to address the problem of information organizing
and finding, focusing on the personalization services, representing an active and
broad area of Digital Library research [19,12,10,6]. Information filtering is a
popular way to realize personalization, which can be classified into content-based
filtering and collaborative filtering. The goal of this paper is to show how the use
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of uncertain graphs, an increasingly important research topic [14,22,9], is useful
to manage and solve some information filtering problems. In particular, we will
see how relationships among users and among multimedia objects with their
corresponding likelihood could be easily encoded adopting an uncertain graph.
This probabilistic knowledge can then be used to infer the probability of existence
of links between an user and an object involved in the graph. Predicting possible
relationships between an user and a multimedia object can help to find useful
information and to suggest multimedia objects that user could be interested
in. The proposed probabilistic framework will be evaluated along its ability to
represent multimedia objects, users and their relationships and to predict new
relationships among the involved entities. The basic definition of uncertain graph
will be extended to that of multigraphs in order to deal with multiple connection
types between nodes. In particular, we will study the behavior of the system by
varying the considered neighborhood of the nodes, by studying the inference
accuracy, and by considering contextual information. Experimental results on
real world data show that the proposed approach is promising.

2 Related Works

Digital Libraries organizing digital collections of multimedia objects, are one of
many examples of information overload problem. Information filtering systems,
more broadly, aim at removing redundant or unwanted information. They aim
at presenting relevant information and reducing the information overload, while
improving the signal-to-noise ratio at the semantic level. Personalization services
for Digital Library are a key component for the fruition of the contents. Their
implementation is very close to the problem of recommender systems [1] and
link prediction [7], since they share the same objective to filter relevant contents
for the user. A recommender system performs information filtering to bring
information items such as movies, music, books, news, images, web pages, tools
to a user. This information is filtered so that it is likely to interest the user. It is
possible to categorize a recommender system into five groups depending on the
required knowledge as follows.

Content-Based Systems. These systems analyse user preferences in order to
create a profile. Using the user profile and a description of the multimedia
objects, the system can identify one or more objects that are relevant to the
user profile and therefore interesting for the user. The limitation of these
systems is that they assume to have a significant number of preferences for
each user in order to create the profile, a problem known as the cold-start
problem [3].

Collaborative Filtering Systems. Collaborative filtering systems are based
on collecting and analysing a large amount of information about users be-
haviour and preferences, and predicting what users will like based on their
similarity to other users. These systems ignore the representation of multime-
dia objects. The suggestion of objects can be done in three ways: user-based
where user preferences are compared with those of other most similar users;
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item-based using objects similar to those that the user has seen, and hybrid
combination of the two approaches. These approaches are called memory-
based. Collaborative filtering methods centred on computing the relation-
ships between multimedia objects or between users. This approach may be
viewed as computing a measure of proximity or a similarity between user
and objects. A similar problem is the link prediction problem that wants
to infer missing links from an observed network: in a number of domains,
one constructs a network of interactions based on observable data and then
tries to infer additional links that, while not directly visible, are likely to
exist [8,13,17].

Demographic Systems. These systems create a user profile based on demo-
graphic information. The suggested new multimedia objects is retrieved
by considering the user demographic information and ignoring information
about the description of the objects.

Knowledge-Based Systems. These systems use a user profile that the user
has previously filled. In this profile the user explicitly indicates his prefer-
ences in order to guide the suggestions of the system.

Hybrid Systems. These hybrid recommendation systems combine the results
of multiple recommendation systems in order to obtain a more accurate
recommendation. They could be divided into homogeneous recommendation
systems which combine the output from different versions of the same recom-
mender system and heterogeneous recommendation systems which combines
the output from different recommender systems.

Over the last few years uncertain graphs have become an important research
topic [14,20,21]. In these graphs each edge is associated with an existence proba-
bility that quantifies the likelihood that the edge exists in the graphs. Using this
representation it is possible to adopt the possible world semantics to model it.
One of the main issues in uncertain graphs is how to compute the connectivity
of the network. The network reliability problem [5] is a generalization of the
pairwise reachability, in which the goal is to determine the probability that all
pairs of nodes are reachable from one another. Unlike a deterministic graph in
which the reachability function is a binary function indicating whether or not
there is a path connecting two nodes, in the case of uncertain graphs the func-
tion assumes probabilistic values. In [14], the authors provide a list of alternative
shortest path distance measures for uncertain graphs in order to discover the k
closest vertices to a given one. Another work [11] try to deal with the concept of
x− y distance constraint reachability problem. In particular, given two vertices
x and y, they try to solve the problem of computing the probability that the
distance from x to y is less than or equal to a user-defined threshold. In order
to solve this problem, they proposed an exact algorithm and two reachability
estimators based on probability sampling.

In this paper the idea is to use the expressive power of uncertain graphs for-
malism to address the information filtering problem and to allow the user to
find objects of interest. The approach proposed in this paper takes advantage of
the encouraging results obtained in [16], where the uncertain graph formalism
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has been applied to solve the problem of collaborative filtering. In this paper
we extended that framework to uncertain multigraph, allowing us to represent
many heterogeneous connections among the involved entities. In order to test the
multigraph extension we applied the system on an extension of the Movielens
dataset used in [16] and its performances have been tested adopting different
metrics. Furthermore, the behavior of the system has been studied by varying
the neighborhood of the nodes during the creation of the uncertain graph, and
by varying the inference accuracy. Finally, we will introduce contextual infor-
mation in the form of probabilistic edges to study whether it contributes to the
improvement in the inference step.

3 Uncertain Multi-graphs

Let G = (V,E), be a graph where V is a collection of nodes and E ∈ V × V is
the set of edges, or relationships, between the nodes.

Definition 1 (Uncertain multi-graph). A uncertain multi-graph is a system
G = (V,E, Σ, lV , lE , s, t, pe), where (V,E) is an directed graph, V is the set of
nodes, E is the set of ordered pairs of nodes where e=(s,t), Σ is a set of labels,
lV : V → Σ is a function assigning labels to nodes, lE : E → Σ is a function
assigning labels to the edges, s : E → V is a function indicating the source node
of an edge, t : E → V is a function indicating the target node of an edge, and
pe : E → [0, 1] is a function assigning existence probability values to the edges.

Each edge a = (u, v) ∈ E has a probability called existence probability pe(a)
which expresses the probability that the edge a, between u and v, can exist in
the graph. A particular case of uncertain graph is the discrete graph1, where
binary edges between nodes represent the presence or absence of a relationship
between them, i.e., the existence probability value on all observed edges is 1.0.
The semantic of an uncertain graph is the possible world semantics where we
can imagine an uncertain graph G as a sampler of worlds, where each world is
an instance of G. An instance of G is a discrete graph G′ obtained by sampling
from an uncertain graph G according to the probability distribution Pe, denoted
as G′ � G, when each edge a ∈ E is selected to be an edge of G′ with probability
pe(a). We can consider edges labeled with probabilities as mutually independent
random variables indicating whether or not the corresponding edge belongs to a
discrete graph.

Assuming independence among edges, the probability distribution over dis-
crete graphs G′ = (V,E′) � G = (V,E) is given by

P (G′|G) =
∏
a∈E′

pe(a)
∏

a∈E\E′
(1− pe(a)). (1)

Definition 2 (Simple path). Given an uncertain graph G, a simple path of
a length k from u to v in G is an acyclic path denoted as a sequence of edges

1 Sometimes called certain graph.
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pu,v = 〈e1, e2, . . . ek〉, such that e1 = (u, v1), ek = (vk1 , v), and ei = (vi−1, vi)
for 1 < i < k.

Given an uncertain graph G, and pu,v a path in G from node u to node v,
�(pu,v) = l(e1)l(e2) · · · l(ek) denotes the concatenation of labels of all the edges
in pu,v.

We adopt a regular expression R to denote what is the exact sequence of labels
that the path must contain. In this way we are not interested in all the paths in
the uncertain graph of length k but only in those who have exactly the labels
expressed by the regular expression. Now we can define a language-constrained
simple path.

Definition 3 (Language-constrained simple path). Given an uncertain
graph G and a regular expression R, a language constrained simple path is a
simple path p such that �(p) ∈ L(R).

3.1 Querying Uncertain Graphs

The concept of existence probability of an edge in an uncertain graph can be
extended to paths. We want to calculate the probability that there exists a simple
path between two nodes u and v, that is, querying for the probability that a
randomly sampled discrete graph contains a simple path between u and v. More
formally, the existence probability Pe(q|G) of a simple path q in a probabilistic
graph G corresponds to the marginal P ((q,G′)|G) with respect to q:

Pe(q|G) =
∑
G′�G

P (q|G′) · P (G′|G) (2)

where P (q|G′) = 1 if there exits the simple path q in G′, and P (q|G′) = 0
otherwise. Hence, the existence probability of the simple path q is the probability
that the simple path q exists in a randomly sampled discrete graph.

Definition 4 (Language-constrained simple path probability). Given an
uncertain graph G and a regular expression R, the language-constrained simple
path probability of L(R) is

Pe(q|L(R), G) =
∑
G′�G

P (q|G′, L(R)) · P (G′|G) (3)

where P (q|G′, L(R) = 1 if there exists a simple path q in G′ such that �(q) ∈ L(R),
and P (q|G′, L(R)) = 0 otherwise.

The existence probability computation adopting (2) or (3) is intensive and
intractable for large graphs since the number of discrete graphs to be checked
is exponential in the number of probabilistic edges. In order to overcome this
problem the solution is to approximate it using a Monte Carlo sampling
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approach [11] in which we do not generate all the possible certain graphs but only
a random subset providing the following basic sampling estimator for Pe(q|G):

Pe(q|G) ≈ P̂e(q|G) =

∑n
i=1 P (q|G′)

n
(4)

We proposed, as reported in [16], an iterative depth first search procedure to
check the path existence. When a node is just visited, we will sample all its
adjacent edges and pushing them into the stack used by the iterative procedure.
We will stop the procedure either when the target node is reached or when the
stack is empty which means that there isn’t a path between the two nodes. In
this way we can avoid to sample all edges to check whether the graph contains
the path.

4 Uncertain Graphs for Digital Library

The task of Information Filtering in DL aims to suggest a new item for a user.
In this way an user can find interesting content even if the size of the DL are
prohibitive or there are no effective methods to search a particular item. A
classical approach is to exploit the information deriving from the adoption of a
neighbourhood model. As we have shown in the related works section the two
widely used methods are the user-oriented and the item-based approaches. The
former estimates unknown ratings exploiting past ratings of similar users, while
the latter estimates a rating using known ratings made by the same user on
similar items. Let U be a set of n users and I a set of m items. A rating rui
indicates the preference by user u of item i, where high values mean stronger
preference. Let Su be the set of items rated from user u. A user-based approach
predicts an unobserved rating r̂ui as follows:

r̂ui = ru +

∑
v∈U|i∈Su

σu(u, v) · (rvi − rv)∑
v∈U|i∈Su

|σu(u, v)|
(5)

where ru represents the mean rating of user u, and σu(u, v) stands for the similar-
ity between users u and v, computed, for instance, using the Pearson correlation:

σu(u, v) =

∑
a∈Su∩Sv

(rua − ru) · (rva − rv)√∑
a∈Su∩Sv

(rua − ru)2
∑

a∈Su∩Sv
(rva − rv)2

. (6)

On the other side, item-based approaches predict the rating of a given item using
the following formula:

r̂ui =

∑
j∈Su|j �=i σi(i, j) · ruj∑

j∈Su|j �=i |σi(i, j)|
, (7)

where σi(i, j) is the similarity between the item i and j.
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The idea behind the neighbourhood model is to consider each object as a point
of a network structure and to adopt a similarity function in order to connect the
objects similar to each other. The limit of this approach is to consider only
the direct connections among the entities involved in the domain, and ignoring
all the information available from indirect connections and from the contextual
information [18,15]. As already presented in [16], the proposed approach is used
to represent a dataset consisting of user ratings, K = {(u, i, rui)|rui is known}
with an uncertain graph and then performing inference on this graph to solve
classical collaborative filtering tasks. In particular, in this paper we extended the
uncertain graphs definition to that of multigraphs in order to be able to manage
multiple connections among nodes.

4.1 Uncertain Graph Construction

In order to costruct an unceratin graph from raw data, we start by analyzing the
set of ratings K = {(u, i, rui)|rui is known}. For each user in K we add a node
with label user and for each item in K a node with label item. As in the approach
based on the neighbourhood model we add the connections among nodes. We
add two kind of connections: simU and simI. For the simU connections, for
each user u we added an edge between u and the k most similar users to u. The
probability of the edge simU connecting two users u and v is computed as:

P (simU(u, v)) = σu(u, v) · wu(u, v) (8)

where σu(u, v) is the Pearson correlation between the vectors of ratings corre-
sponding to the set of items rated by both user u and user v, and wu(u, v) =
|Su∩Sv|
|Su∪Sv| , where Su is the set of items rated from user u. For the simI connections,

for each item i we added an edge between i and the most k similar items to i.
The probability of the edge simI connecting the item i to the item j has been
computed as:

P (simI(i, j)) = σi(i, j) · wi(i, j), (9)

where sij is the Pearson correlation between the vectors corresponding to the
histogram of the set of ratings for the item i and the item j, and wi(i, j) =
|Si∩Sj |
|Si∪Sj | , where Si and Sj are the set of users rating the item i and j.

In this paper we adopt a multigraph, hence we can describe multiple connec-
tions between two nodes. Supposing that users and items are described using a
set of features, for each item i, we can add an edge with label simIf with re-
spect to the feature f , between i and the most k similar items to i. In particular,
the probability of the edge simf connecting the item i to the item j could be
computed as:

P (simf(i, j)) =
|if ∩ jf |

|if |+ |jf |+ 1
, (10)
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where if is the value of the feature f for the item i. For instance, if a film
is described using its genres and actors, the previous formula may be used to
compute a similarity between films based on actors and genres. With a similar
argument we can add an edge between the user u and the most k similar user
to u with respect to a given feature.

The edges labelled rk have probability equal to 1.0 denoting a specific vote
of a user relative to an object. Now that we have an uncertain graph we can
predict an unknown rating r̂ui solving the following maximization problem:

r̂ui = argmax
j

P (rj(u, i)|G), (11)

where rj(u, i) is the unknown link with label rj between the user u and the item
i. Adopting this approach we can simulate user-based collaborative filtering by
querying the probability of the paths, starting from a user node and ending to an
item node, belonging to the regular expression Li = {simU1r1i }. In particular,
predicting the probability of the rating j as P (rj(u, i) in (11) corresponds to
compute the probability P (q|G) for a query path in Li, i.e., computing P (Li|G)
as in (3):

r̂ui = argmax
j

P (rj(u, i)|G) ≈ argmax
j

P (Lj |G). (12)

We can simulate item-based collaborative filtering in the same way by computing
the probability of the paths belonging to the regular expression Li = {r1i simI1}.
Adopting a regular expression based approach we can construct any type of
query: simple, complex, hybrid (combining a user-based and an item-based ap-
proach) and exploiting contextual information.

5 Experiments

In order to validate the proposed approach the HetRec20112 dataset has been
used. This dataset is an extension of the Movielens dataset and contains user
ratings expressing preferences for different movies. The dataset contains 2113
users, 10197 films and 855598 ratings. The ratings are one of 10 distinct values
ranging from 0.5 to 5.0 with increments of 0.5. The meta-data available include
user-movie tag information, movie genres, movie directors, country assignments,
and aggregate statistics of audience and critics ratings. The dataset has been
divided in training and testing data. The testing part includes the last four
ratings for each user, while the training part includes all the previous ones. Then,
the validation procedure has been conducted following the steps: a) creating the
uncertain graph from the training data as reported in Section 4; b) defining a
regular expression corresponding to a specific information filtering task; and c)
testing the ratings reported in the testing dataset T by computing, for each
pair (u, i) ∈ T the predicted rating as in Equation (12) and comparing the
prediction with the true rating as reported in T . In this particular dataset we
have a uncertain graph with nodes labeled as user or film. There are edges

2 http://ir.ii.uam.es/hetrec2011/datasets.html
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between two film nodes labeled as simF or simFA, and edges with label simU
or simUG between two user nodes. These edges are added using the procedure
presented in the previous section. In particular, simF denotes the probability
that two films could be similar and it has been computed using (9), while simU
indicates the probability that two users are similar computed with (8). simFA
edges connecting two films whose probability has been computed using (10), in
particular simFA has been computed using the actors of the films. simUG connects
two users with a probability corresponding to the similarity computed using the
histogram of the rated films’ genres. For each rating (u, i, rui = k) belonging to
the training set there is an edge between the user u and the film i whose label
is rk. The goal is to predict the correct rating for each instance belonging to
the testing set T . The predicted rating has been computed using a Monte Carlo
approach by sampling certain graphs and adopting the function in (12).

The accuracy of the proposed framework has been evaluated according to the
mean absolute error (MAE) and to the root mean squared error (RMSE), that
are the two most commonly applied evaluation metrics for rating predictions.
Given N computed rating predictions the functions are computed as:

MAE =
1

N

N∑
i=1

|r̂ui − rui| (13)

and

RMSE =

√√√√ 1

N

N∑
i=1

(r̂ui − rui)2 (14)

In order to evaluate the framework we proposed to query the paths belonging
to the regular expressions reported in Table 1. The first language constrained
simple paths L1 corresponds to solve a user-based information filtering problem,
while the third language L3 gives us the possibility to simulate an item-based
information filtering approach. As we can see from Table 2 results improve when
we go from a user-based approach to a item-based in terms of MAE. We can
see also that adopting languages L2 and L4, that consider contextual edges
amongs users or items, we have improving results. In the second experiment,
we proposed to extend the basic languages L3 and L4 in order to consider a
neighbourhood with many nested levels. In particular, instead of considering the
direct neighbours only, we inspect the uncertain graph following a path with a
maximum length of two edges (L5,L6) and three edges (L7). As we can see in
Table 3 languages L5,L6 and L7, where we extend the neighborhood of the ex-
plored graph, when compared with languages L3 and L4 achieved better results.
Furthermore, languages L8, L9 and L10 corresponds to a hybrid system com-
bining both user-based and item-based approach, whose corresponding results
are shown in Table 4. In each table, reporting the MAE results, the first column
reports the neighbourhood of the most similar nodes introduced in the graph for
each similarity function, and the second column reports the number of sampling
adopting for each languages.
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Table 1. Language constrained simple paths used for the HetRec2011 dataset

L1 = {simU1r1k}
L2 = {simU1r1k} ∪ {simUG1r1k}
L3 = {r1ksimF1}
L4 = {r1ksimF1} ∪ {r1ksimFA1}
L5 = {r1ksimFn : 1 ≤ n ≤ 2}
L6 = {r1ksimFn : 1 ≤ n ≤ 2} ∪ {r1ksimFAn : 1 ≤ n ≤ 2}
L7 = {r1ksimFn : 1 ≤ n ≤ 3} ∪ {r1ksimFAn : 1 ≤ n ≤ 3}
L8 = {simU1r1k} ∪ {r1ksimF1}
L9 = {simUnr1k : 1 ≤ n ≤ 2} ∪ {r1ksimFn : 1 ≤ n ≤ 2}
L10 = {simUnr1k : 1 ≤ n ≤ 3} ∪ {r1ksimFn : 1 ≤ n ≤ 3}

Table 2. MAE with the languages L1, L2 and L3

Neighborhood Sampling L1 L3 L2 L4

5 100 1.0070 0.9878 0.7493 0.7316
5 500 1.0040 0.9840 0.7314 0.7300

10 100 0.9740 0.9661 0.6850 0.6788
10 500 0.9687 0.9631 0.6745 0.6720

15 100 0.9446 0.9404 0.6545 0.6521
15 500 0.9395 0.9380 0.6526 0.6488

20 100 0.9383 0.9308 0.6415 0.6409
20 500 0.9297 0.9263 0.6390 0.6339

Table 3. MAE with the languages L2,L4,L5,L6 and L7

Neighborhood Sampling L2 L4 L5 L6 L7

5 100 0.7493 0.7316 0.6940 0.6911 0.6761
5 500 0.7314 0.7300 0.6812 0.6809 0.6633

10 100 0.6850 0.6788 0.6503 0.6404 0.6311
10 500 0.6745 0.6720 0.6309 0.6282 0.6225

15 100 0.6545 0.6521 0.6305 0.6227 0.6207
15 500 0.6526 0.6488 0.6176 0.6168 0.6140

20 100 0.6415 0.6409 0.6217 0.6196 0.6173
20 500 0.6390 0.6339 0.6162 0.6150 0.6087

Table 4. MAE with the languages L8,L9 and L10

Neighborhood Sampling L8 L9 L10

5 100 0.7187 0.6781 0.6629
5 500 0.7100 0.6706 0.6564

10 100 0.6662 0.6386 0.6211
10 500 0.6609 0.6255 0.6111

15 100 0.6361 0.6201 0.6196
15 500 0.6322 0.6102 0.6072

20 100 0.6255 0.6179 0.6160
20 500 0.6237 0.6050 0.5912
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Table 5 shows the results on HetRec2011 dataset, using a 10-fold cross-
validation, comparing the proposed framework with respect to neighborhood-
based recommendation methods reported in [2]. The approach proposed in [2]
exploit also the tags assigned by the users in order to extract latent seman-
tics by using Latent Semantic Analysis. The first recommender was based on
collaborative filtering using the cosine similarity to build user neighbourhoods,
the second uses content analysis on latent topic analysis, while the third was
based on a simple average rating. As we can see in Table 5, even without using
tag information, the obtained results adopting our system are better than, or
comparable to, those obtained with the approaches exploited in [2].

Table 5. RMSE error on HetRec2011 adopting 10-fold cross-validation

Method RMSE

Average Recommender Rating [2] 1.0880
Content Analysis [2] 0.9436
Collaborative Filtering [2] 0.8876

L7 0.9071
L9 0.9005
L10 0.8891

6 Conclusions

In this paper a framework based on uncertain (multi)graphs able to deal with
information filtering problems in DL has been presented. The evaluation of the
proposed approach has been reported by applying it to a real world dataset and
proving its validity in solving simple and complex information filtering tasks
when compared with respect to other competing systems. In particular, we stud-
ied the behavior of the system by varying the neighborhood considered for each
node, by varying the inference accuracy, and by considering contextual informa-
tion. We have noticed that the contextual information provides a very strong
improvement, especially for those regular expressions that make use of short
paths and that consider the similarity of users and objects as something de-
tached from the context.
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Abstract. Archives are memory institutions whose original mission was to 
preserve and provide access to a set of carefully selected, arranged and 
described documents to a small number of scholars interested in their contents. 
For those specialists, the usual way to find information in an archive is by way 
of “finding aids”, i.e. descriptions of the arc-hive contents that reflect the 
hierarchical structure by which data are physically arranged in an archive. With 
the increased availability of archival holdings accessible on the Web, archives 
are now widening the range of users, and the use of online finding aids has 
proved to be too complicated for the non-specialists. This is mostly due to the 
hierarchical nature of the description, usually represented on line with a 
standard called EAD (Encoded Archival Description). This paper is the 
synopsis of a Master Thesis, where a methodology has been developed to 
represent the information contained in finding aids with a different standard, 
namely EDM (Europeana Data Model), which is used by the Europeana digital 
library and is becoming the de-facto standard for metadata interoperability. 
EDM allows a much more intuitive representation of the archive content and 
the possibility to access data from many different access points.  

Keywords: Archive, EAD, finding aid, EDM, Europeana Data Moodel. 

1 The Structure of Archives 

1.1 The Archival Fond 

Archives differ from other memory institutions in the nature of materials they have. 
Contrary to libraries, where usually the material collected are just “copies” of books 
and journals, the material in archives and manuscript libraries are the unique records 
of corporate bodies and the papers of individuals and families. Therefore archival 
descriptions have to reflect this peculiarities, retaining all the informative power of a 
record, and keeping trace of the provenance and original order in which resources 
have been collected and filed by archival institutions.  

This approach emphasize the central concept of archival science, which is “fond”, 
i.e. “all of the documents naturally generated and/or accumulated and/or used by a 
particular person, family or corporate body in the conduct of personal or corporate 
activity”. This definition leads to the fundamental archival principle (respect des 
fonds), which is dictating that resources of different origins are to be kept separate, in 
order to preserve the context in which they were found and the context in which they 
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were created. Furthermore, documents or records kept in archive are usually related to 
other documents, and are grouped into identifiable subgroups. This kind of record 
keeping and describing fosters the use of a hierarchical model. The hie-rarchical 
structure of the archive expresses the relationships and dependency links between the 
records of the archive. Therefore, a fond is usually organized in sub-fonds, which in 
turn can be organized in series and sub-series, formed by archival units. Following 
this structure, archival descriptions also proceed from general to specific, and for 
every unit of description they show its relationships and links with other units and 
with the general fonds. Archival descriptions can be presented as a tree, as shown in 
Figure. 1.  

 

Fig. 1.  

1.2 The Finding Aids 

The gate to the archival holdings are finding aids, based on archival description 
practice. Finding aid is a term ordinarily used only in archives, and in general it can  
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include also card indexes for manuscript collections, administrative histories, and 
inventories for archives. Finding aids are used to access archival materials, and they 
contain far more information about a collection than can be found in a summary 
catalog record. Finding aids are generally created in the course of processing a 
collection and usually reflect the hierarchical arrangement of the materials. Often, 
many finding aids start by describing a large group of materials, usually the entire 
collection or record group, and then move to the description of the series of the firs 
level components, followed by the description of smaller and smaller components, 
such as subseries, files and possibly even items. The description of lower levels 
inherits the description of the preceding levels. At the same time, finding aid acts as a 
collection management tool for archivist and access point for the researchers  

1.3 The EAD Standard 

EAD, Encoded Archival Description, a standard for representing finding aids, was 
started in the early nineties. The design of EAD was based on the following criteria: 
“1) ability to present extensive and interrelated descriptive information found in 
archival finding aids, 2) ability to preserve the hierarchical relationships existing 
between levels of description, 3) ability to represent descriptive information that is 
inherited by one hierarchical level from another, 4) ability to move within a 
hierarchical informational structure, and 5) support for element-specific indexing and 
retrieval”. Based on these requirements, XML was chosen as the formal syntax to 
represent the finding aids, so that an EAD encoded finding aid becomes an XML 
document written according to the specifications of the EAD XML Schema. Today, 
after several revisions, EAD is a really global standard being used by a wide variety 
of institutions throughout the world. 

At the same time, EAD has also become the target of several critiques from 
archival theorists, many of them addressing its usability. The main problems that have 
been reported when using online finding aids encoded in EAD can be summarized as 
follows.  

• the lack of alternative access points for users, because of the arrangement of 
materials according to provenance or original order of records;  

• the complicated terminology; archivist should map technical terminology used as 
subject access points and for labeling data elements to a less technical vocabulary 
in order to facilitate resource discovery by non-expert users;  

• finding aids consist of extensive contextual description of the circumstances 
surrounding the creation of its materials, and de-contextualized access to archival 
materials is very difficult;  

• the length of the files and navigational complexity makes the process of discovery 
very hard;  

• the administrative information that is woven throughout the finding aids is 
confusing;  
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• the collective and hierarchical description of the material and the lack of item-level 
description prevents an easy access at item level and a quick finding of a known 
item;  

• the traditional finding-aid is designed to be used in an environment where the 
archivist acts as a mediator between the user and the finding aids, which is almost 
impossible over the Internet.  

2 EDM, the Europeana Data Model 

The Europeana Data Model (EDM) is a model for structuring the data that the 
Europeana Digital Library will be ingesting, managing and publishing. Europeana is a 
major effort of the European Union to create a digital library containing the cultural 
heritage of Europe. Today it already contains about 18 millions items, provided by a 
number of memory institutions all over the world. EDM was defined not only to 
support the richness of the content providers’ metadata but also to enable data 
enrichment from a range of third party sources and to facilitate the publishing of 
(some of) Europeana content in the Linked Open Data cloud. The main requirements 
considered for the design of EDM were:  

• distinction between “provided object” (painting, book, movie, archaeology site, 
archival file, etc.) and the digital representation(s) of the object 

• distinction between the object and the metadata record describing the object 
• multiple records for the same object should be allowed, containing potentially 

contradictory statements about an object 
• support for objects that are composed of other objects 
• compatibility with different abstraction levels of description 
• provide a standard metadata format that can be specialized 
• provide a standard vocabulary format that can be specialized 
• allow data integration in an open environment, where it is impossible to anticipate 

all the data that will be contributed 
• allow for rich functionality, possibly via extensions 
• re-use existing (standard) models as much as possible 

These design criteria have been the basis for the choice of the Semantic Web 
principles for EDM, providing a model which can be seen as an anchor to which 
various finer-grained models can be attached, making them (at least partly) 
interoperable at the semantic level, while retaining original expressivity and richness 
of original data.  

The low level syntax for representing resources and their properties is RDF (Re-
source Description Framework), usually represented as graphs for “human consump-
tion” or as XML documents for “computer consumption”; the high level syntax is 
OAI-ORE (Object Re-use and Exchange), which easily supports the ideas of the  
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Linked Data approach, emphasizing the re-use and linkage of richly described re-
sources over the web. Fundamental for EDM is the OAI-ORE notion of “aggrega-
tion”, which allows to link together an object and its digital representation(s), and the 
notion of “proxy” which allows to represent different views on the same resource. In 
Figure 2 we illustrate these ideas using as an example the painting of Mona Lisa. 

 

Fig. 2.  

The top element is an OAI-ORE aggregation, identified by the URI 
ex1:aggregation000PE025604, which links together (ore:aggregates) the resource 
Monna Lisa, identified by the URI ex1:object000PE025604, provided (dc:creator) by 
the Direction des Musèes de France and and two digital representations 
(ens:WebResorce) of this resource. Additional information about the resource 
(dc:creator, dcterm:title, i.e. metadata records) are provided through the proxy 
ex1:proxy000PE025604. This allows to attach to the same resource another proxy 
(possibly coming from another provider) containing additional information for that 
same resource, and maintaining a clear distinction about the provenance of the two 
different sets of information.  

As can be seen from the example above, in addition to defining terms in its own 
name space (abbreviated in ens:), EDM (re) uses as much as possible existing name 
spaces (i.e. their semantic), such as those defined for RDF, RDFS, SKOS, OAI-ORE, 
Dublin Core.  

3 Mapping EAD to EDM 

The EAD data has a hierarchical structure with descriptions associated with the 
nodes of the hierarchy. For this reason it is convenient to divide the general 
problem of mapping EAD into EDM into two parts: the structural mapping, i.e. the  
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transformation of an EAD hierarchy into an equivalent EDM aggregation; and the 
metadata mapping, that is the transformation of the descriptions found in the EAD 
nodes into an equivalent EDM metadata record. It is important to remember that in 
EAD the description associated with a node inherits all the descriptions of its 
ancestors.  

3.1 Transforming an EAD Hierarchy into an EDM Aggregation 

The steps for the first part of the transformation are as follows: 

1. transform each EAD tree node C into an EDM Aggregation A 
2. associate an OAI-ORE Proxy P to the Aggregation A, by means of the OAI-ORE 

property ore:proxyIn; 
3. use the Proxy P as a representative of the real-world entity that node C is about, i.e. 

the content described by node C;  
4. use the Dublin Core property dc:hasPart to relate the proxy P with the proxies 

defined for the children of node C in the EAD tree. In this way, the EAD tree is 
represented by the tree induced by the dc:hasPart property; 

5. retain the order of the sibling nodes of C by means of the property 
ens:isNextInSequence. 

The first steps of the transformation is shown in Figure 3, where the proxies have 
been omitted.  

 

Fig. 3.  
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3.2 Mapping EAD Values into EDM Values 

In the second part of the mapping, EAD elements and their possible attributes are 
mapped to corresponding EDM properties. To find in EDM a property equivalent (or 
as close as possible) to a source element, the EDM element specification should be 
consulted in order to see the definitions, constraints and examples of usage for all 
EDM classes and properties. When mapping to EDM properties, one should choose 
those properties carrying as much as possible semantic similarity to the elements or 
attributes of the original EAD schema, in order to retain as much original information 
as possible. EDM offers a range of properties, which are mostly defined in Dublin 
Core and Europeana namespaces, and to which more specialized ones can be attached 
and declared as subproperties.  

The core idea behind converting EAD data into EDM is that every complex 
element, i.e. an element carrying all the information related to its ancestors (the EAD 
hierarchy) maps to a resource, i.e. a node of the EDM aggregation (more precisely, it 
maps to the proxy of the EDM node representing the corresponding node in the EAD 
hierarchy), and every atomic attribute maps to an attribute of this node. It should be 
remembered that, based on the EDM model, the metadata values are attached to the 
proxy of a resource, and not to the resource itself.  

3.3 Validation of the Process 

The process described above was validated by applying it to archival data coming 
from the Multimedia Archive of Accademia Nazionale di Santa Cecilia (ANSC). 
ANSC is a musical academy located in Rome, Italy and one of the oldest musical 
institutions in the world. The entire patrimony of this institution is about 120,000 
volumes and publications, mainly scores, monographs and periodicals about music. 
Two fonds of this archive (Ethnomusicology Fond and Audio Video Fond) were 
mapped to EDM for the purpose of validating the method and analyzing the process.  

The descriptions of the two fonds chosen was made available as two separate EAD 
XML files, and each fond was processed separately. The separation of the different 
levels found in the description of the fonds was performed by using ad hoc software 
developed at ISTI-CNR. For each extracted level a separate XML file was created, 
and each level was analyzed to make sure that the mapping of the nodes of a given 
level would cover all the possible elements at that level.  

The result of this work was summarized in two metadata mapping tables, one for 
each fond. An excerpt of one table is shown in Figure 4. In column (a) there is the 
path in which the EAD elements were encountered in the original file; in column (b) 
there is the meaning (the semantics) of these elements; in column (c) there is the 
default values of these element and in column (d) there is the most appropriate EDM 
counterpart. Finally, column (e) contains the the RDF objects created for the 
composite elements.  
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(a) (b) (c) (d) (e) 
 <c>  fond , 

highest 
node 

 create instance of 
ens:ArchivalFond, 
domain of: 
ens:IsPartOf (to 
recordgrp Proxies) 

create subclass 
of 
ens:NonInforma
tionResource 
called 
ens:ArchivalFo
nd 

#level Fond fond  dc:type  
#id Identifier  dc:identifier  
#audience internal    / 
<did>     / 
<unit-
title> 

 Archivio di 
Etnomusi-
cologia 

dc:title  dc:title 

<uitid> call num-
ber/referen
ce code, 
value not 
mapped  

 / 
ens:currentLocation  

create instance 
1 of ens:Place 

#country-
code 

IT   ens:country (to 
1:Place) 

#reposito-
rycode 

ANSC  dc:source (to 
1:Place) instance 1 
of class:Agent, sko-
saltlable:ANSC, this 
URI will hold all the 
data on ANSC, ad-
dress..+ skos altlable 
ANSC (to 1:Agent) 

 

Fig. 4.  

4 Conclusions 

The main purpose of transforming the EAD representation into EDM is an attempt to 
make online access to finding aids of archives more “user-friendly” for the casual 
user. From the insight gained through the validation of the transformation process, 
despite the limited size of the archival data used, it seems that (at least to some extent) 
the goal has been achieved. The main improvements to on-line access for the general 
public of archives can be summarized as follows: 

• The specialized archival terminology, through the mapping defined in the mapping 
tables, is translated to the more general terms used in EDM, making access more 
intuitive and easy; in addition, it eliminates the many inconsistencies of the terms 



 Improving Online Access to Archival Data 161 

used in different archives (and on their web sites), which makes archival research 
even more confusing.  

• In the hierarchical structure of finding aids discovery is usually available through a 
top-down approach, while using EDM as a query language any node can now be 
reached directly, and from there a user can go in any possible direction.  

• In EAD the information is often buried so deep in the hierarchical structure of the 
file, that the Web crawlers have problems in indexing it; in the mapping to EDM, 
the information from the inner levels is extracted and is equally accessible to 
search engines as the one from the upper ones.  

• If the mapping to EDM from different archives is done in a consistent way, it 
would allow to search for information over more than one archive, providing the 
same functionality as the union catalog for libraries.  

Along the lines of the last point, we might add that the use of existing authority files 
for person names and for geographical names would provide a great added value to 
the archival data. As a general rule, genealogists and historians account for more than 
50% of archive users, and they usually search for information starting with person or 
place name. Authority files would help overcome problems caused by different 
spelling for the name of a person or a location, or to account for the change of names 
over time.  

In a broader perspective, we should consider also that once that the archival data is 
available in EDM representation it would be possible to overcome the “principle of 
provenance”, i.e. the fundamental archival principle by which records of different 
origins (provenance) should be kept separate in order to preserve their context. The 
consequence of this principle is that archival researchers often need to access several 
fonds in order to collect material of interest that is kept (and described) in separate 
fonds, but that is logically connected in some way. By applying the ideas of Linked 
Open Data, and creating links between archival collections and other(re)sources on 
the Web it would be possible for a researcher to easily discover contextually related 
material of different provenance, possibly getting new (and may be unexpected) 
perspectives on the subject of interest.  
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Abstract. Similarity search technique has been proved to be an effec-
tive way for retrieving multimedia content. However, as the amount of
available multimedia data increases, the cost of developing from scratch
a robust and scalable system with content-based image retrieval facilities
is quite prohibitive.

In this paper, we propose to exploit an approach that allows us to
convert low level features into a textual form. In this way, we are able
to easily set up a retrieval system on top of the Lucene search engine
library that combines full-text search with approximate similarity search
capabilities.

1 Introduction

Very often multimedia content is not associated with any text or metadata, there-
fore traditional search techniques cannot be used and content-based retrieval or
similarity-based retrieval is the only way to access this information. Moreover,
even when textual information is available, the combination of similarity search
with the full-text search is very useful.

However, if the digital data we want to search for similarity are just a few
thousand, a sequential search could be enough. But when the amount of data
becomes large (hundreds of thousands), a single similarity search can last
minutes.

On the other hand, the continuous price reduction of digital production tools,
such as cameras, camcorders, and smartphones, is driving the demand for content-
based retrieval tools.

Several attempts are currently being made to provide these capabilities, for
instance Google images allows the user to upload a photo to find out similar
images in the web. However, the cost of developing and deploying from scratch
a robust and reliable system with content-based image retrieval facilities could
not be within the range of possibilities for everyone.

But how easy is it to add these features to an existing Digital Library Manage-
ment System? In this paper, we would like to approach the problem of similarity
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search by enhancing the full-text retrieval library Lucene1 with content-based
image retrieval facilities. Apache Lucene is a high-performance, full-featured text
search engine library written entirely in Java that is suitable for nearly any ap-
plication requiring full-text search abilities.

In particular, we use a technique for approximate similarity search when data
are represented in generic metric spaces. The metric space approach to similar-
ity search requires the similarity between objects of a database to be measured
by means of a distance (dissimilarity) function, which satisfies the metric postu-
lates: positivity, symmetry, identity, and triangle inequality. The advantage of the
metric space approach to the data searching is its “extensibility”, allowing us to
potentially work for a large number of existing proximitymeasures as well asmany
others to be defined in the future. In contrast, many approaches need objects to
be represented as vectors and cannot be applied to generic metric spaces.

The basic idea exploited in our approach has been independently introduced
by Amato et al [1] and Chavez et al. [4] and consists on observing that two objects
x1 and x2 are very similar (which in metric spaces means that they are close one
to each other), if their view of the surrounding world (their perspective) is similar
as well. This implies that, if we take a set of objects from the database and we
order them according to their similarity to x1 and x2, the obtained orderings
are also similar. Therefore, we can approximatively judge the similarity between
any two arbitrary objects x1 and x2, by comparing the ordering, according to
their similarity to x1 and x2, of a group of reference objects, instead of using the
actual distance function between the two objects.

Clearly, it is possible to find some special examples where very similar (or
even identical) orderings correspond to very dissimilar objects. For instance, if
reference points are all positioned on a line, two objects that are positioned on
another line orthogonal to the first one will produce the same ordering of the
reference points, independently of their actual position. However, as it has been
proved in [1], even with a random selection of the reference points, the accuracy
of this approach is very good.

Capitalizing on the work of Amato et al [1], we also use the inverted files in our
research. Another similar approach, called PP-Index [5,6], uses a compact prefix
tree for estimating the real distance order of the indexed objects with respect
to a query. All these above mentioned approaches make use of index methods
completely designed and developed from scratch. Although the results of these
systems are quite impressive2, they probably will not easily move from research
prototypes to commercial applications due to the strong effort required to main-
tain and support such information systems. Consider, for example, Lucene: at
the time of this writing, Lucene’s core team includes about half a dozen active
developers. In addition to the official project developers, Lucene has a fairly
large and active technical user community that frequently contributes patches,
bug fixes, and new features.

1 http://lucene.apache.org
2 http://mipai.esuli.it/

http://mi-file.isti.cnr.it/CophirSearch/

http://mipai.esuli.it/
http://mi-file.isti.cnr.it/CophirSearch/
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Fig. 1. Example of perspective based space transformation. a) Black points are ref-
erence objects; white points are data objects; the gray point is a query. b) Encoding
of the data objects in the transformed space. c) Distance dρ and similarity s in the
transformed space.

Moreover, only the approach in [5] provides a full-text search on descrip-
tive textual metadata, which is, however, not combined with the content-based
similarity search. Our approach instead since it is built on top of Lucene pro-
vides complex query processing by combining similarity search with the full-text
search.

The structure of the paper is as follows. Section 2 formalizes the idea of
searching by using the perspective of the objects and shows how this idea can
be efficiently supported by the use of the Lucene library. Section 3 proposes a
preliminary performance evaluation of the proposed solution.

2 Perspective Based Space Transformation

Let D be a domain of objects and d : D ×D → R be a metric distance function
between objects of D. Let R ∈ Dm, be a vector of m reference objects chosen
from D.

Given an object x ∈ D, we represent it as the ordering of the reference objects
R according to their distance d from x. More formally, an object x ∈ D is
represented with O(x), where O(x) is the vector of ranks of all objects of R,
ordered according to their distance d from x.

We denote the rank in O(x) of a reference object ri ∈ R as Oi(x). For example,
if O4(x) = 3, r4 is the 3rd nearest object to x among those in R.

Figure 1 exemplifies the transformation process. Figure 1a) sketches a num-
ber of reference objects (black points), data objects (white points), and a query
object (gray point). Figure 1b) shows the encoding of the data objects in the
transformed space. We will use this as a running example throughout the re-
mainder of the paper.
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As we anticipated before, we assume that if two objects are very close one
to each other, they have a similar view of the space. This means that also the
orderings of the reference objects according to their distance from the two ob-
jects should be similar. There are several standard methods for comparing two
ordered lists, such as as Kendall’s tau, the Spearman Footrule Distance, and the
Spearman Rho Distance [7]. In this paper, we concentrate our attention on the
latter distance, which is also used in [4]. The reason of this choice (explained
later on) is tied to the way standard search engines process the similarity be-
tween documents and query. Given two ordered lists O(x) and O(q) (x, q ∈ D),
containing the ranks of all objects of R, the Spearman Rho Distance dρ between
O(x) and O(q) is computed as in the following:

dρ(O(x), O(q)) =

√√√√ m∑
i=1

(Oi(x)−Oi(q))2 (1)

where m is the dimension of the vector R. This distance measures the degree in
which rankings correspond with each other and it can be used in place of the
metric distance d (see Figure 1c)).

In order to reduce the search cost and also, as we will see, the size of the index,
it is convenient to take just the closest reference objects to represent any object
that has to be indexed. Let kx ≤ m be the number of reference objects used for
representing the objects. Note that, in this case, different objects will be typically
represented by different reference objects, given that different objects will have
different neighbor reference objects. This idea can be extended also to the query,
for which we can exploit a number kq ≤ kx of nearest reference objects. If we

define two approximate version of the vectors Õk, such that Õk
i (x) = k + 1 for

all i such that Oi(x) > k (with either k = kx or k = kq), we can still use the
distance in Eq. (1), i.e:

dρ(Õ
kx(x), Õkq (q)) =

√√√√ m∑
i=1

(Õkx

i (x)− Õ
kq

i (q))2. (2)

In this case, we assume that x belongs to the dataset and q is the query. This
is a generalization of the Spearman Rho Distance with location parameter for
the special case l = kx = kq [7], which evaluates the distance (or dissimilarity)
of two top-k ranked lists.

Up to now, we have discussed how to compare two partial rankings of reference
objects corresponding to objects and query. However, we did not say how to
implement the proposed idea into a standard full-text search engine.

Most text search engine, including Lucene, use the Vector Space model to
represent text. In this representation, a text document is represented as a vector
of terms each associated with the number of occurrences of the term in the
document. Therefore, we have to define a textual representation each metric
object of the database so that the inverted index produced by Lucene looks like
the one presented above and that its built-in similarity function behaves like the
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Spearman Similarity rank correlation used to compare ordered lists. This can be
achieved in several ways, in the following we outline our solution.

First, we associate each element ri ∈ R with a unique alphanumeric keyword
τi. Then we use the function tk(x), defined in the following, to obtain a space-
separated concatenation of zero or more repetitions of τi words:

tk(x) =
i⋃

i=1

k+1−Õk
i (x)⋃

j=1

τj

where, by abuse of notation, we denote the space-separated concatenation of
words with the union operator

⋃
. The function tk(x) returns a text represen-

tation of x such that, if ri appears in position p in the list of the k reference
objects nearest to x, then the term τi is repeated (k + 1)− p times in the text.
The function tk(x) is used to generate the textual representation of the object x
to be used for both indexing and querying purposes. Specifically, we use k = kx
for indexing and k = kq for querying.

In our case, this means that, if for instance term τi corresponding to the
reference descriptor ri (1 ≤ i ≤ m) appears n times, the i-th element of the
vector will contain the number n, and whenever τi does not appear it will contain
0. To summarize, we finally get the vectors of size m, Õkx(x) and Õkq (q), which
correspond to tkx(x) and tkq (q), respectively. The cosine similarity is typically
adopted to determine the similarity of the query vector and a vector in the
database of the text search engine, and it is defined as:

simcos(Õ
kx(x), Q̃kq (q)) =

Õkx(x) ∗ Q̃kq (q)

‖Õkx(x)‖| Õkq (q)‖
,

where ∗ is the scalar product. simcos can be used as a function that evaluates
the similarity of the two ranked lists in the same way as dρ(x, q) defined in Eq.
(2) does (although it is defined as a distance), and it is possible to prove that the
first one is an order reversing monotonic transformation of the second one, and
then that they are equivalent for practical aspects3. This means that if we use
dρ(Õ

kx(x), Õkq (q)) and we take the first k nearest metric objects from dataset
(i.e, from the shortest distance to the highest) we obtain exactly the same de-

scriptors in the same order if we use simcos(Õ
kx (x), Q̃kq (q)) and take the first k

similar objects (i.e., the greater values to the smaller ones). This is illustrated in
Figure 1c). The proof of this proposition is omitted due to space limitations of
this paper but may be demonstrated using simple mathematical steps. To have
an idea on how these textual representations look like, consider the example
reported in Figure 1, and let us assume τ1 = RO1, τ2 = RO2, etc. The function
t will generate the following output

3 To be precise, it is possible to prove that simcos(x, q) is an order reversing monotonic
transformation of d2ρ(x, q). However, since dρ(x, q) is monotonous this does not affect
the ordering.
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t5(x1) = “RO5 RO5 RO5 RO5 RO5 RO2 RO2 RO2 RO2 RO1 RO1 RO1 RO3 RO3 RO4”
t5(x2) = “RO4 RO4 RO4 RO4 RO4 RO3 RO3 RO3 RO3 RO5 RO5 RO5 RO1 RO1 RO2”
t5(x3) = “RO5 RO5 RO5 RO5 RO5 RO2 RO2 RO2 RO2 RO3 RO3 RO3 RO1 RO1 RO4”
t5(x4) = “RO3 RO3 RO3 RO3 RO3 RO5 RO5 RO5 RO5 RO2 RO2 RO2 RO1 RO1 RO4”

and for the query q:

t5(q) = “RO5 RO5 RO5 RO5 RO5 RO1 RO1 RO1 RO1 RO2 RO2 RO2 RO3 RO3 RO4”

If we exploit the idea of taking just the closest reference objects to represent any
object that has to be indexed, and assuming, for instance, kx = 3 (the number of
reference objects used for indexing), and kq = 2 (the number of reference objects
used for generating the query), the textual representations become:

t3(x1) = “RO5 RO5 RO5 RO2 RO2 RO1”
t3(x2) = “RO4 RO4 RO4 RO3 RO3 RO5”
t3(x3) = “RO5 RO5 RO5 RO2 RO2 RO3”
t3(x4) = “RO3 RO3 RO3 RO5 RO5 RO2”

and for the query q:

t2(q) = “RO5 RO5 RO1”

This representation of an object will be clearly smaller than using all reference
objects. In addition, this has also the effect of reducing the size of the inverted
file. In fact, every object will be just inserted into kx posting lists, by reducing
their size and by also reducing the search cost.

2.1 Reordering Search Result

The algorithms described so far use an object representation in a transformed
space and an object similarity measure based on a variation of the dρ measure
to order the objects in the dataset in decreasing similarity with respect to the
query. The result is an approximation of the exact result set that would have
been obtained if the ordering of the objects was performed using the original
distance d in the original data space.

Suppose we are searching for the k most similar (nearest neighbors) objects to
the query. We can improve the quality of the approximation by re-ranking, using
the original distance function d, the first c (c ≥ k) objects from the approximate
result set at the cost of c more disk accesses and c distance computations. We
will show that this technique significantly improves the accuracy, though only
requiring a very low search cost. In fact, when c is much smaller than the size
of the dataset, this extra cost can be considered negligible with respect to the
cost of accessing the inverted file. For instance, when k is 10 and c = 1000,
with a dataset size of 1,000,000 it means that we have to reorder a number of
objects equivalent to just 0.1% of the entire dataset. Usually, as we will see in the
experiments, this is not true for other access methods, for instance tree-based
access methods, where the efficiency of the search algorithms strongly depends
on the amount of objects retrieved.
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3 A Real Application and Performance Evaluation

In this section, we report the results of an experimental evaluation of the pro-
posed method. For both testing and demonstration, we developed a web user
interface to perform image content based retrieval on the CoPhIR dataset [3],
which consists of 106 millions images, taken from Flickr (www.flickr.com), de-
scribed by MPEG-7 visual descriptors. Content based retrieval can be performed
by using similarity functions of the visual descriptors associated with the images.

We have indexed the whole CoPhIR dataset and for each image, we created
five Lucene fields which can be queried separately or in combination. The first
field contains the unique identifier of the Flickr image. The second field maintains
the textual information taken from title, and tags of the original Flickr image.
The other three fields contain the content generated by the t function explained
above for searching on three different pre-combined visual features. In particular,
in order to support content based search, the CoPhIR project extracted several
MPEG-7 visual descriptors from each image, three descriptors for describing the
colors (SCD, CSD, and CLD) and two for describing textures (EHD and HTD).
We have indexed three different aggregations of those descriptors, the first one
combining the three color descriptors, the second one combining the two texture
descriptors, and the third one combining all five descriptors. In this way we
leave the possibility to the user to search for colors and textures independently
or to search all the descriptors together. The weights used for aggregating the
descriptors are the ones suggested in [2].

At the address http://lucignolo.isti.cnr.it/ a demo web application
of the developed search engine can be found. From that page it is possible to
perform a full-text search, a similarity search starting from one of the random
selected images. Besides the three types of visual similarities, thanks to the search
functionality of Lucene, it also provides complex query processing by combining
any of the three types of similarity search with the full-text search on descriptive
metadata.

We conducted our experiments using the combination of all visual descriptors,
with 20,000 reference objects and by setting kx = 50 during the indexing. We
used the measure of the recall to assess the accuracy of the method. Specifically,

given a query object q, the recall is defined as R = #(S∩SA)
#S , where S and SA are

the ordering of the k closest objects to q found respectively by the exact similarity
and by the proposed method. In practice, we compare the efficacy of our solution
with an algorithm that exploits a sequential scan of the whole database. The
comparison was made at the same conditions, using only the similarity obtained
as combination of all five MPEG-7 descriptors, without exploiting the textual
content. For this purpose 100 queries were randomly selected from the database.
Results are shown in Figure 2. The graphs show the recall varying the number
of items retrieved k for various options of the kq ≤ k. The graph on the left
shows the recall of the basic implementation without reordering. The graph on
the right shows the performance of the recall when the reordering strategy is
used, with c = 2, 000.
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Fig. 2. Recall varying the number k for different values of kq parameter. Basic (left),
and Reorder (right).

Fig. 3. Query time for different values of kq parameter (left) and comparison between
our approach and PP-Index on the same data set (right)

Figure 3 (left graph) also shows the average query processing times as function
of kq, with and without reordering. As expected, the search cost is worse when use
the reordering strategy but still acceptable, also considering the big improvement
in terms of recall.

3.1 Comparison with PP-Index

A similar approach [6] (based on the on representing any indexed object with its
view of the surrounding world), called Permutation Prefix Index (PP-Index), uses
an index data structure that supports efficient approximate similarity search.

Figure 3 (right graph) shows the comparison of the recall between our ap-
proach and PP-Index on the CoPhIR dataset. Actually, PP-Index exhibits better
performance. However, as explained in the introduction, the aim of our approach
is to provide a tool for rapid development and integration of a multimedia ob-
ject retrieval system with other digital libraries based on text. As a result, along
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with the obvious advantage of having a system which relies upon an open source
library that is constantly expanding, our method provides content based search
combined with textual metadata.

4 Conclusions and Future Work

In this paper we presented an approach to approximate similarity search in met-
ric spaces based on a space transformation that relies on the idea of perspective
from a data point. We proved through a concrete implementation that the pro-
posed approach has clear advantages over other methods existing in literature
in terms of easiness in implementation. A major characteristic of the proposed
technique is that it can be implemented by using inverted files, thus capitalizing
on existing software investments.

This approach can take advantage of parallelism of Lucene and easily scales
up to any desired dataset size. This can be obtained by distributing the inverted
index in multiple Lucene segment, and exploding parallel search facilities of
Lucene. For instance, our index consists of ten separated Lucene indexes each
one including about 1/10 of the whole dataset. If the indexes reside on different
physical disks, we may obtain performance improvements; however, in our tests
conducted with a single physical disk, the performance with multi-thread search
was slightly better than with a single-thread search.
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Abstract. The Sapienza Digital Library (SDL) is a research project undertaken 
by Sapienza Università di Roma, the largest Europe’s campus, and the Italian 
supercomputer center Cineca. 

The SDL project aims to build an infrastructure supporting preservation, 
management and dissemination of the past, present and future digital resources, 
that contain the overall intellectual production of the Sapienza University. The 
solution adopted tries to find a tradeoff between the standardization of the digi-
tal processes and products (that allows a cost-effective centralized and shared 
management and curation), and the preservation of the peculiarities of scientific 
materials, belonging to disparate knowledge disciplines (that need to be digital-
ly available for future initiatives, more specifically tailored to the designated 
communities). 

Keywords: Digital library, Long term digital preservation, Digital curation, 
OAIS, METS, MODS, PREMIS, Controlled vocabularies. 

1 Introduction 

The Sapienza Digital Library1 (SDL) is a research project undertaken by Sapienza 
Università di Roma (Sapienza), the largest Europe’s campus, and the Italian  
supercomputer center Cineca, which is a non profit consortium made up of 47 Italian  
universities. 

The SDL project aims to build an infrastructure supporting preservation, manage-
ment and dissemination of the past, present and future digital resources, containing 
the overall intellectual production of the Sapienza University.  

Setting the future scenario of the SDL application, it has been evaluated and prefi-
gured the large amount of research and knowledge materials, coming from such large 
and ancient University, as well as the variety of interests coming from such large and 
multidisciplinary community of stakeholders, and, last but not least, the potential uses 
of that material, for general and specialized communities of users.  

                                                           
1  http://sapienzadigitallibrary.uniroma1.it (expected on January 2013). 
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The project was indeed conceived to manage the integration of a large volume of 
multiformat materials, and to enable their access through different devices, in order to 
fulfill the needs and the expectations of diverse communities, local, global, and  
future. 

The actual state of experiences in digital libraries, in digital resources management, 
in digitization and in evolution of dissemination tools have suggested to examine new 
cost-effective solutions in the weaving factory of submission, archiving, and dissemi-
nation of digital resources. The solution adopted tries to find a tradeoff between the 
standardization of the digital processes and products, that allows a cost-effective cen-
tralized management, and the preservation of the peculiarities of scientific materials 
that need to be digitally available for future and specific initiatives. 

2 Mission 

The primary objective of the project is to provide Sapienza University with a modern 
digital library, comprehensive and open, which contains all digital materials produced 
by, held by, with ownership of, or granted to Sapienza. 

The materials will be organized, catalogued, enriched and made accessible to the 
whole academic community and over. 

3 Project’s Objectives 

The initial objectives that was detected are those essentially appliable to any kind of 
university or educational institution, and extending the vision, also to any institution 
that needs to manage digital material. 

The objectives were firstly defined from the users point of view: 

• Offering to the Sapienza’s designated communities the opportunity to exploit 
digital materials owned and/or produced by Sapienza; 

• Managing a broad variety of digital materials, born-digital and digitized; 
• Archiving and preserving collections of images, audio/videos, 3D materials, 

scientific articles and datasets, special and valuable collections (private archives of 
scientists, work archives, etc.), museums/archives/libraries materials, scientific 
learning and teaching materials; 

• Organizing, grouping, and indexing materials, supporting their browsing and 
searching on different dimensional views, and their reuse in different contexts; 

• Optimizing, improving, and enhancing the value of digital materials throughout the 
web semantic technologies and social tools; 

• Building a framework in the forefront, for the submission, dissemination, and 
preservation of Sapienza’s digital assets, interconnected with the most important 
Italian, European, and International digital resources aggregators; 

• Allowing the interoperable conversation with other kinds of information management 
systems (libraries/archives/musems/universities, open access repositories…). 
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More technical objectives connected to the more stringent organizational and 
technical requirements in harmonization with the global digital libraries, and the 
digital curation scenario, were defined as the following: 

• Managing digital materials coming from former digitization projects, making 
retrospective conversions of existing materials; 

• Gathering as much as possible information, lowering the threshold of information 
lost; 

• Achieving a satisfying level of information not only for user needs, but also for 
enabling advanced services for preservation and dissemination; 

• Enriching the information making it reusable and connectable with other 
application contexts, 

• Adhering to the Open Archival Information System (OAIS)[1] functional model 
and developing compliant services supporting the Long Term Digital Preservation 
(LTDP); 

• Adopting the most spread digital libraries and digital preservation metadata 
standards, in order to mantain and to guarantee the interoperability of the SDL 
system with other systems, supporting the worldwide dissemination of digital 
resources; 

• Adopting platforms and tools based on open source solutions. 

4 Application Context 

Sapienza university was founded in 1303 by Pope Boniface VIII and nowadays has 
145,000 students, over 4,500 professors, almost 5,000 administrative and technical 
employees. The Sapienza organizational units for learning and scientific 
investigations, cover almost all disciplines of knowledge, and are divided into 11 
colleges and 68 departments. The Sapienza memory organizations are represented by 
59 libraries, 20 musems and 2 main archives, current and historical. 

Collecting and managing the intellectual materials that was, is, and will be 
produced by that large organizational scenario, needs of a common, and a cost-
effective solution, which leveraging on standardized digital resources, will allow their 
management and exploitation in the long term. 

By the digital management point of view, the application context is extremely 
fragmented, because of the multiplicity of information sources that had produced 
digital resources in a local view and with personalized methodologies. Actually, 
scientists are simply more focused on their studies, researches and interests, than on 
the digital management of their information resources. For this reason, finding a 
common way to organize, manage, and exploit the content of digital materials, is 
essential to provide useful tools that support and ease the intellectual work, and lower 
the weight of the daunting task of managing digital resources. 
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5 Digital Materials Used 

At the beginning of the project was necessary to prepare an initial census of the 
existing digital materials that were representative of specific type of objects like for 
example videos, images, digitized books, text documents, big images like historical 
maps. All the materials were gathered and stored into a dark repository of the 
Sapienza  computing center. The materials were used as samples for the workflow of 
digital resources building that has led to the creation of the Submission Information 
Package (SIP) as required by the OAIS model[1]. 

Different types of SIPs were modelled on resources’ types (i.e. image, video, map) 
and system’s services were coherently modelled for ingesting, managing, and 
accessing the content. For example, even though maps and a photographs are both 
images, the fruition service provided by the system is different in regard to the 
image’s dimension. 

In general, the materials that, the SDL will be able to manage, are: 

• Books, ancient (before 1831) and modern, prints, maps and other digitized materials; 
• Scientific digital products (Ph.D. thesis, materials with rights, datasets…); 
• Images, Audio/Video materials digitized and born-digital; 
• Learning objects 
• User Generated Contents 
• Special materials: i.e. archaeological documentations, personal archives… 
• 3D objects 

6 SDL Reference Models and the Preservation Strategy 

The reference models that lay down the digital library design and conception are the 
Open Archival Information System (OAIS)[1] and the DELOS digital library Refer-
ence Model (DELOS)[2]. 

Specifically, the DELOS Three-tier framework composed by Digital Library(DL), 
Digital Library System(DLS), and the Digital Library Management System(DLMS) 
were envisaged in the Sapienza context. 

In conformance with DELOS model, the Sapienza DL is a set of “real” persons and 
organizational units that “collects, manages and preserves for the long term rich digi-
tal content, and offers to its user communities specialised functionality on that con-
tent, of measurable quality and according to codified policies”. 

The Sapienza DLS is a distributed architecture tailored on and used by the different 
communities and provides specific software tools. 

The Sapienza DLMS is the software infrastructure which was conceived following 
the philosophy of the “extensibility”, in order to implement tailored services in har-
monization of the integration of new content types (i.e. specific visualization tool for 
big images) as well as the introduction of new requirements for the system (i.e. appli-
cation of new information classification system). 
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A supposed DLMS is usually founded on the OAIS conceptual model, and usually 
its archiving repository provides the basic functions like ingestion, archival storage, 
data management, administration, preservation planning, access. Actually, very few 
DLMS are equipped with a complete and overall preservation planning, likewise co-
herently, the relevant administration. Indeed, the LTDP needs more integration be-
tween the technological support and the digital preservation organizational need, 
which is especially expressed throughout the organizational commitment, as evidence 
of the sufficient level of awareness about the LTDP. 

7 Activities Project’s Overview 

The project has started in January 2011 and it was divided into two work phases. 
The objective of the first phase, was to release a DLMS prototype implementing all 

the macrofunctionalities defined by the OAIS: ingesting, archiving and access. To 
release the DLMS prototype, it was necessary to design the pre-ingestion activities for 
the SIP building, and contemporaneously, it was defined and progressively improved 
the metadata framework, useful to support the information management. Conse-
quently, the outcome of the first phase was prototyping, the SDL metadata framework 
(7.3), the Sapienza pre-ingestion workflow (7.4), the Sapienza SIP building (7.5), the 
SDL DLMS (7.6). 

The first phase of the project has been closed in December 2011. 
The second phase started in January 2012 and the objectives are: 1) developing 

DLSs for making communities to interoperate with SDL, 2) enriching the proto-
typed elements, released during the first phase, by adding metadata enabling the 
digital preservation strategies implementation, 3) optimizing the overall DLMS 
functionalities. 

The following describes the activities performed for the first phase of the project. 

7.1 System’s Requirements Analysis and Matching of Digital Materials 
Characteristics 

The census of available digital resources has resulted in a first categorization of mate-
rials types, and in a list of characteristics, that need to be managed by the system’s 
services in supporting the main OAIS functionalities like ingest, archiving and access. 
The characteristics of materials were modelled taking into account the user needs, and 
consequently the differentiated access types, the variety of searching/browsing, the 
preservation needs and the draft of the rights management with the corpus of permis-
sions, statements and other generic constraints. 

From that initial analysis was designed a workflow of the materials processing, in 
order to prepare them for the submission to the SDL digital repository. The process-
ing objective is the creation of a SIP, which in real implementations is a compound 
object made of content objects and metadata objects. 
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7.2 Selection of the Digital Repository Application System 

The choice of the digital repository management system is a strategic and constrain-
ing decision for the digital curation of the materials. Consequently, an initial evalua-
tion of the most spread open source software projects was done, and the Fedora 
Commons (FC)[3] has been chosen because, in spite of its complexity is more ori-
ented to the web services integration, the semantic web technologies, and the LTDP. 
Furthermore, FC gives chances to use content models, that can be customized in re-
gard to the originating models of the SDL materials. 

As usual in implementing FC, an analysis of the pros and cons about the atomistic 
and compound paradigm was done, in relation to the projects requirements. The 
choice was led on the atomistic model, mainly considering the long term perspective 
of the project, which foresees to use and reuse the digital materials in diverse con-
texts. The greater flexibility, in reusing digital objects, was considered a good reward 
respect to the major complexity in managing the atomistic model, due to the system 
maintenance of information about relationships among objects. 

7.3 Definition and Design of the SDL Metadata Framework 

The metadata framework conceived for SDL had taken into account the wide-ranging 
general requirements that set three specific characteristics: completeness (gathering as 
much as possible information), flexibility (adapting to different contexts) and extensi-
bility (integrating with new information). 

Consequently, the framework has to be able to hold any kind of resources’ descrip-
tion. The holding of information does not mean that the managing system has neces-
sarily to manage it, but holding information and maintaining it available, would allow 
its reuse in future focused projects. 

The metadata framework has to support the following requirements: 

• conformant with OAIS; 
• prearranged to hold different standard descriptions on which implementing integra-

tion services, supporting the use of wide-ranging knowledge’s materials; 
• prearranged to the exchange with other digital library systems or other information 

management systems; 
• prearranged to the LTDP and equipped with the minimal and essential metadata, 

enabling the long term management. 

The metadata is generally categorized in descriptive, administrative, structural rights 
management, preservation2, and technical and use3, even though same metadata can 

                                                           
2  Understanding Metadata, National Information Standards Organization, 2004,  
www.niso.org/standards/resources/UnderstandingMetadata.pdf 

3  Tony Gill, Anne J. Gilliland, Maureen Whalen, and Mary S. Woodley Edited by Murtha 
Baca Introduction to metadata Online Edition, Version 3.0  
http://www.getty.edu/research/conducting_research/standards/ 
intrometadata/index.html 
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be assigned to different categories, in regard to the use perspectives. The actual sce-
nario, in DL implementations, highlights the broad adoption of metadata standards, 
coming from metadata specialists international workgroups, supported by the Library 
of Congress. The most adopted combination is METS[4]/MODS[5]/PREMIS[6], 
where PREservation Metadata Implementation Strategies (PREMIS), is used for 
preservation metadata, Metadata Object Description Schema (MODS) for descriptive 
metadata and Metadata Encoding & Transmission Standard (METS) for wrapping 
metadata all together. Usually the metadata standards are available to the communi-
ties by means of XML schemas4 that enable the information systems to interchange, 
set of information encoded in XML files.  

The SDL has adopted primarily LOC standards because of the wide-adoption in 
DL projects and, the more the standards are spread and the more the adopting systems 
are interoperable. In addition, because they are open standards it follows that the lon-
gevity of their knowledge-base is likely longer. 

Descriptive Metadata Set 
The SDL metadata framework was designed to support as much as possible informa-
tion, even coming from different kinds of knowledge provider. The MODS metadata 
is the “core description” on which are configured the DLMS’s services for searching 
and browsing of the SDL collections. A stable MODS profile will be released during 
the second phase of the project, and it will be the reference descriptive framework for 
describing new digital materials. All the varied information sets, collected from the 
different Sapienza organizational units are mapped and encoded in MODS, and en-
riched by controlled values taken from the MODS controlled vocabularies as well as, 
the SDL controlled vocabularies. 

The translation of different information sources into the MODS has respected and 
followed the Digital Library Federation/Aquifer Implementation Guidelines for 
Shareable MODS records[7]. The elements required by the DLF/Aquifer requirement 
level, has been adopted as one of the SDL policies for the basic requirement level in 
resource’s description. Furthermore, for special collections it has been taking into 
account the Master Data Element List of Library of Congress Metadata for Digital 
Content[8]. 

The MODS has been used for describing materials, not only at the single item 
level, but also at the collection level. Every item or resource (here meant as a discrete 
unit, conceptually equivalent to the OAIS Information Package (IP), in this article 
specifically qualified as SIP in 7.1), existing in SDL, must belong to an identifiable 
collection, that indeed is described by MODS elements. 

The MODS was considered more suitable for the SDL metadata framework, be-
cause is richer than the easiest implementable Dublin Core, it being understood that 
the DL system can dumb down from MODS, to Dublin Core5, and similar in simplic-
ity, as well as to map toward open data standards6. 

                                                           
4  XML Schema, http://www.w3.org/XML/Schema 
5  The Dublin Core Metadata Initiative, http://dublincore.org/ 
6  Linked Data, http://linkeddata.org/ 
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Mostly, all advantages and features, listed on MODS official website, were consid-
ered important in implementing it, but one of them deserves to be cited: MODS can 
be used also for Search/Retrieval via URL(SRU)7 as specified format, enabling feder-
ated searching and similar automated queries via URL, which means to offer further 
advanced services to the users. 

Metadata Container and Structural Metadata 
For packaging all metadata together into the defined SIP, the SDL metadata frame-
work deviced, has exploited the flexibility of METS, making the system available 1) 
to collect other kinds of metadata set, over those specifically adopted, and 2) to 
dumbing down toward standards less complex like Dublin Core or European Seman-
tic Elements8. 

Whenever is necessary to collect resources’ descriptions more detailed than 
MODS, these descriptions are stored “as is” and summarized, according to the SDL 
MODS profile, into the SDL MODS core description. 

Thanks to the METS flexibility, during the development of the per-ingestion activi-
ties and the improvement of the metadata framework design, other metadata standards 
have been embedded, like for example technical standards specific for different kinds 
of materials (MIX9, VideoMD10). 

A stable METS profile will be released during the second phase of the project. 

Preservation Metadata 
The overall SDL SIP building workflow was pervaded by the LTDP philosophy, en-
suring the basic provision of the preservation metadata, considered mandatory by the 
PREMIS, that is the preservation metadata framework mapped from the conceptual 
structure of the OAIS model. The SDL metadata framework was designed to guaran-
tee the minimum conformance with the PREMIS standard both on semantic unit and 
data dictionary level, following requirements and constraints, and by collecting all the 
metadata defined as mandatory by the PREMIS Data Dictionary[9]. Although 
PREMIS is not formally and completely adopted yet, all the mandatory information 
were encapsulated into the metadata framework, and all the other useful information 
were stored by the SDL black repository system and will be encapsulated during the 
project’s second phase. 

This means that the SDL resources are already equipped for the management of the 
LTDP strategies, even though the DL prototype is not managing them yet. The pres-
ervation planning and administration will be implemented in the second phase of the 
project. 

                                                           
7  Search/Retrieval via URL, http://www.loc.gov/standards/sru/ 
8  European Semantic Elements,  
http://www.europeanalocal.eu/eng/Document-Library/Reports/ 
ESE-Semantic-Elements-ver-3.1 

9  NISO Technical Metadata for Digital Still Images Standard, 
http://www.loc.gov/standards/mix/ 

10  AudioMD and VideoMD technical metadata for Audio and Video, 
http://www.loc.gov/standards/amdvmd/index.html 
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7.4 Pre-ingestion Workflow 

Considering the extension of the University, in numerical as well as in geographical 
terms, the workflow was designed following a distributed view of the work, even 
though in order to design the workflow, at the beginning a centralized system of the 
materials’ treatment is necessary. The workflow will be applied and distributed in the 
different institutional units belonging to Sapienza at the first stable system release. 

The materials gathered into the SDL dark repository were of different varieties, in 
terms of contents and metadata structure. The first step was to maintain the prove-
nance source of materials identifying firstly the real Sapienza Organizational Unit, 
that asked to submit materials to the system, and secondly, identifying the collections 
and items contained. 

At the beginning, the workflow was designed and tested on a sample collection of 
almost 2000 images, and progressive tests of SIP building processes(7.5) had fixed 
and integrated both metadata framework(7.3), pre-ingestion workflow activities and 
the SIP building processes. 

 

Fig. 1. Pre-ingestion workflow overview, from variety to standardized collections  

The pre-ingestion workflow consists of all those activities necessary to prepare 
digital objects and metadata for the automatic building of the SIP, in conformance 
with the SDL metadata framework defined. In practice it organizes, structures and 
enriches the flow of digital materials from Sapienza organization units toward the 
Sapienza SIP building DLS. 

The design and development of the workflow has essentially consisted of the fol-
lowing activities: 

• Detection of available digital materials; 
• Analysis, normalization and enrichment of both metadata and digital objects; 
• Modelling of resources and resources’ collections information for the submission 

objective; 
• Modelling of provenance information being collecting in pre-ingestion activities; 
• Designing and development of a local database as “metadata nursery” for the pro-

duction of the final SIP’s version. 
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7.5 Selection of Representative Samples and SIP Building 

From the analysis of the existing materials were identified the representative samples 
of diverse types of materials(collections, videos, images, maps, books), to which ap-
plying specific content model. The building process of the SIP was applied to the 
samples selected and was performed throughout activities like the normalization of 
files’ naming, the organization of collections, resources and digital objects, the crea-
tion and encoding of metadata files. The building process was tested and integrated 
many times during the experiment of the ingestion, until the maturity of the metadata 
framework. 

At the conclusion of the first phase of project the SIP building was tested in 6 ret-
rospective conversions of existing collections, compounding images and video, and 
described by spreadsheets and database information. 

 

Fig. 2. SIP building development 

For each sample were defined constraints on the information structure, which char-
acterizes the originating model and  unleashes the relevant FC content model. 

The SIP building process consists of transforming the sources information (data-
bases/datasets/spreadsheets/systems folders) in metadata, enriching it with prove-
nance, context, reference, fixity (OAIS) metadata, and with basic knowledge domain 
semantics, encoding it in XML files valid for the XML schemas specifications, and 
combining them following the METS profile specification of the SDL metadata 
framework. 

The SIP built has the following characteristics: 

• based on METS as metadata container; 
• encompasses different descriptive and administrative standards; 
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• conformant to specific metadata standard guidelines (i.e. DLF aquifer); 
• conformant to Sapienza customized FC content models; 
• exists independently and redundantly apart from the DLMS; 
• open to the inclusion of other metadata standards that are more descriptive than 

MODS core description. 

7.6 SDL DLMS Prototype 

The SDL DLMS gets in ingestion the SIP built in conformance with the SDL meta-
data framework, it archives the objects and information in FC, and makes the SIP’s 
resources available to the SDL exploration’s system which allows to navigate, browse 
and search resources. 

The prototype is internally available in order to give the opportunity to the pro-
ject’s community of participating to the optimization of the UI and Users’ services, as 
well as testing functionalities, and improving the architectural information structure of 
the web interface. At this moment the prototype was peopled with 6 collections con-
taining almost 15,000 items, differentiated in four resources types, images, books, 
videos, and maps. Furthermore, was uploaded a collection created ad hoc for the pro-
totype’s homepage, that was created by reusing resources, already ingested in the 
system. This has verified that the system holds all necessary information useful to 
create new digital objects (items or collections), that are aggregations of existing  
resources. 

8 Future Developments 

The second phase of the project will provide the DL with a set of specific DLS which 
will essentially support 1) the submission of new digital items and collections, 2) the 
participation of Sapienza community for collecting new materials, 3) the optimizazion 
of dissemination tools by means of customized interfaces (web users, OAI-PMH, 
Web Services…), and the integration of services for the exhibition/export of metadata 
for third party resources aggregators: InternetCulturale11, Europeana12, World Digital 
Library13, 4) the integration of metadata supporting preservation planning and admini-
stration. 

The workflow of the overall materials submission will be ruled by SDL guidelines 
wherein will be defined the Sapienza digital policies. The guidelines will harmonize 
the way of creating, and producing digital resources for the DL: specific paths for 
different content models will be described in order to support the community in being 
aware about the digital resources’ management. 

Stable METS and MODS profiles will be released during this phase. 
At the end of 2012, the system will be released in production for the main func-

tionalities, and will be open to other partners. 

                                                           
11  http://www.internetculturale.it/opencms/opencms/it/ 
12  http://www.europeana.eu/portal/ 
13  http://www.wdl.org/en/ 
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Abstract. Digital curation education is a new subject where the convergence 
between libraries, archives, museums and computer science seems to build an 
interdisciplinary bridge, with common competences needed by present and 
future professionals. The study methodology is based on: the literature review, 
on the proceedings of the Puerto Rico Conference organised by IFLA on  
“Education for Digital Curation” and on the findings of a Delphi study which 
has been done for a Thesis of the International Master DILL. Issues and 
problematic areas for further study and discussions are evidenced. 

Keywords : preservation, digital curation, digital library education. 

1 Introduction 

The problem of digital preservation is a new area of study, in which converge the 
activities and research of different disciplinary sectors, which can be identified as 
computer science, digital archives, digital museums and libraries. The literature 
developed in various areas of research offers different definitions of the area of study, 
due to diverse interpretation and meaning given by professional communities to the 
words “preservation”, “archiving”, “information” and “data”. To overcome (to some 
extent) the communication problems between the different disciplinary and 
professional sectors, a new term “digital curation” was recently adopted, which joins 
two preexisting terms “ curation” and “digital preservation”. 

Curation is a term used both by cultural institutions, such as libraries, archives and 
above all museums as well as by scholars and creators of large databases such as Ge-
nome. It indicates those activities that add value and knowledge to the collections, and 
the added value is usually given by the curator or manager of the cultural institution. 
The curator is often a specialist in the field and through her competence she enriches 
the collection in a variety of ways. First of all the curator is an expert in the activity of 
selecting the collection items, so that the value of the whole collection is greater than 
the sum of the values of its items. The services provided (by the curator) give evi-
dence to this added value, and also, since the curator is able to interpret the signific-
ance of the collection and to communicate it to the users, the services can assume an 
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edu-cational and personalized role. The curator has also technical competences, such 
as the indexing of the collection to facilitate browsing and retrieval, and the enrich-
ment of the documentation (metadata) to provide for the single objects additional 
information about their descriptive and historical context. In smaller institutions, the 
curator offers general support to users.  

The American Association for Museums Curators describes the curator's role in 
this way: 

“Regardless of their situation, curators have distinctive responsibilities that focus 
upon: 1) the interpretation, study, care, and development of the collection, and 2) the 
materials, concepts, exhibitions, and other programs central to the identity of their 
museum. Because of their direct responsibilities for the collection and their role in the 
development of interpretive material, curators are ambassadors who represent their 
institution in the public sphere”. 

The term Digital preservation is used by the Library of Congress (http://www. 
digitalpreservation.gov) with this meaning:  

“Digital preservation is the active management of digital content over time to 
ensure ongoing access”. 

The focus of digital preservation is upon the collection, management and permanent 
access to digital resources, in particular those which are “born digital”  and therefore 
have no physical counterpart. In 2010 the Library of Congress conducted a survey of 
the educational needs for digital preservation and identified three levels of 
competences: practical, managerial, executive. The practical competences are 
essentially technical, based upon standards and the technology applications necessary 
for the management and preservation of digital objects. The management 
competences are mainly those related to the management of digitization projects, and 
the executive competences are those related to a strategic vision and the continuous 
updating of the preservation activities. For libraries, it is interesting to note in some of 
the answers received during interviews that the activity of preservation is not 
considered a competence needed by all librarians, but rather it is perceived as a 
specialized competence for a small group or even to be left in the hands of specialists 
outside the library. The term preservation, as well as the similar one “archiving”, is in 
fact traditionally perceived as an activity at the end of the workflow for the 
management of digital resources and thus considered separated or isolated from the 
vital flow of the creation, organization and circulation of the resource. 

The present paper intends to define the state of the art of the convergence for 
“digital curation” and is based upon the acts of recent IFLA Conferences in which 
sessions dedicated to Digital Curation were held, and upon the results of a Delphi 
study carried out in the research thesis of Melody Madrid, a student of the 
International Master DILL (Digital Library Learning). The paper does not attempt to 
be exhaustive, but is limited only to outlining the problems which emerge from the  
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meeting of different disciplinary communities, although in the convergence of a 
common area of interests. Surely the study of the convergence of archives, libraries, 
museums, together with other professional sectors such as computer science, must be 
elaborated on with further research. 

The convergence has a notable impact on the teaching to new professionals as well 
as on the retraining of the staff in service. For this reason, the paper concentrates on 
the problem of competences which are deemed to be necessary for digital curation in 
an interdisciplinary approach. 

2 Digital Curation: History of the Concept and Competences 

The term “digital curation” was used for the first time during the Seminar “Digital 
curation: digital archives, libraries and e-science” held in London in 2001 by the 
Digital Preservation Coalition and British National Space Center (Beagrie 2006). The 
term digital curation was later adopted by JISC (http://www.jisc.ac.uk/), which 
established the Digital Curation Centre (DCC 2004). 

The Digital Curation Centre  (2004) so defines the concept, introducing the notion 
of “adding value”:  

“Digital curation broadly interpreted is about maintaining and adding value to a 
trusted body of digital information for current and future use” 

Beagrie N. (2006)  in his paper “Digital curation for science, digital libraries and 
individuals”, widens the concept by introducing the notion of “entire life cycle”: 

“Actions needed to maintain digital research data and other digital materials over 
their entire life cycle and over time for current and future generations of users” 

The concept of digital curation was thus born with the idea of building bridges 
between different disciplinary approaches and arises from the initial knowledge of the 
scholars that a new approach is necessary for the care and preservation of digital 
assets during their life span. As Harvey (2011) has written, the new approach is 
characterized by new competences: 

“Among these are the ability to function comfortably in both digital and physical 
mediums, to move seamlessly and efficiently between both mediums, to recognize and 
respect the core differences between information disciplines as well as between the 
information content itself, and to negotiate the ways in which digital environments 
can overcome information silos to create a universe of access across institutionalized 
boundaries” 

The first concept which unifies the different disciplinary approaches is the life cycle 
of the digital resources. This common approach to the life cycle brings with it two 
aspects: 1) the first is that preservation should no longer be perceived as a final phase  
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separated from the creation and access to the digital resource; 2) the second brings 
forward the need for collaboration among all the stakeholders who participate in 
various roles and in different phases of this life cycle. 

A first curriculum for digital curation was promoted in 2008 by NARA, the  US 
National Archives and Records Administration. DIGCCURR, the project that 
followed this stimulus, has developed a matrix of knowledge and competences based 
on 23 functionalities, which are pragmatically based on the work flow (Lee, 2009) 
(http://ils.unc.edu/digccurr/digccurr-functions.html). The life cycle of digital 
resources which was taken as a model was the one defined in the OAIS model. 
Among others, one of the results of the DIGCCURR project has been to show the 
need for internships and hands-on experience for digital curators.  

2.1 Operational Competences of Digital Curator 

The operational competences of the digital curator are essentially related to the 
technical functionalities described in the OAIS model. Is the digital curator a 
computer scientist, or rather a professional who collaborates with a computer 
scientist? 

The presentations at the IFLA Conferences have proposed this problem again, 
where the discussion was opened. Casarosa (2011) has pointed out that the 
professionals must be aware of the technologies and standards necessary for digital 
preservation, together with other competences which regard trust and trustworthiness 
in the context of digital preservation, and appreciation of the roles and responsibilities 
involved in digital preservation activities.  

Repanovici (2011) has proposed a curriculum on digital curation to Engineering 
and LIS students asking them to quantify their preferences, with the following results: 

“Both ENG and LIB students are interested in the following courses: Conservation 
by digitization and Archiving web pages. The students from ENG are interested in 
Techniques of security against electronic theft, while the LIB students are interested 
in Methods of press monitoring, Legislation on culture”. 

Bahr (2011) relates the results of a survey on the educational needs of the staff 
involved in the Leibniz Project, pointing out that both librarians and information 
technicians involved in the project indicate basic educational needs: 

“Profound knowledge of content related criteria and technology related criteria 
exists. However, applying this knowledge in the context of digital preservation is not 
always integrated into digital curation practice of content experts and information 
technology experts alike” 

The technical competences described by DIGCCURR are listed in the table below: 
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Theme Outline DIGCCURR 

Document and 
artefact manage-
ment –  physical 
and virtual 

 

Focus can be at level of or-
ganization/institution, infor-
mation system (e.g. record-
keeping system), collection, 
or individual items. 

Characterization of digital 
objects within information 
package 

Characterization of infor-
mation package 

It includes assessments of 
recordkeeping systems and 
authenticity of documents 
within those systems.  

Document de-
sign on the Inter-
net 

 

Services and functions 
used for the storage and re-
trieval of Archival Informa-
tion Packages 

 

Disaster planning, prepara-
tion and response 

Ensuring sufficient redun-
dancy of copies 

Error checking 
Holdings maintenance 
Management of storage 

hierarchy 
Providing data, Receiving 

data, Replacing media 

Information 
retrieval (using 
information sys-
tems to locate 
documents and 
information) 

Making digital resources 
available to Consumers. 

 

Coordination of access ac-
tivities 

Delivery of responses; Ex-
posure 

Generation of access col-
lections; Generation of Dis-
semination Information Pack-
age (DIP) 

Information discovery; In-
formation retrieval; Legal 
discovery; Viewing  

Data Man-
agement 

Design and maintenance of 
the intermediate data struc-
tures that are used to manage 
and provide basic access to 
digital data e.g. file systems, 
Extensible Markup Language 
(XML) data elements, and 
catalog data within data grids. 

Administering database 
Generating reports 
Linking/resolution services 
Performing queries 
Receiving database updates 
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Theme Outline DIGCCURR 

Identifying, 
Locating & Har-
vesting 

 

Identification, locating and 
harvesting (i.e. "gathering 
up") aggregates of resources, 
for purposes other than direct 
and immediate use of the 
resources. 

Defining and setting para-
meters for harvests and file 
requests 

Extracting identifier infor-
mation to determine network 
locations of resources 

Harvesting metadata from 
external sources or 

repositories 
Making requests to appro-

priate locations to collect 
resources 

Synchronizing content 

2.2 Management Competences of Digital Curator 

The professional competences characterizing the different profiles are those which are 
usually considered the core of the profession. These competences in fact are 
considered to be the identity of the profession, as they are based upon the basic 
principles and the specific mission of each profession. What is the impact of the 
convergence on this professional identity? 

The different identities of the information professions are still present, but there is a 
trend towards their change and technological convergence.  In “Cyberinfrastructure, 
Data, and Libraries, Part 1 A Cyberinfrastructure Primer for Librarians” Anna Gold 
(2007) discusses the need for librarians to extend their competences to the phase 
preceding publication, while traditional background concentrates on the phase of 
dissemination and access, following publication. This knowledge is added to the needed 
technical skills, which may include data management, data archiving, digital 
preservation, the semantic web, and the linked open data. 

From the world of archives, Margareth Hedstrom in 1991 highlighted the problems 
of digital archiving, many of which are still relevant. The first problem that was 
highlighted was the lack of technological competences, of which (at that time) the 
archivists had no knowledge due to the novelty of digital resources. Other more 
conceptual problems are also described in the work, such as the necessary 
collaboration with other professions for the gathering of contextual information, up to 
the point of questioning some pillars of the traditional archival theory. In synthesis, 
digital archiving is different from record keeping and record management. 

In “The Institutional Repositories: Staff and Skills Set “, Robinson (2009) 
describes the knowledge and skills needed by repository managers and administrators 
and arranged them into nine categories: management; software; metadata; storage and 
preservation; content; advocacy, training and support; liaison (internal); and liaison 
(external); and current awareness and professional development. 
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2.3 Strategic Competences of Digital Curator 

The strategic competences of the digital curator are competences at an upper level, 
directed at describing and defining the policy of an institu-tion, and at a national level 
contributing to the strategies of information policy and administration, finalized to the 
management and the preservation of the digital collections (Harvey, 2010, 2011), 
including also high-level categories of digital curation functions (Lee, 2008). 

Pomerantz et al. (2009) have compared the competences of the digital librarian and 
of the digital curator, coming to the conclusion that there are no major differences. 
Both curricula begin with the same model of the information cycle, and analyzing 
both the impact that the context has on the actors, and the instruments and the 
functionalities that are necessary, no major difference is evidenced. What seems 
different is only a diverse focus on the preservation of the collection and the care of 
the digital objects. 

Harvey (2011) describes the necessity of beginning with the users and their access 
needs in order to obtain the balance between the different disciplinary approaches, 
since although they are different, they all focus on access: 

“Balancing these user needs with respect for the core theories that ground the 
various aspects of the heritage the materials come from requires a deep 
understanding of different disciplines as well as of the digital options for convergence 
and display of the materials of that heritage. The fundamental principles of cultural 
heritage convergence should relate to maintaining the balance, so that the very 
different, but equally relevant, missions of libraries, archives and museums are not 
lost or subsumed in the desire to bring cultural materials and other in-formation 
together” 

3 Delphi Study: Core Competences of Digital Curators 

In “A Study of Digital Curator Competences: A survey of experts”, Madrid (2011) 
defined and validated competence statements for Libraries, Archives and Museums 
(LAM) digital curators through a Delphi research technique.  The research intended 
to get an equal number of participants from the Library, Archives and Museum 
sectors, but no reply was received from expected participants in the Museum sector.  
However, the panel members who responded to this study were university professors 
or researchers concerned with digital curation and preservation in the LAM sector, 
which is now considered an interconnected profession.  

Using a modified Delphi method, three rounds of questionnaires with controlled 
feedback and space for comments and/or suggestions were sent to the panel members. 
The questionnaire was requesting to assess, on a five point Likert scale, the agreement 
with a set of statements about competences needed in Digital Curation. Consensus 
was determined when a competence statement received a rating higher than 3, an 
average value greater than 3.5, and a standard deviation smaller than 1.0. Response 
rates for rounds I, II and III were: 70% (n=16), 87.5% (n=14), and 94% (n=15) 
respectively. Of the 18 digital curator competences listed in the first round 
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questionnaire, 13 (70%) achieved consensus as being necessary competences, 
required for advanced level digital curator. Other input from respondents such as 
comments and suggestions were also analyzed. An additional 23 digital curator 
competence statements were also suggested by the panel in round I and further 
developed in subse-quent rounds. In round II, 12 (30%) competence statements 
achieved consensus. The final round and editing of competence statements led to 20 
statements that describe what a well-prepared digital curator, trained to participate in 
digital curation work, should be able to do. 

The definition of Digital Curator which has been agreed by the experts 
participating to the Delphi study  is: 

“Digital curators are individuals capable of managing digital objects and 
collections for long-term access, preservation, sharing, integrity, authenticity and 
reuse. In addition, they have a range of managerial and operating skills, including 
domain or subject expertise and good IT skills” 

The list of the 20 statements is divided in Operational and Managerial competences to 
maintain the structure of this paper, but the statements were the result of an holistic 
approach. 

3.1 Operational Competences 

The operational competences of the digital curator which were agreed by the experts 
participating in the Delphi study are as follows. 

The Digital Curator: 

1. Selects and appraises digital documents for long-term preservation. 
2. Has an expert knowledge of the purpose of each kind of digital entities used 

within the designated community and its impact on preservation. 
3. Knows the data structure of different digital objects and determines appropriate 

support needed.  
4. Understands storage and preservation policies, procedures and practices that 

ensure the continuing trustworthiness and accessibility of digital objects. 
5. Is aware of requirements for information infrastructures in order to ensure proper 

access, storage and data recovery. 
6. Diagnoses and resolves problems to ensure continuous accessibility of digital 

objects, in collaboration with IT professionals. 
7. Monitors the obsolescence of file formats, hardware and software and the 

development of new ones (e.g. using such tools as PRONOM registry) 
8. Ensures the use of methods and tools that support interoperability of different 

applications and preservation technologies among users in different locations. 
9. Verifies the provenance of the data to be preserved and ensures that it is properly 

documented. 
10. Has the knowledge to assess the digital objects’ authenticity, integrity and 

accuracy over time. 
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3.2 Managerial Competences 

What are the main management responsibilities of the digital curator? The managerial 
competences which were agreed by the experts participating in the Delphi study are as 
follows. 

The Digital Curator:  

1. Plans, implements, and monitors digital curation projects. 
2. Understands and communicates the economic value of digital curation to existing 

and potential stakeholders, including administrators, legislators, and funding 
organizations. 

3. Formulates digital curation policies, procedures, practices, and services and 
understands their impact on the creators and (re)users of digital objects. 

4. Establishes and maintains collaborative relationships with various stakeholders 
(e.g., IT specialist, information professionals inside and outside the institution, 
data creators, (re)users and other stakeholders like vendors, memory institutions 
and international partners) to facilitate the accomplishment of digital curation 
objectives. 

5. Organizes personnel education, training and other support for adoption of new 
developments in digital curation. 

6. Is aware of the need to keep current with international developments in digital 
curation and understands the professional networks that enable this. 

7. Understands and is able to communicate the risk of information loss or corruption 
of digital entities. 

8. Organizes and manages the use of metadata standards, access controls and 
authentication procedures. 

9. Is aware of relevant quality assurance standards and makes a well considered 
choice whether to employ them or not. 

10. Observes and adheres to all applicable legislation and regulations when making 
decisions about preservation, use and reuse of digital objects in collaboration with 
legal practitioners. 

Based on the suggestions and comments received, it is worth mentioning that the 
members of the panel believed that digital curation workforce has multiple levels or 
tiers, is multi-disciplinary and includes workers from different sectors. 

4 Conclusion 

Digital curation is a new area of research and education where different professional 
communities end up facing similar issues and needing similar competences. The 
digital nature of the resources to be curated and preserved blurs the boundaries 
between the three traditional professions (librarian, archivist, museum curator). Once 
that a resource has become (or was born) digital, the challenges, the technologies and 
the competences needed for its curation and preservation to a large extent do not 
depend on the nature of the resource.  
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The twenty statements that have been defined and listed in the Delphi study 
include the operational and managerial competences of the digital curator. In 
conclusion, different identities of the information professionals can be evidenced, 
corresponding to different focus and missions of the disciplinary approaches, but the 
trend of convergence of  the operational and some of the managerial competences 
can be noted.  

Since a digital curator should be involved in the entire life-cycle of a resource, 
from its creation to its preservation for “future generations”, it appears that regardless 
of the origin and the intended fruition of a resource, large segments of its life cycle 
are more or less the same in each of the three traditional disciplines. Of course, given 
the different focus and mission of the three disciplines, the value adding and the 
access portions of the life cycle will remain different. However, the authors of this 
paper believe that further collaboration for the development of a common curriculum 
in digital curation can be built upon the many similarities over the entire life cycle.  
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Abstract. Digital resources are becoming an important tool for research
in all the domains related to cultural heritage. Scholars have special re-
quirements that need to be matched when developing digital library and
digital archive systems that are to be used as tools to carry out scientific
research. After having designed and developed a digital library applica-
tion called IPSA as a system for researchers in illuminated manuscripts,
we investigated how the digital library can be evaluated by non-domain
users. Our goal was to highlight the overlaps and the differences in the
user requirements between specialists, who use the digital archive to
fulfill their research goal, and non-domain users, who interact with the
digital library system because of a general interest about its content.
The results have been used to re-engineer the digital library system and
extend the functions of the digital library application in order to open
up its use also to non specialists.

1 Motivations and Background

In past years, most systems able to manage specialised collections of cultural her-
itage documents have been envisaged and developed with one specific category of
users in mind. In fact many systems have been created for managing collections
to be used by researchers and scholars with specific requirements related to the
research work carried out on the collections. More recently, many institutions
have started to consider the possibility of opening up the use of those specialised
collections and systems to other categories of users that may be interested in
searching and navigating through cultural heritage resources. For instance, the
DEBORA [9] and MonArch [12] projects involved different categories of users,
from end-users to specialists in different domains, to develop collaborative ac-
cess to cultural heritage content – Renaissance books and archeological sites,
respectively.

The opening up of those collections and systems to new categories of users
becomes a new challenge for the information communication technology special-
ists that have to address the generalization of systems previously designed for a
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specific category of users. Cultural heritage applications can also be the starting
motivation for the development of innovative tools to access multimedia con-
tent, for instance to annotate multimedia content [8] or to develop ad-hoc image
processing techniques [11].

As an initial approach to this challenge, we considered the requirements that
we gathered from a distinct category of domain specialised users to design a
digital library application and tried to generalise them in order to re-design
the system for its use by different categories of users. In particular, we focused
on how the requirements gathered from domain specialized users (professional
researchers) and used to envisage and design a digital library system can be
considered to extend the functions of the system also to non-domain users.

A digital archive system of illuminated manuscripts was used as a case study
for this investigation. The digital archive is called IPSA, which stands for Imag-
inum Patavinae Scientiae Archivum (archive of images of the Paduan science) [5].
IPSA was developed, from 2001 to 2005, with the main objective of being a sci-
entific tool for the analysis of the role played by the Paduan school during the
Middle Ages and the Renaissance in the spread of the new scientific method in
different sciences, from medicine to astronomy and botany, through the study of
illuminated manuscripts [10]. IPSA is a digital library system able to manage the
description and the digital version of documents, dated especially from the late
Middle Ages to the fifteenth century, that are of interest of botany, medicine,
astronomy, and ancient astrology. The digital library software application [4] was
envisaged and implemented by the University of Padua to study the medieval
science and the scientific image in its tradition and evolution, in particular in
relation to the studies conducted within the University. IPSA constitutes a valu-
able aid for people interested in the genesis of modern science also through the
use of the visual transmission of knowledge.

The main goals of IPSA are: spreading the knowledge of ancient images both
for their scientific and historical importance; creating links between images to
relate them to different cultural areas of interest; and showing the importance
that the University of Padua has played since the end of the Middle Ages in the
spread and development of sciences and culture. Taking into account the main
objectives of the project, it is clear that IPSA aimed at being used by profes-
sional researchers, i.e. scholars in history of medieval art specialised in history of
illumination. It has to be noted that the text of an illuminated manuscript can
be copied verbatim from older manuscripts, because the most relevant part of
the illuminated manuscript is the iconographic part, so the text is accompanied
by illustrations that can be copied from or inspired by older manuscripts, or
taken directly from nature.

In the actual version, access to IPSA is given only to authorised users, because
the manuscripts that are represented in the digital library application through
metadata and digital version of pages are the property of different institutions
spread throughout the world. In fact the archive includes 56 manuscripts belong-
ing to some of the most important libraries in Europe and in the world. In order to
grant access to a wider public, the research group responsible of maintaining the
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Fig. 1. Examples of images from Egerton 2020, London, British Library

digital archive is in the process signing a license agreement with the institutions
that own the manuscripts. A visible watermark has been added to each image,
with a reference to the owner of the copyright.

A relevant example is the manuscript entitled Liber Agregà de Serapion, which
is now property of the British Library (London, British Library, ms. Egerton
20201) and the digital version of the pages of the manuscript is inserted and man-
aged by IPSA thanks to an agreement between those two institutions. Therefore,
an example of the iconographic content of IPSA can be found in the British
Library catalogue of illuminated manuscripts; some examples are reported in
Figure 1 which shows the digital representation of three pages of Egerton 2020.

1.1 Long-Term Objectives for a New Digital Library Application

Taking into account that IPSA is a combination of digitised images of manuscripts
and relatedmetadata information, and that its content can be of interest to amuch
larger group of users in respect with the one that was the initial target of the work,
the IPSA application was selected to contribute to the design, development and
evaluation of the innovative research environment that is under design and devel-
opment in the context of CULTURA (Cultivating Understanding and Research
through Adaptivity)2, a EU funded STREP project [7].

CULTURA aims at personalisation and community-aware adaptivity for dig-
ital humanities through the implementation of innovative adaptive services in
an interactive environment. This goal is motivated by the desire to provide a
fundamental change in the way digital cultural heritage is experienced, analysed
and contributed to by communities of interested individuals. These communities
typically comprise a diverse mixture of professional and apprentice researchers,
informed users and interested members of the general public.

1 The detailed record for Egerton 2020 is at the URL: http://www.bl.uk/catalogues/
illuminatedmanuscripts/record.asp?MSID=8320&CollID=28&NStart=2020

2 CULTURA Project Website, URL: http://www.cultura-strep.eu/

http://www.bl.uk/catalogues/illuminatedmanuscripts/record.asp?MSID=8320&CollID=28&NStart=2020
http://www.bl.uk/catalogues/illuminatedmanuscripts/record.asp?MSID=8320&CollID=28&NStart=2020
http://www.cultura-strep.eu/
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In line with the CULTURA objectives, an effort has been initiated to redesign
the IPSA application to prepare an innovative digital library application able to
face the challenge of supporting the different user groups of interest. In order
to carry out an effective recollection of user requirements for a novel adaptive
and interactive digital library system, we decided to carry out a first round of
evaluations with students at the university level. The goal was to address the
main problems that main arise while novel users were interactive with the digital
archive. The presence of macroscopic issues, that can be due to a difference in
the levels of expertise and motivation in using the system, may hide more subtle
requirements that are more related to the development adaptive systems.

This paper reports the way this redesign has been addressed together with
the initial results of user evaluation that are incorporated in the new version
of the application now available3. This version will be the starting point for a
second round of evaluation with a second cohort of students at the university
level. Having addressed the most evident issues that arose during the initial
evaluation, we are confident that a new recollection of user requirements will
provide additional insights to achieve the aims of CULTURA project.

2 Requirements of Professional Users

As mentioned in the introduction, IPSA was developed as a tool for profes-
sional users, and, instead of limiting the requirements analysis to a number of
interviews, the design approach was to create a research team where computer
scientists and professional users (i.e. researchers in history of art specialized
in history of illumination) collaborated together. Additional contributions from
scholars in related disciplines, such as history of science, botany and astronomy,
were integrated as well and formalized in a draft proposal that was presented
and discussed with professional users. A similar approach was maintained during
the development of the prototype system, because all the novel functions were
directly tested by members of the research team.

The requirements for carrying out scientific research are in general more com-
plex and articulated than the requirements of final users. Final users access an
image digital archive to acquire information in a given field, researchers access
the same archive to disclose knowledge and discover new relations between digital
objects. IPSA was designed and developed taking into account the requirements
of professional users in history of illumination. This means that IPSA is the out-
come of the effort of producing an original and innovative system for a specialised
group of professional users.

To understand the effort that has been recently started, in the context of
the CULTURA project, aimed at re-designing IPSA to add new functions to
the original ones to face the characteristics of interest of the new user groups
of interest, it is necessary to know the inspiring requirements that pervade the

3 Authorised users can use the new IPSA digital library application at the URL:
http://ipsa.ipsa-project.org/

http://ipsa.ipsa-project.org/
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original IPSA system. For this reason, those relevant characteristics are briefly
presented in the rest of this section.

2.1 Disclosure of Relations between Images

It is of primary importance for professional users in history of illumination to dis-
cover whether illustrations have been copied from images of other manuscripts,
or they have been merely inspired by previous works, or if they are directly in-
spired by nature. A major IPSA function thus regards the possibility of enriching
the digital archive by highlighting explicit relations that have been discovered
by a domain professional user. In particular, the user should be able to create
links that connect one image to another that is related to it in some way. The
analysis of user requirements on link management highlighted a number of ad-
visable features that needed to be implemented, these are link authorship, link
typology, and paths [6].

The analysis of user requirements also suggested the use of typed annotations
connecting two manuscripts, two images, or even two parts of different images.
These annotations, which have been called linking annotations, have a type that
describes the kind of relation between the two objects and provides a semantic
to the link. For this reason, we proposed a taxonomy for linking annotations [2]
which is divided in two classes, including annotations that express either hier-
archical or relatedness links. Annotations have been developed and integrated
within the digital archive according to the formal model described in [1].

Researchers did not show any interest towards content-based image retrieval
tools to ease their work. Apart from a possible lack of trust on automatic tools,
they motivated this choice considering that general visual similarity is not par-
ticularly useful for their research work, and in most cases the relation between
images is due to stylistic reasons, like the way small details are drawn. For this
reason, content-based image retrieval was not considered as a relevant feature.

2.2 Dynamic Records and Intellectual Rights

Almost every digital archive dynamically changes over the years, mainly because
of new acquisitions that increase the number of documents that are stored and
managed by the archive system. This is also true for a digital archive of illu-
minated manuscripts, but there are other reasons that produce changes on the
archive over time. These include the creation of records describing the documents
and the images of an illuminated manuscript, which is part of the scientific re-
search itself as for any collection of historical works. Some examples of changes
to records are that new relations with other works have been discovered, or that
the attribution to a given author became less certain.

Because creating a new record or modifying an existing one is part of the
scientific work of researchers, the data management has to deal with intellectual
rights. A researcher may prefer that some of the newly created records are not
accessible by other users, at least until the results of his research have been
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checked and afterwards published. This situation implies that users may decide
which information can be shared with other users and which cannot.

This novel knowledge, which is due to original results, should be stored in the
digital archive at a different level than the information that is based on a general
consensus. To this end, the use of annotations, both classical textual annotations
and linking annotations, can be a viable tool providing that a user may state
which annotations can be shared with the community or with his research group,
and which ones have to remain private. Such a mechanism allows researchers
both to use the digital archive as an advanced research tool and to protect their
intellectual rights. Moreover, linking annotations add a hypertextual structure
to the archive, which is different for each user and reflects his personal knowledge
in the field.

2.3 Presentation of Digital Images

A digital archive of illuminated manuscripts has the double role of preserving
cultural heritage and giving access to users in a networked environment. As
always happens in this situation, there is a trade-off between the high quality
required for preservation and the small size needed for transfer over the network
of the image files. Moreover, it has to be considered that research users should be
able to perform comparisons among images belonging to different manuscripts
that, in principle, may differ in their original size. According to professional users
involved in the original design of IPSA, the number of images that should be
presented on the computer screen varies from one to a maximum of six.

This last requirement implies that the image size, and hence its resolution,
can dynamically vary depending on the context, because in principle a link can
be created between any pair of images. The image files transfer load can be
reduced through the use of thumbnails, at least for the first presentation of
images. Thumbnails may also be a viable solution when the comparison between
images is not part of the scientific research but can be used for dissemination
to students or, if future releases of IPSA will be available on the Web, to casual
users without controlled access.

Image acquisition is another important issue, because researchers should be
able to analyze even small details of images. At the same time, researchers also
need to see the image of the complete page of a manuscript, because it gives the
context in which a particular object is presented. Moreover, many manuscripts
have more than a single image for each page, with images surrounding or over-
lapping with text. For these reasons, it is advisable to carry out multiple ac-
quisitions of the same page, with different resolutions depending on the level of
detail needed for the analysis by researchers.

3 IPSA Digital Library System

The IPSA prototype implementing the requirements briefly recalled in Section 2
was developed. The close collaboration within a single team of researchers and
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scholars of all the disciplines involved allowed us to create a closed loop for evalu-
ation, testing and refinement of the different functions of the evolving prototype.
Once the underlying database structure had been designed and developed, the
organization of the user interface and the development of the novel functions
highlighted by the user requirements were done incrementally, with scholars in
history of art starting to populate the archive with the initial collection of images
while the refinement of the software tools was taking place.

The IPSA digital archive system was made available on its stabilised form in
2005 and from then on it has been used for research purposes by history of art
researchers. Over the years the collection of manuscripts and images has been
incremented. Due to the launch of the CULTURA project, the IPSA digital
archive system has been reconsidered for use by different categories of users, and
a re-engineering of the system has taken place to bring the system up-to-date
with the new technologies that in the meanwhile have been made available, while
the underlying model of content management has been kept. Taking into consid-
eration that users mainly focus their attention on the graphical interface when
interacting with a digital resource, the system interface has been re-designed to
bring it more in line with recent advancements.

The new IPSA user interface aimed at simplicity and easy user accessibility.
The main layout is designed for optimal visualisation with a screen resolution
of 1024x768 pixels and up, horizontally centered and filling the vertical space.
The layout contains three zones: the top header, the main area and the bottom
footer.

The main header is as thin as possible. It contains the main starting points to
the IPSA functionalities: a small IPSA logo which links to the home page, the
login/logout button, a structured multi-level menu and a form for searching the
IPSA illustrations. When users are logged in, their name is shown in the header,
linked to their profile for editing, if necessary. Near the search form there is a
link to the advanced search function. The menu adapts itself following the user
permissions, and it guides the user in the navigation, showing the most common
functionalities in its first or at maximum its second level. The footer is designed
for containing secondary menus and non critical information for the user. At
present it contains the copyright information and the language selectors. The
IPSA user interface is fully localized in Italian and English.

Most of the screen is occupied by the main area. The layout of this zone is
strictly related to each functionality, and is designed and implemented following
the user needs of usability. It is designed for showing the main information on
the left, with a small sidebar on the right containing the links to the operations
on the currently displayed object, and the related information.

A screenshot of the present Web interface presenting an image and related
metadata of the IPSA collection is shown in Figure 2. The small image on the
left is a tool that allows user to zoom in relevant details, which are presented in
the central part of the screen. The image on the right is a link to an images that
has been considered in a relevant relation with the image under analysis by a
researcher, and it can be directly accessed for further comparison.
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Fig. 2. Screenshot of the IPSA Web application

4 Accessing IPSA by Non-domain Users

Since 2005, IPSA has been used by professional users to carry out their studies on
illuminated manuscripts. Starting from 2011, the new challenge is to investigate
whether IPSA features can be of interest to non-domain users as well. So the
goal is to use IPSA as a case study to compare the approach of different kinds of
users to the same digital content. We conducted two subsequent evaluations: the
initial one with different perspective users belonging to the class of non-domain
professional research experts and to the class of the student community (in this
case master students in archival science), the second one with the other groups
that have to be taken into account in the context of the CULTURA environment
and that were mentioned in Section 1.

The initial evaluation took place and completed with the main goal of high-
lighting possible overlaps between the requirements of domain professional users
and the two considered groups. The main results were reported in [3] and for
that are only summarised in the following. After having generalised the find-
ings, the IPSA system has been re-engineered, as reported in Section 5. The
second evaluation is still under development and possibly will give further useful
insights.
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Interaction with Digital Systems. As expected, computer skills play a central role
in the way users interact with the system. This becomes particularly relevant in
the case of specialists in other research areas who were asked to directly study
multimedia content instead of bibliographic values. In contrast, master students
had no problems interacting with multimedia content. Due to their habit of
interacting with large multimedia collections, their requirements regarded search
facilities, such as recommendations based on user-generated tags.

Hypertextual Structure. Probably because of its web interface, the archive was
perceived as a hypertext and additional links towards external resources were
considered an important improvement for IPSA. The possibility of using the
digital archive as the starting point to retrieve other digital collections was con-
sidered highly relevant, maybe because users did not have a specific research
interest towards the IPSA collection. The presence of navigation tools to browse
the archive was considered important as well, because a lack of knowledge about
archive content may prevent users from retrieving information when only direct
search is made available. The presence of links between related images induces an
hypertextual structure also to the collection of digital images and manuscripts.
The exploitation of these links to improve research has already been proposed
in [2], where an approach to mine the linking structure to discover novel relations
is described. Moreover, the current evaluation highlighted that this feature will
be useful also for non specialists as an alternative to direct search, in order to
partially overcome the drawbacks of an imprecise knowledge of the domain.

Textual Descriptors. Although considered visually appealing, the digital images
of the IPSA collections were not sufficient to raise interest when they are not
paired by accompanying textual information. Analytic descriptions were sug-
gested to improve user understanding of image characteristics, while additional
bibliographic descriptors were suggested to make users aware of the catalogu-
ing process. The approach to IPSA content depended on the particular field of
interest of non-domain users.

5 Extending the Digital Library System

Although all non-domain users showed an interest towards IPSA digital archive,
they highlighted a number of directions on how to improve interaction with the
multimedia content. Part of these suggestions have already been implemented,
in order to carry out a more effective evaluation with additional user groups. It
is likely that the final outcomes of our evaluation will require a reengineering of
the system.

First of all, a novel interface to display on screen a number of images has been
developed. The interface now presents the images as a “wall” of thumbnails of the
illustrations, with tools for incrementally loading additional slots of images at
user request. A link can be followed from each image to its detailed description,
where an image inspection tool is available to allow users to analyze its content
in detail, and to follow a link to the manuscripts where it is contained.
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Fig. 3. Results of a search using the term “viola” (violet)

This novel interface, which is shown in Figure 3 for the results of an image
search using the term “viola” (violet), is used consistently each time a number of
images has to be presented on screen at the same time. In the particular case of
images belonging to a given work, images are shown in the order as they appear
in the manuscripts (given the focus on digital images, most of the pages that
contain only text are not part of the IPSA collection) and the interface allows
the user to select the central image of the wall of images.

Another improvement regarded the rendering of individual images, which was
designed for expert users that might be interested in very small details. The
initial version of the interface allowed a personalized rendering, because the
full version of the image was processed at server-side each time a request was
made by a user. The actual version is based on a pre-rendering of the magnified
image, using a predetermined fixed-screen maximum resolution. The user can
still interact with the image by dragging the mouse over its thumbnail, but the
image is rescaled at client-side, obtaining a more fluid navigation and improving
user experience.

The interface to create links between images has been re-designed as well.
Now it is possible to always have available the thumbnail of the image that is
used to start a link, and to select the second image from a wall of thumbnails,
which is the results of an image search. The starting page of a link creation is
shown in Figure 4.
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Fig. 4. Screenshot of the IPSA interface to create a link between two images

6 Conclusions and Future Developments

The IPSA digital library system was developed to help scholars carrying out
their scientific research and is in the process of being extended to contribute to
the dissemination of cultural heritage to a wider public. To this end, we carried
out a first round of evaluation with non-domain users, in order to highlight a
number of directions for improving the interaction with the digital collection of
manuscripts. In this paper we describe how these requirements were translated
in additional features of the IPSA digital archive.

We are organizing a second round of evaluation with other user groups, among
the ones taken into account by the CULTURA project. It is likely that additional
insights will be produced by the comments of new users, indicating that a digital
library for cultural heritage should be a continuously growing system that has to
evolve to adapt to new requirements in order to maintain its role of disseminating
cultural heritage.
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Abstract. Currently one of the most important challenges for curators
and providers of digital cultural heritage is to increase and enhance the
engagement of users and communities with digital humanities collections.
The reflections and efforts made to open up the IPSA database to new
user categories is an ongoing process able to offer useful suggestions and
contributions to this field of investigation. The considerations taken into
account to elaborate the IPSA database trials engaging non-domain users
are presented and the design of the trials is described.

1 Introduction

IPSA (Imaginum Patavinae Scientiae Archivum) is a digital archive of illumi-
nated manuscripts which includes both astrological and botanical codices pro-
duced mainly in the Veneto region during the 14th and 15th centuries1. The
database was created specifically for professional researchers of History of Art
and History of Illumination to allow them to compare the illuminated images
held in the database and verify the development of a new scientific mentality in
the 14th century at the University of Padua and a new realistic way of painting
closely associated with the new scientific studies [1]. Disclosing new relationships
between images is one of the main purposes of art historical research, because it
brings further knowledge on a specific artistic period, on a painter or an illumi-
nator, on a work of art, and so on. According to this specific user requirement,
in IPSA professional researchers are provided with tools that allow images to be
linked and annotated, thus sharing knowledge in a collaborative environment [2].

Due to involvement in the CULTURA project2, it was decided to open the
database to other categories of users, such as non-domain professional researchers,
the student community and the general public. This new task required the iden-
tification of the needs, wishes and preferences of these categories in order to
define the required changes and improvements to IPSA [3]. User requirements
were elicited in different ways. Firstly, thorough interviews with professional re-
searchers were held, both with the domain professional researchers involved in
the creation of IPSA from the very beginning, and with non-domain researchers

1 http://www.ipsa-project.org/
2 http://www.cultura-strep.eu/
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expert in the field of History of Medieval Art but not acquainted with the IPSA
collection and the History of Illumination in general. All the interviews were
held on an individual basis.

The difficulty founded in eliciting professional researchers requirements high-
lighted the need to elaborate new ways to carry out user requirements elicitation,
also for other user categories. For that reason, when it was decided to involve the
student community, the elaboration of task-oriented trials was thought to be the
best solution, as explained in Section 2. In Section 3 a description of the trials
is presented, while in Section 4 can be found an overview of the first outcomes
obtained.

This paper focusses on the elaboration and the description of the trials; in-
formation on the design and implementation of the computer system for user
access can be found in [4].

2 The Design of the Trials: Preliminary Considerations

The IPSA database trials were developed specifically for two groups of students
of the Faculty of Humanities of the University of Padua, Italy:

– Group 1 was formed by 24 first year Bachelor students in History of Artistic
and Musical Heritage attending the first semester course on Foundations of
Computer Science (Oct-Dec 2011);

– Group 2 was formed by 51 Master degree students in Communication Strate-
gies, attending the first semester course on Design of Websites (Oct-Dec
2011).

The starting point for developing the trials were the outcomes reached in the
first eight months of work of the CULTURA project. Most of this period was
dedicated to drawing a profile and to identifying needs and wishes of the new
categories of IPSA users. In this period we focussed on two user categories:
professional researchers, namely established academics experienced in the general
area covered by the resource, but not necessarily with the specific content of the
resource, and the student community, particularly the university students. From
these evaluation experiences, especially from the interviews with the professional
researchers and the non-domain professional researchers, it was noted that the
user should not only be presented the system and its functionalities, but also
be provided with a task-oriented hands-on experience. Actually, interactions
with professional researchers and non-domain professional researchers were two-
fold: firstly, the interviewees were shown IPSA and its functionalities, and then
they were asked about their impressions and their suggestions for improvement.
When it came to this point, generally the interviewees showed a certain lack of
imagination, concentrating on poorly relevant details, like the font or the colour
of the text. We noticed that this happened because lack of motivation in using
the system may reduce the effort put into learning how to interact with it, and
this inevitably affects the quality of the interaction and of the reflection on the
experience. When we decided to involve the student community, we hence knew
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it was necessary to work out at least two tasks that would require the students to
interact with the system in different ways. Actually, task-oriented experience is
generally acknowledged as the best way to carry out systems evaluation because
of several reasons. For instance, it allows for measuring effectiveness of systems
such as how well the system enables a user to find an information needed or to
answer a question, as can be seen in [5].

In line with these considerations, two tasks were developed to be carried out
by students in two different trials. After in-depth discussions on the issue, it was
decided that the tasks needed to be:

– The same for all the students involved in the trials, in order to obtain easily
comparable data;

– Specifically tailored to the groups of students chosen for the exercises : consid-
ering that the first group of students had just begun their University career
and that the second group of students is not attending a degree in History of
Art, the development of some simple tasks that would not require a thorough
knowledge of History of Art and History of Illumination was preferred;

– One task related to the botanical codices collection, and the other related to
the astrological codices collection, in order to allow students to work with
both the collections of the IPSA database.

In order to obtain further feedback, after each trial the students had to answer an
evaluation questionnaire developed specifically by a team of psychologists from
the University of Graz. The questionnaire aimed mainly at evaluating interaction
with the system and user acceptance.

3 The Trials

For both trials, students were given a researcher account so they could enter the
digital archive using the same tools as professional researchers. Hence they were
able to set links between images and annotate them.

3.1 First Trial

Task 1. This task is related to the botanical codices and proposes a guided
comparison between the Liber Agregà de Serapion (London, British Library, ms.
Egerton 2020) and the Erbario Roccabonella (Venice, Biblioteca Marciana, ms.
Lat.VI.59). Liber Agregà is a remarkably important manuscript made in Padua at
the end of the 14th century and commissioned by the prince of Padua, Francesco
II da Carrara [6]. It shows the realistic representations of many different plants,
with a short text explaining their therapeutic virtues [7]. Erbario Roccabonella
is a Renaissance illuminated botanical codex written by the Medician Nicol
Roccabonella in the 15th century [8]. It includes representations of hundreds
of plants, some of which are also described in the Liber Agregà. Art historians
understood that Roccabonella must have studied and partially copied images
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from the Liber Agregà because of the similarities of many images in his book
with those in the Paduan manuscript [9].

The students were required to verify this relation as well as find out which
plants in the Erbario Roccabonella manuscript are copied from the Liber Agregà
and which are not copied from this model but from other sources. So every
student was assigned a page number belonging to the Liber Agregà. They had
to check which plant was painted in the assigned page, and search whether the
Erbario Roccabonella had an image of the same plant. Once they had found a
second image, they had to analyse the two illuminations and decide whether
the plant looked the same in both images, and if this was the case, set a link
between the two illuminations, specifying the kind of link between them. They
could choose between the following options:

– Copied in: the subject of the older image is quite faithfully re-proposed in
the newer image;

– Not related to: the two illuminations show subjects belonging to different
iconographic traditions;

– Same tradition of: the two illuminations show subjects belonging to the
same iconographic tradition; this kind of relation is valid both for images
markedly distant in time and for images closer in time;

– Siblings: the two illuminations were copied from the same model;

– Similar to: the two illuminations show some analogies, but it is not possible
to further specify the kind of relation existing between them.

Afterwards, students could annotate the link, specifying the reason why they
had chosen that link.

Clearly this is an “art historian task”, since it requires the comparison and
analysis of two different images to discover the kind of link existing between
them, so it was a good exercise for the Bachelor students in History of Artistic
andMusical Heritage to become acquainted with the History of Art methodology.

Furthermore, this task points out one of the most valuable aspects of IPSA:
the art historian is given the possibility to compare two different images and
understand the relation between them simply by sitting at a computer. In the
specific case of the Liber Agregà and the Erbario Roccabonella, the art historian
need not travel to Venice and London to study these manuscripts. This is a great
help for scholars, and perhaps not so immediately evident for young students who
have no research experience: the task aims to show them the enormous potential
of IPSA.

Task 2. This task is related to astrological manuscripts. The objective of this
task was to have the students read the catalogue files and mine information from
the database. Each student was given an astrological subject, namely:

– representations of constellations, i.e. Ursa major (Great bear);

– astrological signs, i.e. Sagittarius.
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They were required to do a search by the subject assigned and analyse the first
or the last five images in the results list. Then they were required to put them in
chronological order. In this way, not only did they have to compare images, but
they also had to read the catalogue files of five different manuscripts. Once the
chronological order was set, they had the possibility of following the iconographic
development of the subject.

3.2 Second Trial

Both tasks were planned to have a further development in the second trial (30
November for Group 1; 21 December for Group 2). On this occasion a short
explanation of the IPSA functionalities was given before the trial in order to
check whether the results changed and to what degree.

Task 1. Each student was re-assigned the same illuminated page from the first
trial. This was the starting point for another kind of search: students were re-
quired to find out whether there were other images of the same plant in other
botanical codices of the collection. Since plant names were not precisely codified
in the Middle Ages, the students had to pay attention not only to the images,
but also to the name variables. For example, the plant represented in f. 14v of
the Liber Agregà is called Stichados, but in other botanical manuscripts held in
the IPSA database the same plant is spelled Sticados, so the student working
on this subject needed to search by every name variable, and to verify whether
the plant was the same by carefully analysing the illuminations found. Once the
student had verified that the represented plant was the same, he had to create
a link between the two illuminations as in the previous trial.

Task 2. Each student was re-assigned the astrological subject of the previous
trial. They had to make a search by this subject, and create links between the
illuminations they found. So this time not only did they have to establish a
chronological order, but they also had to analyse the kind of relation existing
between all the images.

In the second trial the tasks were quite similar, but they presented different
kinds of difficulty:

– In Task 1 the students had few manuscripts, a limited number of images,
but a large number of etymological variables;

– In Task 2 the students had a larger number of manuscripts and images, but
the illuminations were easier to find, since they only had two name variations
or none at all.

4 First Outcomes

Since the analysis of the outputs of the trials is still an ongoing study, it is too
early to have a comprehensive overview of the results obtained. Nonetheless, the
trials seem to be a successful way of creating an useful and dynamic relation
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Fig. 1. London, British Library. ms. Egerton 2020, f. 4r, Citron.

with users. In fact, in the first trial it was already possible to identify some
necessary improvements that were immediately made to the database, in order
to test them in the second trial. The most important improvement needed was
to work out a more practical and faster way to present the illuminations to the
users. For example, the Erbario Roccabonella holds hundreds of illuminations
that required some minutes to be loaded. In the second trials the images were
shown divided into smaller groups, and the loading was faster. This example
clearly shows how the trials are bringing about a useful process of eliciting user
requirements, immediately inserting changes into the database and subsequently
evaluating the modifications made. The trials also prompted some preliminary
considerations on how such a specialist collection is perceived by a non-specialist
user. First of all, it was noted that people not used to working with images
as historical documents focus their attention mainly on the text. When asked
to find the images of the same plant in the Liber Agregà and in the Erbario
Roccabonella, most of the students preferred to look for the images by searching
with their names, rather than comparing the illuminations. This is not the best
way to proceed, since in the Middle Ages names had a lot of variations, and
a painted representation is normally more trustworthy. For example, the word
citron means both lemon and cucumber, and some students set a link between
the images of these two plants without noticing that they are far different, as
can be seen comparing Figure 1 with Figure 2.
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Fig. 2. London, British Library, ms. Egerton 2020, f. 162v, Citron piolo

This is a very important consideration, since it points out the need to develop
a way to draw user attention to the illuminations, to make the user understand
the real meaning and value of the IPSA collection and the way art historians
work. Lastly, the trials brought about a reflection on what can be interesting for
the student community. The students involved in the trials showed a particular
attention to the Renaissance illuminations, probably because this is the best-
known artistic period in Italy and the most studied in high school. This points
out that users are mainly interested in something they can recognize or they
mainly refer to something already known. So underlining the links between the
IPSA collection and the history of Padua, of the Veneto region and of the Italian
History of Art could be a good way to make the database more involving for non-
specialist users. For example, underlining the connection between the botanic
illuminations and the development of the scientific mentality in the University
of Padua can make the database more interesting for students belonging to the
same University.

5 Conclusions

This is a very important consideration, since it points out the need to develop
a way to draw user attention to the illuminations, to make the user understand
the real meaning and value of the IPSA collection and the way art historians
work. Lastly, the trials brought about a reflection on what can be interesting for
the student community. The students involved in the trials showed a particular
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attention to the Renaissance illuminations, probably because this is the best-
known artistic period in Italy and the most studied in high school. This points
out that users are mainly interested in something they can recognize or they
mainly refer to something already known. So underlining the links between the
IPSA collection and the history of Padua, of the Veneto region and of the Italian
History of Art could be a good way to make the database more involving for non-
specialist users. For example, underlining the connection between the botanic
illuminations and the development of the scientific mentality in the University
of Padua can make the database more interesting for students belonging to the
same University.
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Panini, Modena, 21-28, pp. 25–26 (1988)



Modeling Archives by Means of OAI-ORE

Nicola Ferro and Gianmaria Silvello

Department of Information Engineering, University of Padua, Italy
{ferro,silvello}@dei.unipd.it

Abstract. Currently, archival practice is moving towards the definition
of complex relationships between the resources of interest as well as the
constitution of compound digital objects. To this end archives can take
advantage of using the Open Archives Initiative - Object Reuse and
Exchange (OAI-ORE) providing additional and flexible visualizations of
archival resources.

In this paper we define a formal basis that provides a means for
defining OAI-ORE instances which are consistent with the fundamen-
tal archival principles.

1 Motivation

Archives are composed of aggregations of interrelated material and their signifi-
cance lies in their aggregate, or collective nature. Archivists work to preserve the
original order of the documents within an archive – i.e. principle of provenance
– because the context and the physical order in which the documents are held
are as valuable as their content [3]. The principle of provenance leads archivists
to evaluate records on the basis of the importance of the creator’s mandate and
functions, and fosters the use of a hierarchical method for describing the archives.
Although this practice is still vitally important for the archives, the archivists
also need more powerful tools to capture the complexity of the reality of interest.
Indeed, the reality of modern records creation is that documents may exist in
“multiple contexts and have multiple and complex relationships that describe
their significance and value” [9]. Furthermore, new archival trends encourage
the adoption of “plural, provisional and interpretative perspective” [12] in the
description of the archives.

The archival practice is thus experiencing a transformation process which
promotes the definition of complex relationships between the resources of interest
and the constitution of compound digital objects [9]. For similar reasons in the
wider context of digital libraries we are experiencing a wide-ranging diffusion of
the Open Archives Initiative - Object Reuse and Exchange (OAI-ORE)1.

Archives as a meaningful part of the DL can take advantage of using the OAI-
ORE [9]; indeed, a methodology for representing the archives in OAI-ORE would
allow richer methods for modeling archival descriptions and can also provide ad-
ditional and flexible visualizations of the documents that would not be restricted

1 http://www.openarchives.org/ore/

M. Agosti et al. (Eds.): IRCDL 2012, CCIS 354, pp. 216–227, 2013.
c© Springer-Verlag Berlin Heidelberg 2013

http://www.openarchives.org/ore/


Modeling Archives by Means of OAI-ORE 217

to the “old linear view inspired by the paper tradition” [9]. At the same time,
it is commonly agreed [12,18,9] that new approaches, such as the adoption of
OAI-ORE model, should add to, but not undermine, the fundamental archival
theory.

We can see an archive as a compound object composed by atoms of informa-
tion which have to be identifiable and we need to define the granularity of this
atoms. In this paper we adopt the NESTOR Model [1] to provide an alternative
way to model archives allowing us to manipulate archival resources as atoms of
information without loosing their multileveled relationships. Therefore, in this
work we lever on the NEsted SeTs for Object hieRarchies (NESTOR) Model [5]
to:

– define a formal basis that allows us to model an archive as an OAI-ORE
instance while retaining its hierarchical structure;

– propose a methodology to map archival descriptions into OAI-ORE showing
how it enables both the preservation of their original order and the definition
of new types of relationships.

This paper is organized as follows: Section 2 presents a brief overview on archives
and archival metadata, the NESTOR Model, and OAI-ORE. Section 3 describes
the formal basis for modeling the archives as OAI-ORE instances while respect-
ing the fundamental archival principles. Section 4 introduces a methodology
which shows how we can represent a sample archive as an OAI-ORE instance.
Lastly, Section 5 draws some final remarks.

2 Background

Archives: Metadata and Digital Objects. An archive is the trace of the
activities of a physical or juridical person in the course of their business which is
preserved because of their continued value. Archives have to keep the context in
which their records have been created and the network of relationships between
them in order to preserve their informative content and provide understandable
and useful information over time [6]. The context and the relationships between
the documents are preserved thanks to the hierarchical organization of the doc-
uments inside the archive. Indeed, an archive is divided by fonds and then by
sub-fonds and then by series and then by sub-series and so on – see Figure 2a for
an example; at every level we can find documents belonging to a particular divi-
sion of the archive or documents describing the nature of the considered level of
the archive. The union of all these documents, the relationships and the context
information enables the full informational power of the archival documents to
be maintained. The archival documents are analyzed, organized, and recorded
by means of archival descriptions [15] that have to reflect the peculiarities of the
archive [3].

In a digital environment an archive and its components are described by us-
ing the metadata that have to be able to express and maintain such structure
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<eadheader> 
    [...]
<eadheader>
<archdesc level=”fonds”>
    [...]

<did> [...] </did>
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                 <dao href=""> </dao>
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Fig. 1. A solution to link the EAD file with the described digital objects

and relationships. The standard metadata format for representing the hierar-
chical structure of the archive is the Encoded Archival Description (EAD)2,
which reflects the archival structure and holds relations between documents in
the archive [17]; an EAD file is an eXtensible Markup Language (XML) file
with a deep hierarchical internal structure. In an EAD file the information
about fonds, sub-fonds and series are mapped into several nested elements and
the archival structure is maintained by a collection of nested <cN> tags (e.g.
<c02 label="Series"> in Figure 1). EAD describes an archive as a unique
monolithic resource; indeed, it is not an aggregation of metadata each describ-
ing a single part of the archive, but a monolithic metadata where every sub-
component describes a different division or document of the archive. In order to
access a specific division of an archive described by EAD we may need to navi-
gate the whole XML hierarchy; otherwise, it is also possible to define an ad-hoc
solution, for instance using XPointers3, to provide direct access to frequently
requested archival divisions encoded by EAD subcomponents.

Each <cN> tag of the EAD may contain a description of a digital object or
a bunch of digital objects. These objects are usually reachable by means of
an Uniform Resource Identifier (URI); the link from EAD to a digital object
or group of objects can be made at any level, but “it should be made at the
level where the object(s) is described or implied in EAD” [13]. To this end EAD
provides a <dao> tag which allows us to specify a URI to an external digital
object which is part of the described material (see Figure 1a); furthermore, EAD
also provides an <extptr> element to point to a digital object that is not part
of the described materials [13]. By means of these tags we can link one external

2 http://www.loc.gov/ead/
3 http://www.w3.org/XML/Linking/

http://www.w3.org/XML/Linking/
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Fonds
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Series A Series B

(a) Tree Representation 
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Fig. 2. The structure of a sample archive represented by: (a) a tree; (b) an Eulero-Venn
diagram

digital object to each archival division; if we need to link more than one digital
object to a specific division we have to exploit third-party components – i.e.
the so-called “digital wrappers”4; a relevant example is the Metadata Encoding
and Transmission Standard (METS) metadata that is used as an in-between
component for relating a bunch of digital objects to an EAD component [19,14]
– see Figure 1b.

The NESTOR Model. The NESTOR Model relies on two set data models
called Nested Set Model (NS-M) and Inverse Nested Set Model (INS-M) [1]. Both
these set data models, formally defined in the context of axiomatic set theory [8],
can be used to model an archive [5]. Indeed, we can represent the archival struc-
ture by means of a collection of nested sets where each set represents an archival
division and contains the metadata describing the resources belonging to that
division [4]. An extensive analysis of the NESTOR Model and its applications
in the context of DL and archives can be found in [1]; in this paper we exploit
the NS-M and thus we focus our presentation on this model.

The most intuitive way of understanding how the NS-M works is to see how
a sample tree is mapped into an organization of nested sets based on the NS-
M. An organization of sets in the NS-M is a collection of sets in which any
pair of sets is either disjoint or one contains the other. In Figure 2 we can see
how a sample tree representing an archive is mapped into an organization of
nested sets based on the NS-M – for the moment please ignore the elements
belonging to the sets. We can see that each node of the tree is mapped into a
set, where child nodes become proper subsets of the set created from the parent
node. Every set is subset of at least one set; the set corresponding to the tree
root is the only set without any supersets and every set in the hierarchy is subset
of the root set. The external nodes are sets with no subsets. The tree structure
is maintained thanks to the nested organization and the relationships between
the sets are expressed by the set inclusion order. Even the disjunction between
two sets brings information; indeed, the disjunction of two sets means that these
belong to two different branches of the same tree.

4 Digital wrappers “are pieces of software for binding digital content files and their
metadata together and for specifying the logical relationships among the content
files” [14].
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Fig. 3. An instance of the OAI-ORE data model represented by an RDF graph

In [4] a methodology is described for mapping an EAD file into the NESTOR
Model which preserves the full informative power of the metadata. [4] shows
that the EAD is mapped into a NS-C which retains the EAD structure and
a collection of lightweight metadata – e.g. Dublin Core Application Profile5 –
which contains the content of archival descriptions. In this way, the NESTOR
Model can be used as a model to describe an archive from scratch as well as a
mapping component that allows us to manipulate and transform the EAD files
while respecting archival principles [5].

OAI-ORE. The OAI-ORE defines a machine-readable and standard mecha-
nism for defining aggregations of resources on the Web. By means of OAI-ORE
we can identify a bunch of resources related to each other as a single entity
enabling the access and exchange of them at an aggregation level of granularity.
The OAI refers these aggregations as “compound objects”. Compound units are
aggregations of distinct information units that, when combined, form a logical
whole. Some examples [20] of these are a digitized book that is an aggrega-
tion of chapters, where each chapter is an aggregation of scanned pages, and
a scholarly publication that is an aggregation of text and supporting materials
such as datasets, software tools, and video recordings of an experiment; also the
archives can be seen as aggregations of archival metadata describing archival
objects which in turn can have a digital form.

The OAI-ORE data model is based on three main kinds of resources: Aggre-
gation, Aggregated Resources and Resource Map. An Aggregation is defined as a
resource representing a logical collection of other resources. An Aggregation is a
logical construct and thus it has no representation; it is described by a Resource
Map which can be seen as a materialization of the Aggregation. A Resource

5 http://www.dublincore.org/

http://www.dublincore.org/
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Map must describe a single Aggregation and must enumerate the constituent
Aggregated Resources; a resource is an “Aggregated Resource” in an Aggrega-
tion only if it is asserted in a Resource Map. Each resource in the OAI-ORE data
model is identified by a URI. The OAI-ORE data model is expressed by the Re-
source Description Framework (RDF)6, so its instances are expressed as RDF
graphs as we can see in Figure 3. An RDF graph is defined by a set of triples
(s, p, o) expressing the relationship defined by a predicate p between a subject
s and an object o; s and o may be a URI with an optional fragment identifier,
a literal or a blank (having no separate form of identification). Properties p are
URI references7. In Figure 3, we can see a set of subject-property-object triples
represented as an RDF graph.

Although OAI-ORE is a relatively young specification, it has been becoming
a standard reference in the context of digital libraries and its use is widespread
in many systems and applications that deal with aggregations of digital objects.
The use of OAI-ORE was adopted firstly for the management, access, and cura-
tion of scholarly publications and now it is spreading into the management and
representation of scientific data [16] and of complex cultural objects [2].

3 A Formal Basis for Modeling Archives by Means of
OAI-ORE

The aim of this work is to define a way to model archives by means of the
OAI-ORE data model and the formal basis we propose provides a means to
produce OAI-ORE instances which are consistent with the fundamental archival
principles.

In order to explain how an archive can be properly modeled as an instance
of the OAI-ORE data model we need to introduce several formal definitions.
First-of-all, we present the definition of the NS-M which is based on the basic
set-theoretical concept of “collection of subsets” [8].

Definition 1. Let B be a set and let C be a collection of subsets of B. Then C
is a Nested Set Collection if:

B ∈ C, (3.1)

∀H,K ∈ C, | H ∩K �= ∅ ⇒ H ⊆ K ∨K ⊆ H. (3.2)

Thus, we define a Nested Set Collection (NS-C) as a collection of subsets where
two conditions must hold. The first condition (3.1) states that set B which
contains all the subsets of the collection must belong to the NS-C. The second
condition states the intersection of every couple of sets in the NS-C is not the
empty-set only if one set is a subset of the other one. This formulation of the
NS-C follows the original definition of “nested sets representation” of a tree given
by [10] and that we informally explained in the background section.

6 http://www.w3.org/RDF/
7 http://www.w3.org/TR/rdf-concepts/

http://www.w3.org/RDF/
http://www.w3.org/TR/rdf-concepts/
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Now, we can introduce a compact representation of the OAI-ORE data model
in order to clarify the relationships between the entities and to manipulate them
in a formal environment. We express OAI-ORE in terms of sets and functions
in order to establish a direct connection with the NS-M by using the same
mathematical formalism. We define with R the set of all the resources8 we take
into account, with U the sets of all possible URIs identifying the resources and
with η : U → R the bijective function9 which associates a URI in U with one
resource in R.

We indicate with UA ⊂ U = {ua1, . . . , uak, . . . , uan} the set of URI identify-
ing the Aggregations and with ηA : UA → R the restriction of η (η|A) to UA; the
image of ηA is the set of Aggregations A ⊂ R = {a1, . . . , ak, . . . , an}. In the same
way, we indicate with URM ⊂ U the set of URI identifying the Resource Maps
and we define ηRM : URM → R to be the restriction η|RM where RM ⊂ R
is the set of Resource Maps. Finally, we indicate with UAR ⊂ U the set of
URI identifying the Aggregated Resources10. We define ηAR : UAR → R to be
the restriction η|AR where AR ⊂ R is the set of Aggregated Resources. Every
rmi ∈ RM must describe one and only one aj ∈ A, but aj may be described
by more than one Resource Map; thus, we indicate with ϕRMA : RM → A a
function which maps a Resource Map to the Aggregation it materializes. Every
ari ∈ AR may be aggregated by more than one aj ∈ A. An example of the use
of these URIs is shown in the tables in Figure 3.

In Figure 3 we can see the set of triples constituting two Resource Maps (rm1

and rm2) materializing two Aggregations (a1 and a2). This triple states that the
Resource Map rmi identified by urmi describes the Aggregation ai identified by
uai.

OAI-ORE comes with another two important features: Proxy and Nested Ag-
gregations. A Proxy is a resource that indicates an Aggregated Resource in the
context of a specific Aggregation; a Proxy is associated with an Aggregated Re-
source via an assertion in a Resource Map describing the Aggregation that is the
context of the Proxy [11]. We indicate with UP ⊂ U = {up1, . . . , upk, . . . , upz}
the set of URI identifying the Proxies. We define ηP : UP → R to be the
restriction η|P where P ⊂ R is the set of Proxies. Proxies allow us to define
relationships between Aggregated Resources; in Figure 3 we can see two Proxies
p1 and p2 defining an order of precedence between the Aggregated Resources ar1
and ar2 in the context of Aggregation A1. We indicate with ϕPAR : P → AR a
function which maps a Proxy to the Aggregated Resource for which it is a Proxy
and with ϕPA : P → A a function which maps a Proxy to the Aggregation in
which it is a Proxy.

8 In this context a resource can be a metadata or a digital object.
9 We choose to define η as bijective function to keep the problem as straightforward
as possible; in a different context, a resource could be identified by more than one
URI.

10 Please note that the definition of the sets UA,URM,UAR is a mere convention to
indicate URIs pointing to different kind of resources in OAI-ORE and they do not
stand for different kind of URIs [20].



Modeling Archives by Means of OAI-ORE 223

The Nested Aggregations feature enables the definition of Aggregations of
Aggregations; this is consistent in the OAI-ORE data model because an Ag-
gregation is a Resource which can also be seen as an Aggregated Resource of
another Aggregation. Thanks to this feature, an order exists between Aggrega-
tions, call it ≺a; more formally: for all ai, aj ∈ A we say that ai ≺a aj if and
only if the Aggregation ai is aggregated by aj; in Figure 3 we show two nested
Aggregations a1, a2 ∈ A where a2 ≺a a1. It is important to notice that ≺a can-
not define any orders between any OAI-ORE entities other than Aggregations;
in fact, to define an order between Aggregated Resources we must use Proxies.
Now, we can summarize the concept of OAI-ORE Data Model thanks to the
next definition.

Definition 2. Let E = {A,R,AR, P, UA,UR,UAR,UP} be the collection of
OAI-ORE entity sets and Φ = {ηA, ηRM , ηAR, ηP , ϕRMA, ϕPAR, ϕPA} be the set
of OAI-ORE functions. We define O = 〈E , Φ〉 to be an OAI-ORE Data Model.

In order to model an archive by means of OAI-ORE we need a methodology to
identify the archival resources and to express the relationships between them.
We have seen that we can represent a tree by means of the NS-M and that an
archive can be modeled by means of a tree as well as by a NS-C. Therefore, we
can model an archive throughout OAI-ORE by starting from its representation
in the NS-M. We need to define a mapping between a NS-C C and an OAI-ORE
model O = 〈E , Φ〉; in order to do this we have to take into account the two main
entities of the NESTOR Model which are: the sets and the resources belonging
to them.

The intuitive idea is that every set H ∈ C becomes an Aggregation ah ∈ A
and consequently, every resource rt ∈ R belonging to H becomes an aggre-
gated resource art ∈ AR aggregated by ah. Furthermore, for every pair of sets
{H,K} ∈ C | H ⊆ K it is possible to create a pair of aggregations {ah, ak} ∈ A
such that ah ≺a ak where ≺a is a binary relation between aggregations.

Every set in a collection of subsets can be mapped into an Aggregation in
the OAI-ORE model; the inclusion order between the sets is maintained by the
binary relation defined between the nested Aggregations of OAI-ORE. Then,
by the means of the function ϕRMA a Resource Map is associated with each
Aggregation. Every resource belonging to a set H in the NS-C is mapped into
an Aggregated Resources belonging to the Aggregation mapped from H . Thus,
we can map a NS-C into a correspondent OAI-ORE model being sure that the
hierarchical dependencies are properly retained. This means that if we model
an archive through a NS-C then we define an OAI-ORE instance of the archive
which retains the original hierarchical structure of the archive.

4 How to Model an Archive as an OAI-ORE Instance

The presented formal basis guarantees that an archive modeled by means of the
NS-M can be mapped into an instance of the OAI-ORE Data Model retaining the
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fundamental archival hierarchy. In this section we show how we can define dif-
ferent kinds of relationships between the resources; furthermore, we show how a
proper use of Proxies can preserve the order between the resources within the same
archival division. It is worthwhile to provide a concrete example of how this for-
mal basis can be applied to a sample archive modeled by the NS-M; we describe
the mapping methodology step-by-step with the help of some mapping tables.

Let us take into account the sample archive represented in Figure 2b; this
archive is composed by five archival divisions – i.e. one fonds, two sub-fonds
and two series – each containing metadata and digital objects. In NS-M these
divisions are represented by means of five sets and the hierarchical relationships
are retained by means of the inclusion dependencies between the sets. In “Table
A” we can see the mapping of the sets into the OAI-ORE Aggregations and in
“Table B” we can see how the inclusion dependencies are mapped into Nested
Aggregations. These two mappings show us how to represent the structure of a
sample archive into an instance of the OAI-ORE data model.

Each set in the NS-C contains several elements which are metadata or digital
objects. For instance, the set “fonds” contains two elements: a metadata (i.e
m1) and an associated digital object (i.e. do1). The set “sub-fondsA” contains
only a metadata (i.e. m2), the set “seriesA” contains a metadata (i.e m3) and
an associated digital object (i.e. do3), and so on and so forth. In “Table C” we
can see how the elements are mapped into Aggregated Resources and in “Table
D” we can see how the Aggregated Resources are associated with the correct
Aggregations. We can see that an element belonging to a set – e.g. mi ∈ H
– is mapped into an Aggregated Resource – e.g. ari – aggregated by the Ag-
gregation ah which corresponds to the set H . “Table E” and “Table F” show
how we can use Proxies to associate the metadata with the digital objects they
describe. OAI-ORE allows us to define different kinds of relationships between
the Aggregated Resources using the Proxies. For instance, in Table F we can see
that two Proxies pa and pb associated to ara and arb respectively are related by
the relationship “isMetadataOf”; thus, throughout pa and pb we can say that
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Fig. 4. An instance of OAI-ORE which models a sample archive

the Aggregated Resource ara is a metadata describing the digital object arb. In
the same way we can define a linear order between the Aggregated Resources as
we have shown in Figure 3 where we defined a “hasNext” relationship between
the Proxies “p1” and “p2”. The relationships between the Aggregated Resources
can reflect the order between the archival descriptions within a common archival
division; in this way, we are sure that the OAI-ORE representation of the archive
respects the original order principle. We can see that within this methodology
it is quite simple to extend the range of the relationships connecting the Aggre-
gated Resources and to define in this way new semantic associations between
the archival resources.

In Figure 4 we can see the RDF graph representing the OAI-ORE instance
of the sample archive in Figure 2b. In this figure we represent the Aggregations,
the Aggregated Resources and the Proxies associated to a1; for space reasons we
have omitted showing the other Proxies and the Resource Maps. This method-
ology makes it possible to model and describe the archives from scratch by
means of OAI-ORE while allowing archivists to easily express relationships be-
tween archival metadata and digital objects. Archival principles are preserved
and still have primary importance for understanding archival resources; at the
same time, OAI-ORE offers the possibility of defining new relationships between
the resources enabling the definition of new services over the archives. Moreover,
this methodology provides a means to define archival compound objects that
can be shared with the systems which already employ OAI-ORE and related
technologies.
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On the other hand, this methodology and the described formal basis guar-
antee the backward compatibility with other archival descriptive standards; for
instance, a methodology to map the archival descriptions modeled by OAI-ORE
into EAD can be easily defined. Indeed, we know how to map EAD into a NS-C
and a NS-C into an instance of the OAI-ORE data model. In the same way, we
can map the archival descriptions modeled by OAI-ORE into an EAD file by
reversing the presented methodology11. In this context, the NESTOR Model can
act as an interoperability layer between EAD and OAI-ORE and guarantee the
possibility of going from one model to the other.

5 Final Remarks

In this paper we present a formal basis and a methodology to model an archive
by means of the OAI-ORE data model consistent with the fundamental archival
principles. OAI-ORE is widely-employed in the context of Digital Libraries but
is still not completely exploited within archives; the formal basis reported in
this paper can settle the ground for further investigations about the adoption of
OAI-ORE in the archival context. This research direction can bring into archival
practice the expressive power of OAI-ORE to allow for a multitude of non-linear
relationships, providing richer and more powerful access and descriptions.

Furthermore, the use of OAI-ORE is increasing in several systems and digital
library federations such as Europeana12 the aim of which is to collect and make
available resources from a wide spectrum of cultural institutions including the
archives. A further step toward this direction will be to investigate how the
NESTOR Model may allow different ways of modeling archival resources easing
the integration of these resources with the Europeana Data Model (EDM). It
will be interesting to consider the proposed methodology under the lens of other
approaches trying to map archival resources into EDM [7].
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Abstract. We describe some issues arising while using Europeana, and analyze 
some features of the Europeana Data Model (EDM), starting from the rationale 
of the project. Some aspects of the theoretical model, derived mostly from the 
mapping between the provided Cultural Heritage Object (CHO) and the EDM, 
prevent useful results in users’ queries. The concept of media type, the multi-
layer description and the relation between roles and values are some issues 
about which we reflected. The aim of Europeana to make records available as 
Linked Open Data on the Web could require moreover a redefinition of the im-
plementation techniques.  

Keywords: EDM, Linked Data, RDF, DC, CIDOC CRM, FRBR. 

1 Introduction 

Europeana1 is the European Digital Library, a distributed access point to Europe’s 
multilingual cultural heritage in a digital form. The main aim of the project is to col-
lect metadata from a large number of providers, mainly cultural institutions, across 
Europe, and to enable search and discovery of cultural items described therein.  

The metadata aggregation is based on a mapping between the providers’ data de-
scription and the Europeana model. The Europeana v1.0 project2 [1] proposes the 
Europeana Data Model (EDM)3 that defines a set of classes and properties to be used 
in Europeana for describing cultural objects. The EDM [2] is a clear improvement 
over the earlier data model, the Europeana Semantic Elements (ESE) [3]. ESE was 
meant to express the providers’ datasets using the Dublin Core (DC) standard as its 
“lowest common denominator”, while EDM, based on the DCMI Metadata Terms and 
a number of more advanced metadata models, adopts “an open, cross-domain Seman-
tic Web-based framework” leaving each provider free to use their preferred metadata 
standard with regard to the element sets and the vocabularies of values [4]. 

                                                           
1 User access: http://europeana.eu/portal 
2
 http://pro.europeana.eu/web/europeana-v1.0.  

  In: Europeana Professional: http://pro.europeana.eu  
3 The family of technical documents about EDM (in particular Definition, Primer, Guidelines) 

could be found at:  
  http://pro.europeana.eu/web/guest/edm-documentation 
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Given this, an extreme heterogeneity can be observed in the descriptions of cultural 
objects, a situation determined by the differences in existing collections that Europea-
na involves (museums, archives, audiovisual collections and libraries), and by the 
different kinds of objects described in the cultural repositories that were harvested 
(i.e. manuscripts, documents, paintings, art and architecture objects, photos, videos, 
etc.). Also, the variety of descriptive situations depends both on the reference models 
for the metadata element sets (not only DC, SKOS, and the CIDOC CRM, but also 
e.g., EAD for archives, METS for digital libraries, TEI for literary texts4) and from 
the vocabularies of values (authority lists, thesauri or controlled vocabularies) used by 
data providers (such as Geonames, Art&Architecture Thesaurus, Iconclass, WordNet, 
Dewey Decimal Classification, DBPedia, etc.)5.   

Furthermore, even if the EDM has been introduced, a majority of records in Euro-
peana still seems to follow the old ESE data model and the users’ query interface is 
based on just a few categories of Dublin Core. The main problems in using the current 
release of Europeana derives in part from the above-mentioned issues: the original 
object descriptions are often lost and the ESE, the first proposed model, was not suffi-
cient to describe the complexity of many cultural objects, as it was based on just a few 
DC categories. Providers that had complex and structured descriptions have had to 
force them into to a much simpler model and providers that created descriptions in a 
model not compliant with ESE have lost data or have forced them into incorrect prop-
erties, leading to aggregations of imprecise information. Consequently, many user 
queries cannot be satisfied completely. Probably the complete integration of EDM in 
Europeana records will help towards completeness and correctness of the contained 
information. But some other improvements could solve many situations that not even 
EDM takes into complete account.  

The whole point of this effort clearly is to allow users to enact better queries and to 
obtain better results through the use of a sophisticated and increasingly ontological 
metadata model on which to let the search engine work. Europeana is now working on 
improving the quality of the responses to users’ queries, but much is still to be done.  

For example at the moment there is no possibility to perform a multilingual search, 
although the vocabulary alignment is a problem being studied currently by the Euro-
peana group, since one of the aims of subproject EuropeanaConnect6 is in fact to 
solve this gap.  

                                                           
4 DC, SKOS and CIDOC CRM will be discussed in section 2. As regards to the other schemas 

we just mention here the official sites: EAD (Encoded Archival Description), 
http://www.loc.gov/ead/; METS (Metadata Encoding & Transmission Standard), 
http://www.loc.gov/standards/mets/; TEI (Text Encoding Initiative), 
http://www.tei-c.org 

5 A comprehensive list of metadata and vocabularies published ad Linked Data sets could be 
found in: W3C Incubator Group Report 25 October 2011. Library Linked Data Incubator 
Group: Datasets, Value Vocabularies, and Metadata Element Sets at:  
http://www.w3.org/2005/Incubator/lld/ 

XGR-lld-vocabdataset- 20111025/  
6
 http://www.europeanaconnect.eu/ 
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Some other features are planned to be implemented using Semantic Web technolo-
gies7. For example, Europeana lacks a semantic network for the subjects, that could 
help users in finding records by specifying either the exact word or any of its syn-
onyms, hyponyms, hypernyms, related terms, etc. WordNet, for example, has been 
published as a RDF vocabulary8 and could be used after a vocabulary alignment. 
Another issue that Semantic Web technologies could solve is to enrich the existing 
metadata sets, contextualising objects and using authoritative sources, including con-
trolled vocabularies, concretely shared in an integrated environment. The “related 
content”, presented in each object description in Europeana, is now mostly limited to 
other objects from the same data provider. More complex and structured relationships 
between what Europeana calls the provided “Cultural Heritage Object (CHO)” [2] and 
other pertinent resources, internal (other data providers) or external (other digital 
libraries), could be solved in a Linked Data perspective.  

Although some features are now being studied as an experimental increment to the 
existing feature set, some discrepancies could be noticed between the EDM and the 
objects described, for which we do not know of any on-going work.  

In this paper we analyze the query results of the current implementation and pro-
pose some reflections on the EDM in this phase of implementation. We focus here on 
three aspects, derived from the adoption of DC as the end-user property set: the “me-
dia type” concept, the multi-layer description of subjects and the connection between 
roles and values (Section 3). Even if the original adoption of DC is the main reason 
for the limitations in user queries, a redefinition of some classes and properties of 
EDM could solve some issues. Finally, given that one of the main aims of Europeana 
project is to expose metadata as Linked Open Data we verified that the current im-
plementation is fairly good for the data that has been converted, but is still lacking in 
handling properly error cases. For this reason we analysed the “data.europeana.eu” 
Linked Data responses and the issues with empty resources (Section 4). 

2 Related Works 

In its specifications (EDM), Europeana mentions vocabularies, models and ontologies 
adopted in its data model [2]. The aim is to represent metadata for cultural heritage 
objects and to give access to digital representations of these objects. The EDM moves 
in the context of data aggregation, where objects can be complex, and several data 
providers may entertain different views on them.  

The basis of the metadata description is RDF statements. An XML Schema has 
been defined for describing classes and properties. Some classes and properties are re-
used from public models: DC, DCterms, SKOS, OAI-ORE, CIDOC-CRM, FRBR. 
Some other classes and properties are specifically created for the EDM and are mostly 
equivalent to predicates used in the most common ontologies.  

                                                           
7 Library Linked Data Incubator Group wiki. Use Case Europeana: 
http://www.w3.org/2005/Incubator/lld/wiki/Use_Case_Europeana  

8 Wordnet 3.0 in RDF: http://semanticweb.cs.vu.nl/lod/wn30/  
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In addition to classes and properties, Europeana is defining also controlled vocabu-
laries useful for CHO interoperability (such as AAT, DDC, DBpedia, Iconclass). The 
main aim of Europeana is to work on Linked Data both exposing record sets [5] and 
using Linked Data resources [6] in order to augment Europeana content. 

In the following sub-sections we introduce the main external models adopted by 
EDM, highlighting which part of them are effectively used. 

2.1 Dublin Core 

The current versions of the Dublin Core (DC) Metadata Elements [7] and of the DC 
Metadata Terms [8] are the most widely used vocabularies for describing and catalo-
guing resources. These vocabularies have become particularly important and relevant 
for sharing metadata about documents among different repositories and digital libraries. 
While very useful for creating basic metadata that permit bibliographic resource de-
scriptions (e.g., creator, contributor, publisher, format), the main limitation of DC is a 
consequence of the generic nature of its terms. In fact, its classes are organised without 
a strong hierarchical structure and their properties often lack in clear domain/range defi-
nitions. EDM makes extensive use of DC Elements and DC Terms entities, such as the 
properties dc:subject, dc:contributor, dcterms:created and dcterms:alternative. 

2.2 SKOS 

Data providers, publishers and aggregators, such as Europeana, need to classify the 
resources they publish according to discipline-specific thesauri and classification 
schemes. The Simple Knowledge Organization System (SKOS) [9] is an RDFS on-
tology to support the use of knowledge organization systems (KOS). A large number 
of well-known thesauri and classification systems have started to convert their speci-
fications into SKOS documents, such as the “Nuovo Soggettario” of the National 
Central Library in Florence9. This makes SKOS the de facto standard for encoding 
controlled vocabularies for the Semantic Web. EDM uses the main SKOS class, i.e. 
skos:Concept, defined as a particular kind of edm:NonInformationResource for intro-
ducing an idea or notion. 

2.3 FRBR 

The Functional Requirements for Bibliographic Record (FRBR) [10] is a general model 
for describing bibliographic entities, such as documents and artistic works. FRBR speci-
fies four basic concepts – work, expression, manifestation and item – used for characte-
rising a particular bibliographic entity from different perspectives. In particular: 

• A work is the abstract essence of an intellectual or artistic creation, e.g. the 
ideas in Shakespeare’s head concerning the Macbeth. A work is realised in 
one or more expressions; 

                                                           
9 http://thes.bncf.firenze.sbn.it/ 
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• An expression is the content of a particular work at a specific point in time, 
e.g. the final text of the Macbeth written by Shakespeare or its Italian transla-
tion made by Andrea Maffei. An expression is embodied in one or more ma-
nifestations; 

• A manifestation is the particular format in which an expression is stored, 
such as a printed object or a digital document, e.g. the 2005 edition of Mac-
beth published by Penguin Books or its HTML Italian version published by. 
A manifestation is exemplified in one or more item; 

• An item is a particular physical or electronic copy of the Macbeth that a per-
son can own, e.g. the printed version of that book you have in your bookcase 
or the specific HTML document of its Italian version you are visualising in 
your browser. 

Overall, EDM makes only limited use of FRBR concepts, although it declares expli-
citly their adoption. The only specific references to FRBR are: 

 
• the class edm:InformationResource, defined as union of FRBR Work, FRBR 

Expression and FRBR Manifestation that results in collapsing completely the 
hierarchy of the FRBR model; 

• the classes edm:Event and edm:Place, defined as equivalent to FRBR Event 
and FRBR Place respectively. 

2.4 ORE 

The Open Reuse and Exchange specification (ORE specification) [11] is a standard 
defined by the Open Archives Initiative for describing and exchanging aggregations 
of Web resources. Europeana uses two terms from this model:   
 

• Aggregation, i.e. a particular resource that aggregates, either logically or 
physically, other resources; 

• Proxy, used to refer to a specific aggregated resource in a context of a partic-
ular aggregation. 

 
EDM uses all the main classes and properties of the ORE specification. For instance, 
it allows one to describe a “cultural heritage object” (i.e., edm:providedCHO) and its 
digital representations (i.e., edm:WebResource) as a particular aggregation 
(ore:Aggregation) representing the results of the activity of a particular data provider 
(i.e., edm:Agent). 

2.5 CIDOC CRM 

CIDOC Conceptual Reference Model (CRM) [12] is an ISO standard defining a mod-
el for describing and sharing cultural heritage information. It provides entity defini-
tions and a formal multi-level structure to link physical objects to related events and 
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agents (i.e., people and organisations), so as to represent a mediator between different 
sources of cultural heritage information (e.g., museums, libraries and archives). 

EDM aligns some of its classes and properties to the CIDOC CRM specification, 
for instance the class edm:Event as equivalent to E4 Period, the class 
edm:InformationResource as subclass of E73 Information Object, and the property 
edm:wasPresentAt as equivalent to P12 occurred in the presence of (was present at)10. 

3 Issues Arising While Using Europeana 

The EDM rationale is based on some principles [14]: 
 

1. distinction between “provided objects” (painting, book, movie, etc.) and their 
digital representations; 

2. distinction between objects and metadata records describing an object; 
3. allow for multiple records for a same object, containing potentially contra-

dictory statements about it; 
4. support for objects that are composed of other objects;  
5. compatibility with different levels of description; 
6. standard metadata format that can be specialized; 
7. support for contextual resources, including concepts from controlled  

vocabularies. 
 

Although the Europeana core classes stress the difference between the provided object 
(edm:ProvidedCHO), i.e, the “real object”, and its digital representation 
(edm:WebResource), i.e., its Web resource, sometimes this difference is not evident at 
all in the aggregated metadata exposed to the final user, generating confusion. Some-
times the description seems to be addressed to the electronic version, some other to 
the original work, without a clear distinction (see 3.1). Additionally, the Europeana 
contextual classes, which are designed to answer to the four fundamental questions of 
the who (the Agent), the where (the Place), the when (the Time), and the what (the 
Concept) of the object, sometimes are not correctly represented in the metadata de-
scription because of a potential multi-layer representation issue derived from the stra-
tification of object and subject (see 3.2). Therefore, the rationale of the EDM appears 
not always respected and the application of the listed properties is not totally func-
tional (see 3.3). Here we describe some examples of these limits. 

3.1 The Media Type  

The first and most evident source of confusion is the concept of media type found as 
the topmost choice in the filter section after every query (edm:type = text, image, 
audio, video). The media type is sometimes congruent with the type of the provided 

                                                           
10 While in the Europeana Data Model the CIDOC CRM property was present at has the iden-

tifier P121, in [12] that property is defined as P12 occurred in presence of (was present at). 
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CHO, and sometimes to its web resource. Yet, the rationale of Europeana is to distin-
guish between the description of the CHO and its digital representation. If we search 
for any object called “illuminated manuscript” we receive different answers: some-
times it has type “text”, sometimes type “image” some other times “physical object”. 
In general, resources classified as IMAGE are in fact image files (regardless of 
whether they represent pictures or physical objects such as buildings or statues or 
manuscripts), but resources classified as TEXT are sometimes texts, and sometimes 
images of texts (e.g., photographs of old volumes or manuscripts). One may wonder 
which would be more useful for searches, i.e., for the media type to refer to the web 
resource, providing a description of a computer-specific object, or to the cultural her-
itage object, which is what the user would be actually searching for. In both cases, it 
would be quite important to provide subtypes: they could be either subtypes of the 
relevant Internet MIME type11 in the first case, or a selection of the values found in 
the dc:type facet of the records as specified in the collections in the other case.  

3.2 Multi-layer Descriptions 

The issue of the separation between web resource and cultural heritage object can be 
subsumed in the issue of separating objects and subjects in record descriptions. In 
fact, what does exactly a Europeana record describe? Is it an image, the content of the 
image, or the object represented in the content of the image? Sometimes this is easy to 
understand, and sometimes it creates interpretation issues, and the problem of distin-
guishing between object and subject in a record can go several layers deep. For in-
stance, consider the 1756 publication by Giambattista Piranesi called “Le antichità 
romane”, containing prints of famous Roman monuments, including the Coliseum. A 
best seller of the time, the volume appears in several of the collections of Europeana. 
We analysed 3 items, alla 3 form the Bildarchiv Foto Marburg as data provider. Ac-
cording to one item12, the page representing the Coliseum is of dc:type druck (print), 
dc:creator Giambattista Piranesi, dc:date 1756. According to another13, the same 
page is of dc:type amphitheatre, dc:description Location:Rome and its dc:date is 
70/80 a.D. (and no dc:creator), but reports (in the dc:description field) that the actual 
photo was taken in 1956, and that the content is an extract of the Piranesi’s book of 
1756. This is coherent with several colour photographs of the Coliseum14 present in 
the same collection, whose dc:type is also amphitheatre, dc:date is 72/80 a.D., further 
adding that dc:format is travertine, and dc:contributor is Vespasianus (as contractor). 

In cases such as Piranesi’s, the number of layers of subjects is multiple: the CHO 
being described is a 1956 b/w photograph of unknown creator, whose subject is a 

                                                           
11 http://www.iana.org/assignments/media-types/text/index.html 
12 http://www.europeana.eu/portal/record/08501/ 
  7B74073B6E9E90F5B572EF6DF20426AF0135202E.html 
13 http://www.europeana.eu/portal/record/08501/ 
  EA45A0B5F838ABDDD1956DE3BE636A70F1B8EA8A.html 
14 http://www.europeana.eu/portal/record/08501/ 
  43E4B1EF54983567EC92DDCDD57B3DBD2D4CC013.html 
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1756 print whose creator is Giambattista Piranesi, whose subject is a 70 a.D. traver-
tine amphitheatre whose creator (as contractor) was Vespasianus. If we add the issue 
of the media type of the web resource, as introduced in 3.1, an additional level be-
comes manifest: we are describing a 21st century JPEG image of a 20th century photo-
graph of a 18th century print of a 1st century building.  

One of the most frequent dilemmas for a provider of metadata about an object is 
deciding whether interesting information for which no natural facet is available 
should be omitted, forced into an inappropriate facet (e.g., the dc:type or dc:date in 
the above examples), or dumped into a generic container (e.g., the dc:description 
above). A better solution would be to use a metadata model whose characteristic natu-
rally accommodates the interesting information. As such, a simple solution exists 
already for the layers of subjects: while in DC the subject is “the topic of the resource 
[that is] typically […] represented using keywords, key phrases, or classification 
codes”, in FRBR “the «has as subject» relationship indicates that any of the entities in 
the model, including work itself, may be the subject of a work”. 

Thus the example of the print by Piranesi could be expressed more precisely and 
with fewer misunderstanding as a record for a JPEG image whose frbr:subject is a 
1956 photo whose frbr:subject is a 1756 print whose frbr:subject is a roman building, 
for instance as in figure 115:  

 
ontology:Photography rdfs:subClassOf frbr:Work . 

ontology:Print rdfs:subClassOf frbr:Work . 

ontology:Amphitheatre rdfs:subClassOf frbr:Work . 

 

resource:jpeg-photo a ontology:JPEGImage 

; frbr:subject resource:photo . 

 

resource:photo a ontology:Photography 

; dc:date “1956” 

; frbr:subject resource:antichità-romane . 

 

Fig. 1. An OWL rendering of the correct relationships between subject layers using FRBR (all 
other facets are expressed as in the original examples for simplicity) 

 

                                                           
15 In this and all subsequent examples, we use the following prefixes (please note that the pre-

fixes with the Europeana domain are fictitious, are present in these example only as a sug-
gestion and do not correspond to existing ontologies):  
@prefix resource: <http://data.europeana.eu/resource/>  
@prefix ontology: <http://data.europeana.eu/ontology/>  
@prefix foaf: <http://xmlns.com/foaf/0.1/>  
@prefix pro: <http://purl.org/spar/pro/>  
@prefix dc: <http://purl.org/dc/elements/1.1/>  
@prefix frbr: <http://purl.org/vocab/frbr/core#>  
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#>  
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resource:antichità-romane a ontology:Print 

; dc:date “1756” 

; dc:creator “Giovanbattista Piranesi” 

; frbr:subject resource:colosseum . 

resource:colosseum a ontology:Amphitheatre 

; dc:date “70/80” 

; dc:creator “Vespasianus [Auftrag]” . 

 

Fig. 1. (Continued) 
 

Using FRBR in its true meaning, so as to distinguish the stratification of layers re-
sulted from describing an object (the idea, the content, the format and the specific 
item), it is also possible to better distinguish between the different levels (the work, 
the expression, the manifestation and the item). 

EDM, in fact, defines dc:subject more precisely than Dublin Core itself, explicitly 
specifying that its value is either a string or a reference (thus allowing references to 
other CHOs), and even defines a subproperty of dc:subject, called 
edm:isRepresentationOf, to precisely specify the relationship between representations 
and represented entities (e.g., a statue and a painting of the statue). Yet, the 
edm:isRepresentationOf property is currently greyed out (meaning that it “will not be 
used in the first implementation so any values provided for them will not be used”), 
and the current number of subjects specified as strings will make turning them into 
references a conspicuous and non-trivial job16. 

3.3 Roles and Values 

Many of DC properties (e.g., dc:creator and dc:contributor) are considered insuffi-
cient so often that in most Europeana resources that we have checked many actual 
values are composed of the indication of a role or other contextual information as well 
as a name (e.g. of the creator and/or contributor). For example consider:  

 
Creator: Morel, Francois (Radierer) 17 
Creator: Cartographer : Ryther, Augustus18 
 
 

                                                           
16 …not to mention the fundamental problem that in OWL a property can either be a data prop-

erty (i.e., allowing strings) or an object property (i.e., allowing references) but not both, so 
that any OWL ontology based on EDM will have to choose one representation for the values 
of all the properties, including dc:subject, that allow either strings or references as their val-
ues. This, in and by itself, will be a major exercise in reconversion and qualification of exist-
ing data sets. 

17 http://www.europeana.eu/portal/record/08547/ 
  DC2A5E3DB3A0675D12DA7699647D1D8FA1B9293D.html 
18 http://www.europeana.eu/portal/ 
  record/92037/25F9104787668C4B5148BE8E5AB8DBEF5BE5FE03.html 
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Creator: Friedrich, J. C. F. [Production]19 
Subject: AUTN=Piranesi Giovanni Battista; AUTA=1720/ 177820 
 

The universality of this approach is evident, and similarly evident is the need to pro-
vide more information than a mere name, although the syntaxes, the metadata models 
and the provided information differ.  

A better solution could be obtained by promoting strings into first-class objects – 
e.g., converting people names into individuals of the class edm:Agent or foaf:Person21 
– and dealing with people names and people’s roles separately. There exist two alter-
native ways to address efficiently and effectively this issue.  

On the one hand, we can create explicit sub-properties of properties such as 
dc:creator or dc:contributor. For instance, by allowing “cartographer” to become an 
explicit sub-property (e.g., property ontology:cartographer) of dc:creator, the identi-
fication of name and roles becomes possible and easy, and consequently the queries 
become more powerful, as shown in the following excerpt related to The Cittie of 
London 31 by Augustus Ryther: 

 

resource:cittie-of-london-31 ontology:cartographer resource:ryther . 

 

resource:ryther a foaf:Person 

 ; foaf:givenName “Augustus” 

 ; foaf:familyName “Ryther” . 

 
A problem with this approach is that the TBox of the ontology needs to be modified 
every time a new role is defined as a new subproperty of dc:creator, which is not a 
good design principle in general.  

An alternative is to define people’s roles as individuals of a class. In theory, 
CIDOC CRM already implements this behaviour by using the meta-property P14.1 in 
the role of [13] (a property of property P14 carried out by) so as to specify the role 
that an agent has in the context of a particular event (e.g., the creation of an artistic 
work) through an instance of the class E55 Type. However, the official RDFS ontolo-
gy of CIDOC CRM22 does not implement any meta-property and in reality RDF lacks 
the expressive power needed to define meta-properties altogether. To simulate a meta-
property in RDFS/OWL we may define an additional class that associates the person 
to his/her role. For instance, the Publishing Roles Ontology (PRO)23 has this beha-
viour by means of the class pro:RoleInTime,: 

 

                                                           
19 http://www.europeana.eu/portal/record/08547/ 
  AD78BAEF3D932EF43765BAD78FE8E707EA4AFF85.html 
20 http://www.europeana.eu/portal/record/08504/ 
  3F54955AB672A4DA3C5A9C268D659A0075170C7F.html 
21 http://xmlns.com/foaf/spec/#term_Person 
22 http://www.cidoc-crm.org/rdfs/cidoc_crm_v5.0.4_ 

 english_label.rdfs 
23 http://purl.org/spar/pro 
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resource:ryther a foaf:Person 

 ; foaf:givenName “Augustus” 

 ; foaf:familyName “Ryther” 

 ; pro:holdsRoleInTime [ a pro:RoleInTime  

; pro:withRole resource:cartographer 

; pro:relatesTo resource:cittie-of-london-31 ] . 

 

resource:cartographer a pro:Role . 

 

This approach has the advantage of not requiring the modification of the TBox of the 
ontology whenever a new role is needed: we have just to add a new individual of the 
class pro:Role. 

4 Experimenting on “data.europeana.eu” 

The current implementation of the web site http://data.europeana.eu already 
contains a first selection of the full library of items as RDF statements and they are al-
ready queryable via Linked Data aggregators24. However some limits can be observed 
in how the site handles non-existing and non-translated resources, which prevents this 
implementation from being fully compliant with the Linked Data architecture. 

According to [15], one of the most important principles of Linked Data is that all the 
published resources must be defererenceable. Content negotiation is necessary, since 
information about a resource should be always returned according to the format re-
quested by the user who is navigating the Linked Data, e.g., HTML for humans and 
Turtle for computer agents. Content negotiation usually has the form of a “303 redi-
rect”: the client asks for a resource in a specific format, the server answers with a “303 
See Other” HTTP status code indicating the URL where that requested representation is 
available to the client, and finally the client gets the content from the specified URL. 

Europeana does in fact correctly implement the “303 redirect” approach for the re-
sources it makes available in RDF, but does not behave correctly for non-existing or 
non-available resources. Regardless of whether the resource exists or not, in fact, the 
server always returns a 303 redirect, and then, after the client restates the query to the 
new URL, it returns an error if the resource is non-existent. Good Linked Data policy, 
on the other hand, is that 303 is only returned on existing resources, and an immediate 
error is returned for non-existing or non-available resources.  

Two different approaches can be adopted for the return code, depending on which 
perspective is adopted: in an Open World perspective, we cannot state whether a re-
source exists, but we can only say whether we have data about it, while in a Closed 
World perspective, if no data is available about a resource, then the resource itself 
does not exist. 

                                                           
24 Although the Europeana Linked Data project is still ongoing, we hope that what we describe 

in this section can be seen as valuable and meaningful suggestions for future modifications 
of the Linked Data infrastructure of Europeana. 
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Depending on which of the above views the server adopts, the client should expect 
a different reply than a “303 See Other” when its initial request cannot be satisfied, as 
shown in table 1.  

Table 1. HTTP status code for non-existing or non-available resources in Linked Data 

 Open World view Closed World view 
Resource is not 
available in the 
requested  for-
mat 

406 Not Acceptable 
Information about the resource exist but they can-
not be returned in the requested format 

406 Not Acceptable 
There are no information 
about the resource in the 
requested format 

There is no  
resource with 
that URI 

204 No Content (no body specified) 
or 
303 See Other and the indication of a new location 
that contains empty content in the format requested, 
e.g. an empty RDF/XML string “<rdf:RDF />”) 
There are no information about the resource  

404 Not Found 
The resource does not exist 

5 Conclusion 

The final question is: how can we improve user queries? How do we work in the di-
rection of an effective enrichment of metadata, in order to address the information 
needs of the end users? Europeana currently misleads in the object descriptions main-
ly because of the imprecise mapping of the original metadata set onto the Europeana 
specific model. The variety of metadata vocabularies, ontologies and models makes 
things difficult to manage. Approaches towards a better integration of the different 
metadata sources that feed Europeana could be helped by existing works on the crea-
tion, extension and alignment of OWL ontologies, but much work in the mapping of 
richer models still needs to be dealt with by hand. The EDM Mapping Guidelines [13] 
should lead content providers to create descriptions compliant to EDM, at the same 
time leaving them free to use metadata models and value vocabularies most appropri-
ate to their own internal uses. But although by correctly using the Guidelines many of 
the existing problems would be solved, some aspects of the EDM could be improved, 
reflecting on the different levels of description of the objects. Full and correct Linked 
Data compliancy, furthermore, is the right direction for the future and will help Euro-
peana in giving more complete and structured descriptions. Yet, the techniques have 
to be refined. We wait for the announced Europeana v2.0 at the end of 201425. 
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Abstract. The Linked Data is a set of principles and technologies providing a 
publishing paradigm for sharing and reusing RDF data on the Web. The Linked 
Data Cloud is expanding at a very high speed since 2007, when the Linked Data 
Project was launched. Europeana, the European Digital Library, subscribes to 
the view of a web of data, and the distribution of cultural heritage data is one of 
the main objectives established by the Europeana Strategic Plan. The paper illu-
strates how Europeana publishes Linked Data, with focus on the technological 
approach adopted. 

Keywords: Linked Data, Linked Data Server, Europeana. 

1 Introduction  

The Linked Data is a set of principles and technologies providing a publishing  
paradigm for sharing and reusing data on the Web [1]. In a well-known paper [3] Tim 
Berners-Lee, coined the term Semantic Web which advocated to extend the web of 
documents as "a web of data that can be processed directly and indirectly by ma-
chines", with the ability of discovering new resources through the interconnection of 
similar data. The Europeana project goal is to provide integrated access to digital 
objects from the cultural heritage organizations of all the nations of the European 
Union. To achieve this objective, Europeana provides a set of tools, such as the portal, 
a set of APIs for programmatic access to its resources, etc.  Having the ability to pro-
vide metadata as Linked Open Data, is very important for Europeana to attract new 
users and new providers because the linked data paradigm enables the use of digital 
representations of cultural artifacts for generating knowledge [7]. For this reason, the 
implementation of Linked Open Data Pilot Server (LODPS) is an important step for 
Europeana, its partners and third parties. It paves the way towards achieving two cru-
cial Europeana targets: enable connecting related data and makes them easily accessi-
ble using common Web technologies and enable everyone to access, reuse, enrich and 
share data.  

Distributing the whole Europeana datasets as Linked Open Data (LOD) requires to 
process the existing Europeana metadata, coded according to the Europeana Semantic 
Elements (ESE), to obtain RDF descriptions as required by Linked Data approach 
(ESE enrichment and transformation), and to define an agreement with every data 
provider to publish their data as open data.  
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We decided to focus on finding solutions for the first issue, by creating a Linked 
Open Data Pilot server that exposes as Linked Data a subset of the Europeana content 
belonging to those providers, who want to make their data available on the web. Note 
that the Linked Open Data Pilot server is technically separated from the Europeana 
production server. 

The approaches and technical solutions adopted for transforming ESE metadata in-
to a richer and more flexible format and to link the Europeana data with other sources 
are described in [2]. 

 This paper will describe in details the server built to publish Europeana Linked 
Data, showing its architecture, and the technical solutions adopted.  

2 Linked Data Server 

In [4] a number of best practices, known as the Linked Data Principles, are proposed. 
The basic idea is to use the architecture of the World Wide Web to share data on a 
large scale: 

1. Use URIs as names for things. That is, use the URIs to report not only documents, 
but also objects and concepts of the real world. 

2. Use HTTP URIs so that people can look up those names.  
3. When someone looks up a URI, provide useful information, using the standards 

(RDF*, SPARQL). That is, all URIs must be defererenceable, i.e. client applica-
tions use the HTTP protocol to look up the URI and to obtain a description of the 
resource identified by the URI, using standard notations. 

4. Include links to other URIs. so that they can discover more things. 

A Linked Data Server is an HTTP server application that offers the ability of disco-
vering new resources through the interconnection of similar data and complies with 
the Linked Data Principles.  

 

Fig. 1. Linked Data Server 
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There are two main strategies to implement the URI dereference mechanism: 303 
URIs and hash URIs, both are described in details in [6]. In summary: 

- In the 303 URIs strategy if the server recognizes that the URI identify a real ob-
ject or an abstract concept , it sends to the client a HTTP response code “303 See 
Other” and a link to a web  document describing the resource, the client then asks 
for this document and the server returns it with HTTP code “200” 

- In the hash URIs strategy the fragment identifier of a URI (the part of a URI that 
follows the # symbol) is used to identify real-world objects and abstract concepts, 
without creating ambiguity. 

Advantages and disadvantages of both strategies are discussed in [6]; in essence: hash 
URIs have the advantage of reducing the number of necessary HTTP connections, 
which, in turn, reduces access latency, 303 URIs, on the other hand, is more flexible 
because the redirection target can be configured separately for each resource. 

For the Europeana LD server we decided to adopt the 303 URIs strategy, the main 
reasons for this choice are explained in the following paragraph. 

4 The Europeana Linked Data server 

The following picture, taken from [2], shows the overall architecture of the Europeana 
Linked Data server. 

According to the publishing steps individuated in [1] we can describe the server as 
follows: 

- Data preparation: this step is executed by three server components. The 
ESE2EDM component that downloads the data from the Europeana dataset and 
maps the ESE metadata records into EDM information objects, the Link Genera-
tion component that enrich the EDM objects and creates the links to other Linked 
Data Sources and the Dump creation component that merges the results of the 
above components into a set of dump files. A detailed description of the algo-
rithms and tools implementing these components can be found in [2].  

The output of this step consists of a number of RDF triples (currently: 
115.769.306) that are stored a) in a set of dump files, b) in an RDF-Store. Every 
dump file contains RDF triples belonging to a specific collection; dump files are 
published and can be downloaded. 

- Data Storage: The data storage is implemented using an RDF store. It is impor-
tant to note that the dataset of the Europeana Linked Open Data Pilot is loaded in 
the RDF Store using a batch procedure and it does not change, this means that da-
ta manipulation is not critical in the Europeana Linked Data Server. On the con-
trary the response time for queries to the RDF Store is very critical since every 
data resource in the store is accessed via query.  

Results presented in [8], where performances and features the main RDF Store 
are compared, shows that the Virtuoso server is a good solution from the perfor-
mance point of view. Moreover Virtuoso provides also a REST web service to 
perform SPARQL queries over HTTP, this feature is used to publish Europeana 
Linked Data via SPARQL. 
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Table 1. Europeana Linked Data publishing methods 

Publishing method

Data published 

 
File Transfer 

 
REST/SPARQL 

 
HTTP/GET 

Complete dataset Download dataset 
dump 

N.A. N.A. 

Collection of resources Download collec-
tion(s) dump 

SPARQL ‘Select’ 
query 

N.A. 

Single resource N.A. SPARQL ‘De-
scribe’ query 

URI derefe-
rence 

 
The Accept header value is parsed to check if the request asks for an HTML docu-
ment or if an RDF resource is needed. When an html document is requested, the client 
request is redirected (303 redirection) toward the document describing the resource in 
the Europeana server: www.europeana.eu. 

 

 

Fig. 4. HTTP request parsing 

If instead the client asks for an RDF/TTL/N3 media type then the requested URI is 
parsed to individuate (i) the actual category of the resource requested (a resource map, 
a proxy, an aggregation or an item) and (ii) the resource ID.  

The different categories of resources served by data.europeana.eu are [2]: 

• Item (http://data.europeana.eu/item/[id]), a real-world object for which digital 
resources are available through Europeana 

• Resource Map (http://data.europeana.eu/rm/europeana/[id]), a OAI-ORE resource 
map [10] indicating meta-level statements about the creation and publication of 
ORE data (ORE aggregations and their aggregated resources) 
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• Provider aggregator (http://data.europeana.eu/aggregation/provider/[id]) the digi-
tal resources submitted on an object by its provider, it also gives meta-information 
on the digital resource aggregation process, e.g., the name of the data provider 

• Europeana aggregator (http://data.europeana.eu/aggregation/europeana/[id]) the 
digital resources maintained by Europeana for the object, it also gives meta-
information on the data aggregation process, which is created by Europeana 

•  Provider proxy (http://data.europeana.eu/proxy/provider/[id]) gives all the data 
that applies to the real-world object, from the perspective of the data provider  

• Europeana proxy (http://data.europeana.eu/proxy/europeana/[id]) gives all the 
data that applies to the real-world object, from the perspective of Europeana.  

The LOD server gets a resource via a SPARQL ‘DESCRIBE’ query (i.e. a specific 
form of SPARQL query that returns a RDF graph describing the resource). The query 
is executed in the Europeana dataset stored in theVirtuoso triple-store. 

The query result is parsed by the LOD server, formatted according to the requested 
media type and sent back to the client. 

6 Conclusions and Next Steps 

The Linked Open Data Pilot server publishes a subset of the Europeana dataset as 
Linked Data. It offers three different ways to clients for getting Europeana Linked 
Data: URIs dereferencing via the server located at http://data.europeana.eu, SPARQL 
queries via Web Service and data dump file downloading. The technology adopted 
and the code developed is open source [9]. The current activity on the Europena 
Linked Data pilot has three main goals: to increase the number of the Europeana con-
tent providers contributing to the Europeana Linked Data dataset, to refine the dataset 
quality by adding links to other Linked Data sets and to improve the implementation 
of the server functionalities. Concerning this last activity probably the biggest chal-
lenge is to improve the Data Store performances. Even if the Virtuoso Server query 
response time is acceptable for a pilot server, we’re working to identify a solution 
applicable in a ‘production’ server, when potentially the whole Europeana Dataset 
could be published as Open Data. Another activity is to investigate other technical 
solutions adopted for the data publication to improve technical interoperability with 
other Linked Data servers. 
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Abstract. On the basis of principles and methodologies developed by the major 
projects on digital preservation, the paper addresses the fundamental problem of 
authenticity management, and specifically of defining appropriate mechanisms 
and tools to transform the presumption of authenticity into the capacity of its 
verification. The approach we propose is to concentrate on the digital resource 
lifecycle, since, in order to make a proper assessment, one must be able to trace 
back all the transformations the digital resource has undergone since its crea-
tion, and that may have affected its authenticity. For these transformations one 
needs to collect and preserve the appropriate evidence that would allow, at a 
later time, to make the assessment. We have therefore developed a model of the 
digital resource lifecycle in order to identify the main events that impact on au-
thenticity and to define precise operational guidelines to specify which evidence 
should be collected and how to organize it. A case study analysis is currently 
being performed to check the validity of the model and to see how it specializes 
on several specific environments. Preliminary results are already available and 
confirm that the model is sound and that the implementation of the guidelines 
can be worked out effectively and with a fairly reasonable amount of effort.  

Keywords: authenticity, curation, long-term preservation, repository.   

1 Introduction 

Authenticity is considered in the literature and by all major projects on digital preser-
vation in the area of digital libraries and institutional repositories as one of the most 
crucial characteristics to be maintained over time and consistently documented for 
evidence and future use [1-4]. In the last decade the scientific community has devel-
oped robust principles and a basic methodological approach to this issue, with the aim 
of establishing among different communities a common understanding of the con-
cepts involved and on the specific tools to be implemented.  

The InterPARES projects (1999-2012) [5] have addressed the creation, mainten-
ance and preservation of digital records, with specific reference to authenticity. A 
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major finding is that, to preserve trustworthy digital records (i.e., records that can be 
demonstrated to be reliable, accurate and authentic), records creators must create 
them in such a way and in such a form that it is possible to maintain and preserve 
them. This entails that a relationship between a records creator and its designated 
preserver must begin at the time the records are created.  

The CASPAR project (2006-2009) [6] has dedicated specific effort in developing a 
methodology for the management of authenticity in the digital environment. In partic-
ular the Caspar Authenticity Team has identified a set of attributes that allow to cap-
ture information relevant for the authenticity as it can be collected along the lifecycle 
of the digital resources; the Team has also developed tools and procedures to manage 
this information. 

On the basis of this analysis, a well stated terminology has been included in the 
new version of the OAIS reference model 1 [8], and considerable agreement has been 
reached in the digital preservation community on some basic principles: 

• it is not possible (feasible) to preserve electronic resources as original unchanged 
resources: one may have only the ability to reproduce them in the form of authen-
tic copies thanks to the preservation of authentic copies of digital components; 

• authenticity cannot be recognized as given once and for ever within a digital envi-
ronment: a clear distinction should be made between the authenticity of the  
preserved record/resource (not necessarily the same objects as those originally de-
posited) and the procedure of evaluating and validating the same object; 

• the profile of the authenticity has to be considered as a process aimed at gathering, 
protecting and/or evaluating information/set of attributes mainly about identity and 
integrity of the digital resource. 

As a consequence of this, and because digital resources curation is increasingly and 
dynamically based on the concept of trust 2, the heart of the problem has become how 
to support the unavoidable principle of trustworthiness and, even more, how to trans-
form these general concepts and assumptions into a series of concrete, measurable and 
well interconnected steps to sustain the presumption of digital authenticity both in the 
pre-ingest phase and in the repository itself. 

In other words, the fundamental question is how to transform presumption into 
evidence, and how to define a multilayer approach able to provide a convincing struc-
tured series of events, agents and information, related to the interconnected phases of 
the digital resources lifecycle, in order to verify their integrity and authenticity conve-
niently to the various levels of analysis and according to the specific needs of  
consumers.  

                                                           
1 In the draft of the new standard authenticity is defined as: “the degree to which a person (or 

system) may regard an object as what it is purported to be. The degree of authenticity is 
judged on the basis of evidence”. 

2 In the Merriam-Webster dictionary trust is identified as “a charge or duty imposed in faith or 
confidence or as a condition of some relationship”, a sort of “glue which binds that relation-
ship together”, whose ingredients have to be identified and described for effectiveness of the 
custody. 
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These questions have been thoroughly addressed by the APARSEN project [9], a 
NOE funded by the EU (2011-2014) with the goal of overcoming the fragmentation 
of the research and of the development in the digital preservation area by bringing 
together major European players, to combine and integrate these efforts into a shared 
program of work, thereby creating a pre-eminent virtual research centre in digital 
preservation in Europe.  

The activity carried on in APARSEN has concentrated on establishing operational 
guidelines to properly manage the digital resource lifecycle in order to: 

─ conveniently trace (for future verification) all the transformations the digital re-
source has undergone since its creation that may have affected its authenticity and 
provenance, 

─ collect and preserve for each of these transformations the appropriate evidence that 
would allow, at a later time, to make the assessment and, more precisely, 

─ develop a model of the digital resource lifecycle, which identifies the main events 
that impact on authenticity and provenance and investigate in detail, for each of 
them the evidence that has to be gathered in order to conveniently document the 
history of the digital resource.  

The final target of this effort is, of course, trying to achieve the interoperability 
among the systems where the digital resource is kept or preserved along its lifecycle, 
since there may be several changes of custody, and therefore very often the evidence 
about authenticity needs to be managed and interpreted by systems that are different 
from the ones that gathered it.  

Indeed the model we present in this paper is based on a broad analysis of the main 
standards developed or supported by the major research projects in the preservation 
area [12-16]. Because the focus is set on the events and the responsibilities in the 
various phases of lifecycle (creation, keeping, preservation), the main standards that 
have been considered are (apart from OAIS [7], which is the basis of our common 
understanding in building an open framework for digital preservation) those concern-
ing the creation and keeping of accurate, complete and reliable records in the e-
government field. Even if intended for a specific domain, these rules are relevant for 
the preservation of any type of resources.  

Achieving such an ambitious goal requires time, consensus and a thorough discus-
sion. For this reason the methodology we propose in the following sections, although 
we already have some encouraging feedback from test applications, should only be 
considered as a preliminary step, and a basis to derive more complete operational 
guidelines to improve the current (too often very poor) practices in managing digital 
authenticity and providing evidence in preservation systems.  

2 Authenticity and the Digital Resource Lifecycle 

In order to properly assess the authenticity of a Digital Resource (DR) we must be 
able to trace back, along the whole extent of its lifecycle since its creation, all the 
transformations the DR has undergone and that may have affected its authenticity and 
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provenance. For each of these transformations [10] one needs then to collect and pre-
serve the appropriate evidence that would allow, at a later time, to make the assess-
ment, and that we shall call therefore authenticity evidence. 

Under quite general assumptions, we may consider the DR lifecycle as divided in 
three phases: 

• Pre-ingest. This phase begins when the DR is delivered for the first time to a keep-
ing system and goes on until the DR is submitted to a Long Time Digital Preserva-
tion (LTDP) system. During the pre-ingest phase, the DR may be transferred  
between several keeping systems and may undergo several transformations. 

• Ingestion. This phase encompasses both the transfer of the DR from the producer 
to the LTDP system, and the subsequent control and transformations the DR un-
dergoes during the ingest, which, referring to the OAIS terminology, marks the 
passage between the SIP (Submission Information Package) and the AIP (Archival 
Information Package). 

•  Long term preservation. This phase begins after the DR is ingested by a LTDP 
system and goes on as long as the DR is preserved. As for the pre-ingest and the 
ingest phases, also during the LTDP phase the DR may undergo several transfor-
mations, notably format migrations, aggregations etc. Moreover it may get moved 
from a LTDP system to another one.  

The pre-ingest phase has been introduced as a separate phase from the ingest to 
represent the part of the lifecycle that occurs before the delivery to the DR of a LTDP 
system. Collecting evidence for all the transformations the DR undergoes during this 
phase is of the utmost importance to assess the its authenticity.  

Each transformation a DR undergoes during its lifecycle is connected to an event, 
which occurs under the responsibility of one or more people, whom we shall call 
agents. A transformation may involve one or several DRs and one or several agents, 
and produces as a result a set of DRs, possibly new versions of the ones that were the 
object of the transformations. 

A very ambitious goal would be to try to determine 'all' possible events that are re-
levant with regard to the authenticity of a DR, and to draw precise guidelines to speci-
fy which authenticity evidence should be collected for each of these events, and how 
to organize it.  

This would be indeed a very interesting result since, as we have seen, the DR 
moves along its lifecycle from system to system, and therefore these systems, when 
they exchange the DR, need to interoperate in order to exchange also the related  
authenticity evidence. Interoperability means agreeing on a common ground, and 
therefore common guidelines would form the basis that would allow such systems to 
interoperate. 

3 The Core Set of Lifecycle Events 

Unfortunately, the variety of events that may occur during the DR lifecycle is very 
large and depends, at least in part, from the specific environment. Nevertheless, it is 
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possible to consider at least a minimal core set of events, that includes the most im-
portant ones, as well as the ones which are likely to occur in most of the environments 
in which DRs are produced and managed. The core set should be considered as a sort 
of common basis on which different keeping and preservation systems may agree, 
thus achieving at least a basic degree of interoperability in the exchange and man-
agement of authenticity evidence. 

In our investigation we have considered a reasonable variety of environments, not-
ably natural science data, health care data, social science data and administrative data 
repositories. As a result of our analysis, we have proposed the core set of events that 
we briefly outline in the following subsections. For a more complete description one 
should refer directly to the APARSEN project documentation [10]. 

3.1 Pre-ingest Phase 

The author of a DR is the person who, individually or as the representative of an insti-
tution, takes the responsibility of the content of the DR and of the descriptive infor-
mation associated to it, when the DR is created in the pre-ingest phase i.e. delivered 
for the first time to a keeping system, a term by which we mean any kind of system 
where the DR is kept, once it has been created, until it is submitted to a LTDP system.  

This definition encompasses a large variety of situations. For instance in a scientif-
ic experimental environment, where a DR is a collection of experimental data, the 
author is the scientist in charge of the experimental measures, who certifies the au-
thenticity and the integrity of the data and of the associated descriptive information, 
and the keeping system is the computer system used to store and managed the expe-
rimental data, for instance a data base centered system. Similarly, in a document  
management environment, where the DR is an electronic document, the author is the 
person who prepares the final version of the document, and the keeping system is the 
Electronic Record Management System (ERMS) where the document is kept. 

During its stay in the keeping system the DR may undergo a series of transforma-
tions that may affect both its content of the DR and the descriptive information asso-
ciated to it. For instance the DR may go through format migrations (even before it 
enters the LTDP custody), or it may get integrations of its content and/or of its meta-
data, or it may eventually be aggregated with other DRs to form a new DR. Moreover, 
before getting to LTDP, the DR may be transferred, one or several times, between 
different keeping systems. 

In the model, the core set for the pre-ingest phase comprises the following events:  

• CAPTURE: the DR is delivered by its author to a keeping system; 
• INTEGRATE: new information is added to a DR already stored in the keeping 

system; 
• AGGREGATE: several DR, already stored in the keeping system, are aggregated 

to form a new DR; 
• DELETE: a DR, stored in the keeping system is deleted, after its preservation time 

has expired, according to a stated policy; 
• MIGRATE: one or several components of the DR are converted to a new format; 
• TRANSFER: a DR is transferred between two keeping systems. 



254 M. Guercio and S. Salza 

3.2 Ingest Phase 

In the model, the ingest phase includes also the submission of the DR to the preserva-
tion repository. It involves therefore both the system where the DR was kept and the 
LTDP system to which is delivered.  

The content and the structure of the SIP (Submission Information Package) 
through which the DR is delivered must comply with a submission agreement estab-
lished between the system where the DR was kept (i.e. the Producer in the OAIS ref-
erence model) and the LTDP system (the OAIS). After the submission, the DR may 
eventually be deleted in the origin system, but this action should be considered a sepa-
rate event. The DR identity is maintained in the keeping system, but a new identity 
may be given to the DR in the LTDP system. 

Altogether it is a crucial phase, since during the ingestion all the authenticity evi-
dence about the pre-ingest life of the DR must be collected, accepted and checked by 
the LTDP system, and becomes, according to the OAIS reference model, part of  
the PDI (Preservation Description Information) of the AIP (Archival Information 
Package). 

In the model the following two events are considered in this phase: 

• SUBMIT: a DR is delivered by the keeping system where it is stored (producer) to 
a LTDP system;  

• INGEST: a DR delivered from a producer is ingested by the LTDP system and 
stored as an AIP. 

Even in a minimal situation, as long as a clear distinction between keeping and pre-
serving is done, as it should be, both the above events occur. Thus providing precise 
guidelines on which evidence should be included in the SIP and how it should be 
structured is a crucial requirement to ensure interoperability. 

3.3 Long Term Digital Preservation (LTDP) Phase 

This phase begins when the DR is delivered to a LTDP (Long Term Digital Preserva-
tion) system and goes on as long as the DR is preserved. During this phase, the DR 
may undergo several kinds of transformations, that range from format migrations to 
changes of physical support, to transfers between different preservation systems.  

The OAIS is here considered the reference model. According to the OAIS, many 
activities are carried out in connection with each of these events, but the model will 
focus here on the sole aspects related to authenticity and provenance of the DR and on 
the information (authenticity evidence) that has to be gathered and preserved in the 
PDI (Preservation Description Information), and more specifically in the Provenance, 
Context and Fixity components.  

Analyzing this phase many possibilities have to be considered: the possibility of 
transfers between LTDP systems, which is very likely to happen in the long run, and 
the possibility of changes in the structure of the preserved DRs (integration, aggrega-
tion etc.), that routinely happens in the health care sector, since records must enter 
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preservation as soon they are created and still there may be later the need to introduce 
corrections. The resulting set of events is then: 

• LTDP-AGGREGATE: one or several DRs stored in different AIPs, are aggre-
gated in a single AIC; 

• LTDP-EXTRACT: one or several DRs which are extracted from an AIC to form 
an individual AIPs; 

• LTDP-INTEGRATE: new information is added to a DR already stored in the 
LTDP system; 

• LTDP-MIGRATE: one or several components of a DR are converted to a new 
format; 

• LTDP-DELETE: one or several DR, preserved in the LTDP system and stored as 
part of an AIP are deleted, after their stated preservation time has expired; 

• LTDP-TRANSFER: a DR stored in a LTDP system is transferred to another 
LTDP system. 

4 Authenticity Evidence Records 

When giving the guidelines that should be followed to ensure interoperability on au-
thenticity among keeping and LTDP systems, beside providing a precise definition of 
the event, the crucial point is to specify which controls should be performed, which 
evidence should be collected and how it should be structured.  

In the model each event is represented according to an uniform schema: 

• the agent, i.e. the person(s) under whose responsibility the transformation occurs; 
• the input, i.e. the preexisting DR(s) that are the object of the transformation, if any; 
• the output, i.e. the new DR(s) that are the result of the transformation (possibly 

new versions of input DR(s)); 
• the authenticity evidence record, i.e. the information that must be gathered in con-

nection with the event to support the tracking of its authenticity and provenance. 

As the DR progresses along its lifecycle through a sequence of events, an incremental 
sequence of authenticity evidence records is collected by the systems where the DR is 
kept or preserved, and strictly associated to it. From a practical point of view, an au-
thenticity evidence record is a structured set of information, according to our proposal 
an XML file of predefined structure, which is strictly related to a given event. At any 
given stage of its lifecycle a DR brings with it, as part of its metadata, a (temporally) 
ordered sequence of such records, to document all the transformations the DR has 
undergone and to allow to assess its authenticity and provenance.  

Authenticity evidence will follow the DR when it is transferred between different 
systems, and will accompany it along all its lifecycle. Thus, to ensure interoperability, 
it is necessary to standardize the way the authenticity evidence is collected and struc-
tured. To this purpose existing standards should be accurately considered, as for in-
stance the Open Provenance Model (http://openprovenance.org). 
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At the moment – as already mentioned in the introduction – the model developed 
in the framework of the APARSEN project [10] , and here presented, should be con-
sidered only as a preliminary step in that direction. Nevertheless, as it turned out from 
some preliminary practical experiences, it provides a sound basis to derive more de-
tailed operational guidelines and to improve in a significant way the current (and of-
ten very limited) practices in managing authenticity and provenance in keeping and 
preservation systems.  

The following subsections discuss a few examples from some events from the core 
set discussed in sect. 3. For a more detailed discussion one should refer directly to the 
project documentation. 

4.1 SUBMIT 

A submit occurs when a DR is moved from a keeping system to a LTDP system. The 
submit needs to be authorized by the owner of the DR, and involves also the respon-
sibility of the administrator of the keeping system and of the administrator of the 
LTDP system.  

A submission may be considered as the sequence of two steps: i) preparing in the 
keeping system the DR for shipping; ii) receiving and accepting the DR in the LDTP 
system. As a consequence, two distinct new versions of the DR are produced: DR' 
which is kept in the keeping system, and DR'', that is accepted in the LTDP system.  

As two different and independent systems are involved in the submission, the 
keeping system and the LTDP system, the corresponding authenticity evidence record 
must contain the evidence produced, and conveniently authenticated, by the adminis-
trators of both systems. Accordingly there will be two distinct authenticity evidence 
records, generated and preserved in the two systems. 

•  Agents:  
─ owner: the physical or juridical person who originally created the DR; 
─ keeping system administrator: the person who submits the DR. 
─ LTDP system administrator: the person who accepts the submitted DR. 

•  Input: any DR in the keeping system 
•  Output:  

─ DR': the new version of the DR which is kept in the origin system 
─ DR'': the new version of the DR, accepted and ready for ingestion. 

• Authenticity evidence record:  
─ Keeping system 
o Event type: submit 
o Identification data of the LTDP system 
o Date and time the DR has been prepared for submission 
o Identification and authentication data of the owner of the DR who has given 

the authorization for the submission  
o Identification and authentication data of the keeping system administrator  
o Evidence that the DR has been received and accepted by the LTDP system 
o Digest of the DR authenticated by the keeping system administrator 
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─ LTDP system 
o Event type: submit 
o Identification data of the keeping system 
o Identification data of the LTDP system 
o Date and time the DR has been received from the origin system 
o Identification and authentication data of the LTDP system administrator  
o Assessment by the LTDP system administrator on the delivery of the DR: 
 Identification and authentication of the keeping system 
 Trustworthiness of the data channel used for the transfer 
 Integrity check performed on the digest received from the keeping system  

o Digest of the DR authenticated by the LTDP system administrator  

4.2 LTDP-MIGRATE 

To migrate an AIP or an AIC means to change the data format of one or several of 
their components. This is generally triggered by technical obsolescence, but may be 
as well the result of new policies adopted by the LTDP system on accepted formats. 
As a result of the migration a new version of the DR(s) is generated, which should 
preserve its intellectual content, despite the format migration. The most delicate part 
of this transformation, is to verify that the integrity of the individual DR has been 
maintained, i.e. that its intellectual content has not changed. Migration may occur 
both in the pre-ingest and in the LTDP phase, we are considering here the latter case. 

•  Agents:  
─ LTDP system administrator: the person responsible of performing the migration 

•  Input: one or several DRs contained in an AIP or in an AIC 
•  Output: a new version of the AIP or AIC 
•  Authenticity evidence record:  

─ Event type: migration 
─ Date and time the migration has taken place 
─ Identification data of the LTDP system 
─ Identification and authentication data of the system administrator  
─ Digest of the new version of each affected DR after the migration 
─ Statement, for each migrated DR, that the intellectual content of the DR has not 

changed, specifying also the criteria adopted to make the assessment  
─ Digest of the new version of the AIP produced by the migration 

5 Case Study Analysis 

As part of the activities carried on in the APARSEN project, a case study analysis has 
been performed to check the validity of the model and to see how it specializes on 
several specific environments [11].  

Four case studies have been selected, to cover a reasonable variety of situations: 
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• a health care data repository, 
• two repositories of experimental scientific data, 
• a repository of social science data. 

Each case study is organized in two parts: 

• What is done right now. A description and analysis of the current practices 
adopted in the management of the specific repository. The first step is understand-
ing the meaning of authenticity and provenance for the designated community, 
identifying the main events in the DR lifecycle, the transformations the DRs un-
dergo and their impact on authenticity and integrity. Next step is to analyze what is 
currently done about that, i.e. how DRs are delivered by producers, which controls 
are performed, which authenticity evidence is collected, etc. 

• What should be done. That means applying the methodology and the guidelines we 
propose to the results of the analysis of the current practices, i.e. fitting the life-
cycle events into the core set of events we propose, identifying the controls that 
should be done and the authenticity evidence that should be collected, and sketch-
ing the improvements one should introduce to correctly manage authenticity and 
provenance. 

We briefly discuss in the following subsections two of the case studies. Due to space 
limitations the presentation is restricted to the main highlights. For a more detailed 
account one should refer directly to the complete report that has been published as a 
deliverable of the APARSEN project [11]. 

In both cases our model has proved to be effective, since the events in the current 
situation have clearly mapped into our core set of events, and the structure we propose 
to represent the events has shown to be adequate. Moreover it has been helpful in 
formally documenting the workflow and in identifying deficiencies in the manage-
ment of authenticity evidence. 

5.1 Repository of the Public Health Care System in Vicenza, Italy 

This study deals with several types of DRs, mainly test results (files in DICOM for-
mat and more) and medical reports (digitally signed by physicians), each type of DR 
being handled by a separate workflow. All records are sent to the repository shortly 
after their creation and managed according to the Italian rules on LTDP, which are 
very specific and mostly centered on digital signatures and certified timestamps, and 
mandate to collect many DRs in a single large batch (called Preservation Volume).  

We refer here about the workflow of studies (i.e. sets of diagnostic images), which 
involves in the pre-ingest phase several systems under different responsibilities: Mod-
alities (imaging devices) and  local and central PACS (Picture Archiving and Com-
munication Systems) that act as keeping systems in the medical structures. The ingest 
phase involves a preservation system called Scryba which is compliant with the Ital-
ian regulations and the OAIS model. According to our model we could clearly identi-
fy in the lifecycle the following events: 
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• CAPTURE: studies are generated by modalities and captured by local PACS; 
• TRANSFER: studies are transferred from a local PACS to the central PACS; 
• SUBMIT: a SIP is prepared for each study and is moved from the central PACS to 

the preservation system Scryba; 
• INGEST: an AIP is generated for each SIP; the process includes some controls on 

provenance and integrity, generating the PDI from metadata (both explicit and ex-
tracted from the DICOM file) and adding a certified timestamp; 

• AGGREGATE: several AIPs are aggregated in a single AIC (Archival Informa-
tion Collection) which corresponds to a Preservation Volume.  

According to our analysis the management of the authenticity along the lifecycle is 
rather reasonable, due to the compliancy to the quite detailed national regulations, but 
a few improvements have been suggested: 

• in the pre-ingest and ingest phases the responsibilities for local and central PACS 
should be explicitly documented in the authenticity evidence records (AER); 

• further controls should be introduced in the ingest phase (integrity checks in the 
transfers) and the outcome of all controls should be recorded in the AERs. 

5.2 Social Science Data Repository at UK Data Archives 

The Archive acquires data from a variety of producers in the academic, public, and 
commercial sectors, providing continuous access to these data, in a relationship which 
is based on a network of confidence with the stakeholders. The DR lifecycle is sub-
stantially different from the previous case and is concentrated on the ingest and the 
LTDP phases. According to our model we could clearly identify in the lifecycle the 
following events: 

• SUBMIT: a SIP, prepared according to the submission agreement, but with a  very 
large degree of variety in its structure, is submitted by the producer to the Archive; 

• INGEST: a complex transformation that may require the manual intervention of 
specialized teams to normalize the structure of the information package (and the 
data themselves) to meet the Archive standards; 

• MIGRATE and DELETE: two additional events, that correspond to transforma-
tions in the process to be implemented. 

Although the workflow is currently based on well devised and well documented pro-
cedures, and complies with international standards, referring to our model during the 
analysis has proved helpful in identifying a few problems that should be addressed: 

• part of the authenticity evidence is currently not included in the SIP, but derived 
from data deposit forms and agreements: it should instead be collected by the Pro-
ducers, structured according to detailed specifications and incorporated in the SIP; 

• some of the transformations that are currently performed by specialized teams 
during the ingestion may affect the authenticity of the preserved DRs since the re-
sponsibility of the producers cannot be properly documented; according to the 
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OAIS model the only clean way to fix the problem could be to require the produc-
ers to normalize the data themselves before preparing the SIP, possibly providing 
them with assistance from the specialized teams, if they need it. 
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Abstract. The paper illustrates the invention of a method and an apparatus able 
to recognize the text in a set of digital images referring to pages of ancient 
manuscripts or printed books. It includes the following macro steps: identifying 
and connecting in sequence regions containing words in a subset of the images; 
structuring a thesaurus of fonts used in those regions; performing the character 
recognition of one or more images belonging to the set, associating to this 
recognition a first value of efficiency. The prototype is patent pending 
(National Pat. Pend. n. BA2011A000038 – Intern. Pat. Pend. n. I116-PCT). 

Keywords: Intelligent Character Recognition (ICR), Manuscripts, Ancient 
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1 Introduction 

Existing digital libraries, containing digital collections of ancient and valuable 
handwritten and printed documents and books dating up to the second half of XIXth 
century, show a level of interactivity still extremely low. For these specific digital 
contents, indeed, has not been yet possible to develop optical-digital recognition 
systems and/or text recognition of virtual pages, able to provide an efficient indexing 
of databases content either already accessible or to constitute over the web 2.0. 

None of the latest and most important projects of digital libraries currently 
available on the web 2.0 (Europeana, World Digital Library, The European Library, 
etc.) has accessibility and usability features that allow users to see the text content of 
the reproduced digital objects without having to scroll them through in full. Excluding 
common cataloguing research (author, title, release notes), in these databases it is not 
possible to develop any indexing that allows in-depth studies based on the analysis of 
the recurrence of words, inference about different texts, etc. 

This difficulty arises from the nature of the artifacts in question. The complexity 
and divergence of ancient manuscript spellings, even those paleographic more linear 
and regular; the kind of old inks used; the obsolescence of the materials, in most cases 
with damages caused by biological or biochemical factors, mechanical accidents and 
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human carelessness: all these factors have so far prevented all attempts to go beyond 
the simple reproduction of these digital artifacts. 

Neither the currents OCR, ICR and IWR available on the market can be applied to 
solve the problem of text recognition in ancient documents[1]. 

If this situation seems almost obvious in the case of manuscripts, because of their 
nature, it should be less understandable for the printed books. Instead, even for this 
kind of artifact, in particular for books produced by handprinting (and therefore the 
entire print production from 1456 up to 1850), the situation is very similar to that of 
the manuscripts. 

The problems, in fact, are not different, even if they affect to a lesser extent. The 
techniques of composition of the printing plates, the inks used, the alignment of 
stamps within words, and of the words within lines, the different graphic fonts 
representative of certain letters, as compared to those commonly used (eg., the "s" 
represented by a printing font very similar to "f"), different linguistic conventions, the 
various noise of the images (background noise caused by the press on the reverse side 
page, smudges and breakage of stamps, ink stains and some other varied cause due to 
time and men) are all factors that, today, frustrate any attempt to index the contents of 
digital images of ancient materials through application of recognition systems with 
satisfying results. 

2 State of the Art 

Research. Concurrently with the research and prior to the implementation of the 
prototype, a survey was carried out both in research on intelligent recognition 
systems, and among international patents relating to existing applications for 
recognition of the content of digital images. 

It became apparent that the research on intelligent recognition systems, which is 
able to operate effectively on images of handwritten or printed ancient materials, 
especially before 19th century, has not yet produced significant results despite the 
efforts made for several years. 
 
Shape prior model – Ben-Gurion University. In our opinion, the only interesting 
research about recognition was carried out by a team of Ben-Gurion University in 
Israel, whose first results were published in 2008[2]. 

The paper describes a method of segmentation and recognition of characters which 
aren’t perfectly legible in damaged ancient manuscripts. The process is based on the 
manual construction of shape models representing the possible variability of the 
characters previously segmented from images of damaged manuscripts. On these is 
performed a training set that, by matching with the reference models, progressively 
reduces them to a core, generating for each segmented character a shape prior which 
is the essential reference for the reconstruction of damaged characters and not legible 
to human eye. 

The system, which works on grayscale images, implies a preliminary long and 
laborious step of manual construction of models of reference, and requires more 
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progressive training set. Despite the complex laboriousness of the process, the result 
is certainly interesting. 

Even so, the ratio of the system has completely different requirements than those 
of the application object of this work, which will be discussed in the following 
paragraphs. 

 
Patents. The survey among international patents produced no most important results. 
Faced with an astounding amount of existing applications, it’s easy to detect the 
almost complete identity of functions and applications they exhibit in the output. 
There are very few exceptions, however always conditioned by elaborative processes 
that require high manual skills, thus making not very user friendly. We describe 
briefly some of those that seem to be a useful paradigm to better illustrate the 
newness of the process that we developed. 

 
reCAPTCHA[3]. An interesting patent is that developed in 2008 by researchers from 
Carnegie Mellon University, USA. They have revised the existing CAPTCHA 
systems, enabling them to interpret the doubtful words identified by OCR programs, 
according to a simple, but efficient, system. 

When two OCR systems identify differently a word, this word is associated with a 
known word and sent to a user who has to pass a CAPTCHA test to access a service. 
It is assumed that if a user is able to identify the known word correctly, then there is 
an high probability he/she also identify the unknown word. When three users give the 
same answer, the system stores the word as correct. 

In September 2009 the project has been acquired by Google, who uses it to correct 
errors resulting from OCR scanning of texts. It should however be noted that, for 
images of books printed prior to the second half of the 19th century, the results are not 
at the level of expectations created at the moment of the discovery and distribution of 
the system. In fact, the rates of return are still quite low, as it oscillates between 30% 
and 60% for ancient printed documents, with the highest percentage obtained 
exclusively on printed texts from the late nineteenth century, while for manuscripts 
the system did not show any noteworthy working. 

 
Multifont Optical Character Recognition Using a Box Connectivity Approach (EP 
0649113 A2)[4]. The approach of the system is based on a pattern recognition 
obtained setting a minimal bounding rectangle around the pattern, sharing out the 
pattern into a grid and comparing a partitioned vector derived from this grid with 
other vectors obtained in a similar way starting from known pattern. 

Finally, you choose a set of pattern according to Pareto and select one of the 
patterns thus obtained. The process is laborious, and it is not able to operate 
effectively on images of ancient documents. 
 
Document Digitization (Fr 2768825 A1)[5]. The system is based on the digitization of 
generic documents, acquiring the image with a scanner connected to one of two 
computers linked to a network. Scanned images are stored in a high capacity data 
storage system. 
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This storage system is also used to save text files "searchable" produced from the 
second computer with an OCR process on document images. The application does not 
present any significant functionality able to operate on images of ancient documents. 
 
Method and Apparatus for Isolating an Area Corresponding to a Character or Word 
(Us 5144682 A)[6]. This system works in order to isolate an area corresponding to a 
character or a word in an OCR device. The main technical problem that must be 
solved is to recognize characters and words disposed on lines considerably inclined. 

The method works on black and white images. Although it is designed to solve a 
noise level, which is one of the most problematic factors of the images of ancient 
documents, the system is not able to operate effectively on this kind of images. 
 
Technique for Correcting Character-Recognition Errors (Gb 2463577 A)[7]. The 
system is structured on a method for identifying and correcting failures in the 
information extracted from images using character-recognition software like OCR or 
ICR. However, the level of operation on which it is effectively able to act is strictly 
limited to current documentation concerning financial transactions. 
 
A2iA’s Proprietary IWR, Intelligent Word Recognition[8]. Some systems, while using 
more sophisticated methods than aforesaid, base the recognition on the segmentation 
into words of the text regions. 

Such approach is used by the A2iA Proprietary IWR, Intelligent Word Recognition, 
developed by the A2iA, USA. Although this IWR has been successfully used in 
projects for recognition of handwritten documents, the system is able to operate only 
if interfaced with specific semantic thesauri structured prior to recognition phase, 
otherwise it is not capable to make any refund of text. Once again, it is assumed the 
necessity of a preliminary laborious manual work. 

Some Remarks. As can be easily inferred from what we have above outlined, 
nowadays there is not a method or system able to recognize and index images of 
ancient documents in either automatic or semi-automatic way. 

The models and the systems able to work on such kind of document have in 
common test on ideographic script. Some questions remain about working on 
alphabetical script. Furthermore, in order to work satisfactorily on such documents, 
all of them require either a complex manual transcription in electronic format of the 
content of documents to index, or to structure specific semantic thesauri on which to 
match the images, followed by an equally laborious training process. 

They need too the planning of complex algorithm to extract information to use as 
models for the matching of digital images, but the output is incomplete and 
unsatisfactory. And all the scientific and research papers about the digital recognition 
have the same limit: they purpose not systems, but pure models without sufficient 
certainty about their working on digital database of paleographic materials. 

We consider the reason why the existing systems for optical and/or intelligent 
recognition of digital images don't work on ancient documents is the methodological 
approach used in the structuring of such systems[9-15].  
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This approach maps the words on the scanned images of document pages by 
associating them in their entirety either to an electronic text inserted manually by an 
operator, or to thesauri of reference preliminarily structured still manually. This 
approach, just as it requires a long and complex preliminary manual work, seriously 
limits the possibility to electronically recognize a large amount of historical texts. 

In addition, if this method works fine on certain more recent materials (from the 
late 19th century onwards) because of the linearity of the typographic and graphics 
composition of the pages, it cannot be the solution to the problem of opening to 
scholars and mankind an interactive access to the enormous amount of older works 
both "more" and "minor" still unknown, stored in thousands of historical libraries in 
the world, whose reproduction presents graphical, typographical, and noise complex 
and unsolved issues. 

3 The Method and Apparatus to Recognize Text in Digital 
Images Reproducing Pages of an Ancient Document  
(Pat. Pend. Nat. n. BA2011A000038 – Intern. n. I166-PCT). 

3.1 A New System for Recognizing Text in Digital Database of Ancient 
Manuscripts and Printed Books 

Considering the above, the purpose of the following research has been to set up a 
method and an apparatus able to recognize and to transcribe full text a percentage rate 
greater than or equal to 50% of content in a set of digital images, each of which 
depicts a page of an ancient manuscript or printed document, without requiring a 
laborious and long preliminary manual work. 

The methodological approach used has been different from those previously used 
for similar systems, as it has had its own premises in the characteristics of 
discrepancies and noise peculiar to the digital reproductions of ancient artifacts. 

The process aims no longer the regions/words of text (regions that contain a word), 
but the regions/fonts (regions that contain a font), each of which is associated with a 
sample of corresponding electronic font transcribed manually by an operator. 

3.2 Training Stages 

The process has been tested on samples of images of printed and manuscripts 
documents, different in dating, typographic and graphic characteristics and noise 
index, calculated over the entire of intrinsic and extrinsic factors of each sample 
(intrinsic: printed books: stamps set used, cleaning of pages, presence of spots or dirt, 
handwritten gloss, etc.; manuscripts: handwriting readable to naked eye, non 
homogeneous graphic sign, irregular text lines; extrinsic: image quality, resolution, 
background noise, etc.).  

The amount of images to be used for the training set has been calculated as a 
sample of 100 for the printed documents, 30 for manuscripts, selected according to 
the following characteristics: 
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- ancient printed books: 
o 16th century; font: italic; noise rating: 80% (very high) 
o 17th century; character: round; noise rating: 60% (high) 
o 18th century; character: round; noise rating: 30% (average) 

- ancient manuscripts: 
o letters: handwriting cursive; noise rating: 90% (significantly high) 
o census: handwriting chancellery cursive; noise rating: 75% (very high). 

 
Before running the training, it has been calculated the threshold of iteration of 
handwriting/typographical fonts used in the selected image set, that is the threshold 
beyond which the fonts set used to compile the document begin to be iterative and 
equal to the previous. 

Therefore, the image percentage settled as exhaustive of the whole fonts set has 
been used as sample for the training. This percentage never exceeds 10% of images 
for each sample, and often the threshold has been reached already with very low 
percentage (2%-5%). 

Then, has been performed in electronic the manual transcription of the content of 
each percentage of images, to use it as text to matching recognizing font. Obviously, 
the greater the amount of content transcribed at this stage and reconnected to the 
regions extracted from the images, the greater the precision in the return of correct 
semantic structures. 

The whole training has been divided into following steps: a) document scanning; 
b) self-learning of fonts of digital document; c) image segmentation either in 
regions/words (each region matching one word) or in regions/handwritten or printed 
fonts (each region matching one handwritten or printed font) varying according to the 
image noise and to to the hard reading of the content; d) proper recognition of text 
contained in each segment; e) storage of the recognition information; f) application; 
g) facility. 

 
a) Document scanning. This step has carried out the manual scanning of the document 
which has been submitted to recognition. It has been used a planetary scanner with 
trilinear CCD 3 X 10.000 pixels rgb real (not interpolated), with real resolutions of 
400 dpi up to 2xA2, 600 dpi up to 2xA3, 800 dpi up to 2xA4, 1200 dpi up to 2x5A. 

 
b) Self-learning of fonts. For each digital document or whole databases has been 
assumed the existence either of a set or of multiple sets of fonts that the system should 
learn to recognize assimilating them permanently. 

The learning of the fonts has been the key step of the system, on which the whole 
process is based: if there are errors or flaws at this stage everything that follows may 
result inaccurate. 

This process is iterative and incremental. Iterative because it is based on a number 
n of iterations, incremental because at each iteration a new information is added to the 
set of recognized font, namely extension of the set of the characters. In fact, the font 
for the system can be provided not necessarily by the number of characters provided  
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for the single alphabet, but it’s open, unlimited in relation to the possible variants 
(graphics, typographical, coloring, etc.) that each character brings with when 
digitalised. 

The receipt of the font for the system occurs either when the index of noise in the 
iteration is lower than a given threshold ξ defined noise rating, or when during the 
iteration the noise rating to the i-th step concurs with that in the next step, i.e.: 

 
ξi+1 = ξi 

 
that is, the system has finished the learning. 

If at the end of the process the results are out of threshold, it may need human 
intervention which will analyze the noise to manually classify it and train the font to 
recognize the non-recognized character/s. 

 
c) Document segmentation. When all the fonts of a document have been known to the 
system, the training proceeded with the segmentation. This is even an iterative 
process. Through a multiple temporary and in image memory processing, the 
segmentation produces a series of image processing that ends when the amount of 
contrast of character reaches a fixed threshold. 

At the end of this step, depending on the settled segmentation, a series of segments 
has been selected, each of which contains the character set recognized. The setting of 
the segmentation can be variable according to character, word, line, etc., and must be 
defined referring to functionality that will be applied. 

During this stage, through subsequent proceedings, it has been evaluated the 
functionality of the system by analyzing the steps of testing and acting on each step to 
refine the results recorded different from those contemplated. 

For this specific step have been assumed different eligibility criteria of the 
segmentation process, possibly based on statistical values that self-refine as the 
number of processes increases. 

This step has been closed when the segmentation of a relatively large number of 
digital documents matches to a very low percentage of noise. 

 
d) Recognition of document content. After the segmentation step, all the segments 
produced by the recognition of the sets of characters contained in each segment have 
been processed. Before switching to the storage of information concerning the 
recognition, a further process has been performed in order to permanently remove any 
residual noise due to not properly recognized characters for many reasons (e.g., 
graphic rendering other than the modern, etc.). 

 
e) Storage of the information carried out from the recognition. Once completed the 
recognition step, the storage and classification of information started. All information 
obtained from step b) have been developed, classified and stored: the font family, font 
type, text, noise ratio, as well as standard information like author, title, number of 
pages, segments per page, different kinds of fonts for the document, etc. All these 
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information are necessary for the data warehouse in order to make available to users 
more features as possible even through the use of facilities. 

f) Application. During this step has been tested the functionality of the system by 
subjecting it to different test cases performed on different sample set of digital 
images. In case of further problems detection, it has been tried to refine and correct 
any step that came into play during the test cases. The testing stage was completed 
with check of full and effective functioning of the system. 

g) Facility. The system has been meant to be as open, so it can be implemented with 
various and diversified facilities. The facilities are extensions to the system that allow 
to exhibit additional features to relate, classify, map information and then allow the 
end user to enjoy a richer information. 

3.3 Percentages of Font Recognition 

The basic algorithm has been used in an univocal way on each sample of images. 
Then it has been calibrated in relation to the feedback obtained from the stage c) and 
d) of the training step. In particular, for manuscripts it has been necessary to set up 
different modes of segmentation of the regions, per character on the census 
(functionality ICR), per word on the letters (functionality IWR), due to the high 
heterogeneity of the graphic sign in the documents of this latter sample. 

At the end of the training, the percentages of fonts and text properly recognized 
resulted more than satisfactory, although with some differences between different 
samples of documents: 

 
- ancient printed books: 

o 16th century: 
 fonts: 87% exactly recognized, 13% error 
 words: 65% exactly recognized, 35% error 

o 17th century: 
 fonts: 84% exactly recognized, 16% error 
 words: 57% exactly recognized, 43% error 

o 19th century: 
 fonts: 98% exactly recognized, 2% error 
 words: 89% exactly recognized, 11% error 

- ancient manuscripts: 
o letters1: 

 words: 57% exactly recognized, 43% error 
o census: 

 fonts: 36% exactly recognized, 64% error 
 words: 42% exactly recognized, 58% error 

                                                           
1 As specified previously, it has been tested some segmentation processes variable depending 

on the kind of function that will be applied, and in the case of the letters we have chosen to 
test the function IWR instead of the ICR, due to low legibility of the documents used to the 
naked eye too. 
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The above percentages refer, of course, to execution of the process in the first and 
only solution, without further refinements and calibrations. Additional manual 
calibrations can be done to correct and eliminate the inevitable noise, achieving a 
recognition with a high index of accuracy. 

As it should be noticed, for nearly all the samples the system was able to carry out 
an accurate recognition with percentages >50%. The only exception have been the 
samples related to census, but, whereas among the manuscripts they constituted the 
highest dating (first half of the 18th century), in this case too the percentage of refund 
can be considered fully satisfactory, especially if parameterized with the current state 
of the art outlined above. 

Moreover, we must not forget that the presented results refer to a training first and 
only performed on representative samples not numerically significant. It follows that 
as much information the system receives at this stage, that is to say as many are the 
images on which carries out the training by having a minimal portion of extracted text 
as a reference base, the greater the percentage of information correctly identified, and 
consequently the less the noise, which would then further reduced and, plausibly at 
least for printed documents, almost entirely phased out in subsequent steps of manual 
correction, of course, also iterative. 

4 Conclusions 

This paper describes a new prototype of Intelligent Character/Word Recognition able 
to recognizing text in digital images of ancient manuscripts and printed documents. 
The system currently is patent-pending (Pat. Pend. Nat. n. BA2011A000038 – Intern. 
n. I166-PCT) and is named ICRPad. 

It has been tested with features ICR, IWR and OCR on sample sets of digital 
images of ancient manuscripts and printed documents with positive feedback, such as 
to sustain right now that further trials, which is currently undergoing, will open 
possibilities for research, study and interactive use of digital libraries of cultural 
archival and book heritage, and perhaps not only, both differentiated and with a high 
level of innovativeness. 

The algorithmic structure developed for this application will allow a level of 
accessibility to the digital documents that to date has not yet reached by any similar 
system. In fact, it allows two levels of usability applicable contextually. 

The first allows the user to search through the document without the need to 
indexing the content: this procedure, however, would require time, because the 
segmentation would be contextual to the research step, so it would work effectively 
for the user only on documents of small capacity. 

The other involves the launch in batch of the application on the entire document 
prior to its overflow into the database, with the consequent indexing of the textual 
content recognized, so that, once the document has been input in the database with 
keyword search options, the user can do all the searches he wants with an immediate 
return. 
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