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Abstract. This paper addresses the task of extracting the table of con-
tents (TOC) from OCR-ed books. Since the OCR process misses a lot of
layout and structural information, it is incapable of enabling navigation
experience. A TOC is needed to provide a convenient and quick way to
locate the content of interest. In this paper, we propose a hybrid method
to extract TOC, which is composed of rule-based method and SVM-
based method. The rule-based method mainly focuses on discovering the
TOC from the books with TOC pages while the SVM-based method is
employed to handle with the books without TOC pages. Experimental
results indicate that the proposed methods obtain comparable perfor-
mance against the other participants of the ICDAR 2011 Book structure
extraction competition.

Keywords: table of contents, book structure extraction, xml extraction.

1 Introduction

Nowadays many libraries focus on converting the whole libraries by digitizing
books on an industrial scale and this project is referred as ‘digital libraries ’. One
of the most important tasks in digital libraries is extracting the TOC. A table of
contents (TOC) is a list of TOC entries each of which consists of three elements:
title, page number and level of the title. The intention of extracting TOC is to
provide a convenient and quick way to locate content of interest. To extract the
TOC of the books, we are faced with several challenges. First, the books are
various in forms, since the books come from different fields and there are kinds
of layout formats. A large variety of books increases the difficulty of utilizing a
uniform method to well extract the TOC. Taking the poems for example, some
poems contain TOC pages while some not. The alignment of poems may be left-
aligned, middle-aligned and right-aligned. Second, due to the limitation of OCR
technologies, there are a certain number of mistakes. OCR mistakes also cause
trouble in extracting TOC, especially when some keywords such as ‘chapters’,
‘sections’, etc., are mistakenly recognized.
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Many methods have been proposed to extract TOC, most of which are pub-
lished in INEX1 workshop. Since 80% of these books contain table of contents,
MDCS [1] and Noopsis [2] took the books with table of content into consider-
ation. While the University of Caen [3] utilized a four pages window to detect
the large whitespace, which is considered as the beginning or ending of chapters.
XRCE [4] segmented TOC pages into TOC entries and used the references to
obtain page numbers. XRCE also proposed a method trailing whitespace.

In this paper, we propose a hybrid method to extract TOC, since there are
two types of data. 80% of the books contain TOC pages and the remaining do
not. This two situations are considered via rule-based method and SVM-based
method respectively. For books containing TOC pages, some rules are designed to
extract these TOC entries. The rules designed are compatible with the patterns
of most books, which is also demonstrated in the experiments. For books without
TOC pages, a SVM model is trained to judge whether one paragraph is a title
or not. A set of features is devised for representing each paragraph in the book.
These features also do not depend on knowledge of TOC pages. Using these
features and the machine learning method we can extract TOC entries, whether
the book has an TOC page or not. To better organize these TOC entries, the
level and the page number of each TOC entry locating are also extracted, besides
these TOC entries themselves.

The paper is organized as follows. In section 2, we give a description of the
previous works about the extraction of TOC. An introduction about the books
and the format of these data is presented in section 3. The main idea of our
works to extract TOC entries is shown in section 4. In section 5, we locate the
target page for each TOC entry. We assign levels for TOC entries in section 6.
Finally, experiments and a short conclusion are displayed.

2 Related Works

In the application of digital libraries, there are four main technologies, informa-
tion collecting, organizing, retrieving and security. Organizing data with XML
is the normal scheme, especially when we are faced with large scales of data. A
information retrieval workshop named INEX has been organized to retrieve in-
formation from XML data. In 2008, BSE(Book Structure extraction) was added
to INEX, whose purpose is to evaluate the performance of automatic TOC struc-
ture extraction from OCR-ed books.

MDCS [1] and Noopsis[2] focus on books containing TOC pages. Except for
locating the TOC entries, they make no use of the rest of the books. MDCS em-
ployees three steps to extract TOC entries. Firstly, they recognize TOC pages.
Secondly, they assign a physical page number for every page. Finally, they ex-
tract the TOC entries via a supervised method relying on pattern occurrences
detected. MDCS’s method depends on the TOC pages and it can not work for
books without TOC pages. University of Caen’s [3] method did not rely on the
content page, the key hypothesis of which is that the large whitespace is the

1 http://www.inex.otago.ac.nz/

http://www.inex.otago.ac.nz/


100 C. Liu et al.

beginning of one chapter and the ending of another chapter. So they utilized a
four pages window to detect the whitespace. However, it works well on high-level
title but the lower title can not be recognized well. Xerox Research Center Eu-
rope [4] used four methods to extract the TOC entries. First two are based on
TOC pages and index pages. The third method is similar to MDCS, which also
defines some patterns while the last method trails the whitespace like University
of Caen does. The method proposed by us is more efficient than others, since we
directly extract TOC entries by analyzing the TOC pages for books with TOC
pages. Due to the diversity of books without TOC pages, it’s difficult to find a
uniform rule or pattern to extract the TOC entries. To these issues, we perform
an automatic learning method for extracting TOC entries.

3 The Architecture of the Hybrid Extracting Method

In this section, we will give a description of the architecture of our method.
Since 80% of the books contain TOC pages while the remaining do not, we
consider these two situations respectively. One more crucial reason is that the
TOC pages contain a lot of hidden structural contents. The well using of the
TOC pages can help improve the extracting performance. In addition, for books
with TOC pages, directly extracting TOC from the TOC pages performs better
than extracting TOC from main text.

Fig. 1. The flow chart of our hybrid extracting system

As previously stated, each TOC entry contains three parts: title, page number
and level of the title. As shown in Figure 1, the extracting process is conducted
with the following steps. (1) A judgement is conducted to separate the books
into two parts via whether containing TOC pages. (2) Extracting each TOC
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entry and obtaining the title, page number. Since there are two types of data,
we extract the TOC from them respectively. For books containing TOC pages,
a rule-based method is proposed to extract these TOC entries from the TOC
pages. For books without TOC pages, a SVMmethod is introduced to achieve the
purpose of extracting TOC. (3) Locating the target page for each TOC entry. (4)
Assigning levels for these extracted TOC entries. A simple relationship between
these TOC entries can be obtained by this step.

After these steps, each TOC entry has been extracted. we also obtain the
target pages and the organizational structure of these TOC entries. Then the
TOC is outputted as the predefined format. Until now, all of the works to extract
TOC has been accomplished. And the specific methods to conduct this three
steps is stated in the following sections.

4 Extracting TOC Entries

In this section, we focus on the twomethods to extract TOC entries. The following
two sections will give a specific introduction of these two methods respectively.

4.1 Extracting with TOC Pages

We extract the TOC from the original TOC page in the book with TOC pages.
This task is divided into two steps: locating the TOC pages of the book and
extracting TOC entries from the TOC pages.

Locating TOC Pages. If a book contains TOC pages, we extract the TOC
entries from the TOC pages directly. Naturally, the TOC pages start with key
words such like ‘Contents ’ and ‘Index ’, and the TOC page contains many lines
ending with numbers. We can use these features to locate the beginning of con-
tents pages. Since most books have headers, the pages are ascertained to be
TOC pages, if there are key words like ‘Contents ’ and ‘Index ’ appearing at the
beginning of the page, or if there is a considerable number of lines ending with
numbers. Naturally, TOC pages usually appear in the front part of a book, as
a result, we only need to consider the first half of the book to accelerate the
process.

Extracting Contents Entries. TOC entries in books vary greatly in different
books. As is shown in Figure 2, some entries like Figure 2(a) occupy only one
line, while some entries Figure 2(b) occupy several lines. Some entries Figure 2(c)
are divided into multi-lines, of which the first line is text, the second line is logical
page number and the third line is introduction of the section.

To extract each TOC entry, we need to obtain the beginning and the ending
of each TOC entry. The following rules are conducted to identify the beginning
of TOC entries.
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Fig. 2. A variety of Contents structure. (a) Each TOC entry occupy one line; (b) Each
TOC entry occupy several lines; (c) Each TOC entry occupy multi-lines.

1. if current line starts with key words like ‘Chapter ’, ‘Part ’, ‘Volume’ or ‘Book ’
etc.

2. if current line starts with numbers or Roman numerals.
3. if last line ends with numbers or Roman numerals.

The start of a new TOC entry is the end of last TOC entry, so we can easily
construct the following rules to identity the end of TOC entries.

1. if next line starts with key words like ‘Chapter ’, ‘Part ’, ‘Volume’ or ‘Book ’
etc.

2. if next line starts with numbers or Roman numerals.
3. if current line ends with numbers or Roman numerals.

The above rules can handle most of the situations, however, some TOC entries
such as multi-lines can not be well extracted using only those rules. To these
issues, a new rule is added. If the last line does not have key words like ‘Chapter ’
and Roman numerals etc. that obviously separate contents items and the formats
of current line and last line are very different, delete line information collected
before.

The new rule treats current line as the start of a new TOC entry, and delete
stored lines formerly should be treated as part of current TOC entry. The diffi-
culty of this rule lies in the quantitative description of differences between two
lines. Our approach only consider the relative font size.

relative font size =
currentlinefontsize− averagefontsize

maximumfontsize− avergefontsize
(1)

Where the value of font size is the average height of words in one line, and the
height is computed by the position of words. If the ‘relative font size’ of the two
lines are very different and greater than some pre-set thresholds, these two lines
will not be treated as one TOC entries.
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4.2 Extracting without TOC Pages

Considering of establishing a uniform model for all the two types of books, we
conduct a automatic method to label training data in the favor of TOC. It
is expected that the SVM2 model can handle both this two types data well.
However, the method performs worse than the rule based method, so the SVM
method is only utilized on books without TOC pages. It comes into the following
steps: (1) extracting the features of each paragraph and labeling them(2) training
the RBF-SVM to classify every paragraph.

Features. Through observing data set, some obvious features can be employed
to identify a heading, as shown in table 1. Though we get the eight features, it
happens that some common paragraphs have one or more features. For example,
the page header is much more similar to the heading, so this will confuse the
classifier. Commonly the page header always has the same content with the title,
while it has a lot of duplications. So we use post-process method to delete the
duplication and make the first page header that has the same content with others
as the title. Another example, the title page (this page only contains a title, and
in the next page it also starts with this title in the top) has also some of the
features, what’s more the effect of the features is more obvious than the title at
times. So we must do some efforts to solve the problem. According to the title
page, we set a threshold to judge whether a page is title page. It is means that if
most of the paragraphs in the page are recognized as title, we think it is a title
page.

Table 1. Features designed for books without TOC pages

Feature ID Discription

1 Proportion of Capital Letters
2 Font Size
3 Left End position of a Paragraph
4 Right End Position of a Paragraph
5 Space between Paragraph
6 Line Number of a Paragraph
7 Average Number of words in Each Line of a Paragraph
8 The y-coordinate of a Paragraph Start

Recognizing the TOC Entries. We use SVM to identify whether one para-
graph is TOC entry. Since many normal paragraphs are predicted as positive,
a further analysis is made on these data. There are four situations to consider:
the title we expect, page header, the misrecognized paragraph and the spot or
handwritten note in the book which can be OCRed. In order to get a much
higher performance, a post-process is conducted. And the following principles
are devised to delete some of the positive ones.

2 http://www.cs.cornell.edu/people/tj/svm_light.html

http://www.cs.cornell.edu/people/tj/svm_light.html
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1. If there are less capital letters in a paragraph than a threshold.
2. If a paragraph only contains a letter, and it is not Roman number as well.
3. If a paragraph is similar to others,then keep the first one and delete the

others.
4. If there are more than two positive paragraphs(paragraphs predicted by SVM

as headings).

5 Locating Target Page

After extracting TOC entries, we need to ascertain where the entries actually
locate for navigation purpose. The page numbers shown in TOC are the logical
numbers. While the physical number shows the actual page number in the whole
document. Hence the matching of physical page number and logical page number
is expected to help users navigate over the whole document.

To match the physical and the logical page numbers, the logical numbers
for every page are needed to be extracted first. Commonly, the logical number
appears in the headers or footers. However, logical pages extracted in this way are
not prefect enough, as some pages may indeed do not have logical page numbers
or maybe an OCR error makes the logical page numbers not recognized correctly,
so we need to deal with those omissions and errors. So a remedy is conducted
to obtain the complete page numbers. First, fill the vacancies of pages without
page numbers using the following method. If the physical page i and j (j > i)
have logical page L(i) and L(j) respectively, and logical page numbers of pages
between i and j are absent, at the same time, if L(j) − L(i) = j − i, fill the
vacancies of logical page numbers for those page between i and j.

Whereas, there are still some pages with physical numbers which can not find
logical number. For these physical pages we set them to 0. And then the logical
page numbers of the extracted contents items are replaced to physical page num-
bers. For these physical pages labeled ‘0’, We first find the the maximum logical
page number smaller then current logical page number, and match with physical
page number. Then from this maximum logical page number and forward we use
text match to find the first page that contains the text of current TOC entry,
and use the physical page number of this page as the physical page of current
TOC entry.

6 Ranking Levels for TOC Entries

The final step is to rank those extracted TOC entries. Via the analysis of
the data, we find that most of the content entries contain the key term
‘Book ’,‘Volume’,‘Part ’, ‘Chapter ’ and so on. While information like arabic nu-
merals and roman numerals can also be utilized to assign the level for content
entries. So we pre-define five levels to arrange the levels of every contents entry.
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1. First level: containing key words ‘Part ’, ‘Volume’ and ‘Book ’ etc.
2. Second level: containing keywords ‘Chapter ’ and ‘Chap’ etc.
3. Third level: containing keywords ‘Section’ and ‘Sect ’ etc.
4. Forth level: containing Arabic numerals and Roman numerals or keywords

like ‘(a)’ and ‘a’.
5. To be ascertained level: other TOC entries that do not have above mentioned

features while its level depends on their neighbors’ contents, for example,
previous rank.

A specific statistics on randomly selecting 100 books from the ICDAR 2011
dataset is shown in Figure 3. 70% of TOC entries contain keywords ‘chapter’
etc. and books with keyword ‘Section’ only occupy a small proportion of 100
books. More obvious is that 90% of the books correspond to our definition of
levels. We first scan the whole content entries and assign levels for every entry

Fig. 3. The percent of each level and ‘Ordered’ means that the level of TOC corre-
sponds to the level we defined

by the rule pre-defined above. Most of these entries are all assigned levels, only
these entries without any characteristics left. A statistics has been conducted
by us and it demonstrates that these left entries have a higher probability of
the same level as the previous one, therefore, the levels for these left entries are
assigned via this idea.

7 Experiments

In order to measure the performance of our method, we conduct experiment on
two datasets. One is the 1000 books provided by the Book structure extraction
competition, while the other is ICDAR 2009 competition dataset. The pdf and
DjVuXML format of the books are both provided in these two datasets.

To give a full evaluation of the performance, three evaluate criterions are
considered on five aspects. The evaluation measures are: precision, recall and
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F-measure. And the 5 aspects are: (1) Titles, which evaluates whether the titles
we obtained are sufficiently similar to the titles in the ground truth; (2) Links,
which is correctly recognized if the TOC entries recognized by our method link
to the same physical page in the ground truth. (3) Levels, which means whether
established level of the title is at the same depth in the ground truth. (4) Com-
plete except depth, which represents the title and the link are both right. (5)
Complete entries, which is considered right only when all of these three items
are right.

7.1 Experiments on the Whole Dataset

The experiments listed in this section are the public experimental results pub-
lished by the official organizing committee of ICDAR. The performance of our
method on the five aspects are reported in table 2. The performance comparison
between our method with other participants of ICDAR is presented in Figure 4.
It can be seen that MDCS outperforms others, but it is a TOC based method
and it can not deal with books without table well. We rank second in the com-
pletion, however, we are capable of processing those books without contents. To
address these issues, our method is comparable to others.

Table 2. The performance of our method on five evaluation aspects conducting on
ICDAR 2011 dataset

Items Precision Recall F-Measure

Titles 47.99% 45.70% 45.20%
Links 44.03% 41.44% 41.43%
Level 37.91% 36.84% 36.08%
Entries disregarding depth 44.03% 41.44% 41.43%
Complete entries 34.80% 33.28% 33.06%

Fig. 4. The public results of ICDAR 2011 book structure extraction competition. It is
conducted on the whole dataset and we rank second.
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7.2 Experiments on Books without Table of Contents

To evaluate the ability of processing books without TOC pages, we conduct
experiments on books without TOC pages in 2009 and 2011 ICDAR dataset
respectively. The training data for SVM is obtained from the books with TOC
pages and we try to learn how TOC entries look like. Since the number of normal
context is much larger than the number of TOC entries, so we use all of the TOC
entries and randomly select the same number of normal text.

Table 3. The performance of our method on five evaluation aspects conducting on
ICDAR 2009 dataset

Items Precision Recall F-Measure

Titles 14.85% 23.64% 14.38%
Links 10.88% 16.17% 10.71%
Level 11.78% 19.62% 11.40%
Entries disregarding depth 10.88% 16.17% 10.71%
Complete entries 8.47% 13.07% 8.43%

Fig. 5. Experiment on books without TOC pages and it is conducted on 93 books of
ICDAR 2009 dataset

The F-Measure of complete entries on the 2011 ICDAR dataset is 5.20%. Ow-
ing to no result of books without table of contents is publicly published, we also
conduct our experiment with the 2009 ICDAR dataset to make a comparison.
The result of five fold-cross validation on 2009 dataset is shown in Table 3. All
of these five evaluate aspects are considered to give a full description of our
method. Figure 5 shows the comparison with other methods public published in
ICDAR 2009. It can be seen that our method outperforms others’.
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8 Conclusion

This paper presents the task of extracting TOC entries for navigation purpose.
Due to the missing of layout and structural information caused by the OCR
process, how to extract TOC entries from OCR-ed books becomes a challenging
problem. We proposed an effective method to solve this problem. For books
containing contents page, a rule based method is conducted. For books without
contents page, we utilize a machine learning method to classify the title. Besides,
recognition of the title, the matching of physical and logical page is conducted
to help users navigate. To get more specific information about the book, the
partition of the level of title is also performed. The experiments show that our
method considering these three aspects is usable and effective. A uniform model
to effectively address the problem is expected as a future work.
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