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Preface

The 19th International Conference on Multimedia Modeling (MMM 2013) was
held in Huangshan, China, during January 7–9, 2013, and hosted by the Hefei
University of Technology (HFUT) at Hefei, China. MMM is a leading interna-
tional conference for researchers and industry practitioners to share their new
ideas, original research results, and practical development experiences from all
multimedia-related areas.

It was a great honor for HFUT to host MMM 2013, one of the most longstand-
ing multimedia conferences, in Huangshan, China. HFUT, located in the capital
of Anhui province, is one of the key universities administrated by the Ministry
of Education, China. Recently its multimedia-related research has been attract-
ing increasing attention from the local and international multimedia community.
The conference venue was the Huangshan International Hotel, located very close
to Huangshan, which is well known for its scenery, sunsets, spectacularly shaped
granite peaks, Huangshan pine trees, and unique views of the clouds from above.
Furthermore, Huangshan is a UNESCO World Heritage Site and one of China’s
major tourist destinations. We hope that the choice of venue for MMM 2013
resulted in a memorable experience for all participants.

MMM 2013 featured a comprehensive program including three keynote talks,
eight oral presentation sessions, one poster session, one demo session, seven spe-
cial sessions, and the Video Browser Showdown. The 184 submissions from au-
thors of 20 countries included a large number of high-quality papers in multi-
media content analysis, multimedia signal processing and communications, and
multimedia applications and services. We thank our 140-member Technical Pro-
gram Committee who put in considerable effort in both reviewing papers and in
providing valuable feedback to the authors. For the main conference, there were
111 submissions, each receiving at least three reviews. After the extensive re-
viewing process, the Program Chairs decided to accept 30 regular papers (27%)
and 20 poster papers (18%). In total, 46 papers were accepted for seven special
sessions after 53 were submitted, and 15 submissions were accepted for the demo
session from a total of 22 submissions. Six teams competed in the Video Browser
Showdown. The authors of accepted papers come from 16 countries. This vol-
ume of the conference proceedings contains the abstracts of three invited talks
and all the regular, poster, special session, and demo papers, as well as special
demo papers of the Video Browser Showdown (VBS). MMM 2013 included the
following awards: the Best Paper Award, the Best Student Paper Award, two
Best Demo Awards, and the VBS Competition Award, which were all sponsored
by KAI Square.

The technical program is an important aspect but only has full impact if
complemented by challenging keynotes. We were extremely pleased and grate-
ful to have had three exceptional keynote speakers, Xian-Sheng Hua, Kiyoharu
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Aizawa, and Ralf Steinmetz, accept our invitation and present interesting ideas
and insights at MMM 2013.

We are also heavily indebted to many individuals for their significant contri-
butions. We thank the MMM Steering Committee for their invaluable input and
guidance on crucial decisions. We wish to acknowledge and express our deepest
appreciation to the Honorary Chairs, Tat-Seng Chua, Phoebe Chen, and Wen
Gao, the Local Organizing Chairs, Benoit Huet, Fei Wu, and Huaming Feng, the
Special Session Chairs, Richang Hong and Changsheng Xu, the Demo Chairs,
Ke Lu and Yi Yang, the VBS Chairs, Klaus Schöffmann and Werner Bailer,
the Publicity Chairs, Kiyoharu Aizawa, Houqiang Li, Qingming Huang, Win-
ston Hsu, and Xuelong Li, the Publication Chairs, Shuqiang Jiang and Cathal
Gurrin, the Sponsorship Chairs, Yan-Tao Zheng, Shi-Yong Neo, Zhiwei Gu, and
Qiong Liu, and last but not least the Webmaster, Xiaobin Yang. Without their
efforts and enthusiasm, MMM 2013 would not have become a reality. Moreover,
we want to thank our sponsors: Hefei University of Technology, National Nat-
ural Foundation of China, Beijing Ricoh Research Center, Microsoft Research
Asia, FX Palo Alto Laboratory, and KAI Square Pte Ltd. We wish to thank
all committee members, reviewers, session chairs, student volunteers, and sup-
porters. Their contributions are much appreciated. Finally, we would also like
to thank our local support team, Han Zhao, Xiaoping Liu, Yuanfa Zhu, Xiang
Sun, Jianguo Jiang, Xuezhi Yang, Na Zhao, Yuetong Chen, Changzhi Luo, for
their support and contribution to the conference organization.

January 2013 Tao Mei Nicu Sebe
Shuicheng Yan

Shipeng Li
Abdulmotaleb Ei Saddik

Meng Wang
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Keynote 1:

Perspective on Adaptive Video-Streaming

Prof. Dr.-Ing. Ralf Steinmetz

Department of Electrical Engineering and Information Technology

and Department of Computer Science in Technische Universität Darmstadt, Germany

Abstract. This talk covers perspectives on adaptive video streaming
and how such techniques are essential for systems with heterogeneous
devices. Adaptation is possible using flexible video coding techniques,
such as the H.264 Scalable VIdeo Coding (SVC). In this context, it is
important to consider various aspects of the video coding system (interde-
pendencies, quality layers, QoE, etc) as well of the delivery architectures
(client server, P2P, connectivity, etc). The first part relates to quality
adaptation algorithms that match the video quality with available local
and system resources without any a-priori knowledge about those re-
sources. Subsequently in the second part, mechanisms that use Quality
of Experience (QoE) metrics to enhance its performance for the users
will be shown. The decision of which SVC quality to choose is usually
driven by QoS metrics, such as throughput. Instead, it will be presented
how objective QoE of the different SVC qualities can be used in the deci-
sion process. The talk concludes by presenting the major further research
activities in this research area.



Keynote 2:

Multimedia FoodLog: Easiest Way to Capture
and Archive What We Eat

Prof. Kiyoharu Aizawa

Department of Information and Communication Engineering
and Interfaculty Initiative of Information Studies of the University of Tokyo

Abstract. Eating is one of the most fundamental aspects of one’s daily
life, but at the same time, it is one of the most difficult aspects to man-
age by oneself. Recording what we eat is vital for our health care. We
have been investigating the “FoodLog” multimedia food-recording tool,
whereby users upload photos of their meals and a food diary is con-
structed by using image processing functions such as food image detec-
tion, dietary balance estimation, calory estimation etc. Foodlog is avail-
able in http://www.foodlog.jp, and to the best of our knowledge, it is
currently the only publicly available multimedia food-recording appli-
cation that makes use of image processing for dietary assessment. In
addition to the PC-based interface, we have developed a few smartphone
applications which makes easier to make detiled recording with the assist
of image processing. In the talk, I would like to outline the current status
of our FoodLog, and present various subjects on multimedia processing
of foodlog.



Keynote 3:

Towards Web-Scale Content-Aware
Image Search

Dr. Xian-Sheng Hua

Microsoft Corporation

Abstract. In recent years, remarkable progress has been made towards
large-scale content-aware image search. However, there is still a long way
to go to bridge the two “gaps”: semantic gap and intention gap. Large-
scale data brings us both challenges and opportunities to tackle these
difficulties. In this presentation, we will review existing image search
schemes and then focus on large-scale content-aware image search. We
discuss the connections and differences among different large-scale CBIR
techniques such as trees, clustering, hashing, graph and BoW, and then
introduce a few exemplary scalable approaches including graph based
search, color map based search, line sketch based search, and concept
map based search. For each exemplary approach, we will discuss how to
make it work for billions of images. The limitations will then be analyzed
for these techniques, followed by introducing indexing and search schemes
based on web-scale image content understanding. Connections between
search and content understanding will be also discussed. And last we will
talk about challenges and opportunities along this direction.
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Christian Frisson, Stéphane Dupont, Alexis Moinet,
Cécile Picard-Limpens, Thierry Ravet, Xavier Siebert, and
Thierry Dutoit

Interactive Video Retrieval Using Combination of Semantic Index and
Instance Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 554

Hongliang Bai, Lezi Wang, Yuan Dong, and Kun Tao

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 557



Table of Contents – Part I

Regular Papers

Multimedia Annotation I

Semi-supervised Concept Detection by Learning the Structure
of Similarity Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Symeon Papadopoulos, Christos Sagonas, Ioannis Kompatsiaris, and
Athena Vakali

Refining Image Annotation by Integrating PLSA with Random Walk
Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Dongping Tian, Xiaofei Zhao, and Zhongzhi Shi

Social Media Annotation and Tagging Based on Folksonomy Link
Prediction in a Tripartite Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

Majdi Rawashdeh, Heung-Nam Kim, and Abdulmotaleb El Saddik

Can You See It? Two Novel Eye-Tracking-Based Measures for Assigning
Tags to Image Regions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

Tina Walber, Ansgar Scherp, and Steffen Staab

Multimedia Annotation II

Visual Analysis of Tag Co-occurrence on Nouns and Adjectives . . . . . . . . 47
Yuya Kohara and Keiji Yanai

Verb-Object Concepts Image Classification via Hierarchical Nonnegative
Graph Embedding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

Chao Sun, Bing-Kun Bao, and Changsheng Xu

Robust Semantic Video Indexing by Harvesting Web Images . . . . . . . . . . . 70
Yang Yang, Zheng-Jun Zha, Heng Tao Shen, and Tat-Seng Chua

Interactive and Mobile Multimedia

Interactive Evaluation of Video Browsing Tools . . . . . . . . . . . . . . . . . . . . . . 81
Werner Bailer, Klaus Schoeffmann, David Ahlström,
Wolfgang Weiss, and Manfred Del Fabro

Paint the City Colorfully: Location Visualization from Multiple
Themes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

Quan Fang, Jitao Sang, Changsheng Xu, and Ke Lu



XXVIII Table of Contents – Part I

Interactive Video Advertising: A Multimodal Affective Approach . . . . . . . 106
Karthik Yadati, Harish Katti, and Mohan Kankanhalli

GPS Estimation from Users’ Photos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
Jing Li, Xueming Qian, Yuan Yan Tang, Linjun Yang, and
Chaoteng Liu

Knowing Who You Are and Who You Know: Harnessing Social
Networks to Identify People via Mobile Devices . . . . . . . . . . . . . . . . . . . . . . 130

Mark Bloess, Heung-Nam Kim, Majdi Rawashdeh, and
Abdulmotaleb El Saddik

Classification, Recognition and Tracking I

Hyperspectral Image Classification by Using Pixel Spatial
Correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

Yue Gao and Tat-Seng Chua

Research on Face Recognition under Images Patches and Variable
Lighting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

Wengang Feng

A New Network-Based Algorithm for Human Group Activity
Recognition in Videos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

Gaojian Li, Weiyao Lin, Sheng Zhang, Jianxin Wu,
Yuanzhe Chen, and Hui Wei

Exploit Spatial Relationships among Pixels for Saliency Region
Detection Using Topic Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

Guang Jiang, Xi Liu, JinPeng Yue, and Zhongzhi Shi

Classification, Recognition and Tracking II

Mining People’s Appearances to Improve Recognition in Photo
Collections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

Markus Brenner and Ebroul Izquierdo

Person Re-identification by Local Feature Based on Super Pixel . . . . . . . . 196
Cheng Liu and Zhicheng Zhao

An Effective Tracking System for Multiple Object Tracking in Occlusion
Scenes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

Weizhi Nie, Anan Liu, Yuting Su, and Zan Gao



Table of Contents – Part I XXIX

Ranking in Search

Image Search Reranking with Semi-supervised LPP and Ranking
SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

Zhong Ji, Yanru Yu, Yuting Su, and Yanwei Pang

Co-ranking Images and Tags via Random Walks on a Heterogeneous
Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228

Lin Wu, Yang Wang, and John Shepherd

Social Visual Image Ranking for Web Image Search . . . . . . . . . . . . . . . . . . 239
Shaowei Liu, Peng Cui, Huanbo Luan, Wenwu Zhu,
Shiqiang Yang, and Qi Tian

Multimedia Representation

Fusion of Audio-Visual Features and Statistical Property
for Commercial Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250

Bo Zhang, Bailan Feng, and Bo Xu

Learning Affine Robust Binary Codes Based on Locality Preserving
Hash . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261

Wei Zhang, Ke Gao, Dongming Zhang, and Jintao Li

A Novel Segmentation-Based Video Denoising Method with Noise Level
Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272

Shijie Zhang, Jing Zhang, Zhe Yuan, Shuai Fang, and Yang Cao

Multimedia Systems

Blocking Artifact Reduction in DIBR Using an Overcomplete 3D
Dictionary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 283

Cheolkon Jung, Licheng Jiao, and Hongtao Qi

Efficient HEVC to H.264/AVC Transcoding with Fast Intra Mode
Decision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295

Jun Zhang, Feng Dai, Yongdong Zhang, and Chenggang Yan

SSIM-Based End-to-End Distortion Model for Error Resilient Video
Coding over Packet-Switched Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307

Lei Zhang, Qiang Peng, and Xiao Wu

A Novel and Robust System for Time Recognition of the Digital Video
Clock Using the Domain Knowledge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 318

Xinguo Yu, Tie Rong, Lin Li, and Hon Wai Leong

On Modeling 3-D Video Traffic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327
M.E. Sousa-Vieira



XXX Table of Contents – Part I

Posters Papers

A Low-Complexity Quantization-Domain H.264/SVC to H.264/AVC
Transcoder with Medium-Grain Quality Scalability . . . . . . . . . . . . . . . . . . . 336

Lei Sun, Zhenyu Liu, and Takeshi Ikenaga

Evaluation of Product Quantization for Image Search . . . . . . . . . . . . . . . . . 347
Wei-Ta Chu, Chun-Chang Huang, and Jen-Yu Yu

Rate-Quantization and Distortion-Quantization Models of Dead-Zone
Plus Uniform Threshold Scalar Quantizers for Generalized Gaussian
Random Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 357

Yizhou Duan, Jun Sun, and Zongming Guo

Flexible Presentation of Videos Based on Affective Content Analysis . . . . 368
Sicheng Zhao, Hongxun Yao, Xiaoshuai Sun, Xiaolei Jiang, and
Pengfei Xu

Dynamic Multi-video Summarization of Sensor-Rich Videos
in Geo-Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 380

Ying Zhang, He Ma, and Roger Zimmermann

Towards Automatic Music Performance Comparison with the Multiple
Sequence Alignment Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391

Chih-Chin Liu

Multi-frame Super Resolution Using Refined Exploration of Extensive
Self-examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 403

Wei Bai, Jiaying Liu, Mading Li, and Zongming Guo

Iterative Super-Resolution for Facial Image by Local and Global
Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 414

Fei Zhou, Biao Wang, Wenming Yang, and Qingmin Liao

Stripe Model: An Efficient Method to Detect Multi-form Stripe
Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 425

Yi Liu, Dongming Zhang, Junbo Guo, and Shouxun Lin

Saliency-Based Content-Aware Image Mosaics . . . . . . . . . . . . . . . . . . . . . . . 436
Dongyan Guo, Jinhui Tang, Jundi Ding, and Chunxia Zhao

Combining Visual and Textual Systems within the Context of User
Feedback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 445

Leszek Kaliciak, Dawei Song, Nirmalie Wiratunga, and Jeff Pan

A Psychophysiological Approach to the Usability Evaluation of a
Multi-view Video Browsing Tool . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 456
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Abstract. Quality specified image retrieval is helpful to improve the
user experiences in mobile searching and social media sharing. However,
the model for evaluating the quality of the user generated images, which
are popular in social media sharing, remains unexploited. In this paper,
we propose a scheme for quality assessment on user generated image.
The scheme is formed by four attribute dimensions, including intrinsic
quality, favorability, relevancy and accessibility of images. Each of the
dimensions is defined and modeled to pool a final quality score of a user
generated image. The proposed scheme can reveal the quality of user
generated image in comprehensive manner. Experimental results show
that the scores obtained by our scheme have high correlation coefficients
with the benchmark data. Therefore, our scheme is suitable for quality
specified image retrieval on mobile applications.

Keywords: image quality assessment, user generated content, image
retrieval, mobile search.

1 Introduction

User generated contents (UGC) in social media, especially images or photos
[1, 2], provide a new way for web publishing and media production circle [3].
This kind of images is re-editable, accessible and affordable for general public in
communication and mind exchange on social networks. Due to its conveniences,
billions of user generated images (UGI) are published on web. For example,
Facebook has 100 billion of images uploads from end-users, while Flickr has 60
billion and with 20% annual increase [4, 5]. The exploding volume of UGI brings
a great difficulty to traditional image retrieval system [6–17], especially to the
bandwidth and capacity constrained mobile or portable search platform. How
can we improve the quality of UGI becomes a new paradigm for current and
future mobile search and other applications [18–20].

The research on the quality assessment of mobile search can be generally di-
vided into post- and prior-assessment. For the case of post-assessment, it mainly

S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 1–11, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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focuses on the re-ranking of the retrieval results [21–23]. The post-assessment
is performed on the retrieval results, which is difficult to be applied to the mo-
bile search applications. On the other hand, prior-assessment can provide quality
specification as user input to mobile search applications. The retrieval results can
be convergent to a small range with quality constrained, and this UGI retrieval is
benefit to low bandwidth communication and user experiences. However, the re-
search on prior-assessment of UGI retrieval to mobile search remains unexploited
so far.

In this paper, we propose a scheme on UGI quality assessment for mobile
search applications. With this scheme, quality specification can be used as a prior
constrain and input to a retrieval system. The scheme is benefit for mobile search
applications due to great bandwidth savings, and the retrieval results are benefit
for user experiences. The rest of this paper is organized as following. Section 2
provides descriptions on the related works. After that, the dimensions of UGI
quality assessment are defined and analyzed in details in Section 3. Section 4
is for experimental results and discussions. Finally, our work is concluded in
Section 5.

2 Related Work

Actually, this field is related to social presentation in social media, image quality
assessment in signal processing, data quality assessment in work flow optimiza-
tion and preference-based filtering in recommender system.

2.1 Social Presentation

The key reason why people decide to create an image and publish it in general
public is the wish to present themselves in cyberspace [24]. Usually, such a pre-
sentation is done through self-presence and self-disclosure [25]. Therefore, the
contents (i.e., UGI) the end-users posted on web are able to reveal their opin-
ions. To this end, the quality of web published image is important to the UGI
provider for self-presence to his friend-circle and the general public.

2.2 Image Quality Assessment

Image quality is a characteristic of a processed image that measures the per-
ceived image degradation which typically comparing to its original version. This
characteristic is important in imaging system and signal processing to quantify
the distortions or artifacts [26]. Distortion measurement and score pooling is the
basic approach for traditional image quality assessment models, and it has been
studied in three different manners, including full-reference, reduced-reference and
no-reference, according to the existence and completeness of the original image
[26, 27]. However, traditional image quality assessment approaches for imaging
system or signal processing are not suitable for UGI from social media.
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2.3 Data Quality Assessment

Information or data consist of propositions that reflect reality, and data/
information quality is the fitness for use by data consumers [28, 29]. Data are
necessary and useful for daily work, but the exploding data volume can confuse
data consumer and dull the work efficiency. In this case, data quality is in need to
optimize the work flow and improve the work efficiency. The background of the
research on data quality assessment is very close to the UGI quality assessment.
The core structure of data quality assessment is the dimension design for fitness
measurement [28]. This dimension structure will be helpful for the research of
UGI quality assessment.

2.4 Recommender System

Recommender system seeks to predict the rating or preference that a user would
give to an item (such as music, books, or movies) or social element (e.g. people or
groups) they had not yet considered, using a model built from the characteristics
of an item (content-based approaches) or the user’s social environment [30, 31].
Actually, recommender system is a retrieval system with user specifications.
The specifications, such as the favorite type of goods, selection habit, location
and other useful information, can be obtained by historical purchase data of
this registered user. Methods for modeling and analyzing the historical data are
summarized as preference-based filtering methods, which include content-based
recommendation, collaborative recommendation, and hybrid approaches [31].

3 The Proposed Scheme

In this paper, we evaluate the quality of UGI by a multi-dimensional approach.
In this section, we first define the dimensions of UGI quality assessment. After
that, each of the dimensions will be discussed in details.

3.1 Dimensions of User Generated Image Quality Assessment

Based on the discussions in Section 2, it can be found that the following at-
tributes are indispensable when evaluating the quality of UGI.

(1) Intrinsic quality. Intrinsic quality of UGI denotes that image has the qual-
ity in its own right, for example the perceived quality, or aesthetic quality.

(2) Favorability. The UGI published on social networks can be reviewed by
end-users, and these end-users can be friends or strangers to the image provider.
If this image is favorable, it will receive positive comments, and even be recom-
mended to other end-users or kept as favorites by the reviewer.

(3) Relevancy. Relevancy is a parameter that describe the degree how the
current image matches the reviewer’s requirement. The resultant images that
with the characteristics of the input keywords or images are sorted by relevancy
and feed backed to reviewer.
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Fig. 1. Dimensions of user generated image quality assessment. The score for each
dimension is normed between [0,1], and the scores will be pooled and normed to obtain
the final score of the user generated image quality.

(4) Accessibility. Only when the retrievable image can be fetched easily and
smoothly, the quality of this image is meaningful to the end-user.

As shown by Figure 1, the aforementioned attributes are important for UGI
quality assessment, and are proposed to be the four dimensions to form the
framework of quality assessment. The final score S of the UGI quality can be
pooled as following

S = 1
2

(
(SI+SF )SA

2 + (SI+SF )SR

2

)
= (SI+SF )(SA+SR)

4

where SI , SF , SA and SR stands for the score of intrinsic quality, favorability,
accessibility and relevancy respectively.

3.2 Intrinsic Quality Assessment

As mentioned above, the intrinsic quality of UGI is the characteristic that mea-
sures the perceived image degradation. In most cases, a counterpart image is
needed in the procedure of quality evaluation, and the image is usually the orig-
inal one assumed with perfect quality. However, there is not counterpart image
for UGI in quality evaluation. UGI is usually captured by end-user, simply edited
and then published in general public. The degradation of UGI may come from
two possible operations, which one is image compression (e.g. quantization losses
by JPEG format encoding), and the other one is manual re-editing by users. As
for the degradation caused by manual re-editing, it is the art re-generation on
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the original image that aesthetics and emotions may be involved in the proce-
dure of re-editing. In this case, it is very difficult to effectively evaluate this kind
of art images [32]. On the other hand, the degradation caused by compression is
a kind of impairment on signals. No-reference image quality assessment method
is an effective approach to predict the perceived quality of this kind of images.

We adopt the no-reference image quality assessment model in [33] in our
scheme, because this model is suitable for JPEG compressed images and is ver-
ified by LIVE image database [34]. This model can be described as

SI = α+ βBγ1Aγ2Zγ3

where α , β, γ1, γ2 and γ3 are model parameters, and

B =
Bh +Bv

2
, A =

Ah +Av

2
, Z =

Zh + Zv

2

where
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1

M (�N/8� − 1)
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1

7

⎡⎣ 8

M(N − 1)
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i=1
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j=1

|d∗(i, j)| −B∗

⎤⎦
Z∗ =

1

M(N − 2)

M∑
i=1

N−2∑
j=1

z∗(m,n)

where ∗ can be one of h and v, indicating horizontal and vertical pixels.

3.3 Favorability Measurement

Comments to the UGI are able to describe the favorability of this image. The
comment usually shows the opinion or attitude of the reviewer to the image,
indicating sentiment such as love, like, happy, noncommittal, dislike, disgust,
and so on. These sentiments can be used to describe the favorability of the
images.

The problem of comments based favorability measurement is how to convert
the natural words based comments into a numerical parameter describing the
degree of favorite for an image. There is a huge gap between natural words
and the numerical parameters. Fortunately, these comments written by natural
words can be processed by sentiment analysis or opinion mining methods. Sen-
timent analysis or opinion mining refers to the application of natural language
processing, computational linguistics, and text analytics to identify and extract
subjective information in source materials [35]. With the help of sentiment anal-
ysis, the favorability of the UGI is measurable.
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The problem for comment-based favorability evaluation is the number of types
for mood. Traditionally, there are only three types of moods, including positive,
noncommittal and negative (in some cases, there are two types without non-
committal) [35]. In order to evaluate the favorability by user comments, we first
propose a 5-score method by means of mood. Comments with sentiments are
classified into different levels, corresponding to different score value, as given by
Table 1. The key words of mood level are the typical words that represent a
group of mood words. Some examples are given in Table 2. According to this ta-
ble, a score can be easily obtained by one comment if one mood word appearing
in this comment.

Table 1. The look-up table for 5-score and mood

Score Description Mood Mood Keywords

5 best positive surprise, best, extra-, ultra-
4 better positive much, very
3 good positive happy, good, alive, love, interested, positive, strong
2 fair noncommittal open
1 bad negative anger, disgust, fear, sadness

Table 2. Selected mood words for different sentiments

Mood Keywords Words

open understanding, confident, reliable, easy, free, sympathetic
happy great, gay, joyous, lucky, fortunate, delighted, overjoyed, gleeful
alive playful, courageous, energetic, liberated, optimistic, provocative
good calm, peaceful, at ease, comfortable, pleased, encouraged, clever
love loving, considerate, affectionate, sensitive, tender, devoted
interested concerned, affected, fascinated, intrigued, absorbed, inquisitive
positive eager, keen, intent, anxious, inspired, determined, excited
angry irritated, enraged, hostile, insulting, sore, annoyed, upset, hateful
depressed lousy, disappointed, discouraged, ashamed, powerless, diminished
sad tearful, sorrowful, pained, grief, anguish, desolate, desperate

Usually, there are more than one comment (suppose the number is n ≥ 1)
posted by UGI reviewers. In this case, the favorability can be evaluated by the
comment based score in terms of average score as following

SF =

⎧⎨⎩ 0 n = 0

1
5n

n∑
i=1

ci n ≥ 1

where ci is the comment based score for the ith comment.
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3.4 Relevancy Measurement

The relevancy measurement method evaluates the relevancy between the image
search results and the ones really wanted by users. According to the image
retrieval algorithm, the images at lower ranking order have a less relevancy with
the search keywords. Therefore, the relevancy can be measured by the ranking
order of the obtained results. Assume that a particular image is ranked as k
order in n results, and then the relevancy of this image can be calculated as

SR = 1− k

n

3.5 Accessibility Measurement

Accessibility represents whether this image can be obtained by users. For some
UGI in general public, the owner preserves the copyright and sometimes limits
the downloading and re-editing on these images. Therefore, the score of accessi-
bility measurement is a binary parameter, which can be described as

SA =

{
1 obtainable
0 otherwise

4 Experiments and Discussions

4.1 Experiment Arrangements

We download UGIs and the corresponding comments from Flickr by searching
the keywords cat, street, dog, sea and car. The test images are randomly selected
from the searching results, and the total number is 25. Figure 2 provides some
of the test images. Both subjective and objective experiments are involved in
our experiments. In subjective experiments, image reviewers are invited to offer
their subjective score to each of the test images. The results of subjective exper-
iments are used as benchmark data for later results of objective experiments. In
objective experiments, the proposed scheme is performed and compared to the
benchmark results.

4.2 Subjective Experiments

The subjective experiments are arranged strictly according to the procedure de-
scribed in [36], including the participants selection, environment settings and
display settings. There are 10 participants (2 female and 8 male) involved in
the subjective experiments, ageing from 21 to 32 with different academic level
and professional background, and all of them were not involved in similar sub-
jective experiments in the past three months. The experimental data processing
techniques described in [34, 36] are adopted for us to obtain benchmark data.



8 Q. Liu et al.

Fig. 2. Examples of test UGIs fetched from Flickr website

Fig. 3. Linear corresponding relationships between assessment scores and benchmark
data
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Table 3. The look-up table for 5-score and mood

Correlation type Correlation parameter Significance parameter

Pearson 0.76161 9.76343 × 10−6

Spearman 0.88902 2.88471 × 10−6

Kendall 0.68448 1.67552 × 10−6

4.3 Objective Experiments

Besides the subjective experiments, we also use our proposed scheme to the
involved 25 UGIs to obtain the objective experimental results. These results
are compared to the benchmark data obtained above to verify the accuracy of
quality prediction. The correlation between the predicted data and benchmark
data can be used to reveal the performance of our proposed scheme, and the
comparison results are summarized in Figure 3 and Table 3.

Our scheme evaluate the quality of UGI in four dimensions, including intrinsic
quality, favorability, relevancy and accessibility, which reveal the user experiences
in image search, especially the mobile search. Therefore, the scheme can predict
the quality of UGI efficiently. As given by Figure 3, the score predicted by our
scheme has linear relationship to the benchmark data which is benefit for im-
age retrieval system in describing the user specifications. In order to show the
performance well, the correlation parameter in types of Pearson, Spearman and
Kendall are given by Table 3. Higher value of correlation parameter and lower
value of significance parameter indicates better performance on score predic-
tion. The results in Table 3 show that our scheme can predict the UGI quality
efficiently.

5 Conclusions

In this paper, we propose a scheme for quality assessment of user generated
image. The scheme is formed by four dimensions, including intrinsic quality,
favorability, relevancy and accessibility of the user generated image. These di-
mensions are the most important attributes in evaluating the quality of image
that published in general public. Experiments are arranged with subjective and
objective ones, and the results show that the objective scores predicted by our
scheme have high correlation parameter to the subjective scores.
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Abstract. For facial video coding/decoding in mobile communication, a
2D/3D model-based system was proposed: (1)Online appearance model
and cylinder head model were combined to track 3D facial motion in
particle filter; (2)3D facial animation was produced combining parame-
terized model and muscular model; (3)3D hair was synthesized by hair
detection and 3D hair model; (4)3D coding/decoding of foreground and
2D coding/decoding of background were stitched. At ultra-low bit-rate,
the object experiment confirmed the advantage between coding efficiency
and decoding quality of it, and the between subjects experiment indi-
cated the suitability of subjective face identification by it.

1 Introduction

Currently, video communication playing a more and more important role in
mobile electronics products. Especially, the coding scheme is a critical factor as
vast data need to be transmitted through channel with limited capacity.

Traditional video coding treats image as pixel-by-pixel or transformed coef-
ficients, and uses statistical characteristics to remove redundancy. However, 3D
model-based video coding(MBC)[1] treats image as structural signal. The work-
flow is: in encoder, the object in input image is identified, and a 3D model is
adapted to it. Then parameters describing the object are coded and transmitted.
In decoder, the decoder’s model is modified and synthesized by decoded param-
eters. In following frames, parameters describing the change of model are trans-
mitted. MBC has high efficiency while has not square artifact, and is mainly
applied to facial video(MBC-Face) for convenience. The relevant technologies
have also been investigated in video driven facial animation[2], and mesh coding
in MPEG-4, which is mostly a choice of compression parameters and the tracking
method is not standardized. Currently, MBC-Face has following progresses.

For facial motion tracking, feature-based approaches[3] usually suffer from
drifting. To overcome it, some measures should be utilized[4]. Appearance-based
approaches are generally more robust than the above, and can be performed
deterministically or statistically. The former[5] uses object-specified model, thus
is sensitive to lighting and expression. The latter can be applied offline or online.
The offline technique[6,7] cannot adapt to new condition which is not reflected
in training database. The online technique(OAM)[8,9] learns appearance pro-
gressively, thus is more flexible than offline technique. To improve the flexibility

S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 12–23, 2013.
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of OAM and reduce the influence of lighting and person dependence, one way
is to exploit OAM[10,11], another way is to add extra information[12]. Espe-
cially, the global head motion can be got by simple geometric head models,
e.g., cylinder[13], by minimizing the difference between observation and model,
and can be described by only 6 parameters, thus results in robust tracking.
In comparison[14] of different geometric models, the simplest ellipsoid model
showed better performance than the generic shape model. This result comes
from the fact that detailed information about face in latter imposes wrong prior
that is apt to lose tracking. They do not require learning so as to get person
independence, and they are robust to large pose change as the use of whole
area of head in the image. Furthermore, for motion filtering in tracking, particle
filter[11] was proved to be robust to 2D facial motion tracking, but has 3 prob-
lems, i.e., search blindness, computational effort and sample degeneration, for
3D tracking.

For facial animation, parameterized model[15] control shape and motion of
facial model by parameterized equations. It is fast and effective, but hard to
design parameters for high reality; Learning model[16] renders desired anima-
tion by the variations of shape/texture from 3D face dataset, but the cost is
expensive; Physical model[17] simulates skin, tissue, and muscle by multi-layer
deformed meshes, but it is computation-intensive to get high reality; Muscular
model[18] simulates muscle motion from anatomy. It is suitable for facial anima-
tion intuitively, but the reality and computational effort need to be improved.

Hair affects the reality of facial animation largely[19], but its detection, anal-
ysis, and synthesis have not been studied in the MBC-Face community.

Video contain foreground(face and hair) and background[20]. However, back-
ground cannot be described by 3D model as the complexity, thus background
and foreground need to be stitched for successful application.

In this paper, a 2D/3D mixed facial coding/decoding system is proposed.
Compared to current MBC-Face system[20] and 2D scheme, e.g., H.264, our sys-
tem: 1)includes 3D face, hair and 2D background; 2)has better rate/distortion
performance at ultra-low bit-rate; 3)has the suitability of subjective face identi-
fication at ultra-low bit-rate.

2 3D Facial Model and Facial Model Adaptation

In encoder, we use CANDIDE3[6] model (fig. 1(a)). The shape of it is described
by the vector g which is the concatenation of the 3D coordinates of all vertices:

g = ḡ + Sσ +Aα (1)

ḡ is standard shape. S , A are shape and animation units. σ, α are shape and
animation parameters. Moreover, global motion parameters[9] are defined as:

h = [θx, θy, θz, tx, ty, tz ]
T (2)

Therefore, facial motion parameters are defined as:

b = [hT , σT , αT ]
T
= [θx, θy, θz, tx, ty, tz, σ

T , αT ]
T

(3)
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Fig. 1. (a) CANDIDE3 in encoder. (b) Alice in decoder. (c) Hair model in decoder.

In decoder, we use Alice[21] model(fig. 1(b)) including skin, eyes, teeth, etc.
Especially, hair model(fig. 1(c)) is added to increase reality.

Facial model adaptation is applied to reconstruct an individual model by
deforming a generic model with the first frame containing frontal face as follows.

In encoder: 1)facial feature points are got by AAM[7]; 2)global motion pa-
rameters are got by several feature points[22]; 3)displacements of dominance
vertices are got by least square fitting of all feature points; 4)displacements of
other vertices are got by radial based interpolation(RBF).

In decoder: 1)displacements of dominance vertices are got by facial motion
parameter from encoder; 2)displacements of other vertices are got by RBF.

3 Encoder

3.1 OAM-Based Facial Motion Tracking

Measurements are extracted from geometrically normalized facial image(GNFI,
fig. 2)[6]. Refer to [6] for detail that how to get GNFI.

The measurements include two parts, the first is pixel color value. As illumi-
nation ratio image[12] is independent to surface albedo and high frequencies of
it are less influenced by lighting, and Gabor wavelet can capture local structure
information corresponding to scale, direction, etc. The process of extracting the
second measurement is: we get illumination ratio image between GNFIs of first
frame and current frame, then extract Gabor wavelet coefficients from it, and
only the magnitudes of coefficients are used for resisting noise.

Assuming yt is the concatenation of first measurement at time t, it is modeled
as a GMM variable with 3 components[8]. The OAM At represents the stochastic

(a) (b) (c) (d)

Fig. 2. The process of getting geometrically normalized facial image
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process of all observations until time t−1: y1:t−1. It is updated when bt, yt are got
as [11] shows. Assuming Gt is the concatenation of second measurement at time
t, it is also modeled as a GMM variable. The definition and corresponding OAM
are similar to above. Then, the two measurements are fused by p (yt/bt)·p (Gt/bt),
which is set as particle weight in following section.

Motion Filtering by Particle Filter. Local optimization is added to particle
filter for reducing the search blindness and computational effort: Mahalanobis
distance between yt and At is minimized by gradient descent method. When bt
is got, the gradient is updated by numerical differences. Particle number is set
as a monotically increasing function of error after convergence.

If only standard resampling is applied, the sample with high weight, which
may be wrong state, will be replicated many times; the sample with low weight,
which may be true state, will hardly be chosen. So PERM sampling[23] is
added before standard resampling here: for the sample whose weight πj

t is lower
than π−, it is accepted with probability a, and the weight after acceptation is

πj
t= πj

t

/
a; for the sample whose πj

t is higher than π+, it is resampled K times,

and the weight becomes πj
t= πj

t

/
K; otherwise the sample is reserved invariantly.

π−, π+, a,K are adjusted online: if the tracking quality index (will be stated in
(5)) is small, the influence of PERM sampling is weakened, i.e., π+, a is increased,
π−,K is decreased. Otherwise, π+, a is decreased, π−,K is increased.

Estimation of Eyes Blink Amplitude. For the vertices of 2D triangle patches
in GNFI, we let the coordinates of those in lower border of upper lid equal to
the coordinates of those in upper border of lower lid, so the eyes of GNFI are
kept in a closed situation, as so as for the means of OAMs. Therefore, when the
current frame opens eyes, eyes blink amplitude is estimated by the consistency
between measurements and OAMs.

Coping with Occlusion. Occlusion is judged by the visible situation of 3D
triangle patch of 3D facial model as follows: different color values are set to each
patch, then the patch is projected on screen under bt, and the cached color value
is read at barycentric coordinate of projected triangle patch. If the read value is
same as given value, the patch is not occluded, otherwise, it is occluded.

For jth pixel position in kth 2D triangle patch(fig. 2(c)) of GNFI, Tr
(k,j)
t is

color value, Trμ
(k,j)
s,t−1, T rσ

(k,j)
s,t−1 are values of mean and variance of At−1 in it,

then if kth 3D triangle patch is occluded, Tr
(k,j)
t is estimated as:{

Tr
(k,j)
t = Tr

(k,j)
t−1 + Trμ

(k,j)
s,t−1 + Trσ

(k,j)
s,t−1

Tr
(k,j)
t = Tr

(k,j)
t−1 + Trμ

(k,j)
s,t−1 − Trσ

(k,j)
s,t−1

Tr
(k,j)
t−1 >= Trμ

(k,j)
s,t−1

Tr
(k,j)
t−1 < Trμ

(k,j)
s,t−1

(4)

For Gabor wavelet coefficients, it is similar to above.
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Hair Detection from Facial Model Adaptation Result. According to
facial model adaptation result, skin is assumed to be present at 3 regions, two
are below eyes and one at forehead. The skin color model follows [24]. Hair is
present at 3 principle locations adjacent to skin, i.e., the right, middle, left sides
of upper face. In initial areas around above locations, skin color model is used
to identify non-skin pixels which form seed to model hair color in each area. The
seed is iteratively refined by computing the model of color of the areas above
current areas, and examining if this color is close to seed. If it is close, the current
model is recalculated. The process ends when the color of an area is not close to
seed color, thus rough hair detection area is obtained. Finally this area is set as
input of Matting algorithm[25] to obtain exact hair detection result.

Updating Textures. The profiles of face and hair are critical to the reality of
decoder, thus the textures is updated as follows: when face undergoes significant
pose, the image parts whose pixel coordinates are in the region enclosed by outer
outline of face model projection and hair detection result are extracted.

3.2 Combining OAM and Cylinder Head Model(CHM)

As simple geometric heads track well the global head motion under large pose
variation, CHM is used as it is more suitable for approximating the shape of face
than ellipsoid model. Moreover, OAM is suitable for local motion tracking, but
works only when pose is deviated not too much from frontal view. So we com-
bine OAM and CHM to get following advantages: 1)the pose angle of successful
tracking extends as CHM can provide accurate initial parameters; 2)the result
of OAM fitting is used to initialize CHM and enables it to recognize expressions,
etc.

The motion of CHM can be parameterized by h in (2). Assuming the intensity
of pixel has consistence between adjacent frames, The Δh between t and t + 1

can be obtained as: Δh = −
(∑

Ω

(IsgFh)
T (IsgFh)

)−1∑
Ω

(
Itg(IsgFh)

T
)
, where

F =

[
x− yθz + zθy + tx
xθz + y − zθx + ty

]
× f

−xθy+yθx+z+tz
, f is focal length, Ω is the region of

It whose corresponding pixel of point xt = [x, y, z] at t+1 is visible, Isg and Itg
are the spatial and temporal image gradient, and Fh = ∂F/∂h |Δh=0 .

Once CHM is fitted to current frame, 3D rotation and translation parameters
are obtained and set as the initial global motion parameters of OAM. Once OAM
is fitted to current frame, 3D rotation and translation parameters are obtained
and set as the initial parameters of CHM in next frame, and the region occupied
by the projection of CANDIDE3 is took as the initial template image of CHM.

3.3 Stitching 3D Face, 3D Hair with 2D Background

The current frame is partitioned into squares as H.264 does firstly, then facial
motion is tracked. For squares out of the projections of facial model and hair
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model, H.264 coding is applied. For square in the border of background and above
projections, it is still encoded using H.264, and if the pixel is in the background,
bool information of it is set true, otherwise, it is set false.

4 Decoder

Facial animation is performed combining parameterized-based model and
muscular-based model. The former adopts RBF, the latter adopts Waters
model[18].

The vertices of 3D model are divided to main features, secondary features and
non-features. Main features are vertices related to MPEG-4 FDP, secondary
features are vertices on muscles around main features, non-features are other
vertices. As facial motion expresses different characteristic in different parts,
several action areas are defined in 3D facial model, i.e., left/right brows, left/right
eyelids, upper/lower lips, left/right lip corners, chin, upper/lower teeth, tongue
and rest. Moreover, vertices and facial animation parameters are allocated into
these areas according to the influence scopes of action areas. Consequently, in an
action area, the displacements of main features are equal to the values of facial
animation parameters, the displacements of secondary features are calculated
by Waters model, the displacements of non-features are calculated by the fast
and effective RBF. Compared to [18] which all vertices in influence scope are
calculated by Waters model, it reduces computation greatly while sacrifices tiny
reality.

The hair model is adapted as follows: several 2D feature points in hair detec-
tion result and corresponding vertices in 3D hair model[21](fig. 1(c)) are selected,
then 3D model is adjusted to a individual model using RBF so that the projec-
tion of 3D model in image plane is identical to hair detection result.

The texture maps are updated as follows: firstly, the profiles transmitted from
encoder are transformed by the minus between global motion parameters of
current frame and that of first frame, secondly, the opposite profiles are obtained
by exploiting face symmetry, thirdly, they are merged to the texture in first
frame, then the border after mergence is smoothed by mean filter, finally, the
panorama of face and hair is obtained for texture mapping.

3D face, 3D hair and 2D background are stitched as follows: the current
frame is partitioned into squares as H.264 does firstly, then facial animation is
produced. For squares out of the projection of 3D facial model and hair model,
H.264 decoding is applied. For square in the border of background and above
projections, it is still decoded using H.264, but only those pixels out of above
projections are displayed according to the bool information from encoder.

5 Experiments

Configuration is: AMD Athlon(tm)II X4 640 3.01G, memory 2G, NVIDIA
GT200.
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5.1 Encoder/Decoder

For Carphone in MPEG-4, the results of facial model adaption and facial mo-
tion tracking are showed as fig. 3. The (c) and (d) are the results after updating
texture maps. These results look quite like the human in Carphone. Accurate
tracking is obtained even in the presence of perturbing factors including occlu-
sions, etc. Especially, eyes blink amplitude is obtained in rightmost image. The
tracking process can be downloaded from the URL1.

Fig. 3. (a) The first frame. (b) Adaptation result of (a) in encoder. (c) Right profile of
adaptation result in decoder. (d) Front of (c). (e)-(h) Facial motion tracking results.

OAM+CHM vs OAM is evaluated by the database[5] that contains global
head motion videos and ground truth, and is compared with two measures:

The tracking rate measures the percentage of images which are tracked suc-
cessfully, where the index in (5) is smaller than a threshold. The pose coverage
measures the range of pose angles where the face is successfully tracked.

As fig. 4 and table 1 shows, OAM+CHM-based tracker is more tracking ac-
curate and pose robust than OAM-based tracker under large pose variation.

Fig. 4. Facial motion tracking results by OAM(left), CHM(middle) and
OAM+CHM(right)

An index is defined to evaluate the tracking quality:

QT =
N∑
i=1

Mi∑
j=1

abs
(
y(i,j)syn − y(i,j)org

)/
(N ·Mi) (5)

1 http://staff.ustc.edu.cn/~harryjun/links/facial_tracking.wmv

http://staff.ustc.edu.cn/~harryjun/links/facial_tracking.wmv 
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Table 1. Comparison of the tracking performances

Tracking rate Pitch coverage Yaw coverage Roll coverage

OAM 0.67 (-18.1, 3.4) (-35.9, 35.8) (-18.7, 16.3)
OAM+CHM 0.83 (-19.3, 4.9) (-40.5, 41.7) (-18.7, 16.3)

N is total frame number of input video, Mi is pixel number in facial region in

ith frame of input video, y
(i,j)
org is jth pixel color value in that region, y

(i,j)
syn is jth

pixel color value in synthesized image generated by CANDIDE3, ith frame in
input video, and b. abs() is the function of absolute value.

As one of state-of-the-art tracker based on OAM, [10] and our system are
tested on 13 MPEG-4 testing videos, 110 videos in Cohn-Kanade database[26],
and 78 captured videos. From table 2, we can see the superiority of our system.

Table 2. The tracking evaluation accuracy of our system and [10]

Mean elapsed time per frame Mean tracking quality

Our system 0.09s 3.79
[10] 0.076s 5.4

The ground truth of facial motion can be got indirectly, i.e., use computer
graphic technique to render face image in given value, then facial motion is esti-
mated on rendered image for evaluation. We have synthesized 1734 face images
of 48 subjects under various poses and lighting. As table 3 shows, our system
with multi-measurements is superior to [10] and that with single measurement.

Table 3. The tracking evaluation accuracy of our system and [10]

Angle Mean error(Roll) Mean error(Pitch) Mean error(Row)

multi-measurements 2.38 1.75 1.69
single measurement 2.73 1.94 1.86

[10] 2.71 1.98 1.85

As fig. 5 shows, according to hair detection result from encoder, an individual
3D hair model is obtained in decoder.

As fig. 6 shows, the profiles of face and hair are obtained based on facial
motion tracking and hair detection in encoder and the panorama consisting of
face and hair is obtained for texture mapping in decoder.

In channel, textures are compressed by JPEG, facial motion parameters are
compressed by predictive coding, and scalar uniform quantization is used.
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Fig. 5. (a) Facial motion tracking result. (b) The hair detection result. (c) Front of
hair model adaptation result.

Fig. 6. (a) Left updating texture. (b) The texture in first frame. (c) Right updating
texture. (d) The panorama.

Fig. 7 is decoding results of Carphone. An index is defined to evaluate decoding

quality:
N∑
i=1

M∑
j=1

abs
(
y
(i,j)
ani − y

(i,j)
org

)/
(N ·M), where M is pixel number in each

frame, y
(i,j)
ani is jth pixel value in ith frame of decoded video.

(a) (b) (c) (d) (e) (f)

Fig. 7. (a), (b), (c) are input video, (d), (e), (f) are decoded video

As table 4 shows, facial animation in our system reduces computation greatly
while sacrifices tiny reality compared to Waters model.

5.2 Objective and Subjective Evaluation

For objective evaluation, our system, MBC-Face system[20] and H.264 are tested
on above videos as fig. 8 shows. Fig. 8 is mean rate/distortion in terms of bit-rate

vs PSNR, which is defined as 10 ·Log(255
2/QY )

10 . Our system is superior to H.264
in rate/distortion at ultra-low bit-rate, i.e., below 7.2kbit/s, and our system is
superior to [20] in rate/distortion at all bit-rates.
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Table 4. The comparison of our system and Waters model

Mean elapsed time per frame Mean decoding quality

Our system 0.023s 3.9
Waters model 0.07s 3.8

Fig. 8. Mean rate/distortion of our system(blue line), [20](red line) and H.264(green
line)

For subjective evaluation, our system, [20] and H.264 are performed at 3,5,7
kbit/s, then participants compare avatar in decoded videos with human being
in input videos, and complete the questionnaire. Table 5 is the mean scores, and
the range is 0-10. Our system obtains the highest scores, indicating that it has
more suitability of subjective face identification at ultra-low bit-rate.

Table 5. The mean score of our system, [20] and H.264 in evaluation

Construct Question Our system [20] H.264

Expressiveness 1. I recognized avatars expressions 7.87 6.73 4.12
2. Avatars movements looked natural 8.06 7.01 5.54

Appearance
1. I liked avatars appearance 7.83 6.48 4.36

2. The avatar looks like a human being 8.12 7.47 5.59

6 Conclusion

In this paper, a 2D/3Dmixed facial coding/decoding system is proposed. The ob-
jective experiment proved it has better rate/distortion performance at ultra-low
bit-rate. The between subjects experiment indicated the suitability of subjec-
tive face identification at ultra-low bit-rate. The further research directions are:
an animation framework including bone, muscle, skin will be established. Facial
motion parameters tracked will be used to recognize facial expression.
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Abstract. Text detection is a challenging task in computer vision. In
this paper, we focus on English text detection in a natural scene image.
We propose a hierarchical approach for text detection, which unifies the
word-level text detection and character-level detection as well as the text
spatial layout. In our approach, we firstly use stroke width transforma-
tion (SWT) to filter an image in a word level. Secondly, we employ the
random forest to select discriminative features of characters and compute
the confident values of characters. Finally, we use conditional random
field to integrate the discriminative information with the text spatial
layout, which separates the text from the background. The proposed ap-
proach is implemented on the ICDAR dataset, which is a challenging
dataset for text detection, and the experiment results demonstrate that
our approach is efficient and effective, and it is superior to the state-of-
the-art methods in comprehensive criteria.

Keywords: stroke width transformation, random forest, condition ran-
dom field, spatial layout, multiple channel of text features.

1 Introduction

Text recognition is one of the important tasks in computer vision. The text in
the natural scene image provides significant clues for image understanding. For
example, the text in a sign board or the text in a traffic sign can present the
indicative information, such as where the road goes or what we should take care
of. Therefore, text recognition has the widely applied prospect, and it is critical
in content-based image retrieval, assistive navigation, scene understanding and
geography annotation, etc. Although, the optical character recognition (OCR)
has been successful in the application, it is suitable to deal with the scanned
document in which the text is not interfered by the background and is easy to
be distinguished from the background. Thus, text recognition in the wild is still
a challenging problem.

Text recognition includes two sequential parts, one is text detection and the
other is text recognition. The former focuses on verifying if there is any text in
an image and where the text is. The latter focuses on recognizing the text given
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a word image, that is, it identifies the words or letters, after the text is localized.
These two parts are usually studied separately.

This paper focuses on text detection which is the prerequisite for text recog-
nition. Text detection in a wild is a very challenging task, for the text is in a
variety of appearances. As shown in Fig. 1, there are many difficulties to localize
the text in a natural scene image, and the text appearance is affected by illumi-
nation, scale, image resolution, font, viewpoints, spatial layout and background,
etc. There are lots of methods to solve this problem. Some are based on rules to
detect the text after obtaining the connected regions, and some are based on the
texture feature learning. However, those methods are not robust to the variance
of the text appearance and their detection performance need to be improved.

In this paper, we aim at text detection by fusing the character features and
the word features. We are inspired by the following observation: 1) the text in a
natural scene image usually has the similar stroke width, 2) the character usually
has the distinctive texture cues compared with other objects, 3) the characters
in a word are usually arranged in a uniform way, and the interval between each
pair of characters in a word is similar. Thus, the characters in a word are of
distinctive spatial layout. We propose a hierarchical approach for text detection.
In the first stage, we select the stroke width as a feature to filter a text image. In
the second stage, we transform the candidate regions obtained in the first stage
into feature maps in multiple channels and use the random forests to compute
the confidence value. In the third stage, we unify the discriminative information
obtained from the random forest with the spatial layout of a word based on
conditional random field (CRF). The contribution of our approach is to unify
the word level features and the character level features to localize texts in a
natural scene image.

The paper is organized as follows. In Section 2, we briefly discuss the related
work. The word-level text detection and the character-level text detection are

Fig. 1. Challenges facing text localization. a) Illumination changes, b) Viewpoint
changes, c) Cluttered background, d) Scale changes, e) Different layouts, f) Different
font styles.
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detailed in Section 3 and Section 4 respectively. And text localization based on
CRF are introduced in Section 5. Conclusions are given in the last section.

2 Related Work

Until now, many methods focus on text detection and recognition. Text recog-
nition in the wild is a hot topic recently. Some researchers paid attentions to
recognizing the words or letters in a word image which only contains the text
[15][18]. Some researchers studied the end-to-end text recognition [14][19], in
which a systematic framework from the text detection to text recognition was
designed. But the most important thing for text recognition is how to obtain
the text region. There are many related methods, which are classified into two
categories: rule-based methods and learning-based methods.

The rule-based methods firstly extract connected regions, and then design the
rules to distinguish text from the background. Lienhart [3] and Jung [4] used
connected component analysis (CCA) to localize the text in images and video
frames. Liu [17] proposed a stroke width filter to extract the text structure.
Becker, who won the first prize of the ICDAR 2005 competition [5], designed
the adaptive threshold and the rules of text detection, further implement the
vanishing point to extract text. Lyu [6] proposed a coarse-to-fine video text
detection, localization, and extraction method for the multilingual text local-
ization. In order to extract the text, he first implemented edge detection, and
then he designed thresholds for edge map, local edge density, and horizontal and
vertical projection, etc. Shivakumara [7] designed heuristic rules to classify low
contrast and high contrast video images combined with edge filter. Hua [8] used
a corner-based method to automatically localize text in video frames. Thillou
[9] extracted color texts in natural scenes with selective metric-based clustering.
Ye [10] proposed a novel coarse-to-fine algorithm based on multi-scale wavelet
features to locate text lines in complex background. Epshtein [12] proposed a
stroke width transform to improve the detection of text candidate regions. Liu
[13] performed edge detection in four directions and extract features on edge
maps for text and non-text classification. The limit of the rule-based methods is
that the rules are not robust and they fail to remove the background noise from
the text.

Different from the rule-based method, learning-based methods learn the rules
from the text training data, thus they are more robust. Chen [11], who won the
second prize of the ICDAR2005, made text statistic to select the discriminative
features, and use the Adaboost classifier to separate texts from the background.
Jung [1] proposed a framework based on SVM to perform accurate text local-
ization. He extracted the text intensity features and constant gradient variant
(CGV) features to learn a SVM classifier. In his another paper, Jung [2] designed
a stroke filter combined with a SVM classifier to extract text regions. Kim [4]
analyzes the textural features in natural scene images using an SVM classifier
and locates the text regions by operating CAMSHIFT to group the text regions.
The most related work to ours is Wang’s method [14]. He proposed a systematic
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approach to recognize texts. He first used HOG classifier to compute the confi-
dent value of a region, and then he employed the pictorial structure to constrain
the text spatial layout. The difference is that his approach supposed that the
words which were present in an image were given.

Fig. 2. The framework of our approach

The methods mentioned above are mainly concerned about a single level fea-
tures, they may cause larger false positive detection rate. Therefore, we propose a
hierarchical approach which combines the word-level features and the character-
level features for text localization. In a word level, we use the stroke width
transform to filter an image; in a character level, we design random forests to
select the discriminative features of characters and compute the confident value
of the candidate region. Furthermore, we implement CRF to unify the discrim-
inative information with the spatial layout of words to separate the text from
the background. The framework of our approach is shown in Fig. 2.

3 Text Detection in a Word Level

As we observe, the English text in natural scene usually is arranged in a uniform
way, that is, the characters in the text have the similar stroke width, which is
shown in Fig.3 a). Therefore, in a word level, we employ the SWT to filter an
image. Each pixel value of the transformed image is equal to its stroke width,
and the size of the SWT image is equal to its original image.

In detail, an image is firstly processed by the Canny edge operator, and then
the gradient orientations are computed. If a pixel p locates at the edge of a
stroke, its gradient orientation dp is perpendicular to the stroke orientation.
And the radial r = p+ n ∗ dp (wmax > n > 0) would intersect at the other edge
of the stroke, where wmax is the maximum value of the stroke width and the
intersection point at the other edge of the stroke was defined as q . The gradient
orientations of the two points p and q are inverse, which satisfies dq = −dp ± τ ,
where τ is the error which is not greater than a threshold. The pixel values of
points in the line between the points p and q are set ‖ −−−→

p− q ‖. If a point p does
not find its corresponding point q at the other edge of the stroke, the radial r will
be deleted. In our experiment, we set wmax < Wimg/10, that is, the maximum
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Fig. 3. The middle results of the SWT. a) The original image, b) The edge image, c)
The gradient orientation image, d) The SWT image, where the darker the pixel is, the
smaller the SWT value is.

of stroke width is not greater than one tenth of the width of the image, and
τ = π/6. Fig. 3 shows the intermediate results of the SWT.

Furthermore, we analyze the connected components and use the mathematical
morphologic filter(MMF) to filter the non-text regions. The results of the SWT
are shown in Fig. 4.

Fig. 4. The SWT results combined with CCA and MMF. The green boxes are the
textual candidate regions, and the red regions are filtered by CCA and MMF.

4 Text Detection in a Character Level

4.1 Multiple Channels of Text Features

In this subsection, we introduce the proposed text detection in a character level
which uses text multiple features. There are four types of text features which are
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widely used in text localization: normalized gray intensity (N-gray), color cues,
constant gradient variance (CGV), and histogram of gradient (HOG).

N-gray is proved to be useful for text detection by Kim and Jung [1] [4].
They empirically demonstrated that N-gray is better than wavelet feature as
well as the histogram descriptor in terms of text description, and they also find
that N-gray can deal with the low contrast document. The N-gray feature of
a pixel is defined as Nf(s) = (f(s) − Vmin)/(Vmax − Vmin) ∗ 255, where s is
the center point of a sub-window, f(s) is the original gray intensity of pixel
s , Vmin and Vmax represent the minimum intensity value and the maximum
intensity value respectively in this sub-window. The N-gray is the normalized
result which transforms the gray value to the interval [0, 255].

Fig. 5. Color cues based on Lab color space

The second type of text features are color cues. In order to avoid the illumi-
nation inference, we adopt the Lab color space. Each sliding window contains
three color channels of L, a and b, which is shown in Fig. 5.

Motivated by the effectiveness of CGV for text detection in the work [10], we
adopt CGV as the third feature, which is shown in Fig.6. The CGV is used to
normalize the contrast at a given pixel. It is defined as

CGV (S) = (g(s)− LM(s))

√
GV

LV (s)
. (1)

where LM(s) = 1
|ωs|

∑
si∈ωs

g(si) and LV (s) = 1
|ωs|

∑
si∈ωs

(g(si) − LM(s))2.

In this equation, g(s) denotes the gradient value at pixel s and ws denotes
the neighborhood of pixel s. LM(s) denotes the local mean of the gradient of
the neighborhood of pixel s, LV (S) denotes the local gradient variance, GV
denotes the global gradient variance computed over the whole image window,
and CGV (s) denotes the feature value at pixel s.

The fourth type of text features is the Histogram of Oriented Gradients (HOG)
proposed by Dalal [16]. Motivated by its success in pedestrian detection, we use
it to describe the text. HOG is a 3D histogram. In our approach, we normalize
a character image to 48× 48, and the normalized image is tiled with the grid of
overlapping blocks whose size is 5×5. Each block contains a grid of spatial cells.
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Fig. 6. Constant Gradient Variance

We slide the cell every pixels. For each cell, the magnitudes of image gradients
weight orientation histograms with 9 bins, and the histogram in each cell is
normalized. Finally, a character image is represent by a feature vector with
48× 48× 9 dimensions.

Therefore, the four types of features form the multiple channels of features.
Take the HOG feature as an example, it forms 9 channels, each of which has the
same size as the original normalized image.

4.2 Confident Weighting Based on Random Forest

Considering that it is time consuming to directly use all channels of features,
we implement the random forest to select the discriminative features from the
four types of features, because of the success of the random forests in multiple
feature selection and multi-class classification.

A random forest classifier is a popular classification method. It is an ensemble
classifier that consists of many decision trees, and the label of a query image is
determined by the majority of the votes which is shown in Fig. 7. The random
forest is made up of several decision trees. Given the training set T , the data
pair in T is denoted as (x1, x2, . . . , xn, yi) ∈ T , where xi is the ith dimension
of the feature vector, yi is the label. Each tree is constructed in the same way.
In detail, a tree is constructed by recursively splitting T into two subsets Tleft

and Tright. The chosen feature xi can best split the training data set T , that
is, it can result in the largest expected information gain of the node categories,
which is calculated as:

Gain(xi) = Entrop(T )− Tleft

T
×Entrop(Tleft)− Tright

T
× Entrop(Tright) (2)

where Tleft, Tright are subsets of T and are splited by xi. The information entropy
is defined as:

Entrop(ψ) = −
∑|C|

i=1
freq(Ci, ψ)× log2(freq(Ci, ψ)) (3)

where Ci denotes the set of classes, freq(Ci, ψ) denotes the occurrence frequency
of Ci in set ψ. Each branch node in a tree has a split test associated with it, and
one or the other child is chosen based on the result of the test.
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Fig. 7. The random forest classifier

In the training stage, we collect the character images from the ICDAR 2003.
We also randomly sample the background as the negative samples. Thus, we
construct a training set which contains 6110 positive samples and 4196 negative
samples. Some training samples are shown in Fig.8. We train the random forest
classifier on the training set.

Fig. 8. Some samples in the training set. a) Some positive samples, b) Some negative
samples.

Now we implement the random forest to select discriminative features and
compute the confident values of the candidate regions. The flowchart of the
character-level text detection is shown in Fig. 9. We firstly implement the sliding
windows scheme on the candidate regions obtained from SWT, and then we
compute the confident weights based on the learned random forest classifier.
After that, we obtain a confident map where each pixel value is equal to its
confident value.
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Fig. 9. The flowchart of the character level text localization

5 Text Localization Based on CRF

In this section, we unify the discriminative information of texts with the text
spatial layout based on CRF. As we observe, the spatial layout in a word or
in the text is characteristic for text detection. If we see a character, we always
expect there are some characters in its left neighbor or its right neighbor. It is
true in a statistic view point.

We construct the graph model G = (V,E), where V is the vertex set,and
the E is the edge set. If the pairwise candidate characters satisfy the following
condition,

dist(χi, χj) < 2 ∗min(max(wi, hi),max(wj , hj))

we add an edge between these two letters, where dist(·, ·) is the distance be-
tween the centers of two characters, w and h is the width and the height of a
character respectively. In CRF, the unary potential is defined as the confident
value obtained from the random forest, and the binary potential is defined as
the covariance distance between the query letter location and the expectation
location. The parameters of the covariance matrix are obtained by training on
the ICDAR2003 dataset.

6 Experimental Results

In this section, we implement our approach on the ICDAR2005 dataset, which
is similar to ICDAR2003. It contains color images of all kinds of scenes taken
by digital cameras with a range of resolution and other settings. The images
include household objects, road signs, board signs, bill-boards and posters. The
ICDAR2005 dataset contains three parts: sample, trail and competition. We only
use trail set in our approach. The trail set contains 258 training images and 251
testing images. The visual results are shown in Fig. 10, and the results of our
approach are signed by green rectangles. Fig. 10 demonstrates that our approach
is effective.
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Fig. 10. Some text localization results obtained by our approach

We also evaluate our approach by the following criteria: the recall, the pre-
cision, the F-score, and the running time in seconds according to ICDAR2005
[5]. We compute the average time processing an image in the testing set. We
compare our approach with 9 competition methods which are from ICDAR 2003
competition and ICDAR2005 competition [5] for text localization. As shown in
Table 1, the detection precision of our approach is 65%, which is the highest
precision; the recall rate is 59% , which is ranked in the third; the F-score is 62%
which ranks the top with Hinnerk’s method; the averaged running time is 3.87
seconds which is at a moderate level. To sum up, our approach achieves the best
comprehensive performance in text localization.
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Table 1. The performance comparison of text localization

Methods Precision Recall F-Score Time

Our Methods 0.65 0.59 0.62 3.87

Hinnerk 0.62 0.67 0.62 14.4

Alex Chen 0.60 0.60 0.58 0.35

Qiang Zhu 0.33 0.40 0.33 1.6

Jisoo Kim 0.22 0.28 0.22 2.2

Nobuo Ezaki 0.18 0.36 0.22 2.8

Ashida 0.55 0.46 0.50 8.7

HWDavid 0.44 0.46 0.45 0.3

Wolf 0.30 0.44 0.35 17.0

Todoran 0.19 0.18 0.18 0.3

7 Conclusions

In this paper, we propose a hierarchical approach for text localization in a nat-
ural scene image. The advantage of our approach is to combine the word-level
features with the character-level features, as well as the spatial layout of the text.
We compare our approach with 9 competition methods which are from the com-
petitions of ICDAR2005 and ICDAR2003 in terms of precision, recall, F-scores
and running-time. We implement our approach on ICDAR2005, and the exper-
imental results demonstrate that our approach achieves the best precision and
F-score. And our approach are also superior in the comprehensive performance.
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Abstract. Studying and analyzing system performance is one of the
fundamental factors for the related technological advancement in image
retrieval. In this paper, we report the construction of a large scale test
collection for facilitating robust performance evaluation of mobile land-
mark image search. Totally, the test collection consists of (1) 355,141
images about 128 landmarks in five cities over 3 continents from Flickr;
(2) different kinds of textual features for each image, including surround-
ing text (e.g. tags), contextual data (e.g. geo-location and upload time),
and metadata (e.g. uploader and EXIF); and (3) six types of low-level
visual features. For the task of landmark image retrieval evaluation, we
also conduct a series of baseline experimental studies on the search per-
formance over different visual queries, which represent different views of
a landmark.

Keywords: Mobile Landmark Search, Performance Evaluation.

1 Introduction

With the recent explosion of consumer generated images and the fast growth of
photo sharing websites, research interest in social image search has been growing
in information retrieval, machine learning and multimedia systems. Many differ-
ent algorithms or systems have recently been developed to support automatic
retrieval or visualization of landmark [6,5,18,17]. In particular, techniques for
large scale mobile landmark image search are becoming more and more impor-
tant due to a wide range of real applications [8]. As a result, lots of efforts have
been devoted to improve the search systems’ performance from different aspects
(e.g. retrieval accuracy [9] and diversification of the displaying results [14,2]).

Studying and analyzing system performance is one of the fundamental fac-
tors to enable the technology advancement in landmark search. However, very
limited work has been done on developing benchmarking dataset to compare
and evaluate relative techniques and systems. While the importance of the is-
sue has been recognized in the multimedia retrieval community and a few test

S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 36–46, 2013.
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collections have been published recently, they generally suffer from one or multi-
ple weaknesses as follows: small scale, unclear search task definition, diversified
views of landmarks and limited availability. The problems can be particularly
severe when the researchers try to do cross-method comparison. Due to the lack
of quality collections, they are forced to construct their own datasets by lever-
aging online public resources, such as Flick1 and Google image [9,14,2,10,4,16].
This can easily lead to very expensive and tedious data collection process. More
importantly, the use of self-constructed datasets makes it hard for other scholars
to repeat the experimental studies and compare different methods to assess the
precise impacts of individual systems.

In principle, the procedure for the performance evaluation can be generally
divided into four basic steps: 1) construct a test image collection; 2) generate
a set of test images and the related ground truth information; 3) run each test
image through a particular landmark search system; and 4) assess performance of
the system via an empirical distribution of particular measurement metric (e.g.,
precision or recall ratio). All four steps are critical for the quality of performance
evaluation. In this paper, we focus on the study of test collection. We argue
that the following three criteria are basic guidelines for achieving reliable and
accurate assessment results in developing testbed: Since images in many real
photo sharing websites have scaled to billions over the last few years, the first
guideline is to keep test collection’s scale big enough. The second guideline is
to good visual coverage of different geographic locations. We argue that when
more partial views about the same landmark are included, evaluation process
can have more completed and thus more accurate results can be expected. The
last guideline is that search tasks for evaluation and associated ground-truth
information should be clearly defined.

Motivated by the discussion above, we create a large scale benchmarking
dataset to support effective and robust comparison of landmark search system
performance. Totally, the test collection consists of 355,141 images about 128
landmarks in five cities over three continents from Flickr. Besides, six different
visual features are extracted as signature for each image. For each landmark, a
wide range of partial views have been considered to gain comprehensive visual
coverage. Moreover, we give a clear definition of different search tasks and ground
truth information. Using them, a set of empirical studies have been carried out to
investigate the search accuracy and efficiency of content-based search methods,
using different views of one landmark as queries.

2 Test Collection Construction

The construction of the landmark image dataset starts from selecting a set of
international cities that contain various popular landmarks. At this stage, five
cities from 3 continents are considered, including Beijing, Hong Kong, Singapore,
London, and New York. Well-known landmarks of each city are selected from the

1 https://www.flickr.com/

https://www.flickr.com/
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landmark lists published in Wikipedia2 and Wikitravel3 (we also refer to other
online tour guide web pages). Altogether, 128 landmarks are identified in the five
cities. The number of landmarks in each city can be found in Table 2. Table 5
shows the details of landmarks in Singapore. The details about the whole dataset
can be found in [1].

2.1 Dataset Downloaded

The images of each landmark are collected from Flickr. For the landmark with
an unique name, its name is used as the keywords to search images. While for
the landmark whose name also corresponds to other landmarks in different cities,
the name of corresponding city is also included in the search keywords. For exam-
ple, we use “city hall, singapore” and “city hall, new york” to search the images
of City Hall in Singapore and New York, respectively. We retrieve the most rel-
evant images based on the tag-based method provided by Flickr’s public API4.
This method requires the returned images must contain the query terms in their
tags, and the returned images are sorted in descending order based on relevance.
The top 4000 images in the returned list are taken. Notice that not all images in
the list can be successfully downloaded. Besides, some landmarks have less than
4000 images tagged with their names in Flickr. Thus, the number of downloaded
images for each landmark is 3301 on average before processing. Different kinds of
related data associated with each image are also collected. We categorize the as-
sociated information into three types: surrounding text, context information and
metadata. Details can be found in Table 1. The surrounding text includes title,
tags, description and comments, which directly represent the semantic features
of the image. We consider four different kinds of context information: taken time
is about when the image was captured; upload time refers to the time when the
image was uploaded to Flickr; geo-location generally is about the location where
the image was taken; contextual URLs contains the URLs of photostream, sets
and pools to which the image belongs. Each image in Flickr has an unique photo
ID ; uploader ID refers the ID of the user who contributed the image; EXIF/TIFF
contains the image metadata, such as the device used to capture the image and
parameter-setting of the device at the time of taking the image. The source page
of the image in Flickr is kept as the backup reference.

Table 1. Related Information Crawled for Each Image

Surrounding Text Context Information Metadata

tag taken time photo ID
title upload time uploader ID

comment geo-location source page
description contextual URL EXIF/TIFF

2 http://www.wikipedia.org/
3 http://wikitravel.org/en/Main_Page
4 https://www.flickr.com/services/api/

http://www.wikipedia.org/
http://wikitravel.org/en/Main_Page
https://www.flickr.com/services/api/
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2.2 Dataset Statistics

Using the method described above, totally 419,346 images are collected at Flickr’s
medium-scale image resolution, which is 500× 500 pixels maximum. In the col-
lected images, the most common sizes are “500×375”, “500×333”, “375×500”,
and “333 × 500”, accounting for 59.04% of the dataset. We remove the image
whose length or width is less than 300. Also, if any piece of the related informa-
tion listed in Table 1 fails to be downloaded, the corresponding image won’t be
included to our test collection. Finally, there are 355,141 images left for 128 land-
marks. The distribution of image number for landmarks in each city is shown in
Table 2. Meanwhile, Table 3 has shown the statistics information of surround-
ing text of images. Note that more than half of the images do not have any
comment, and the minimal number of tags is 1 is because of the used tag-based
search method. Fig. 1 shows the distribution of the number of tags per image. In
the figure, the number of images is normalized. To assess the quality of the down-
loaded images, 20,000 images are randomly drawn from the whole dataset and
manually evaluated. 735 images are labeled as low-quality, representing 3.675%
of the subset. This ratio can be regarded as an indicator of the proportion of
low-quality images in the whole dataset.

Table 2. The number of landmarks and the distribution of image number across land-
marks in each city

City
Number of Distribution of number of images
landmarks Average Max Min

Beijing 25 2874.64 3680 728

London 25 2994.56 3252 1386

Singapore 28 2562.11 3401 589

New York 28 2898.68 3692 741

Hong Kong 22 2523.14 3882 556

Table 3. Statistics of surrounding text in the dataset

Average Max Min

Number of tags 11.24 160 1

Number of keywords in title 4.07 41 0

Number of keywords in description 65.34 14303 0

Number of comments 13.74 2055 0

Number of keywords in comment 4.95 593 1

2.3 Visual Features

For the convenience of utilizing the dataset on the performance evaluations of
various applications, we extract and provide a set of effective and widely used
visual features for each image. They include,
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Fig. 1. The number of tags per image

Color Histogram (64D) [15]: The HSV color space is divided into 64 parti-
tions, and the number of pixels within each partition is then counted for com-
puting the histogram bin of the corresponding color.

Color Auto-Correlogram (144D) [7]: The color auto-correlogram describes
the global distribution and the spatial correlation of pairs of colors together.
We consider the HSV color space with color quantized into 36 bins, and use 4
distance metrics as [7] to compute the auto-correlogram.

Gabor Texture (72D) [12]: Wavelet features are extracted at multiple scales
and directions from the images using a Gabor wavelet decomposition. The mean
and standard deviation of the filter responses are calculated. We extract Gabor
features in six different orientations and six different scales.

Block-Wise Color Moments (255D): Each image is divided into 5 × 5 grid
partitions. For each grid, the first three color moments (mean, variance, skew-
ness) are calculated for each color channel in HSV color space. Each grid region
is then characterized by 9 moments, resulting in a 225-dimensional vector for an
image.

Edge Histogram (80D) [13]: The edge histogram represents the spatial dis-
tribution of five types of directional edges, namely four directional edges and one
non-directional edge. Each image is partitioned into 4 × 4 grid, and each grid
is further divided into small square blocks. Five directional edges are extracted
from the small blocks. Then the number of five edge types in each grid is counted
to define five histogram bins for the corresponding grid.

Bag-of-Visual-Words [11]: 500-D bag-of-visual-words (BoVW) is generated
for each landmark. For each image, key-points are detected using difference of
Gaussian. Then each key-point is described by a 128 dimensional SIFT descrip-
tor [11]. Finally, the descriptors of each image are vector quantized into a vo-
cabulary of visual words, which are generated by k-mean clustering method.
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2.4 Dataset Structure

In order to support fast browsing and exploration of the collection, the dataset
is organized in hierarchical structure based on location and landmark categories.
Under two general categories - Natural Attractions and Man-made Attractions,
we further define 13 subcategories as: A. Natural Attractions: (A1) beach, (A2)
island, (A3) mountain, (A4) nature reserve, (A5) wildlife attractions and (A6)
park and garden; B. Man-made Attractions: (B1) buildings and monuments, (B2)
distinct small town, (B3) harbor and bay, (B4) historic resort, (B5) museum and
gallery, (B6) religious architecture, (B7) shopping and commercial center. Partic-
ularly, the landmarks are first separated based on cities and spatial districts; then
landmarks in the same district are classified into different subcategories. As an
example, Fig. 2 illustrates the hierarchical structure using several landmarks in
Singapore. The whole structure of landmarks in Singapore is shown in Table 5.

Boat Quay

Harbor & Bay Park & Garden Beach

Marina Bay Merlion Park Santosa

Mountain

Mount Faber

Subcategory

Landmark

Marina Area Keppel District

Singapore City

Fig. 2. Hierarchical Structure of the Dataset

3 Applications of Dataset

The dataset is mainly constructed for facilitating the development and evaluation
of landmark search systems. Meanwhile, some other related research issues can
also be explored using the dataset. In this section, we discuss these related issues
and their relations with landmark image search.

Content-Based Landmark Search. While a lot of research efforts have been
invested to improve performance of content-based landmark search, many open
problems in system development still remain, including (1) various visual ap-
pearance of a specific scene under different shot conditions or angles; and (2)
landmarks (or part of them) may have similar visual appearance (e.g. church
spires), which makes them hard to be discriminated by visual features. The com-
bination of textual features has demonstrated some promising results. However,
most of them only consider one type of textual features (e.g. tags). The effec-
tiveness of combining multiple textual features with visual information needs
to be further studied. Besides, along with the development of effective search
methods, novel indexing methods also need to be designed in order to deal with
large-scale datasets.
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Landmark Recognition. The ability to recognize the landmark depicted in
an image can facilitate the content understanding and geo-location detection in
images, and thus can improve the performance of landmark image retrieval. Most
of current techniques on this problem rely on accurately labeled data. How to
leverage noisy data, such as the dataset crawled from Flickr, to perform accurate
landmark recognition is still a challenging task.

Scene Summarization. The scene summarization is to select a set of images
that represent the most interesting and important aspects of the landmark with
minimal redundancy, such that the viewers can quickly get an accurate impres-
sion on the landmark. This technique is very useful in presenting the search
results of landmark image retrieval, because users typically tend to know the
different representative views of the landmark instead of the redundant images
using the same appearance.

4 Empirical Study on Content-Based Landmark Search

We conduct experiments on the dataset to study the performance of landmark
search using content-based methods. In particular, we study (1) the search per-
formance of different visual queries which represent different views of a landmark,
and (2) the search efficiency of different visual features.

4.1 Experimental Setup

Query Set. We select eight landmarks5 in Singapore and take pictures of vari-
ous views of each landmark. From the taken photos, images which represent the
following types of views are selected as queries, including (1) views from different
angles (i.e. front views and side views), (2) partial views (i.e. different parts of
the landmark), (3) interior views, (4) close-up exterior views, and (5) far-away
exterior views. Fig. 3 shows the examples of different views. For each landmark,
we select four queries for each type of view. Finally, there are total 156 queries
are selected6.

Experimental Subset. The targeted landmarks belong to the subcategories
of park and garden, buildings and monuments, harbor and bay and museum and
gallery. We select images of landmarks in those subcategories to construct a
challenging distractor subset, as images of landmarks in the same subcategory
are more likely to be similar. Images of landmarks in Singapore, New York and
London are used. Altogether, 59 landmarks with 164,690 images are included in
the subset.

5 The selected landmarks include Armenian Church, Cathedral of the Good Shepherd,
Church of Our Lady of Lourdes, Church of Saints Peter and Paul, Marina Bay,
Merlion Park, National Museum and Raffles City.

6 Because Merlion Park is an open area, it does not have queries representing the
interior views.
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Partial views

Interior views

Views from
different angles

Close-up views

Far-away views

Fig. 3. Different types of views using images of the Cathedral of the Good Shepherd
as examples

Visual Features. We use color histogram (CH), color moments (CM), bag-of-
visual-words (VW), and two combinations of them (CH + CM and CH + CM +
VW) as visual features in the experiments. A vocabulary with 1000 visual words
is generated for the subset using the method described in section 2.3. Euclidean
distance is used for calculating the similarity score. In the combination of differ-
ent features, the similarity scores are separately computed and normalized, and
then uniformly summed together to obtain the final score.

Ground Truth and Evaluation. The task of landmark image retrieval is to
search visual views of the desired landmark, whichmeans that positive resultsmust
be or at least contain visual view of the targeted landmark. According to this, the
judgement criterion is defined as: if an image contains views of the targeted land-
mark that are recognizable to viewers, then the image is regarded as positive; other-
wise, the image is marked as negative. The top 10 results of each query are assessed
by human evaluators. The precision (P@10) is used as the evaluation metric.

4.2 Experimental Results and Analysis

All the experiments are conducted on a desktop computer with Intel Core i5
2.80GHz CPU and 4GB memory. In this section, we describe the results and
detailedly analyze the performance in terms of accuracy and efficiency.

Accuracy Study. Table 4 shows the search accuracy of different visual queries
in each view type. The values in the table are the average P@10 over all queries
in the same type. From the table, we can see that the performances of color
histogram and color moments are comparable, and the feature of visual words
performs slightly better. Although the combination of global and local features
improves the search accuracy, it is still pretty low. Content-based landmark
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Table 4. Average precision of visual queries in different view types. The representations
of the acronyms in the table: AV - views from different angles, PV - partial views, IV
- interior views, CUV - close-up exterior views, FAV - far-wary exterior views, CH -
color histogram, CM - color moments and VW - bag-of-visual-words.

AV PV IV CUV FAV

CH 0.068 0.052 0.017 0.042 0.029

CM 0.096 0.039 0.013 0.031 0.032

VW 0.105 0.068 0.046 0.071 0.117

CH+CM 0.111 0.076 0.034 0.046 0.034

CH+CM+VW 0.242 0.131 0.087 0.165 0.121

search is more challenging than general content-based image retrieval tasks. The
mechanism of content-based retrieval method decides it can only return visually
similar images (w.r.t the query image) in machine’s view. While in landmark
image retrieval, the positive results should represent or contain visual appearance
of the targeted landmark, which implies that a result could be negative even it
has similar visual content with the query image.

Queries with the whole view of a landmark are expected to get better results
than partial views (PV ) and interior views (IV). Queries of three types (views of
different angles (AV ), close-up views (CUV ) and far-away views (FV ) contain
the whole exterior view of a landmark. In general, CUV contains more details
and FV contains foreground and background objects (e.g. pedestrians and vehi-
cles). These extra details and objects increase the difficulty of retrieval based on
visual features. As a result, AV obtains the best results among them. Surpris-
ingly, PV gets similar performance as CUV. We find that it is because that the
captured partial views are usually special scenes or objects which tend to attract
more attentions, resulting in more images about them. The search performance
of IV is the worst, which is in our expectation. Because interior views typically
contain more objects and complicate structures, and the lighting conditions vary
greatly at different time or from different angles. Comparing the performance
of different landmarks, we found that the queries of Marina Bay and Merlion
Park obtain much better results than queries of other landmarks, which are all
buildings. It implies that buildings are more difficult to search based on visual
features. And it can be explained by the viewpoint in [3]: “buildings tend to have
few discriminative visual features and many repetitive structures”.

Efficiency Study. As a baseline study, we have not used any indexing method
in the experiments. For single visual feature, the computation time is spent on
computing and sorting the similarity scores of all images in the subset; for the
combination of different features, there are two additional time-consuming steps
- the normalization and summation of computed scores of individual features.
Obviously, higher dimensionality of visual features needs longer processing time.
The results are shown in Fig. 4. From the results, we can see that the slight
improvement on search performance by combining visual features pays high time
cost. The 1289-dimensional combined features take 4.14s per query, which is
much longer than the computation time of 1000-dimensional visual words (1.19s).
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Fig. 4. Computation time per query using different visual features

Table 5. Hierarchy structure and details of selected landmarks in Singapore (for the
types, please refer to section 2.4)

City Districts Types Landmarks Image Number

Singapore

Marina Area
B3

Boat Quay 2887
Marina Bay 1108

A6 Merlion Park 3070
CBD B6 Armenian Church 3232

City Hall
B1

City Hall 2805
Raffles City 3401

B5 National Museum 3128

Beach Road B6
Cathedral of the good Shepherd 677
Church of Our Lady of Lourdes 2887
Church of Saints Peter and Paul 3279

Tanglin A6 Singapore Botanic Gardens 3116
Newton A4 Bukit Timah Nature Reserve 2861

Orchard
A6 Istana Park 728
B7 Orchard Road 2888

Changi
B7 Changi Airport 2762
A2 Pulau Ubin 2363

Far North A5
Night Safari Singapore 2834
Singapore Zoo 2755

Jurong
A5 Jurong Bird Park 3333
A4 Sungei Buloh Wetland Reserve 2946

Hougang B6
Church of the Nativity

589
of the Blessed Virgin Mary

Keppel

A5 Butterfly Park & Insect Kingdom 2088
B7 Harbourfront center 2863
A2 Kusu Island 2986
A3 Mount Faber 2766
A1 Santosa 2137
B1 Universal Studios Singapore 2740

Sourth West A6 Haw Par Villa 2510

5 Conclusion and Future Work

In this paper, we introduce the construction of a large scale mobile landmark im-
age dataset. The dataset contains various kinds of textual features and includes
six types of visual features. Based on the dataset, we identified and discussed
several closely related research issues. We also conducted a set of experimen-
tal studies on mobile landmark search using different visual features. The search
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accuracy of different visual queries and the search efficiency of different visual fea-
tures were reported and comprehensively analyzed. The results show the weak-
ness of content-based landmark search. Both search accuracy and efficiency need
to be improved. These outcomes can be used as baselines to facilitate the future
related research. Further, the dataset can be applied as the testbed to assess
performance of different mobile search platforms.
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Abstract. While the geographical tag has brought a novel insight into
the multimedia content analysis and understanding, how to improve the
tagging accuracy has been rarely exploited. In this paper, we present a
novel geographical retagging algorithm to improve the inaccurate geo-
graphical tags from an automatic photo content based association and
refinement perspective. We do not resort to the time-consuming cam-
era pose estimation and scene geometry recovery schemes like structure-
from-motion. Instead, our algorithm is deployed based on a very
simple neighbor statistical significance test, i.e., geographically nearby
images, if near duplicate, should follow a more smooth affine transform
comparing with those farther aways. Such an assumption is robust to
noisy photo contents caused by multiple factors, such as indoor/outdoor
changes, occlusions, or viewing angle changes. It is also very fast compar-
ing to alternative approaches like structure-from-motion or simultaneous
localization and matching. We have shown the accuracy, efficiency, and
robustness of the proposed retagging algorithm for refining the geograph-
ical tags of Flickr images.

Keywords: Social Media, Geographical Tagging, Tag Refinement, Sta-
tistical Significance Testing, Flickr Images.

1 Introduction

Nowadays there is an explosive growth of geographical tags in social multimedia.
For instance, photo sharing websites such as Flickr and Picasa enables users
to tag the geographical locations, i.e. their latitudes and longitudes, of their
uploaded photos on the map. Together with the metadata context and the visual
contents, such massive geographical tags provide a novel viewpoint to organize,
browse, and summarize the community contributed photo collections to “see”
the world. One example is to mine representative landmarks for the purpose of
touristic recommendation, as recently investigated in [1][4].

The geographical tags of social multimedia come from multidiscipline. For
instance, nowadays many mobile devices are equipped with digital cameras and
GPS, which enables the mobile users to tag the geographical location right after

S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 47–57, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. An example of the inaccurate geographical tagging in Time Square, where some
of the geographically tagged photos are with more than 1-block distortion

photo capturing. Another source comes from the geographical tagging interfaces
provided in photo sharing websites such as Flickr and Pananomia, where users
can tag pins of their photos on the geographical map. In the automatic cir-
cumstance, locations of a given webpage can be inferred through the textual
location descriptions within this webpage, such as city names and zip codes,
typically achieved by using a hierarchical matching over a location gazetteer.
Visual based matching is another alternative towards automatic geographical
tagging, for example some large-scale global image locating engines developed
based on near-duplicate visual search [4][22].

The geographical tag plays an important role in knowledge mining and in-
stance recognition from social multimedia. For instance, a commonsense com-
ponent in preprocessing geo-tagged multimedia is to leverage the geographical
tags for scene/landmark partition. In some other circumstances such as landmark
search or location recognition, the geographical tag associated with the reference
images are treated as the ground truth to be returned by location search engines
[20][22][5]. For applications such as city-scale scene reconstruction, the ability to
precisely locate the reference images in the geographical map not only ensures
the reconstruction accuracy, but also improves the reconstruction efficiency.

Without regard to its fundamental importance, the geographical tag is not al-
ways accurate. For instance, theGPS functionality in themobile device is occasion-
ally distorted in the urban areas. And the user tagging in Flickr or Pananomia is
also imprecise, due to both themap resolution and the usermis-operation. Figure 1
shows an example of the inaccurate geographical tagging on the landmark of Time
Square, where most of the photo are incorrectly located comparing to their actual
geographical locations. However, a systematic study of the accuracy distortion of
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the geographical tagging is left unexploited. Nevertheless to say, manual rectifica-
tion is too time-consuming and therefore cannot be scaled up for coping with the
dramatic data growth. Therefore, efforts toward an automatic and unsupervised
refinement of these geographical tags can largely benefit both the academy and the
industry. However, it is left unexploited in the existing works.

In this paper, we propose an approach to automatically discover and refine
imprecise geographical tags in a scalable manner. Our principle is to make use
of the visual content correspondence among these images as an evidence, from
which rearrange their location to seek an optimal visual consistency. To this
end, we argue that the existing works in automatic image calibration as well as
scene geometry reconstruction too computation intensive to be scaled up. For in-
stance, while using structure-from-motion can automatically calibrate the image
locations as well as camera poses, their bundle adjustment based feature cor-
respondence is very time-consuming, therefore “over-qualified” and inefficient.
Instead, we propose an efficient yet effective geographical retagging algorithm
based upon a neighbor statistical significance test, e.g., geographically nearby
images, if near-duplicate, should follow a smooth spatial transform among their
visual descriptor matching. Such an assumption is also not too constraint com-
paring to scene reconstruction techniques, while still being robust to visually
non-overlapped image caused by occlusions or viewing angle changes. In imple-
mentation, we can directly adopt a spatial sliding window over the geographical
map to largely reduce the computational complexity. Experimental results show
that, our scheme can achieve a large speedup while retaining comparable tagging
precision comparing to time-consuming scene reconstruction techniques.

Section 2 reviews related work in using and refining the geographical tags.
Section 3 gives a close look at the geographical tagging precision. Section 4 gives
detailed explanation of our approach. Experimental results are given in Section 5.
Finally, we conclude in Section 6 and point out our future work.

2 Related Work

Canonical View Selection. Aiming at unsupervised landmark mining,
Kennedy and Naaman [1] presented a tag-location-vision processing flowchart to
group views from geo-tagged Flickr photos of San Francisco. Metadata consensus
is considered by weighting author confidences, time durations, and context vari-
ations. However, the community character is not thoughtfully considered in [1].
And the photo representativity is only measured by counting local feature associ-
ations in each visual cluster. Recently, Ji et al. [3] presented a graph-based mining
framework to discover landmarks from blogs. Cao et al. [2] proposed to model the
canonical correlation between heterogeneous features and an annotation lexicon
of interest, and built a generalized semantic and geographical annotation engine.

Structure from Motion. Recently, Irschara et al. [5] adopted structure-from-
motion technique to build 3D scene models for vision-based city scene localiza-
tion, which has been combined with vocabulary tree-based visual indexing for
simultaneously city scene modeling and real-time location recognition. Related



50 L. Cao et al.

works also exist in robotic vision research, in which the visual SLAM are usually
adopted for indoor robot self-localization in small-scale environments [6], which
was also used in multi-view object search [17][18][19].

Landmark Search. Towards city-scale landmark search and recognition,
Schindler et al. [20] presented a location recognition system through geo-tagged
video streams with multiple path search in the vocabulary tree. Our previous
works in [21] proposed a density-based metric learning to optimize the hierar-
chical structure of vocabulary tree for street view location recognition. Cristani
et al. [22] learnt a global-to-local image matching for location recognition. And
their consecutive work in [23] identified landmark buildings based on image data,
metadata [10][11][12], and other photos taken within a consecutive 15-minute
window. In addition, Irschara et al. [5] further leverage structure-from-motion
(SFM) to build 3D scene models for street views, combined with vocabulary tree
for simultaneously scene modeling and location recognition. Xiao et al. [6] pro-
posed to combine bag-of-features with simultaneous localization and mapping
(SLAM) to further improve the recognition precision. The quantization issues in
visual vocabulary are recently also well addressed to fit the city-scale landmark
search scenario, such as the works in [21][26]. Incrementally vocabulary indexing
is also explored in [9] to maintain a landmark search system in a time varying
database, which benefits also other search techniques such as [8][14][13][15].

Towards worldwide landmark search and recognition, the IM2GPS system [24]
inferred possible location distributions of a given query by visual matching in a
worldwide, geo-tagged landmark dataset. As a consecutivework,Kalogerakis et al.
further [25] demonstrated how to combine single image matching with sequential
data to improve matching accuracy. Zheng et al. [4] developed a worldwide land-
mark recognition system, which used a predefined landmark list to query online
image search engines to selected candidate images, followed by re-clustering and
pruning to locate the final landmark location. Recent works also proposed to mine
representative landmarks worldwide, such as using sparse representation [16][27].

3 A Close Look at Geographical Tagging

Nowadays, many mobile devices, such as cell phones, Personal Digital Assis-
tant (PDA), and digital cameras, are integrated with the GPS (Global Position
System) modules. Such integration makes it possible to precisely tag GPS in-
formation (latitude and longitude) on the multimedia metadata. In addition,
in the case that both multimedia content and GPS trajectory are simultane-
ously recorded with time stamps, GPS tagging can be also bound to multimedia
content by associating their time stamps [7][3].

Explicit GPS tagging also comes from photo sharing websites such as Flickr
and Picasa. Many of such websites enable users to tag (precisely or approxi-
mately) the geographical locations of their uploaded photos on the map. For
instance, the geographical tagging interface was launched by Flickr in 2006, and
Flickr has reported over 90 million geo-tagged photos in January 2009. The
photos with GPS information are increasing even faster these days.
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Table 1. A case study of geographical tagging precision in Flickr

Distortion <10m 10m-20m 20m-30m 30m-40m 40m-50m 50m-100m >100m

Percentage (%) 1.25 2.45 2.204 4.836 3.830 2.736 6.072

However, the correctness of these tagging is not alway guaranteed. For ex-
ample, Table 1 gives an overview of the geographical tagging precision from the
Flickr geo-tagged images. To accomplish this case study, we asked a group of
volunteers to label the actual position for each photo. Then, we adopt the mean
latitude and longitude to represent the ground truth location for this image1.
Then, the difference between this “ground truth” geo-tag and the Flickr geo-tag
is compared. It is obvious that such tagging is actually not as precise as we
expected: The Flickr’s geographical tagging comes from both interactive Flickr
user labeling through their web interface, or the mobile uploading (from the
EXIF file) detected by the GPS sensor. Both are actually very imprecise.

4 Geographical Retagging

4.1 Problem Formulation

Given a sliding window working on the geographical map, we denote the col-
lection of geographically tagged images located in this sliding window as I =
{I1, I2, ..., In}, where each image Ii is tagged with its geographical coordinate
< Lai, Loi >. Our goal is to refine < Lai, Loi > into < La′i, Lo

′
i > for each

Ii, expecting that a more precise latitude and longitude coordinate pair can be
derived after retagging.

4.2 Statistical Significance Test

We resort to the statistical significance test, or so-called “statistical hypothesis
test”, to achieve this goal. A statistical hypothesis is an assumption about a
population parameter2. This assumption may or may not be true. As a result,
the hypothesis test is defined as the procedures used by statisticians to accept
or reject any given statistical hypothesis.

The best way to determine whether a statistical hypothesis is true is to exam-
ine the entire population. However, this is often impractical due to the scalability
issue, therefore an alternative approach is to examine a random sample set from
the population. If the sample data are not consistent with the statistical hypoth-
esis, the hypothesis would be rejected and subsequently a new hypothesis would
be generated. We define the initial and regenerated hypothesis as:

– Null hypothesis. The null hypothesis, denoted by H0, is defined as the
hypothesis that samples observations purely from chance.

1 Once the volunteer is not sure about the actual geographical location of this image,
he or she can label as “unknown”.

2 http://stattrek.com/hypothesis-test/hypothesis-testing.aspx

http://stattrek.com/hypothesis-test/hypothesis-testing.aspx
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– Alternative hypothesis. The alternative hypothesis, denoted by H1, is
defined as the hypothesis that samples observations are influenced by some
non-random cause.

Given a decision function with choices Ca and Cb and their priors P (Ca) and
P (Cb) respectively, a null hypothesis might be an observation that follows their

distribution priors, i.e., whether p(Ca|Ii)
p(Cb|Ii) is identical to p(Ca)

p(Cb)
, where Ii is the

current observation that corresponds to a given geographically tagged photo.
On the other hand, the alternative hypothesis might be an observation that

with a very different distribution of p(Ca|Ii)
p(Cb|Ii) comparing to p(Ca)

p(Cb)
. Suppose we

have n observations corresponding to I = {I1, I2, ..., In}, and we have:

PObservation =
p(Ca|I)
p(Cb|I) =

∑n
i=1 p(Ca|Ii)∑n
i=1 p(Cb|Ii) (1)

Given PObservation, if it conflicts with the prior distribution p(Ca)
p(Cb)

, we would be

inclined to reject the null hypothesis H0. In such a case, we will need to re-draw
the alternative hypothesis H1 as H0 and re-test again, which is iterated until: (1)
the iteration is over a given number; or (2) the current hypothesis is accepted.
The following pipeline outlines the procedure of the proposed hypothesis testing:

– State the hypothesis, which involves stating the null and alternative hypoth-
esis. The stated hypothesis should be mutually exclusive, i.e., if one is true,
the other must be false.

– Formulate an analysis plan, which describes how to use sample data to eval-
uate the null hypothesis. The evaluation often focuses around a single test
statistic.

– Analyze sample data, which finds the value of the test statistic, for instance
the mean score, proportion, t-score, z-score, etc., as described in the analysis
plan.

– Interpret results, which applies the decision rule described in the analysis
plan: If the value of the test statistic is unlikely, based on the null hypothesis,
reject and replace the null hypothesis by the alternative hypothesis.

4.3 Geographical Retagging by Hypothesis Testing

Given the above hypothesis testing algorithm, there are three components to
be determined to bridge such testing into our geographical retagging scenario:
(1) PObservation definition, which refers to defining the correlation between image
pairs within I. (2). Hypotheses statement, which would be formulated as selecting
one under-evaluated photo’s geographical tag; (3). Analysis plan, which would
be correspond to an optimal decision order to fit {I1, I2, ...In} into the relative
locations of rest images based on their location transform based on the hypothesis
defined in Step (1); (4). Switching between null and alternative hypothesis, such
that the efficiency is ensured. We detail each components as follows:
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Algorithm 1. The Statistical Significance Testing Procedure for Geo-
graphical Retagging

1 Input: Image collection I = {I1, I2, ..., In} and their geographical tags
{< Lai, Loi >}ni=1.

2 Output: The refined geographical tags {< La′
i, Lo

′
i >}ni=1.

3 Pairwise Transform: Calculate the pairwise transform of any Ii and Ij pair,
forming the connection graph {Gi,j}i,j∈N .

4 for Ii ∈ I do
5 Statistical Significance Testing under the hyper thesis Ii = IH0 .
6 Update the Testing threshold T is this is a more significant hypothesis.

7 end
8 Refine {< Lai, Loi >}ni=1 based on the survived statistical hypothesis.

PObservation Definition. To define PObservation, we introduce the following per-
spective transform matrix as the basic connection to bridge each image pair Ii
and Ij within {I1, I2, ...In}:⎛⎝xi

yi
zi

⎞⎠ =

⎛⎝m11 m12 m13
m21 m22 m23
m31 m32 m33

⎞⎠⎛⎝xj

yj
zj

⎞⎠ (2)

Therefore, any two images are connected based on their respective transform
matrix, allowing as XY Z(Ii) = MijXY Z(Ij), where XY Z(Ii) is the physical
position in the world coordinate and is simplified as < La,Longitude > without
specifying any altitudes. Now, we can image a connection graph {Gi,j}i,j∈n, where
each entry at (i, j) corresponds to their transformMij , which means Gi,j = Gt

i,j .

Hypotheses Statement. For each i-th image, we have a geographical tagging
pair < Lai, Loi >, which is defined as the hypothesis candidate. To initialize our
selection, we choose the following image from I that satisfies:

IH0 = argmax
i

∑
j

Confidence(Mi,j) (3)

which selects the image geographical location with the maximal confidence follow-
ing the transform, where Confidence(Mi,j) denotes the confidence of transform-
ing,which is calculatedasmatchingpair consistency scores suchasusingRANSAC.

Analysis Plan. Subsequently, we test the rest images within {I1, I2, ..., In}
except IH0 to analyze the hypothesis correctness of H0. To that effect, we testify
for each Ii and the hypothesis image IH0 the following transform:

< La′i, Lo
′
i >= Gi,H0 < LaH0 , LoH0 > (4)

Then the overall significance test score for IH0 is defined as:

P (IH0 |{I1, I2, ..., In} − IH0 ) =
∑

i∈[1,N ],i�=H0

|| < La′i, Lo
′
i > − < Lai, Loi > ||2

(5)
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Fig. 2. A snapshot of geo-tagged Flickr photos near Brooklyn Bridge in New York City

where subsequently a threshold T , defined as the currently best hypothesis, is
used to reject or accept a hypothesis H0.

Finally, given the accepted H0, Ii’s geographical tag with Confidence(Mi,H0

less than all the rest images is defined as the true geographical tag. Subsequently,
all other geographical tags in {I1, I2, ..., In} − IH0 is adapted using Equation 4
to come up with their retagging results. This procedure ensures that we do
not force any visually unreliable matching, which is caused by indoor-outdoor
images, occlusion, partial matching, and mis-tagging from other facet of the
same landmark, or simply from different landmarks.

Switching between Null and Alternative Hypotheses. To ensure an effi-
cient switching between the null and alternative hypothesis, we use an empirical
rule: For a given hypothesis, given P (IH0 |{I1, I2, ..., In}− IH0 ), once it is reject,
we rank the violation scores || < La′i, Lo

′
i > − < Lai, Loi > ||2 for each Ii. Then

we select the medium Ij as the new hypothesis H1. Algorithm 1 outlines the
overall procedure for our hypothesis testing.

5 Experimental Validations

To evaluate our proposed geographical retagging algorithm, we deploy our algo-
rithm on an application to refine the geo-tags of Flickr images in this section.
We report our improvements in both the tagging accuracy and the run-time
efficiency, with quantitative comparisons to a group of alternative approaches.

5.1 Data Collection and Ground Truth Labeling

We collect over 10 million geo-tagged photos from photo sharing websites of
Flickr and Panoramio. We crawled photos from five worldwide metropolitans
including Beijing, New York City, Barcelona, Singapore and Florence.

Since it is infeasible to manually label all 10 million images as we did in our
case study (Section 3), we manually select 10 landmarks in each city for labeling,
which results in 50 groups of landmark image collections. We then ask a group
of volunteers to label the ground truth geographical location of each image.
Similar to our case study, for each reference image, we ask each volunteer to
label the best geographical location from his or her perspective. Then, we adopt
the mean latitude and mean longitude to represent the ground truth location for
this image. The difference between the manually labeled geographical tag and
the geographical tag provided by the Flickr API is compared.
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Fig. 3. The geographical retagging precision with respect to different radiuses of the
geographical sliding window

5.2 Evaluation Protocols

We run our geographical retagging algorithm over these 10 million geo-tagged
photos, using a sliding window over the geographical map for each city. The
window radius is fixed to be D, which is tuned subsequently in Figure 3. We
then measure the geographical retagging accuracy using average distance error
of individual images, and the run-time speed with a regular PC.

5.3 Quantitative Results

Figure 3 shows the distance error of all these 50 landmark regions with respect to
the geographical sliding window radius D. It is obvious that such radius does not
impose a significant effect to the average distance error of individual images, once
it is over 0.36 kilometer and is less than 1.24 kilometer. For the consideration of
sliding window scanning efficiency, the latter of which is subsequent leveraged
as our final sliding window radius.

Figure 4 shows the effect of choosing different initial hypothesis based on: (1)
the proposed minimal violation rule as in Equation 3, (2) randomized initial-
ization, and (3) sequential initialization, all of which are with respect to the la-
beled 10 landmarks in New York, including Brooklyn Bridge, Central Synagogue,
Chrysler Building, Eldridge Street Synagogue, Empire State Building, Flatiron
Building, New York Public Library, New York Stock Exchange, Plaza Hotel, St.
Patrick’s Cathedral. As can be seen, our final approach (1) slightly outperformed
the straightforward alternatives as in (2) and (3) in the visually more consistent
landmarks such as Flatiron Building and Plaza Hotel. However, for those “hard”
landmarks such as Brooklyn Bridge and Eldridge Street Synagogue, our solution
(1) performs much better than its alternatives (2) and (3).

Table 2 shows the processing time of our geographical retagging before and af-
ter our heuristic ordering. In the former case, we directly change the H0 based on
the orders of {I1, I2, ..., In}, which, as shown in Table 2, involves long processing
time overload, compared with our scheduling.
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Fig. 4. Case study of geographical retagging precision

Table 2. Time cost with respect to different components

Approach Components Pairwise Matching Stat. Sig. Test Retagging

Selective (Second) 20.78 × n 6.25 3.80
Random (Second) 20.78 × n 17.58 3.63
Sequential (Second) 20.78 × n 15.64 4.15

6 Conclusion and Future Work

With the proliferation of social multimedia, its geographical tag accuracy im-
poses an increasing importance towards its precise mining and recognition. How-
ever, how to refine the initial imprecise geographical tags is left unexploited. In
this paper, different from resorting to the time-consuming structure-from-motion
like image position adjustment, we introduce a novel statistical significance test-
ing approach towards an efficient yet robust geographical retagging, i.e., geo-
graphically nearby images, if near duplicate, should follow a more smooth affine
transform comparing with those farther aways. Our approach has shown ex-
tremely excellent performance in 10 million Flickr images. In our future work,
we will focus on replacing the estimation of transform matrix between image
pairs to further improve the geographical retagging accuracy.
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Abstract. In order to effectively make use of videos stored in a broad-
cast video archive, we have been working on their recompilation. In or-
der to realize this, we take an approach that considers the videos in the
archive as video materials, and recompiling them by considering various
kinds of social media information as “scenarios”. In this paper, we will
introduce our works in news, sports, and cooking domains, that makes
use of Wikipedia articles, demoscopic polls, twitter tweets, and cooking
recipes in order to recompile video clips from corresponding TV shows.

1 Introduction

In recent years, following the increase in the capacity of storage devices, research
on retrieval and browsing of videos stored in a large-scale broadcast video archive
has become active. When considering the retrieval of video media compared to
text and image media, there is a problem that it is more difficult to browse and
conceive the retrieved information at a glance.

Considering this problem, we have been working on methods that do not
simply provide to the users, a list of individual video clips in the archive as the
retrieved results, but instead, provide a presentation of recompiled video clips
according to “scenarios” obtained from the real world; various kinds of social
information available on, mostly, but not limited to, the Web.

The rest of the paper is organized in three parts, where we will introduce our
works based on the above approach in the domains of news, sports, and cooking.

2 Applications to News Contents

For news contents, we will introduce two different works on video recompilation
that makes use of different kinds of social information as “scenarios”.

2.1 Description of Wikipedia Articles with Videos

– Video: News show
– Scenario: Wikipedia articles on current topics

S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 58–68, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. The “Videopedia” interface. The left side of the screen shows the original
chronological explanation texts in Wikipedia, while the right side shows the video clip
corresponding to the explanation text high-lighted in the left-side. Video clips of news
stories preceding and succeeding the corresponding news story along the topic thread
structure are also shown above and below. In addition, links to other corresponding
Wikipedia articles are listed next to each video clip.

Wikipedia is an online encyclopedia that allows the general public to edit at
any time, so it usually contains up-to-date information on various phenomena in
the real world. Here, we considered each Wikipedia article as a dynamic scenario,
and proposed a method that visually describes it with the help of a sequence of
video clips from the news video archive.

In order to realize this, we proposed a framework that links video clips from
news shows (news stories) to chronological explanations texts in Wikipedia ar-
ticles on current topics, and developed an interface “Videopedia” (Fig. 1) to
demonstrate the results. Details of the method could be found in [1].

Linking Video Clips (News Stories) to Wikipedia Articles. First, we
need to link corresponding video clips to Wikipedia articles. Here, each video
clip represents a news story.

In order to narrow-down the candidates, date expressions are extracted from
the chronological explanation in a Wikipedia article, and only video clips broad-
cast on or around the date are analyzed.
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Then, the most related video clip is selected by comparing the term frequencies
in the Wikipedia article and the closed-caption of the selected video clips. This
process is performed for each date expression extracted.

Interpolation Based on the Topic Thread Structure. Since the detailed-
ness of the descriptions are different in news shows and Wikipedia articles, the
above process is not sufficient to obtain links to most of the date expressions. In
order to compensate for this problem, the topic thread structure proposed in [2]
was used to interpolate the links obtained in the above process.

The precision and the recall of the links obtained from the above processes
were 82.1% and 75.8%, respectively, in a manual evaluation of three Wikipedia
articles.

2.2 Generation of a Summarized Video on a Specific Person in
News

– Video: News show
– Scenario: Demoscopic polls

In broadcasting stations, there are often cases that they need to produce a video
that introduces a person’s personal history. In most cases, such a necessity arises
suddenly before the news show, so the producers need to gather source material
and compile them in a limited period of time.

To provide an automatic solution for such a task, we focused on a “Prime Min-
ister” as an example, since he appears in TV news quite frequently, and proposed
a method to provide a biased summarized video that explains why he had to re-
sign in the end. In order to produce such an explanation, we collected video clips
corresponding to major events that occurred while he was in office, by referring to
demoscopic polls and also features obtained from topic thread structures. In order
to detect major events, we prepared two approaches: Template-based, which de-
tects typical events for all Prime Ministers, and Topic-based, which detects major
events specific to the period. Details of the method could be found in [3].

Preparation of Source Video Clips (News Stories). First, as the initial
dataset, news stories that contain the Prime Minister’s name as a subject in the
closed-caption during his period in office are extracted.

Template-BasedNewsStorySelection. In the inauguration / resignationpe-
riods (i.e. the beginning and the end of his period in office), there are typical events
such as inauguration / resignation speeches, visits to foreign countries to see for-
eign leaders, and so on. In order to detect such stories, we prepared templates com-
posed of typical keywords, and searched for them in the closed-caption of the stories
broadcasted in the beginning and the end of his period in office.
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Fig. 2. An example of cabinet approval/disapproval rates and the detection of event
periods in the case of ex-Prime Minister Shinzo ABE. When a dynamic behavior is ob-
served in the graph, we consider that an important event occurred during the preceding
period. The explanation in boxes are manually annotated to show the actual events
that occurred. As a matter of fact, these events were mentioned in the corresponding
Wikipedia article as causes of his resignation.

Topic-Based Event Detection. Since there are various events that could not
be handled by the template-based approach, we decided to refer to the behavior
of demoscopic polls. We referred to demoscopic polls provided monthly by NHK
Broadcasting Culture Research Institute[4].

As shown in Fig. 2, we set the following conditions as drastic poll behaviors:

– Drastic increase / decrease in the approval rate (⇑/⇓).
– Reversal of approval and disapproval rates (X).
– Extremely high / low approval rate (—).

When either of the above conditions is observed, we considered that a major
event occurred in the period of the current and the previous polls.

Next, news stories that describe the event during the period selected above
are detected. In order to do so, we considered that the story should be either the
beginning or the end of a news topic, or a heavily discussed story. We decided to
measure such features from the topic thread structures proposed in [2]; A story
is considered as a candidate that describes the major event if:
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�: Template-based event

�: Topic-based event

�: Poll graph

Sep. 26, 2006 #5 Oct. 8, 2006 #1 Dec. 2006 poll Nov. 21, 2006 #4 Nov. 22, 2006 #5

Feb. 2007 poll

Aug. 2007 poll

Jan.15, 2007 #3 Jan. 30, 2007 #3 Jun. 2007 poll May 23, 2007 #6

Jun. 2, 2007 #1 Aug. 6, 2007 #2 Sep. 09, 2007 #1 Sep. 10, 2007 #1

Sep. 11, 2007 #1 Sep. 12, 2007 #1

Fig. 3. Example of a generated summarized video in the case of ex-Prime Minister
Shinzo ABE. Poll graphs are inserted when a drastic behavior is observed in the graph,
followed by video clips that is supposed to contain descriptions on explanatory events
(topic-based events). In the inauguration / resignation period, video clips are selected
according to templates (template-based events).

– it is the beginning or the end of a topic thread structure, or
– stories are dense within a short period of time before and after it.

Finally, we apply sentiment analysis to the detected candidate stories referring to
the dictionary created by Takamura et al. [5]. According to the user’s preference,
the candidates during a period are ranked in optimistic or pessimistic order, and
selected from the most extreme ones.

Editing. In order to produce a summarized video with a specific length, we need
to select a certain number of video clips with a certain length. We cropped a cer-
tain length of video segment starting from the utterance of the Prime Minister’s
name.

For the final output, poll graphs are inserted when a drastic behavior is
observed in the graph, followed by video clips that is supposed to contain de-
scriptions on explanatory events (topic-based events). In the inauguration / res-
ignation period, video clips are selected according to templates (template-based
events).

Fig. 3 shows an example of a summarized video produced by the proposed
method.
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3 Application to Sports Contents

For sports contents, we will introduce a work on video recompilation that makes
use of the frequency and the estimated user attributes of twitter tweets as a
“scenario”.

3.1 Biased Sports Video Summarization According to Twitter
Tweets

– Video: Sports show
– Scenario: Twitter tweets (frequency and estimated user attributes)

Recently, micro-blogging services such as twitter has become very popular. Es-
pecially in events such as sports games, it has become common for thousands of
people to tweet while watching the game, sharing the experience in real time.
Following this trend, we proposed a framework that analyzes tweets concerning a
sports game (i.e. those with hashtags related to the game) to produce a summa-
rized video biased towards supporters of each team, and developed an interface
to demonstrate the results called “twiSpo” (Fig. 4). Details of the method could
be found in [6].

Estimation of User Attributes. First, the attribute of each user who tweeted
with a hashtag related to the game is estimated. Since it is difficult to analyze
the attribute (i.e. which team the user supports) of each user from a single tweet,
it is analyzed from a sequence of the user’s tweets.

The classification was done by training keywords characteristic for tweets
by users supporting each team. A dictionary for characteristic words was con-
structed by a method called SO-PMI (Semantic Orientation using Pointwise
Mutual Information) [7].

Detection of Biased High-Light Scenes. Next, in order to detect high-light
scenes biased towards each team, frequencies of tweets by supporters of each
team are separately counted. Fig. 5 shows an example in the case of a baseball
game. Based on thresholding to the frequency, summarized videos biased towards
each team are produced.

4 Application to Cooking Contents

For cooking contents, we will introduce a work on video recompilation that makes
use of text-based cooking recipes as a “scenario”.
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Fig. 4. The “twiSpo” interface. From the console on the top-right of the interface, users
can select the team which he/she supports, and also the number and the duration of
high-light scenes to be included in the summarized video. At the bottom, tweets are
also shown along the summarized video played on the top-left.

4.1 Description of Text Recipes with Videos

– Video: Cook show
– Scenario: Cooking recipe

Recently, cooking recipe sites that allow posting from general users have become
popular, and hundreds of recipes are posted to such sites on a daily basis. Al-
though it is easy to post in text to such sites, it is still infrequent to post images
and moreover videos that describe the cooking procedures due to the complexity
of the editing.

Since cooking procedures are sometimes difficult to understand without visual
description, we proposed a framework that automatically links corresponding
video clips in a database to cooking operations in an arbitrary text recipe, and
developed an interface called “Video CooKing” as shown in Fig. 6 to demonstrate
the results. Details of the method could be found in [8,9].
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Fig. 5. Example of biased high-light scene detection. The two line graphs represent
frequencies of tweets by supporters of each team. According to thresholds, high-light
scenes are detected for each team. See the different high-light scenes detected.

Creation of a Video Database on Cooking Operations. In order to real-
ize the framework, the most important part is the creation of a database that
consists of video clips describing cooking operations. Since cooking operations
may be different according to the ingredient to be cooked, the video clips should
be annotated with a paired tag: (ingredient, operation).

Such a database could be created manually if possible, but due to the explosive
number of combinations of ingredients and operations, we proposed a method
to automatically create the database from cook shows broadcasted on TV. Most
cook shows broadcasted in Japan come with closed-caption (audio transcript),
so we analyzed the modification structure concerning imgredients that appear
in it, in order to obtain (ingredient, operation) pairs that could be candidates
for annotations.

However, the appearance in closed-caption does not always guarantee the
existence of the actual cooking operation in the video. In addition, the video
usually contains meaningless motions before or after the corresponding cooking
operation. In order to correctly extract a video clip that describes a cooking
operation corresponding to the (ingredient, operation) pair that appeared in the
closed-caption around the same timing, motion features are analyzed.

As shown in Fig. 7, first, the motion in a video clip is classified into “repeti-
tive”, “static”, or “others” by the trajectory of motion in the feature space. Next,
repetitive motions are further classified in two by the distribution of repetitious
motions in the frame. The motion class of the video clip is then matched with the
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Fig. 6. The “Video CooKing” interface. The left side shows the original text recipe with
links under cooking operations added by the proposed method. The right side shows
video clips retrieved from the database which corresponds to the cooking operation
specified in the text. There may be multiple corresponding video clips, so the user can
learn different ways to perform the operation.

annotation candidates. In the end, if the classification matches, the annotation
candidate is selected as the annotation for the video clip.

Linking Video Clips to a Text Recipe. When a text recipe is given, the
modification structure concerning ingredients that appear in it is analyzed, in
order to obtain (ingredient, operation) pairs. Next, the (ingredient, operation)
pairs are sent to the video database as a query, and if available, corresponding
video clips are linked from the text recipe. In case if there is no video clip
corresponding to a certain (ingredient, operation) pair in the database, a partial
match with only the operation is allowed.
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Fig. 7. Classification of cooking operations based on motion features. A video clip
is classified first according to the trajectory of motion in a feature space, and then
repetitive motions are further classified according to the distribution of motion in the
frame.

5 Conclusion

In this paper, we introduced our works in news, sports, and cooking domains,
that makes use of Wikipedia articles, demoscopic polls, twitter tweets, and cook-
ing recipes in order to recompile video clips from corresponding TV shows.

In order to create contents bearable for practical use, besides improving the
performance of individual techniques, we will need to collect and incorporate
materials with a higher variety. We are considering to do so by establishing a
framework that also makes use of videos available on the Web.
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Abstract. Content-based video retrieval systems have been widely as-
sociated with desktop environments that are largely complex in nature,
targeting expert users and often require complex queries. Due to this
complexity, interaction with these systems can be a challenge for reg-
ular ”novice” users. In recent years, a shift can be observed from this
traditional desktop environment to that of handheld devices, which re-
quires a different approach to interacting with the user. In this paper,
we evaluate the performance of a handheld content-based video retrieval
system on both expert and novice users. We show that with this type
of device, a simple and intuitive interface, which incorporates the prin-
ciples of content-based systems, though hidden from the user, attains
the same accuracy for both novice and desktop users when faced with
complex information retrieval tasks. We describe an experiment which
utilises the Apple iPad as our handheld medium in which both a group of
experts and novice users run the interactive experiments from the 2010
TRECVid Known-Item Search task. The results indicate that a carefully
defined interface can equalise the performance of both novice and expert
users.

Keywords: Mobile Device, Keyframe, iPad.

1 Introduction

There has been an evident shift in the way we access online content, with
the advent of handheld devices and smart phones we have moved away from
the rigid structured nature of desktop and laptop environments and embraced
the portability and ease-of-use of mobile devices. The level of ubiquitous, always
on access that handheld devices provide results in the average user having access
to a WWW of information and a small device with (still) limited interaction ca-
pabilities to access it. This rush to handheld is further backed by a recent survey
carried out by Morgan Stanley1, estimating that by 2013 handheld devices will
have overtaken desktop systems as the most popular portal to the web. It is
now apparent that people are likely to access the web from handheld devices in

1 http://www.morganstanley.com/institutional/techresearch/
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a variety of environments, resulting in a search experience that is significantly
more cognitively challenging than it was the case a few years ago when we
could assume that a user was accessing a video search engine from a desktop
computer.

There has been a lot of research efforts in recent years on the development
of video search engines using a myriad of available computing devices [6]. A lot
of this research has been undertaken through activities in conferences such as
TRECVid2 and VideoCLEF3. These video benchmarking conferences encour-
age knowledge sharing and publication of video search techniques and support
the cross-site evaluation of state-of-the-art systems. Participation in conferences
such as TRECVid is open worldwide with participants such as Carnegie Mel-
lon University with their Informedia system [15] and University of Amsterdam
with their MediaMill system [13] developing novel systems in recent years. While
most of this type of research has focused on desktop interaction, TRECVid par-
ticipants have recently begun to address the new handheld technologies in their
video search engine evaluations. For example, DCU’s TRECVid submission in
2010 utilised an iPad interface [2] and evaluated the effectiveness of this iPad
video search engine on both novel and experienced video search users.

To this end we have focused mainly on content-based video retrieval and the
development of new search techniques that can support mobile device access
to digital video archives. We want to keep processing on the mobile device to
a minimum and not burden the user with excessive requirements for complex
interaction with on-screen elements or detailed examination of result sets to
identify if the desired information is contained in the particular video document.
We strive to develop a simple interface utilising previous knowledge such as
storyboarding of video keyframes, utilising of concepts and similarity search
[3,9,14] to provide expert searchers with the familiarity of traditional content-
based systems while introducing novice users to a new and novel way to search,
by hiding the complexity of content-based retrieval operation.

In the remainder of this paper we will describe the video retrieval system
used by both our novice and expert users. Following this, we will outline our
experiments and discuss the results attained by both NIST and by analysis of
the post experiment user logs. Finally, we will draw our conclusions and present
possible future work.

2 System Overview

Our system was developed as a native iPad application, incorporating a front-end
interface and a back-end web service connected to databases and search engine
indexes. This provides three methods of searching to facilitate both our expert
and novice users: two primary methods (free-text and context search) and one
secondary method (similarity search):

2 http://trecvid.nist.gov/
3 http://www.multimediaeval.org/

http://trecvid.nist.gov/
http://www.multimediaeval.org/
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– Free Text Search: The first of our primary search methods supports tex-
tual querying over three text indexes; meta-data, automatic speech recogni-
tion (ASR) text and a phonetically encoding text retrieval system.

– Concept Search: The second of our primary search methods, computer
vision models trained via Support Vector Machines (SVM), provides a ranked
list of the occurrence of any chosen concept e.g. Person, Vehicle, Computer
Screen, Face, etc. from within the video archive.

– Similarity Search: Our secondary search method implements a relevance
feedback technique that, for any given video document, returns a ranked list
of the top fifty most visually similar keyframe representations within the
collection.

2.1 Interface

From a user interface (UI) perspective, our goal was to develop a system that was
easy and intuitive to use for both novice and expert users, while still allowing
the user to utilise the available underlying search technologies. This trade-off
between the power of functionality and simplicity of use is a well know design
issue. By using an iPad device with a touch screen input and by developing a
new interface specifically designed for that device we aimed to strike a balance
between functionality and ease of use.

Fig. 1. Search Panel

Upon starting the application the user is required to enter a unique user ID,
which allows the system to control the tasks assigned to the user and the system
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Fig. 2. Search Results

can then track the progress of the user. Once the user has chosen to start a new
topic they are presented with a search panel (as shown in Figure 1). Here, they
can input a text query as well as select from a list of 33 predefined semantic
concepts. The video results are returned in ranked order to the user: for each
video, the title and description as well as a set of keyframes for each shot is shown
(the user can scroll to the right to see more for each video). The top ranked shot
for each video appears first in the list, with a maximum of 10 keyframes being
displayed (selected temporally from throughout the video).

At any point during the search the user can tap on the search icon, which
displays the search panel and allows them to refine their search. In addition
to this, by double tapping on any keyframe the user can invoke a content-based
image similarity search that returns video keyframes that appear visually similar
to the one they have selected. After the allocated 5 minutes have elapsed or after
the user successfully finds the relevant video the system returns to a topic start
page.

2.2 Free Text Search

The text search engine we have chosen to use is Terrier developed by the Uni-
versity of Glasgow [12]. We created three separate indexes over the data and
determined a weighting and fusion model by utilising test case topics and results
as supplied by the TRECVid organisers.

Source Metadata: Contains metadata information pertaining to the video as
crawled from the internet archive and supplied by the TRECVid organisers. The
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information stored in this index includes author comments and are generally
considered to provide a good overview of each video in the collection.

Automatic Speech Recognition: This index was created by utilising the
spoken words in the video and was provided by LIMSI and Vecsys Research [5].
This information was indexed at the shot level by aligning the spoken word to
the associated shot bounds.

Phonetic Encoding (PE): PE is concerned with representing the pronuncia-
tion of a word with a code made up of letters and numbers [1,8]. Similar words
will have the same code and can therefore be matched by the search engine.
Having performed an analysis of several techniques we found that the NYSIIS
system [11] was the best choice for this experiment.The output of this process is
a set of similar sounding words to the words in the meta-data and ASR which
is then indexed by the search engine.

We chose this search engine structure as it increased recall, training topics
had revealed that while the average rank fell from 250 to 700 with this index as
opposed to a meta only index there was potential to discover 30% more known
items with the three index setup.

2.3 Concept Search

Recent research has shown that systems based on the BoW model [7] produced
the best results on several large scale content-based image and video retrieval
benchmarks, we see a visualization of our approach outlined on Figure 3.

– SIFT Feature Extraction: The SIFT feature proposed by Lowe has proved
to be very successful in applications such as object recognition and image
retrieval. To compute SIFT features we use the version described by Lowe
[10].

– Construction of Visual Vocabulary: In the construction of the visual vocab-
ulary we employ the Hierarchical K-means algorithm to construct the visual
vocabulary based on its advantages of simple and fast implementation. Five
million SIFT descriptors were extracted from keyframes from the training
data and these were clustered hierarchically using K-means to generate a
vocabulary tree with 1296 leaf nodes (i.e. 1296 visual words).

– Visual Vocabulary Transformation: Soft assignment is utilised in the step of
visual vocabulary transformation. For each key-point in an image, instead of
mapping it only to its nearest visual word, in soft assignment we select the
top-100 nearest visual words.

From here we use both positive and negative examples to feed into a Support
Vector Machine (see Figure 3) to train the concepts, in the final system we
developed 33 concepts based on types of concepts used in the training topics.
They are: animal, beach, beard, black and white video, boat/ship, building, bus,
car, charts, cityscape, computers, computer screen, crowd, daytime outdoor, face,
flower, ground vehicle, in-door, indoor sports, landscape ,map, meeting, military,
nighttime, office, outdoor, person, road, sky, snow, stadium, tree, and vegetarian.
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Fig. 3. Concept Training

2.4 Similarity Search

Content-based keyframe search allows users to select a shot on the interface
and to find shots visually similar from the collection. For each keyframe in the
collection we extracted three low-level MPEG-7 features, namely Colour Layout,
Edge Histogram and Scalable Colour.

For each feature we calculated the similarity between each pair of keyframes in
the collection. In order to reduce the space requirement for storing the resulting
indexes we only stored the top 1,000 similar keyframes for each keyframe. Having
calculated the set of similar keyframes for each keyframe in the collection we then
combine the scores for each feature into an overall similarity score for a pair of
keyframes. For data fusion we we first normalise using MinMax normalisation,
using CombSUM[4] to combine the normalised result lists.

3 Experiment

Through our experiments we wanted to compare the performance of novice users
against expert users when using a feature-rich content-based retrieval system for
video data. In particular we wanted to see if we could develop develop a sin-
gle search system which could be used by novices and experts alike, with equal
performance being attained by both. In addition, we were interested to compare
the performance of our iPad search system against other systems taking part in
the TRECVid 2010 evaluations. We recruited six users from our research group
to complete the task in-house. All of these users had experience working with
content-based video search systems and many had participated as users in pre-
vious TRECVid experiments completed in DCU, as such this group represents
our expert users. We also recruited 12 users to participate from the BI School
of Management in Oslo, Norway. None of these users had experience using a
sophisticated content-based video search system and none had hands-on expe-
rience with using an iPad before. These users represent our novice users. Each
participant completed one training topic, followed by 12 search topics during the
experiments. We used the Latin-squares experimental design in order to assign
users to topics and the ordering of presenting topics to each user was randomised
in order to reduce the effects of learning bias, see Table 1.
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Table 1. Table outlining the topic distribution between the novice and expert user
groups

Novice: 1 2 3 4 5 6 7 8 9 10 11 12

Expert: 1 2 3 4 5 6 7 8

Topic 1: x x x x x x

Topic 2: x x x x x x

Topic 3: x x x x x x

Topic 4: x x x x x x

Topic 5: x x x x x x

Topic 6: x x x x x x

Topic 7: x x x x x x

Topic 8: x x x x x x

Topic 9: x x x x x x

Topic 10: x x x x x x

Topic 11: x x x x x x

Topic 12: x x x x x x

Topic 13: x x x x x x

Topic 14: x x x x x x

Topic 15: x x x x x x

Topic 16: x x x x x x

Topic 17: x x x x x x

Topic 18: x x x x x x

Topic 19: x x x x x x

Topic 20: x x x x x x

Topic 21: x x x x x x

Topic 22: x x x x x x

Topic 23: x x x x x x

Topic 24: x x x x x x

The interactive known-item search task at TRECVid 2010 had six teams
submit a total of 14 runs. Each run belonged to a certain category depending
on the training type and whether the meta-data XML was used or not. For
both of our runs we used the meta-data XML (condition: YES) and used only
the IACC training data (training type: A). Each system was evaluated based
on Mean Elapsed Time, an average of the times recorded for each topic with
topics not found being assigned the maximum five minutes. Figure 4 presents
the results for all submissions to the interactive known-item search, our two runs
are highlighted. Both runs represent results from multiple users where we have
picked the best time for each topic in order to populate our submission. Overall
our runs came 6th and 7th, however when we compare ourselves against groups
with the same condition and training type the position is 5th and 6th.

In the expert run there were a total of 9 topics (out of a total of 22) for which
none of our participants found the correct video, interestingly the novice users
only missed 8. The fact that users could not find the correct video for certain
topics is not surprising, having observed the user experiments it was clear that
users found the majority of topics to be either very easy or very difficult. Perhaps
more interestingly for us, as part of our post-experiment questionnaire we asked
our users to score the system in terms of ease-of-use on a scale of 1–7. For this,
our novice users gave the system a median score of 6, with experts giving a
median score of 6.5.

Post experiment analysis showed that our novice users executed more searches
than our expert users (64 vs 53 on average). From the chart in Figure 5 we see
the difference between the users utilisation of the search features; the novice
users appeared more reluctant to use both the concept only search (0.88% of the
time) and similarity search (5.72% of the time), thus resulting in their requiring
on average 9 more queries per experiment (all twelve topics) per experiment to
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Fig. 4. Official TRECVid Results

Fig. 5. Log Analysis

attain the same results as our experts. We see from the graph that novice users’
preferred search method is text only search nearly 50% of all searches as opposed
to experts’ who preferred both text and concept search.

4 Conclusions and Future Work

In this work, we developed a video search system aimed at integrating complex
search techniques into a single easy-to-use handheld video search engine that
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can be used equally as effectively by experts and novice users. The results from
our official experiments show that the performance of novices versus experts is
identical in terms of mean elapsed time. Through our post-experiment analysis
we are investigating why this is the case. One explanation would be that our
attempts to build a search engine that could be used by novices and experts
alike was successful. Another explanation could lie in the topics used in the
search task. Through observations of the experiments we found that both sets
of users found the majority of topics to be either very easy or very difficult.
The lack of topics of medium difficulty may have constrained our ability to
distinguish the differences in performance of different users. Nonetheless through
our experimental logs and questionnaires we can still gain valuable insights into
the techniques used by both sets of users and their experiences in using our
system.

Having analysed the log files further we noted that while the novice users and
the experts got the same results according to the official results they relied heav-
ily on text based searches, we intend to further aid these users by incorporating
the visual features by using clustering techniques to group like keyframes, this
will allow users to more quickly identify relevant keyframes and dismiss a group
at a glance thus speeding up their Mean Elapsed Time.

Acknowledgments. The research was funded by Information Access Disrup-
tions, a centre for research-based innovation with CRI number: 174867, funded
in part by the Norwegian Research Council.
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Abstract. Interactive image matting is a process that extracts a fore-
ground object from an image based on limited user input. In this paper,
we propose a novel interactive image matting algorithm named Perfect
Snapping which is inspired by the presented method named Lazy Snap-
ping technique. In the algorithm, the mean shift algorithm with a bound-
ary confidence prior is introduced to efficiently pre-segment the original
image into homogeneous regions (super-pixels) with precise boundary.
Secondly, Gaussian Mixture Model (GMM) clustering algorithm is used
to describe and to model the super-pixels. Finally, a Monte Carlo based
Expectation Maximization (EM) algorithm is used to perform paramet-
ric learning of mixture model for priori knowledge. Experimental results
indicate that the proposed algorithm can achieve higher matting quality
with higher efficiency.

Keywords: Interactive Image Matting, Mean Shift Algorithm, Lazy
Snapping.

1 Introduction

Interactive image matting has been an important technique in image processing
and video editing, which refers to the problem of softly extracting the foreground
objects froma single input image.With the rapid development of digital image pro-
cessing techniques, image matting has become possible to segment the foreground
objects on an individual pixel level. And a variety of image matting algorithms
have been proposed and used in post image and video editing. Purpose of image
matting is to specify which parts of the image belong to the foreground and which
parts belong to background. Usually, a user imposes certain hard constraints for
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segmentation by indicating certain pixels (seeds) that absolutely have to be part
of the foreground and certain pixels that have to be part of the background. Intu-
itively, these hard constraints provide clues on what the user intends to segment.

The early matting algorithms are based on known background. The blue
screen matting [1] was used for live action matting, whose principle is to pho-
tograph the subject against a constant-colored background (typically blue and
green). Recently, in the field of image matting study, many natural image matting
approaches have been proposed. In natural image matting processing, moderate
user interactions are essential. In the Knockout [2] method, the algorithm starts
from the known foreground and background of the trimap and extrapolates the
known foreground and background colors into the unknown region to estimate
the alpha matte In Ruzon and Tomasi’s approach [3], a statistical method is
proposed to analyze the color samples of the foreground and background and
the estimation of α. In [4], a new image matting algorithm based on principal
components analysis (PCA) is introduced to analyze the foreground and back-
ground samples. This method utilizes the projection method to estimate α and
have also a considerable computation cost. In [5], a Bayesian framework based
image matting approach is proposed. In this method, color samples of foreground
and background are clustered and modeled as mixture Gaussian distribution. An
estimation named maximum a posterior (MAP) is introduced to calculate fore-
ground, background and α simultaneously for each pair of the foreground and
background in a Bayesian framework. The final estimate of α is chosen from
the pair of the foreground and background that provides the maximum likeli-
hood. Although the algorithm achieved a better result of matting, the algorithm
is quite complex and has a slower processing speed compared with Knockout
method. In [6], the Poisson Matting approach for natural images matting of
complex scenes is presented. The basic idea behind the algorithm is to formu-
late the problem of natural image matting as one of solving Poisson equations
with the matte gradient field. Unlike previous methods that optimize a pixel’s
alpha matte in a statistical manner, the Poisson Matting method operates di-
rectly on the gradient of the matte, which reduces greatly the error caused by
mis-classification of color samples in a complex scene. But the shortcomings of
the algorithm include two aspects. First, when the foreground and background
colors are very similar, the matting equation becomes ill-conditioned. Secondly,
when the matte gradient estimated in global Poisson Matting largely biases the
true values, more user interaction is required.

In [7], a novel approach called Flash Matting is proposed. This algorithm can
robustly recover the matte from flash/no-flash images, even for scenes in which
the foreground and the background are similar or the background is complex. In
[8], an image matting approach based on Belief Propagation is presented. The
approach can achieve better matting results only with less trimap restriction
by utilizing the discrete set of α value to formulate the matting problem as en-
ergy minimum problem. But the algorithm is quite time consumed subject to
the iterative processing. Another scribble-based method is proposed in [9]. The
algorithm has a better interaction performance and can achieve a better result
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only by a few scribbles restriction. But it has a higher computation cost and a
lack of color statistic characteristic. A known trimap is essential for the above
image matting algorithms. In [10-13], some interactive Graph Cuts [10] based
approaches are introduced. Grab Cut method [11] makes user draw a rectangle
around the periphery of the foreground object, and then extracts the foreground
objects accurately by image segmentation and feathered process. Grow Cut ap-
proach [12] is a geodesic distance based image matting algorithm which utilizes
the surface of “hard constraint pixels” that user calibrated to grow outside to
complete image matting, and it is difficult to operate the texture region using
the method. Lazy Snapping [13] is another well-known image matting algorithm.
User only draws a few lines in different places. The region that some lines ap-
pear is regarded as foreground region and the region that others lines appear is
regarded as background region, and user can separate the object from the back-
ground by these lines. However, the imposed lines drawn by user must satisfy
sufficiently to represent the colors species in the foreground and background re-
gion. Otherwise user must constantly add new lines until get satisfactory results.
Moreover, the over-segmentation problem of the method remains to be solved.

In this paper, a novel image matting algorithm named Perfect Snapping is
proposed. The algorithm can be divided into following steps: a) Use mean shift
algorithm with a boundary confidence prior to efficiently pre-segment the original
image into homogeneous regions (super-pixels); b) Perform mainly description
and modeling for the super-pixels by Gaussian Mixture Model clustering algo-
rithm; c) Complete the parametric learning of mixture model for priori knowl-
edge. Extensive experimental results have been implemented and compared with
classical algorithm to show its advantage.

2 Perfect Snapping Algorithm

2.1 Graph Cut with Pre-segmentation

The main idea of the Graph Cut model is to construct an energy function and
use weighted graph mapping and network flow theory to convert the global label-
ing problem to the maximum-flow/minimum cut problem of the corresponding
weighted graph. To indicate the classification of each pixel, we can construct
pixel-based Markov Random Field energy function as:

E(X) =
∑
i∈ν

E1(xi) + λ
∑

(i,j)∈ε

E2(xi, xj) (1)

Where ν is the set of all nodes and ε is the set of all arcs connecting adjacent
nodes. E1 (xi) is the likelihood energy which measures the energy consumption
that a node i is defined as foreground or background, and E2 (xi, xj) is the prior
energy that denotes the cost when the labels of adjacent nodes i and j are xi and
xj respectively. In order to simplify Graph Cut model, we usually use some pre-
segmentation algorithms to segment the original image into some small regions
which are regarded as the nodes of the weighted graph to construct the Graph
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Cut model. Compared with traditional Graph Cut method viewing the pixel as
node, the approach greatly simplify the topological structure of weighted graph
and reduced the computation cost. In this paper we introduce a mean shift based
pre-segment algorithm with boundary prior in place of the watershed method
appeared in Lazy Snapping [12]. Mean shift algorithm is an efficient tool used
for feature space analysis. To make segmentation results similar in color and
continuous in space, we perform a mean shift filtering on an original image in
5-D feature space l∗u∗v∗ ∼ x∗y∗. Assume that the probability density function
of 5-D feature space is f(x):

∇f(x) ∝
n∑

i=1

(x− xi)∇k
(∥∥h−1(x− xi)

∥∥2) (2)

Where xi ∈ Wh,z, Wh,z represents 5-D super-spheroid with center at points xi

and has a h = {hs, hc} bandwidth. hs and hc represent the bandwidth of space
and color, respectively. Let the function g(x) = −k′(x) and the corresponding
new kernel G(x) = λg · ‖x‖2, then the density of new kernel is described by:

∇f ′(x) ∝
n∑

i=1

(x − xi)g(‖h−1(x− xi)‖2) (3)

To improve the filtering speed, the pixels are only relegated to the correspond-
ing model attractive regions. After filtering, the model attractive regions are
executed recursion and combination according to regions adjacency graph algo-
rithm, color bandwidth and the size of region. To obtain accurate pre-segment
results, the mean shift algorithm is extended to incorporate a boundary confi-
dence prior. Suppose that the gradient of a continuous surface ω(x, y) at (x, y)
is the vector pointing toward the direction of largest increase on the surface as

∇ŵ(x, y) =
∂w

∂x
i+

∂w

∂y
j (4)

Any Cartesian x − y coordinate system can be chosen since it is easy to verify
that the gradient magnitude and an edge orientation as:

ω̂ = ‖∇ŵ(x, y)‖ =
[(∂w

∂x

)2

+
(∂w
∂y

)2] 1
2

(5)

θ̂ = arctan
(∂w
∂y

/
∂w

∂x

)
(6)

After finishing gradient estimation, every pixel in the image is associated with
an edge magnitude ω̂ and an edge orientation θ̂. Let ω̂[1] < . . . < ω̂[k] < ω̂[k+1] <
. . . < ω̂[N ] be the ordered set of distinct magnitudes values. Therefore, for any
pixel, its edge magnitude ω̂[k] is replaced with the probability:

δk = prob[ω̂ ≤ ω̂[k]] (7)
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Note that δk is the percentile of the cumulative gradient magnitude distribution.
While the weight of each pixel i is described as:

ψi = 1− [αiξi + (1 − αi)ζi] (8)

Where ξi and ςi represent the estimated gradient magnitude and the confidence
in the presence of an edge pattern, respectively. The nearer the pixels to an
edge, the smaller its weight is. The above process can pre-segment the orig-
inal image into many small regions whose edges are described well and whose
color is consistent. In this paper, we define this region as super-pixel and use it to
construct Graph Cut model. Compared with traditional single-pixel based model,
our method can simplify the number of nodes and weighted edges of weighted
graph topological structure and reduce the computation cost and memory
consumption.

2.2 Character Description and Clustering

To extract the feature information of super-pixel, usual methods are to compute
the feature average of all sample points of the region, which leads to the lack
of spatial color correlation between pixels. Thus, in this paper we introduce a
Gaussian Mixture Model clustering algorithm to describe the super-pixel. Denote
a super-pixel i by si = {μi, Σi}, where μi and Σi represent mean and variance of
color feature of region i respectively. In Equation (1), to compute E1(xi), the user
can define the background seeds and the background seeds, the super-pixels of
unknown regions can be clustered by Gaussian Mixture Model. The mean colors
of the foreground and background clusters are denoted as {GF

1 , G
F
2 , · · ·, GF

M} and
{GB

1 , G
B
2 , · · ·, GB

N} respectively, where M and N are the clusters of foreground
and background respectively. Then, for each super-pixel, minimum distance from
its color cluster Gi to foreground clusters can be expressed as

DF
i = mini

n∈[1,M ]dis(Gi, G
F
n ) (9)

DB
i = mini

n∈[1,N ]dis(Gi, G
B
n ) (10)

Therefore E1(xi) is defined as follows:

E1(xi = 1) = ∞ E1(xi = 0) = 0 ∀i ∈ B (11)

E1(xi = 1) = 0 E1(xi = 0) = ∞ ∀i ∈ F (12)

E1(xi = 1) = DF
i (D

F
i +DB

i )
−1 ∀i ∈ U (13)

E1(xi = 0) = DB
i (DF

i +DB
i )

−1 ∀i ∈ U (14)

Here, U is the uncertain (not labeled) super-pixel set. The third equation guar-
antees the super-pixels to have the label with similar colors to foreground or
background. We define E2(xi, xj) as a function of the color gradient between
two super-pixels i and j:

E2(xi, xj) = |xi − xj | · exp
{−φdis2(Gm, Gn)

}
(15)
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φ =
(
|Z|−1 ·

∑
m,n∈Z

dis2(Gm, Gn)
)−ε

(16)

dis(Gm, Gn) =

√
2

2
·
√
KLD(Gm‖Gn) + 2KLD(Gn‖Gm) (17)

KLD(Gm‖Gn) =

∫
Gm(x) log

Gm(x)

Gn(x)
dx (18)

Where KLD(·) is abbreviation to Kullback Leibler Divergence, which is used to
measure quantitatively the distance between Gaussian features. To perform para-
metric learning of mixture model for interactive priori knowledge, EM algorithm
is usually better selection. EM algorithm is suitable for maximum likelihood
based Graph Cut segmentation model. To overcome the problem of slow con-
vergence speed of traditional EM algorithm, a Monte Carlo based EM (MCEM)
acceleration algorithm is introduced. The main idea is to combine MCEM al-
gorithm and Newton-Raphson algorithm and use Monte Carlo simulation to
realize E-step of EM algorithm, which can not only preserve the advantage of
EM algorithm but also effectively improve the convergence of EM algorithm.
Finally, the full description of MCEM algorithm can be given. Firstly (E-step),
use p(θ|Y, Z) as the posterior distribution density function of θ with adding the
data Z, let Q(θ|θ(i), Y ) be E-step integral, given sampling spots {z1, z2, · · ·, zm}
from p(Z|θ(i), Y ) Computing:

Q̂(θ|θ(i), Y ) =
1

m
·

m∑
j=1

log p(θ|zj, Y ) (19)

Secondly (M-step), maximizing the function Q̂(θ|θ(i), Y ) to work out θ
(i)
EM and

satisfy (let Θ = log p(θ|Y )):

Q̂(θ
(i)
EM |θ(i), Y ) = max

θ
Q̂(θ|θ(i), Y ) (20)

θ(i+1) = θ(i) +
(
− ∂2Θ

∂θ2

∣∣∣
θ(i)

)[ ∫ ∂Θ

∂θ
p(z|y, θ(i))dz

∣∣∣
θ(i)

](
θ
(i)
EM − θ(i)

)
(21)

Thus arose an iteration: θ(i) → θ(i+1) and then perform the iteration operation
for the above E-step and M-step until ‖θ(i+1) − θ(i)‖ or ‖Q(θ(i+1)|θ(i), Y ) −
Q(θ(i)|θ(i), Y )‖ approaches infinitesimal. By the Geweke Law of Large Numbers,
we have:

Q̂(θ|θ(i), Y ) → Q(θ|θ(i), Y ) (22)

3 Experimental Result

To demonstrate the performance of our proposed approach, we first test it on
some public images. We also compare our algorithm to Graph Cut [10], Grab
Cut [11], Lazy Snapping [13]. Our algorithm starts with following initial pa-
rameters: λ = 50, α = 0.2, ε = 0.95,M = N = 5. The system is running on a



Perfect Snapping 85

Fig. 1. Pre-segmentation comparison of watershed and mean shift with a boundary
confidence prior algorithm

P4-2GHz desktop with 1GB RAM. Figure 1 shows the pre-segmentation com-
parison of watershed appeared in Lazy Snapping [13] and mean shift used in
our algorithm. The left column are the original test images, the 2nd and 3rd

columns displayed the segmentation results by watershed and mean shift with a
boundary confidence prior.

In comparison, the over-segmentation phenomenon of watershed is very se-
rious, which necessarily leads to higher time complexity of sequent Graph Cut
model. To compare, our method which uses mean shift incorporating a boundary
confidence prior can effectively control the over-segmentation phenomenon and
the number of regions pre-segmented is less than 1% of the watershed method.

The algorithm is also compared with Graph Cut, Grab Cut and Lazy Snap-
ping and the results are as shown in Figure 2. In Figure 2, the top row is the
original test images with a quick object marking step: the red lines are drawn
to indicate the foreground and the blue lines to indicate the background. The
2rd, 3th, 4th and 5th rows displayed the matting results by Graph Cut, Grab
Cut, Lazy Snapping and Our method respectively. In comparison, the proposed
method outperforms in complex scenes (the extraction of a pair of thin and long
tentacles in “Butterfly”, color similarity of foreground and background in “Fish”,
background complexity in “Starfish” and “Boy”) and also gives better matting
results compared with Graph Cut, Grab Cut and Lazy Snapping. In addition,
comparison of execution time of the four methods is provided in Figure 3. By
comparison, we can see that the time required of our method extracting fore-
ground objects less than Graph Cut, Grab Cut and Lazy Snapping. For Lazy
Snapping, in order to obtain a general satisfied result it need execute many in-
teractions, and for any interaction operation it needs rerun the whole Graph Cut
model and thus decreases its efficiency.
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Fig. 2. Some comparative results by the four methods

Fig. 3. Comparison of execution time of Graph Cut, Grab Cut, Lazy Snapping and
the proposed method
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4 Conclusion

In this paper, we propose a more effective interactive image matting method
compared with Graph Cut, Grab Cut and Lazy Snapping. Firstly, our method
uses mean shift algorithm with a boundary confidence prior to efficiently pre-
segment the original image into homogeneous regions (super-pixels) with precise
boundary. Secondly, we introduce Gaussian Mixture Model clustering algorithm
to describe and model the super-pixels. Finally, a Monte Carlo based EM accel-
eration algorithm is presented to perform parametric learning of mixture model
for priori knowledge. The experimental results show that our algorithm can out-
perform in both matting quality and efficiency.
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Abstract. While accuracy and speed get a lot of attention in video re-
trieval research, the investigation of interactive retrieval tools gets less
attention and is often regarded as trivial. We want to show that even
simple ideas have potential to improve the retrieval performance by giv-
ing some automated support to the browsing user. We present a video
browsing concept where video segments are clustered in several latent
classes of similar content. The navigation bars of our video browser are
augmented with different colors indicating where elements of these clus-
ters are located. As humans are able to classify the content of clusters
fast, they can benefit from this information when browsing a video. We
present a study where we investigated how humans can be supported
in different video browsing tasks with a color-based and a motion-based
clustering of video content.

1 Introduction

Video retrieval systems reached a good maturity level in recent years. In most
cases the retrieval algorithms are trained to meet the characteristics of a specific
use case or dataset. If they are applied to more general use cases or to different
datasets, the accuracy typically degrades, making them impractical for real-
world scenarios. Accurate automatic retrieval is of course important, but it is not
the only aspect to consider when building a retrieval system. At the beginning
and at the end of retrieval tasks there are always humans who must be served
as good as possible in achieving their goals and intentions.

The human cognitive abilities are still much better than the abilities of auto-
matic classifiers or matching algorithms and presumably they will ever be! At the
Multimedia Modeling Conference 2012 [22] the Video Browser Showdown (VBS)
took place for the first time. Aim was to find the video browsing approach that
is best suited for Known-Item-Search tasks (KIS). The winning tool completely
refrains from content analysis[8]. Its success is only based on the combination of
intelligent interaction means taking use of the human abilities to recognize and
classify items fast.

From this experience we learn that a reasonable combination of automatic
content analysis with human cognition might lead to the highest retrieval ac-
curacy. Instead of trying to completely imitate the human cognitive abilities by
automatic tools, we try to integrate humans as good as possible into the retrieval

S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 88–98, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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process, without burdening too much work on them. The user interaction should
be enhanced by automatic content analysis, but not replaced by it!

The presented idea can be seen as an analogy to augmented reality, where
the real-world is augmented with additional information (e.g. with smartphone
apps1 or with special glasses2). People can take advantage of that additional
information, but they still walk through the world on their own. We present an
extension for a video browsing tool that also follows this principle. The users
still have to look for the searched segments manually, but in addition they can
take advantage of further information from augmented navigation bars.

2 Augmented Navigation Bars

The VBS 2012 showed that tools like the AAU Video Browser[8] are very pow-
erful in fulfilling certain KIS tasks. Scenes that are significantly different from
other scenes in a video or scenes that are expected at certain parts of a video
(e.g. in most cases weather reports are at the end of news videos) can be found
fast. On the other hand, in videos that show similar content from the beginning
to the end (e.g. TV shows) or videos that consist of repeating similar situations
(e.g. videos where anchorpersons or some sports acts are shown again and again)
scenes are hard to find only by human observation.

Fig. 1. Example of an augmented navigation bar

Therefore, we present augmented navigation bars to provide additional infor-
mation to the users to make such search tasks easier. Augmented navigation bars
are annotated with colored blocks, where each color represents a certain class of
video content. An example is shown in Figure 1. The idea is (1) to automatically
detect repeating segments within videos, (2) to cluster them in groups of similar
content and (3) to annotate the navigation bars with colors indicating the loca-
tion of the clusters in the video. Each cluster is visualized by a different color.

A large number of analysis methods can be used for step 1, e.g. global visual
features, local visual features and audio features. In this paper, we investigate
classes based on color and motion analysis. Using other descriptors may provide
a more fine-grained segmentation, but this is topic for further research.

A latent indexing of the content is performed, thus no predefined classes are
used. The classification of the emerging clusters is the part where the user comes
into the loop. A preview panel shows the cluster centers, each one surrounded

1 e.g. layar - http://www.layar.com/ (2012-10-09).
2 Project Glass - https://plus.google.com/+projectglass (2012-10-09).

http://www.layar.com/
https://plus.google.com/+projectglass
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with a colored border. The border indicates the color that is used for marking
all segments of the corresponding cluster on the navigation bar. The preview
panel is shown right to the video windows in Figure 2. It helps to make a basic
discrimination of the content of a video. If the representative frames are not
discriminative enough, all segments of a cluster can be loaded in a separate
playlist by clicking on the cluster center. The elements of a playlist are ordered
chronologically, thus scanning the items of a playlist from the beginning to the
end is also an option to search for a certain video segment. A playlist can be
seen at the right side of the window in Figure 2.

Fig. 2. The four windows at the left side can be used to browse four parts of a video
in parallel. Next to them the preview panel is displayed. On the right side the playlist
panel shows the segments of one cluster. Below each video window an augmented
navigation bar is displayed.

The most important point regarding the presented video browsing application
is that users are still interacting with videos and not only with static key-frames.
Therefore, they experience videos in the same way as usual, but additionally the
search space for KIS tasks can be reduced by the indication where content of
different clusters is located.

3 Content Analysis, Pattern Detection and Clustering

We do not use predefined, trained classifiers for the clustering, because such meth-
ods are always dependent on the type of data used for the training. The method
proposed is applicable to any video without any training in advance. Only a clus-
tering of video segments that show similar, repeating patterns of color or motion
is performed. We rely on global features, because they are sufficient to segment
videos into a few basic clusters, which are easily distinguishable for users.
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The color analysis is based on the color layout descriptor[17]. For the motion
analysis the motion histogram introduced by Schoeffmann et al.[21] is applied.
For each frame of a video the color layout and the motion histogram are ex-
tracted. Coherent video segments of similar color or respectively similar motion
are detected by iterating with a sliding window of the length L over all frames
f . If the difference at frame n exceeds an empirically estimated threshold Tsim

a segment boundary is detected (dL2 is the Euclidean distance between two
frames):

n∑
i=n−L

dL2(fi, fi+1)

L
< Tsim (1)

This segment detection can be compared to shot detection, as the resulting
segments often correspond to video shots. After the color and motion segments
have been detected, we apply a k-means++ clustering algorithm[1] to group
them into k classes. The similarity between two different video segments x and
y is estimated as follows (len(x) indicates the number of frames in segment x):

Sim(x, y) =

len(x)−1∑
i=0

len(y)−1∑
j=0

dL2(xi, yj)

len(x) ∗ len(y) (2)

Each class contains segments with similar color layout patterns or respectively
motion layout patterns. Based on this latent classification of the video segments,
the annotation of the navigation bars is performed.

4 Experimental Results

We conducted some experiments to find out how users can be supported in video
browsing tasks by the two content analysis methods mentioned above. Here
we discuss our findings based on the results of these experiments. We did not
perform a user study so far, because we wanted to investigate to what extent the
proposed approach is able to produce clusters of semantically meaningful video
segments. Nevertheless, we conducted some tests on our own to investigate the
potential of our proposed interface. These subjective tests showed that our tool is
able to improve the search performance in KIS tasks. Based on these observations
and the results of our experiments we are going to perform a representative user
study in future.

We used 10 TV recordings from 5 different types of videos (2 videos of each):
a society magazine, ski jumping competitions, alpine skiing competitions, soccer
games and a quiz show. We did not preprocess the TV recordings before our
study (e.g. we did not remove commercials or the shots of preceding or follow-
ing programs), because in real use cases people usually do not preprocess their
recordings before browsing them. Therefore, this study gives a good impression
how our approach is applicable to day-to-day usage scenarios.
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Table 1. Correlation of the clustering results

Video Color-Based Clustering Motion-Based Clustering

Society
Magazine 1

Anchorman Shots
Dark Shots
White Shots
Red Shots
Outdoor/Day Shots
Program Preview
Channel Inserts
3 Outlier Shots

0,90
0,99
0,82
0,82
1,00
1,00
0,71
0,00

Reports (High Motion)
Interviews, Anchorman (Low M.)
3 Outlier Shots
1 Outlier Shot

0,80
1,00
0,00
0,00

Society
Magazine 2

Anchorman Shots
Dark Shots
White Shots
Yellow Shots
Skin Color Shots
Outdoor/Day Shots
Program Preview
5 Outlier Shots

0,78
0,94
0,64
0,75
0,83
0,60
1,00
0,00

Reports (High Motion)
Interviews, Anchorman (Low M.)
19 Outlier Shots
2 Outlier Shots

0,69
1,00
0,00
0,00

Ski
Jumping 1

Hill Shots 1
Hill Shots 2
Sky/Snow Background
Spectators, Interviews, Studio Sh.
Blue Shots
Program Preview

0,97
0,96
1,00
0,74
1,00
1,00

Before/After Jump (Zoom)
Slope Shots
Close-Up Shots (Few Motion)
Start & Result List (No Motion)
Athletes slowing down
13 Outlier Shots

0,91
1,00
1,00
1,00
0,96
0,00

Ski
Jumping 2

Dark Background
Snow Background
Sky Background
Dark + Light Background
Program Preview
Channel Inserts

0,85
1,00
1,00
1,00
1,00
1,00

Close-Up, Slow Motion, Interviews
Slope Shots
Athletes After Jump (Few M.)
Start Shots, Studio Shots (No M.)
3 Outlier Shots

0,86
0,95
1,00
1,00
0,00

Alpine
Skiing 1

Snow Background
Dark Background
Snow + Dark Background
Start Shots
Non-Race Shots
Program Preview

0,95
0,93
0,90
1,00
0,86
0,83

Race Shots (To The Right)
Race Shots (To The Left)
Race Shots (Downwards)
Start & Finish Shots (Zoom)
Close-Up Shots (Few Motion)
Moderator, Interviews (No M.)

0,87
1,00
0,97
0,98
0,88
1,00

Alpine
Skiing 2

Start Shots, Interviews
Race Shots (White)
Race Shots (Grey)
Race Shots (Yellow)
Race Shots (Blue)
Program Preview

0,67
0,97
0,95
1,00
1,00
0,90

Race Shots (To The Right)
Race Shots (Downwards & Right)
Race Shots (Downwards)
Close-Up Shots (Zoom)
Overview Shots (Few Motion)
Moderator, Interviews (No M.)

0,94
0,71
0,78
0,83
1,00
0,93

Soccer 1

Field Shots
Close-Up & Studio Shots
Interviews, Commercials
5 Outlier Shots

0,98
0,89
0,96
0,00

Action Towards Right Side
Action Towards Left Side
Studio Shots, Moderators (Few M.)
Close-Up, Commercials (Other M.)

0,94
1,00
1,00
0,89

Soccer 2

Field Shots
Close-Up & Studio, Commercials
Program Inserts
14 Outlier Shots

0,92
1,00
1,00
0,00

Action towards right side
Action towards left side
Studio Shots, Moderators (Few M.)
Close-Up, Commercials (Other M.)

1,00
0,92
1,00
0,84

Quiz
Show 1

Close-Up (People) Shots
Overview Shots
Candidate Selection Shots
Channel Inserts
Commercials (Green)
Commercials (White)
Commercials (Yellow)
Commercials (Blue)

0,99
0,46
0,94
1,00
1,00
0,71
0,80
1,00

Question Shots
Non-Question Shots
2 Outlier Shots
1 Outlier Shot

0,61
0,84
0,00
0,00

Quiz
Show 2

Close-Up Shots (People)
Overview Shots
Candidate Selection Shots
Commercials (Green)
Commercials (White)
Commercials (Yellow)
Commercials (Blue)
3 Outlier Shots

0,99
0,88
1,00
1,00
1,00
1,00
0,67
0,00

Question Shots
Non-Question Shots
35 Outlier Shots
1 Outlier Shot

0,70
0,78
0,00
0,00

We manually created a ground truth after the initial video segmentation,
by assigning the detected segments to different semantic classes. The clustering
started with 12 clusters for each video. In successive experiments we lowered
the number of clusters for each video as long as the algorithm produced two or
more clusters of the same class. At the end, the number of clusters converged
to different k for different types of videos and different content features. Table 1
shows the amount of clusters each video type converged to and the correlation of
the clustered items. The correlation expresses the ratio of shots in each cluster
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that belong to the same group in our ground truth. Of course, in a day-to-day
usage scenario it would not make sense to manually classify all segments in
advance. Instead, several clustering rounds have to be performed, each resulting
in a different number of clusters. At the end, the users can decide how many
clusters should be displayed.

The color-based clustering is well suited for the discrimination of anchormen
shots and report shots in the society magazine videos. The anchorman is always
standing in the same TV studio. The background color of the studio dominates
the whole shot and thus color-based clustering fits very well for finding these
shots (cp. Anchorman Shots). Finding anchorman shots is very helpful, because
these shots always occur in front of a report and thus users can quickly navigate
from report to report. Furthermore, color-based clusters can be used to find other
shots with a dominant color in the background or to distinguish between day
or night scenes. The motion-based clustering of the society magazine can only
be used for the discrimination into two classes of shots: (1) report shots, which
contain motion, and (2) interview and anchorman shots, which contain no or only
few motion (cp. Interviews, Anchorman). People watching such programs are
especially interested in the celebrities shown and thus browsing from interview
to interview may be an usage scenario for many users.

Ski jumping videos are characterized by repeating, very similar situations. This
circumstance leads to very good clustering results for both methods. The color-
based clusters are dominated by the background of the shots (snow, sky or dark
background). The motion-based clustering produces groups of repeating patterns
of camera zooms or pans. For example, if an athlete is running down the slope, it
produces always the same motion pattern and thus users can easily navigate from
one athlete to the other. An excerpt of this cluster is shown in Figure 3. Zoom
motion is an indicator for close-up views of athletes, which are often shown before
or after a jump. Interviews are contained in clusters with few or no motion and
thus users can quickly browse all interview scenes based on that information.

For alpine skiing videos the color-based clustering leads to similar results like
for ski jumping videos. Again the background of the shots dominates, but also
different lighting conditions influence the clustering results. As the athletes start
in front of the same significant background, i.e. a red wall in our test videos, it
is also possible to group those shots where athletes start their runs. Figure 3
shows some examples of this cluster. Moreover, skiing videos contain a lot of
motion. The motion-based clustering also leads to several clusters with race
scenes that contain different motion directions (e.g. to the left, to the right or
downwards motion). Furthermore, zooming motion indicates close-up shots of
athletes, which often occur before or after a run and shots containing no motion
often indicate interview scenes.

Soccer videos consist of many similar shots throughout the whole video, only
a few classes can be distinguished. The color-based analysis produces groups of
game scenes and close-up shots. The motion-based approach is also able to detect
close-up shots. The indication of close-up shots may help users to find interest-
ing scenes in a soccer game, because close-up views often occur if something
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extraordinary happens (e.g. fouls, free kicks or goals). Furthermore, clusters of
shots emerge showing motion to the right and motion to the left. All scenes
where a team is running towards the left goal are contained in the same cluster.
The same holds for action towards the right goal. Therefore, when people are
searching for a certain offensive scene of a team the search space can be reduced
with the help of the motion information.

Fig. 3. Excerpts of two clusters: color-based (left) and motion-based (right)

The quiz show recordings contain a lot of commercials. Due to this, the color-
based clustering produces a lot of different clusters of commercials having differ-
ent dominant colors. Only three clusters emerged that contain quiz show shots.
A very large one contains close-ups of the moderator and the candidates and
thus all question scenes. A second one shows overview shots of the studio and
a third cluster contains all scenes where a new candidate is selected. Especially,
the last cluster may be helpful for users to see at a glance when a new candidate
comes in. The motion-based approach is not that well suited for the quiz show
videos. It seems that they contain too little motion to produce discriminative
results. The only observation we made is that the motion information can be
used to distinguish between two classes: (1) shots where a question is displayed
to the candidate and (2) other shots. But the correlation of the clustered shots
is rather low compared to the correlation of the clustering results that can be
achieved for the other four video genres.

For some of the videos we received clusters with outlier shots (cp. Outlier
Shots). These clusters contain shots that should belong to other clusters from a
semantic point of view. As only a very small amount of shots belongs to these
clusters, we ignore them at first.
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5 Related Work

Several works have been proposed for enhancing navigation bars for video brows-
ing tasks. Schoeffmann et al.[23] present visual navigation bars. The navigation
bar is replaced by a visual representation of the video content. For example,
users can choose between a dominant color or a motion representation. Users
can also search for patterns in these representations, but they have to find such
patterns on their own, whereas we simplify the browsing experience by reducing
it to the most dominant recurring patterns in the color or motion information.
Barbieri et al.[2] introduce a navigation bar based on the dominant colors of
single frames, but again it is up to the user to identify patterns.

Moraveji[19] enhances the navigation bar with distinctive colors that are used
to mark segments where persons, faces, vehicles, etc. are shown. In contrast
to our approach they use pre-trained classifiers to detect these segments. We
perform a clustering into latent classes, mark them on the navigation bar and
let the users classify the content. Therefore, our approach should be applicable to
more general use cases. Chen et al.[5] present the EmoPlayer, a video player that
shows the emotions of the involved people on the navigation bar. The annotation
has to be done manually for each video.

Chang et al.[4] introduce a filmstrip view for video browsing. At the bottom
of the screen a filmstrip showing the key-frames of a video is displayed, which
allows browsing and seeking in the video. The Mitsubishi Electric Research Lab-
oratories propose key-frame-based layouts for improved fast-forward and rewind
in videos[10]. Wittenburg et al.[25] generalized this visualization technique to
rapid serial visual presentation (RSVP). Hauptmann et al.[13] use a RSVP-
based approach for video retrieval tasks. Like our approach, they try to make
maximum use of human perception skills. The results of a query are presented
to the users with an RSVP-based approach. Our video browser can be used
to examine several parts of a video in parallel. Therefore, users can also get a
fast overview of videos by scrolling through several video parts in parallel at the
same time.

Eidenberger[11] uses a self-organizing map (SOM) to group visually simi-
lar shots in hierarchically organized index trees, which can be used to browse
the content. Barecke et al.[3] also use a SOM-based approach. We perform a
similarity-based clustering as well, but in contrast to these two approaches the
temporal order of the clustered shots is preserved for the users, which should
help to better understand the context of each shot.

Several approaches have already been presented that allow browsing of video
content based on events identified in the audio stream. Friedland et al. present
a tool for browsing sitcoms based on detected punchlines[12]. Divakaran and
Otsuka[9] propose a browsing interface for VCR devices, which enables browsing
of sports videos based on cheering of the audience and excited speech of the
commentator. A similar approach for racket sports is introduced by Liu et al.[18].
Investigating the audio stream also seems to be an interesting option for our
approach, but so far we only concentrated on visual features.
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Hürst et al.[14][15][16] also present an enhanced navigation bar, which pro-
vides different granularities for browsing the content of a video. Users can
smoothly change between different granularities while moving the slider.

A tool, which combines different modalities with intelligent interaction means,
is proposed by de Rooij et al.[6] and Snoek et al.[24]. They introduce the notion
of video threads. Each thread represents a sequence of similar shots, where the
similarity can be based on different modalities like visual similarity, similarity
of textual annotations, semantic similarity, and temporal closeness. Users can
choose the thread that best meets the characteristics of a specific browsing or
search task. In contrast to our approach, users can browse videos only by looking
at key-frames. Our tool preserves a video-player-like experience, because the
users can still watch and interact with videos.

This incomplete listing of video browsing approaches mentions only papers
related to our work. An extensive survey of video browsing applications is pre-
sented by Schoeffmann et al.[20].

6 Conclusion

We presented an approach for smart video browsing with augmented navigation
bars. We extract small segments based on coherent color, respectively motion
directions, from videos and cluster these segments based on their similarity. The
navigation bars of our video browser are augmented to visualize where segments
of each cluster are located in the video. Aim is to reduce the initial search space
for a number of video browsing tasks, in particular for videos with recurring
similar scenes [7].

The combination of well-known video interaction concepts with the results of
content analysis has several advantages.Classes of similar content are suggested to
the users, thus they can get a first overview of the content of a video. Compared to
other key-frame-based tools the users can still watch and interact with a video as
they were always used to. The augmented information only provides an additional
help for them. Furthermore, the temporal order of the content is preserved, thus
users always have an overview of the temporal correlation of different segments.

The evaluation showed that our approach is generally applicable to different
video genres, without the need of a training phase for a specific dataset. We only
investigated five video types, but our approach may also be applied to further
types having repeating visual patterns. Subjective tests showed that the search
performance can be improved for KIS tasks.

Based on the findings of our initial experiments and tests we are going to
conduct a real user study where we want to measure the search performance in
day-to-day video browsing scenarios. Furthermore, we submitted this approach
to the Video Browser Showdown at MMM 2013, where we would like to mea-
sure the performance of the presented tool in KIS tasks competing with video
browsing tools from other research groups.

We are also going to investigate the integration of further analysis methods,
such as local feature descriptors, face detection methods and audio analysis.
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Clusters of similar objects, faces and sounds may provide an additional benefit
for the users. In this paper, we relied on color and motion information alone. A
combination of different features may also improve the clustering results. During
our experiments we had to recognize that it is a non-trivial task to combine
different modalities in order to achieve better results than using one modality
alone. In our case the results even got worse compared to the approaches where
only one modality was used. Therefore, we leave this issue open as a topic for
further research.
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7. del Fabro, M., Böszörmenyi, L.: Video scene detection based on recurring motion
patterns. In: 2010 Second International Conferences on Advances in Multimedia
(MMEDIA), pp. 113–118 (2010)
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Abstract. In this paper, an interactive system for human action video
search is developed based on the dynamic shape volumes. The user is
allowed to create a search query by freely and continuously posing any
number of actions in front of the Kinect sensor. For the captured query
video sequence and each data stream of the human action video database,
we extracted useful shape properties on the basis of space-time volumes
by exploiting the solution to the Poisson equation. Different from con-
ventional learning-based human action recognition techniques, we apply
approximate string matching (ASM) to achieve local alignment for the
matching of two video sequences. The experiments demonstrate the ef-
fectiveness of our system in support of the user’s search task.

1 Introduction

Traditional video search task is accomplished by giving a proper keyword query,
and the performance of text-based search drastically relies on the quality of
video tags/annotations. Unfortunately, many of the videos on the internet are
not well annotated by the user who uploaded them, resulting in poor search
results. Recently, query-by-example (QBE) has been proposed as another image
search scheme [1] that analyzes the content of a query image and compares the
corresponding similarity with other candidate images in various feature spaces,
such as color, texture, and shape. However, for video search task, the prerequisite
of an available video example is often too strong and unrealistic for practical
application scenarios. Instead of using an existing example at hand, sketch based
search allows users to create their own examples as queries by sketching major
curves of the target image or video in their mind [2]. But using freehand drawings
would be inefficient and difficult to describe the dynamic properties of the video
data. To go beyond the limitations of the existing search methods, we propose a
search scenario as shown in Figure 1. In our search scenario, the user can directly
perform the target action in front of the camera sensor, and the recorded action
video sequence is taken as the query example for search. Highly related human
actions are suggested to the users after comparing the similarity of human body
poses between the user’s action sequence (above) and each action video sequence
in the database (below). Meanwhile, since the computer vision literature [3] has
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Fig. 1. The proposed human action video search scenario

Fig. 2. The proposed system flowchart

shown that the estimation of human body pose can highly benefit from 3D depth
data, we use Microsoft’s Kinect and the developed API to efficiently acquire
human silhouettes.

The demands for intelligent surveillance systems have advanced the action
recognition techniques [4,5]. Different from action recognition systems which are
designed to recognize certain predefined actions (such as walking, jumping, or
falling), our system is a search based system using string matching techniques.
Therefore, no action has to be predefined and arbitrary actions could be found
through our system. Figure 2 shows the flowchart of the detailed processing
steps in our system. First, human body silhouettes are extracted from data
streams of both the depth camera and the database videos, respectively. Second,
in order to fully exploit the spatial-temporal nature of human shapes for each
action, consecutive silhouettes of the same person in a given length period of
data stream are concatenated and thus a three dimensional space-time volume
is formed. Inspired by a recent approach [6], a set of features representing the
shape of the corresponding space-time volume is extracted and stored as a feature
vector. The similarity between feature vectors of the query volume and the ones
of the database volumes can be effectively measured using the approximate string
matching techniques. Finally, highly related actions appearing in the database
videos can be found and suggested to the users.
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The rest of this paper is organized as follows: First, we introduce the shape-
based representation in Section 2. Section 3 details the similarity measurement of
two action video sequences and Section 4 demonstrates the experimental results
of the proposed approach. Finally, Section 5 concludes this write-up.

2 Human Action Shape Representation

In order to accurately describe an action, we need an effective method represent-
ing this action. In the literature, most video analysis techniques treat a video
sequence as a collection of still images, extract representative key frames from
them, and compare their low-level features [7,8]. However, these methods rely-
ing only on key frames inherit no motion information which is of importance
for action representation. Moreover, key-frame based approaches usually heavily
rely on color information, but the use of color features alone is not so effective
to represent an action. For example, users with different skin colors and differ-
ent dressing colors can act completely the same action. In comparisons to the
key-frame based approaches, a unified analysis of spatial and temporal informa-
tion using a three dimensional space-time volume shows more effectiveness when
describing actions. To be precise, a 3D space-time volume in (x, y, t) space is
constructed by stacking consecutive spatial 2D body silhouettes extracted from
each frame and thus the temporal dimension t is also taken into account. A space
time volume can be formulated as:

V = f(s, t) = [x(s, t), y(s, t), t]. (1)

By extracting descriptive features from the space-time volumes, we can represent
an action with focus on shape and motion information. Various approaches for
extracting representative features from the space-time volume have been pro-
posed in previous works [4,9,10,11]. In [9], the notions of interest points of image
are extended into spatial-temporal domain. By using second moment matrices
integrated over a space-time (x, y, t) Gaussian window, a scale-invariant Harris-
Laplace corner feature descriptor is derived. Analyzing these space-time corner
feature points can give understanding of actions in recorded data. In [10], the
authors track the contours across time dimension and generate a 3D action tra-
jectory volume. Then they analyze the volume by using the differential geomet-
ric surface properties to identify action descriptors which capture both temporal
and spatial properties. Unfortunately, since only the interest points from the
surface of a volume are used for volume representation, these popular interest-
point based techniques fail to represent actions in two situations. First, when an
action only contains smooth motions, the surface of the corresponding volume
could only have few sharp extremes and as a result, insufficient useful space-time
interest points are available for feature representation. Second, the performance
of these methods extremely depends on the performance of silhouette (object)
segmentation from its background. However, the segmentation issue is still an
open problem in the computer vision area. Occlusions, changing illumination, re-
flectance and shadow can easily result in the defeat of segmentation and produce
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many noises. The noise upon extracted silhouettes will cause a large number of
extreme values on the surface of a volume and greatly affect the surface feature
representation. To avoid the above problems, in this paper, we adopt the ap-
proach proposed in [4] to extract representative features, in which the authors
exploit the space-time volume and extract representative features inside the vol-
ume, rather than on the surface and hence, this approach has stronger resistance
to imperfect segmentation. The shape analysis method developed for 2D data [6]
is generalized to 3D volume analysis, and the solution U to the Poisson equation
is utilized to obtain representative features. Considering a space-time volume V
surrounded by closed surface, the Poisson equation can be formulated as follows:

ΔU(x, y, t) = −1, (2)

with (x, y, t) ∈ V , Δ denotes the Laplacian operator, and ΔU = Uxx+Uyy+Utt

is subject to the Dirichlet boundary condition: Δ(x, y, t) = 0 at the bounding
surface δV . Besides, Neumann boundary condition Ut = 0 is imposed to cope
with the boundaries at the first frame and last frame of the volume to prevent
these two frames from solution attenuation. High values of U appear in the
central part of the volume whereas low values of U can be found in protrusions
as shown in the Stage 3.(b) of Figure 2.

By exploiting the solution U , two kinds of useful local features indicating
various local volume properties are used to represent each point (x, y, t) inside
the volume. The first one is the local space-time saliency feature defined as:

wΦ(x, y, t) = 1− log(1 + Φ(x, y, t))

max(x,y,t)∈V (log(1 + Φ(x, y, t)))
, (3)

Φ = U +
3

2
‖�U‖2 , (4)

where �U = (Ux, Uy, Ut). In the space-time volume induced by human action,
high value of Φ can be seen inside the torso whereas low value usually appears
inside the fast moving limbs. Consequently, the local space-time saliency feature
wΦ(x, y, t) located in [0,1] demonstrates its emphasis on fast moving parts.

The second type local features reveal the orientation and the aspect ratio of
each point inside the volume. For each point (x, y, t), the 3 × 3 Hessian matrix
H of the solution U is applied to estimate these local features. The eigenvectors
of matrix H reflect the local principal directions, while the eigenvalues of H
imply the local curvature in the direction of the corresponding eigenvectors and
are inversely proportional to the length. By comparing the absolute values of
the eigenvalues, we can have the relative strength of the eigenvectors. Therefore,
for every point inside a volume, we can obtain its local aspect ratio and its
orientation through related eigenvalues and eigenvectors.

Assume λ1 ≥ λ2 ≥ λ3 are the three eigenvalues of H . If the eigenvalue λ1 is
much larger than the others, the strength of the eigenvector corresponding to λ1

should be much smaller than the others. Thus the direction of this eigenvector
is the informative direction at this point and the local aspect ratio will look like
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Fig. 3. Illustrations of the three types of eigenvalues (λ1, λ2, λ3) compositions associ-
ated with a Hessian matrix. (a) plate structure (λ1 � λ2 ≈ λ3), (b) stick structure
(λ1 ≈ λ2 � λ3), and (c) ball structure (λ1 ≈ λ2 ≈ λ3).

a “plate”, cf. Figure 3(a). Similarly, if the eigenvalue λ3 is apparently smaller
than the others, the strength of the eigenvector corresponding to λ3 should be
larger than the others, and thus the direction of this eigenvector is the infor-
mative direction at this point. The local aspect ratio at this point will look like
a “stick”, cf. Figure 3(b). Otherwise if there is no significant difference among
the eigenvalues, the local aspect ratio will look like a “ball”, cf. Figure 3(c), and
there is no informative direction locally.

To measure the magnitude of the three properties everywhere in a volume,
“plateness” Ppl, “stickness” Pst, and “ballness” Pba are defined as:

Ppl = e
−α

λ2
λ1 , (5)

Pst = (1− Ppl)e
−α

λ3
λ2 , (6)

Pba = (1 − Ppl)(1− e−α
λ3
λ2 ), (7)

Ppl + Pst + Pba = 1, (8)

where α = 3 is suggested in [4]. Moreover, in [4], it is shown that the “ballness”
property would not significantly affect the results and therefore is not adopted
in our work. Consequently, we describe each point inside a volume by six local
orientation feature descriptors (LOFD) indicating the informative direction at
that point and the magnitude of “plateness” and “stickness”. That is,

LOFD = {wi,j(x, y, t)} = {Pi(x, y, t) ·Dj(x, y, t)} , (9)

where i ∈ {pl, st} and Dj(x, y, t) means the projection magnitude of a specific
informative direction j, i.e., the spatial directions x, y or the temporal direction
t. In order to represent a volume by global features, we center the volume on its
centroid and unify its scale in spatial domain but preserve the aspect ratio. The
weighted moment is then used to integrate homogeneous local features, that is,

mp,q,r
∗ =

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
w∗(x, y, t)g(x, y, t)xpyqzr dxdydt, (10)
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where g(x, y, t) is the characteristic function of the volume: g(x, y, t) = 1 when
inside of the volume, and g(x, y, t) = 0 otherwise. w∗(x, y, t) denotes one of the
seven local feature descriptors: wΦ(x, y, t) or wi,j(x, y, t), and 0 ≤ w∗(x, y, t) ≤ 1.
p, q, and r are positive integers subject to p + q ≤ 2 and r ≤ 2. Therefore, a
126-dimension (7 × 6 × 3) global feature vector describing a human action in a
given temporal range of the recorded sequence can be obtained.

In summary, global properties of an action space-time volume can be revealed
by exploiting the solution to the Poisson equation. We adopt a set of local de-
scriptors, i.e. a space-time saliency feature and six local orientation features
derived from the Poisson’s solution to form a reliable global shape feature vec-
tor, such that we can effectively represent a human action with resistance and
robustness to noises, e.g. the segmented silhouettes could be imperfect.

3 Human Action Dynamic Shape Matching

Once the representative global feature vector of a space-time volume is acquired,
the next issue is how to measure the similarity between the query and each video
in the database. The most intuitive approach is simply concatenating all the con-
secutive silhouettes and forming a single space-time volume for each recorded
data stream, from either the query data or database videos. The similarity be-
tween two data streams can be then obtained by measuring the distance between
the extracted global feature vectors. However, for the searching task, alignment
in the temporal axis is essential before computing the similarity. For example,
given a specific “pitch” action as the query, if a video sequence in the database
only covers a small portion of the “pitch” action relative to the whole video, the
intuitive approach will obviously fails because it inevitably takes many other
unrelated actions in the same video into the space-time volume. The similarity
value calculated without proper time alignment then seriously decreases even
though a “pitch” action is involved in the compared video sequence. In addition,
if the “pitch” action occurs several times in the compared video, we need a more
sophisticated method to find all locations of related actions in the video.

In [4], the authors proposed to use a sliding window in the time domain to uni-
formly segment a space-time volume into so-called space-time cubes, where each
cube contains eight frames (silhouettes) with an overlap of four frames between
two consecutive space-time cubes. As for the query action, each of its space-time
cubes is used as a sub-query to find all locations in the video database where a
similar cube/action occurs. However, the eight-frame length of a single cube is
too short to represent a meaningful action. An alternative solution is to set a
longer cube length, but it could cause the same problem of containing multiple
actions in the same cube. Inspired by the usage of approximate string matching
(ASM) in the field of visual sequence matching and video copy detection [12], we
adopt similar techniques to resolve our matching issue. Taking both the matching
precision and the usability into account, ASM can compare two ordered-strings
of symbols with error tolerance. To employ the ASM algorithm, here we also use
an eight-frame-width sliding window with the same step size (four frames) to
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partition a video sequence into space-time volumes as suggested in [4]. Each vol-
ume is regarded as a symbol and the global shape feature vector of the volume is
used to represent the symbol. Thus, a symbol string corresponding to a recorded
video sequence is generated. Assume X = [x1, x2, ..., xm] and Y = [y1, y2, ..., yn]
denote two symbol strings with the size of m and n, respectively. The similarity
between X and Y is defined as the maximum score of transforming X into Y by
a sequence of operations, which can be computed using dynamic programming
with the recurrence:

S(i, j) = max{0, S(i− 1, j) + δ(xi, ε),

S(i, j − 1) + δ(ε, xi), S(i− 1, j − 1) + δ(xi, yj)}
(11)

where ε denotes the null symbol, δ(ε,xi) is the score of inserting a symbol xi to
X , δ(xi, ε) is the score of deleting a symbol xi from X , and (xi,yj) is the score
of substituting xi in X with yj . The substitution score is calculated based on a
simple linear model:

δ(xi, yj) = c− φ(xi, yj), (12)

where c is a constant and φ(xi, yj) is the chi-square ground distance between two
symbol values. The substitution score decision principal is that δ(xi, yj) would
be positive if symbol xi and symbol yj are similar, and negative otherwise.
Furthermore, negative scores are assigned to insertion and deletion operations.
The local alignment can be acquired by finding the maximal score in the dynamic
programming graph, and then tracing back the optimal path until encounter a
zero score. Once a matched pair is found, we eliminate the corresponding volumes
and do the matching procedure again with the remainder volumes. After doing
string matching with the all videos in the database, we can find the top-k similar
video clips for each query according to the sorted similarity scores. In addition,
if either query sequence or database sequence are long, the overall matching
process can be greatly accelerated by speed-up methods proposed in [12].

Applying ASM technique benefits us in several aspects. One merit of ASM is
that the algorithm is quite simple and easy to implement. Second, the symbol-
order information, i.e. the temporal dynamics in the shape feature vector, is
preserved for both the query data and the videos in the database. In addition,
a measure taking into account both the similarities and dissimilarities between
feature correspondences reaches better performance than that considers similar-
ities only. What is more important is the local alignment property of this string
matching approach. By local we mean that two sequence are aligned pair-wise
in the segment level rather than finding the best alignment for the entire lengths
of the two sequences. This local alignment method can promise returning not
merely one-to-one matching, but one-to-multiple, multiple-to-one, and multiple-
to-multiple matches of segments among the two sequences under comparison.
Applying the local alignment property to our system, user can freely pose any
kind and any number of postures without indicating the beginning and the end
of each action. Besides, similar actions with different frame rate or with different
frequency are likely to obtain high similarity score based on this approach.
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4 Results and Discussion

4.1 Experimental Environment and Parameter Settings

For capturing query actions and efficiently extracting sharp silhouettes of the
user, we set up a Microsoft’s Kinect depth camera with a PC environment. The
recent launching of the Kinect depth camera attracts programmers to develop
related API libraries in different platforms. Here we adopted the OpenNI frame-
work [13,14] for the development. We further integrated the OpenCV’s API
libraries [15] to process the acquired video signals. We implemented the system
using C++ and Matlab programming languages. C++ is used for processing
depth data captured by Kinect camera and extracting human silhouettes from
both the query data and the database videos. Matlab is applied to solve the
Poisson Equation, extract volume features, and match volume sequences. All
experiments are run on a desktop computer with Intel 2.83GHz Core 2 Quad
CPU. All space-time volumes are brought to the same scale. We set 100 pixels
as the spatial diagonal length of each volume. For the string matching process,
Chi-square distance is used as the ground distance function. The insertion score,
deletion score, and the constant value c in (12) are assigned empirically as -1,
-1, and 1, respectively. Moreover, we observed that the results are not sensitive
to the value c when it is set in the range of [0.2,1.0].

4.2 Performance of Human Action Search

We first evaluated the performance of single-action query. We collected 217 videos
with different time-lengths from the UCF sports action dataset [16], the Weiz-
mann action dataset [4], and the videos captured by our own. The numbers of
videos collected from the three data sources are 51, 94, and 72, respectively. Each
video simply contains one action, and all the 217 videos are taken as the video
database. Fourteen users (including 9 males and 5 females) were invited to evalu-
ate our System. Each user was asked to perform two queries. For each query, the
user randomly chose two different actions from “Pitch”, “TaiChi”, and “Kick”,
and mimicked to perform the chosen action in front of our system. The top-10
similar videos are then retrieved and shown to the user through an interactive in-
terface. The user can replay the retrieved videos and check if a matched video re-
ally meets his/her query action. The overall retrieval performance was evaluated
by the average precision (AP) and the mean average precision (MAP). Overall,
considering the large number of collected videos in the database and the diver-
sity of adopted action categories, our system achieves a promising performance
of MAP=0.47. Moreover, Figure 4 shows the top-K precision with standard de-
viation among all the 28 queries. We can observe that the precision of the top-1
and top-2 retrieved videos are around 0.45, and the precision slightly decreases
when K gets larger. It implies that similar actions can be successfully retrieved
with high ranking by our system, i.e. roughly one out of two retrieved videos in
the top-1 and top-2 results is relevant to the user’s searching actions.

As mentioned in Section 3, based on the ASM technique, the proposed system
also works for the cases when a query or the database videos contain more
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Fig. 4. The top-K precision with standard deviation among all the 28 queries. The
precision of the top-1 and top-2 retrieved videos are around 0.45, and the precision
slightly decreases when K gets larger.

than one action. To evaluate the system performance in such cases, we made an
extended testing dataset by concatenating three action videos, which are selected
from the 28 query actions performed by the 14 users, to generate a longer length
video one at a time. Note that a query action is allowed to repeat within the same
concatenated video. We randomly picked up 50,000 concatenated videos from all
the possible combinations to form the extended testing dataset. Each of the 28
actions is then utilized as the query input to be matched with the concatenated
videos containing at least one action of the same category with the query. This
experiment is designed for two main purposes: 1) in this way, we can easily obtain
the ground truth of the precise time-locations where similar actions occur so as
to assess if the retrieved videos really match the query one, and 2) moreover,
we can also evaluate if the proposed ASM technique is effective to identify all
matches when multiple similar actions can be found from the same concatenated
videos. Once we obtain one (or multiple) start/end points in each retrieved video,
we calculate a overlap ratio of the overlapping time length between the retrieved
video and the ground truth with respect to the length of the query video. A high
overlap ratio means the start/end time position of the retrieved video is well-
aligned with the ground truth. Figure 5 shows the histogram of the calculated
overlap ratios from matched pairs, and it is obvious that more than 70% of the
retrieved videos are well-aligned. Moreover, around 90% of the retrieved data
have the overlap ratio larger than 50%, which means most of the retrieved clips
really (or partially) contain the query action.

4.3 Application

We also conducted another experiment to reveal the practical use of our system.
Two professional street dancers were invited to perform freestyle dancing actions
for eight minutes continuously, and we recorded all their actions with the Kinect
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Fig. 5. The histogram of the temporal overlap ratios. See Section 4.2 for details.

camera. We let six users watch the whole video once, and asked them to manually
search for two short sequences of actions randomly selected from the dancing
video. In average, it will cost about 175 seconds for a user to find the both video
segments. If the user wants to learn specific actions from the video, he/she has
to first spend near 3 minutes finding the target actions, which is obviously quite
inefficient. This problem can be easily solved by applying our system. A sequence
of arbitrary actions can be directly used as query inputs, for example, if the
user roughly remember some dancing actions, he can just perform them to our
system for finding the corresponding video segments. It is especially useful and
helpful when the actions are without precise names. As for the execution time in
our current implementation (without any code optimization), averagely it takes
less than 15 seconds to process a 5-second-long Kinect captured data. About
20%, 30%, 30% of the overall processing time is required for solving Poisson
Equation, feature extractions, and feature moment calculations, respectively.
In addition, the ASM-based matching process is near real-time. Note that the
feature extraction/calculation of videos in the database can be done off-line in
advance to reduce the run time spent significantly.

5 Conclusions

In this paper, we developed an interactive system for human action search in
videos, in which users are allowed to create a search query by freely and continu-
ously posing any number of actions in arbitrary orders. For each data stream of
human actions, we extracted useful shape properties on the basis of space-time
volumes by exploiting the solution to the Poisson equation. A set of local de-
scriptors are derived from the Poisson’s solution to form a reliable global shape
feature for the action’s representation and matching. The experiments demon-
strate the effectiveness of our system in support of the user’s search task. In
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the future, we will keep our investigations along a few research directions. For
example, we would like to extend our framework to hand gesture based appli-
cations, e.g. search by hand gestures or animating by hand shadows. Also, the
study of free view comparisons between human actions will make our system
more powerful for practical use.
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Abstract. In our research group, we investigate techniques for retriev-
ing videos based on user-specified appearances. In this paper, we intro-
duce two of our research activities.

First, we present a user interface for quickly and easily retrieving
scenes of a desired appearance from videos. Given an input image, our
system allows the user to sketch a transformation of an object inside
the image, and then retrieves scenes showing this object in the user-
specified transformed pose. Our method employs two steps to retrieve
the target scenes. We first apply a standard image-retrieval technique
based on feature matching, and find scenes in which the same object
appears in a similar pose. Then we find the target scene by automatically
forwarding or rewinding the video, starting from the frame selected in
the previous step. When the user-specified transformation is matched,
we stop forwarding or rewinding, and thus the target scene is retrieved.
We demonstrate that our method successfully retrieves scenes of a racing
car, a running horse, and a flying airplane with user-specified poses and
motions.

Secondly, we present a method for synthesizing fluid animation from
a single image, using a fluid video database. The user inputs a target
painting or photograph of a fluid scene. Employing the database of fluid
video examples, the core algorithm of our technique then automatically
retrieves and assigns appropriate fluid videos for each part of the tar-
get image. The procedure can thus be used to handle various paintings
and photographs of rivers, waterfalls, fire, and smoke, and the resulting
animations demonstrate that it is more powerful and efficient than our
prior work.

1 Video Retrieval by User-Specified Transformation

Because the number of accessible videos is growing larger by the day (especially
on the Internet), many people are interested in ways to quickly and easily find
certain scenes in these videos. Therefore, video retrieval has become an active
research area for computer vision and multimedia specialists.
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Fig. 1. (a) The current video frame and the user-drawn green arrows specifying the
transformation: the tip of the fighter aircraft moves toward the right and the tail comes
from the left. (b-d) The scenes retrieved from the video collection by our method, with
the aircraft flying from left to right.

Most video search engines, such as YouTube 1 and gettyimages 2, currently
support only text input in queries, and video searches are based on verbal infor-
mation manually assigned to each video (e.g., the title of a video or tags). These
engines do not understand queries pertaining to a desired pose or motion of a
video object. If we input a text query such as “I want to watch a fighter aircraft
flying from left to right,” none of the existing video search engines can retrieve
scenes such as those shown in Fig. 1-b, c, or d. Furthermore, even if we were to
develop a smart video search engine capable of understanding such text queries,
it would be difficult or tedious for human users to precisely describe a desired
pose or motion with mere words.

To address this problem, we are interested in an appearance-based user inter-
face that enables the interactive exploration of video collections. Google Video
and its extensions propose image-based image or video retrieval [1, 2] by rep-
resenting each video frame as a relatively low-dimensional vector, using bag-of-
features. Photo tourism and related methods allow the user to interactively ex-
plore photo and video collections by walking through a three-dimensional (3D)
scene reconstructed from the collections [3–6]. These are based on precise 3D
reconstruction of the scene and camera positions via the incremental structure-
from-motion method. However, the technique is typically applied only to station-
ary objects such as buildings, is difficult to apply to moving, deformable objects,
and is computationally expensive. Direct object manipulation also allows inter-
active navigation of scenes in a single video. [7–11]. The user navigates a video
by dragging a video object and interactively editing its posture. Because these
techniques are based on two-dimensional (2D) video processing rather than 3D
reconstruction, their computational cost is relatively low. However, we want to
perform this type of video object navigation not only in a single video, but also
in video collections.

We propose an appearance-based interface that allows the user to quickly
and easily specify the desired pose and motion of a video object. The user first
specifies the input image by simply pausing a video or preparing some other
image. Then the user specifies a transformation of an object inside the image by

1 http://www.youtube.com
2 http://www.gettyimages.com

http://www.youtube.com
http://www.gettyimages.com
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drawing arrows, using our sketching interface (Fig. 1). After several seconds, our
system displays the candidate scenes retrieved from the video database. In these
scenes, the object from the input image is transformed (i.e., rotated, scaled, or
translated) in the 3D world according to the user’s specifications. Nevertheless,
all user input into our system is 2D, which allows the user to design a query
intuitively. Our algorithm also relies only on 2D image- and video-processing
technologies (i.e., does not reconstruct any 3D information), which keeps the
computational cost low. We demonstrate that our method can be successfully
applied to different types of video objects, including a racing car, a running
horse, and a flying airplane. We also carry out a subjective evaluation of the
usability of our system.

1.1 Our Approach

Let’s assume that we are now watching the scene of Fig. 2-a, where a red racing
car is running from left to right. At the same time, we feel like watching another
scene like Fig. 2-b, where a similar car is running toward the front. To find such
a desired scene, we usually manipulate the video player many times, e.g., by
pushing the forward and rewind buttons or moving the play bar: if we cannot
find the desired scene in the currently watching video, we have to go to a video
search engine like YouTube or gettyimages to further search for it. However,
these are tedious tasks.

Fig. 2. Our motivation

To support this user to find the desired scene, we propose a user interaction for
video retrieval. Using our sketching interface, the user specifies the transforma-
tion of the object, i.e., the red car in this case, and then the system automatically
retrieves the candidates of the user-desired scene. Fig. 3-a shows the exmaple.
The user draws the two green arrows, which specify where the front and back
spoilers should come in the desired scene. Fig. 3-b is the result that our system
actually retrieved from the database: we overlap the same arrows over the image,
which show each spoiler has come at the corresponding tip of each arrow.
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Fig. 3. The proposed user interaction

1.2 Algorithm

It is difficult for any existing image or video retrieval technique to directly re-
trieve the desired scene (Fig. 2-b) using the currently watching scene (Fig. 2-a)
as the query. For example, using the simple method of feature matching, we
extract SIFT (Scale-Invariant Feature Transform) features [12] in both the cur-
rently watching frame and every frame of the videos in the database, and com-
pute the matching between them. Fig. 4 shows the results. In Fig. 4-left, the top
and bottom frames are similar looking scenes: the red car is left-side-right but
the posture of the car is almost the same. As a result, we successfully find many
consistent matches between them as the many yellow lines, and the computer
can retrieve the bottom frame as the result. On the other hand, there is no con-
sistent match in the right case: the red car is the same, but since the bottom car
is the rotated version of the top car. SIFT describes only 2D image feature and
does not capture this 3D rotation.

However, it is interesting to note that the bottom two frames in Fig. 4 exist
in the same video sequence as shown in Fig. 5. This fact lets the computer find
the user-desired frame (Fig. 4-bottom right): the computer can find the frame of
Fig. 5-d, and then find the desired scene by rewinding the video from the frame
until Fig. 5-a is found. During the rewinding process, we track the front and back
spoilers, since they are specified by the user as tails of the arrows. We stop to
rewind the video, when each tracker comes near to the tip of the corresponding
arrow. Then, we reach the desired scene.

In conclusion, our algorithm employs two steps (Fig. 6): we first find a frame
that looks similar to the query frame, using SIFT matching, and then we auto-
matically forward or rewind the video from that frame to find the user-desired
scene. SIFT matching is efficiently performed using a kd-tree algorithm. To effi-
ciently find the desired scene by forwarding or rewinding the video, we use the
particle video algorithm [13] for motion tracking. As shown in the right part of
Fig. 6, we distribute the particles throughout the image space and track their
underlying motion. The red particles represent those newly added in the given
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Fig. 4. Video retrieval using SIFT matching. Left: We find many consistent matches.
Right: We cannot find any consistent match.

frame, while the blue particles are continuing from the previous frame. In the
pre-processing stage of the database construction, all the particles and their
trajectories are computed and saved. In the forwarding or rewinding process,
the system selects the particles around the starting points of the user-drawn
arrows in the frames found in the SIFT matching step. During the forwarding
or rewinding process, the system always checks whether or not their trajectories
pass through the tips of the arrows at the same time. If so, the frame corre-
sponding to that time is output as the retrieved scene.

Fig. 5. (a) The red car is coming toward the front (Fig. 4-bottom-right), and then (d)
turning to the left (Fig. 4-bottom-left)
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Fig. 6. A summary of our algorithm

1.3 Results and Discussion

We tested our method on three types of video collections obtained from YouTube:
videos of racing cars, running horses, and flying airplanes. All videos had a res-
olution of 320 × 240. After downloading videos from each category, we created
a video database a priori. We computed the SIFT features for every frame of
each video. We also performed motion tracking using the particle video algo-
rithm [13], and saved all particle trajectories in the database. All experiments
were performed using a desktop PC with an Intel i7-860 2.8 GHz processor and
4.0 GB of memory.

Fig. 1 and Fig. 7 show the set of input images, the arrows drawn by the user,
and the results of our video retrieval. Detailed statistics from our experiments
are listed in Table 1. Given the user input, our system expends an average of
about 4 seconds on the retrieval process.

Table 1. The statistics of our experiments. The number of video frames and the average
time spent for the video retrieval are shown.

Video Type # of Frames Time for Retrieval (seconds)

Car 3718 4.43

Horse 4450 3.10

Aircraft 3741 4.04

The first and second rows of Fig. 7 show the retrieval of the racing car videos.
In the first row, the user draws two arrows in an attempt to find scenes of a car
moving from right to left. One arrow specifies that the back spoiler moves from
the right, and the other specifies that the tip of the car moves toward the left.
The three columns of results show the best, second best, and third best retrieved
scenes. All of them show the car traveling toward the left, which matches the
user’s specification. In the second row, the user again draws two arrows on the
front and back spoilers, to find scenes of the scaled-down car moving forward.
In these results, the car has virtually the same pose in each result, but the scale
varies from one result to the next. This is caused by inaccuracies in the motion
tracking of the particle video algorithm; each particle often slides over the video
object, especially parts moving at high speeds.
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Fig. 1 shows the results for the flying airplane, and indicates one limitation of
our technique. The user draws two arrows in an attempt to find scenes of a an
airplane flying from left to right. In all of the retrieved results, the user’s specifi-
cation has been achieved. However, in the second best candidate, the airplane is
also rotated about its medial axis. Even if the user does not desire such rotation,
it is often difficult to eliminate it using our system.

Fig. 7. Retrieval results

User Study. We carried out a user study to investigate the usability of our sys-
tem. The subjects were nine students from the computer science department, ac-
customed to watching videos on the Web, but unfamiliar with our systems.
We asked each of them to retrieve a desired scene using our system. We showed
the car and horse images to each subject (the input images of Fig. 7), and asked the
subject to envision a scene and describe it in words. Then the subject
drew the arrows on the image, and the system retrieved the three best candidate
scenes. The subject watched all of the retrieved scenes, and then compared them
to what he/she had in mind. All subjects tried the car scene, and six of them also
tried the horse scene. We asked each subject to repeat the retrieval five times, and
counted the number of cases in which the subject found the desired scene.

The score for the car scene was 3.00± 0.70 and the score for the horse scene
was 3.00±1.41. We only showed the subjects the input images of the car and the
horse, and none of them had any prior knowledge of what kinds of scenes were
included in the video database. As a result, subjects often specified impossible
transformations of the object, and could not find the desired scene. For example,
one subject wanted the car moving from the bottom to the top of the image
space, but there was no aerial view of the car in our video database. The subjects
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frequently commented on the difficulty of finding a number of types of scenes
(e.g., a scene in which the car is running backward, showing its rear). It is
actually difficult to find such a scene via a single interaction, because the rear
of the car is invisible in the input image of Fig. 7, and it is impossible to specify
an arrow on the rear. However, it is interesting to note that our method does
allow the user to find a scene of the rear of the car by repeating the sketching
and retrieval operations, rotating the car step-by-step.

2 Creating a Fluid Animation from a Single Image
Based on Video Retrieval

Creating quality fluid animations is time consuming for computer graphics de-
signers. There are two major methods. In one, physics-based simulation, it is
difficult to set the appropriate physical parameters to achieve the desired appear-
ance. The other, making a composite from a video recording of fluids, requires
the time-consuming tasks of finding an appropriate video, cutting and pasting
the segments accurately, and adjusting the appearance of the composite. We are
interested in animating a picture of a fluid to quickly and easily achieve the
desired appearance.

A previous study successfully designed fluid animations from pictures, but
it was limited to synthesizing relatively calm fluid motions such as water sur-
faces [14]; our study focuses on synthesizing more dynamic motions such as
water splashes. Another method allows users to specify a video example and
then transfers its fluid features to the target image [15]; however, only a single
video example is used, which limits the available variation in fluid features.

To address these problems, we developed a data-driven method for creating a
fluid animation from a picture (Fig. 8). The user inputs a target image (Fig. 8-
b) with a few hints about fluid motion (i.e., flow direction and speed) such as
sketches of flow direction, shown as orange arrows. The user also specifies an
alpha matte that extracts the fluid region of interest (Fig. 8-c). We constructed
a video database that includes hundreds of video examples of fluids (Fig. 8-a)
and helps the user synthesize better quality animation with less effort than in
previous methods (Fig. 8-d). The technical detail is described in our paper [16].

Fig. 8. Creation of a fluid animation from a picture
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2.1 Our Method

Our system consists of three components: 1) construction of a video database of
fluids (Fig. 9-a), where each video example is cut into small pieces; 2) a best-
match search for an appropriate video example piece and assignment of this to
part of the target image; and 3) synthesis of the final animation through seamless
integration of the assigned pieces and adjustment of the overall appearance.

The offline process of database construction begins with gathering original
video examples of fluids (Fig. 9-b). To increase the number of examples, we cut
each video example into small pieces (Fig. 9-c). For each video example piece,
we then compute the average image by averaging the frames (Fig. 9-e) to obtain
representative information about its appearance. We also calculate the differ-
ences between the average image and frames (Fig. 9-f) that have no significant
color properties but that capture high-frequency fluid features. Finally, from the
averaged images in the database, we construct a bag-of-features codebook and
describe each average image using a histogram of visual words (Fig. 9-d).

Hence, we cut a target image (Fig. 9-g) into small pieces using the same pro-
cess used for database construction (Fig. 9-i). Next, we compute the histogram
of visual words for each piece (Fig. 9-h), perform a best-match search between
histograms of visual words (see Figs. 9-d and h), and assign video example pieces
that are similar to the target-image piece. When a user-specified motion field is
given, it is used as a constraint for solving the assignment problem. Based on
the assignment results, differences (Fig. 9-f) are copied onto the corresponding
target-image piece (Fig. 9-j). Finally, all assigned differences are integrated seam-
lessly, and the animation is synthesized by adjusting the appearance (Fig. 9-k).

Fig. 9. System overview

2.2 Results

We constructed an independent database for water, fire, and smoke scenes. This
involved gathering 151, 96, and 89 video examples for the water, fire, and smoke
databases, respectively, from which we obtained 246, 227, and 195 thousand
video example pieces. We synthesized the fluid animation for each target image,
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as shown in the supplementary video. We designed an alpha matte and specified
an orientation map for each target image. We specified a speed map only for the
waterfall painting, the fire painting, and the smoke painting.

A side-by-side comparison shows that our method was better at reproducing
the fluid features of original video examples than the previous method. In partic-
ular, the dynamic water splashes of the video examle were not well reproduced
in the previous method; it looks as if irrelevant synthesized noises flow along a
static motion field. On the other hand, our method successfully reproduces the
fluid features of assigned video example pieces. Our method also made it easier
for users to create a fluid animation. For example, using the previous method,
the waterfall painting had to be divided into the waterfall and river parts; in
contrast, our method could process the whole image at once.

We also performed a user study in which 16 participants ranked the visual
quality of each animation. All of the water scenes were given high scores, but
fire and smoke scenes scored lower. The smoke in the train scene was difficult to
animate because the motion of smoke became chaotic due to a failure in video
assignment, and the lower smoke in the scene had visible artifacts of noise caused
by video compression that were hidden in the original videos.

3 Conclusion

We have developed the appearance-based user interfaces for video retrieval and
the application of the video retrieval technique to animation synthesis. In our
approaches, we start with a single image as the input, and then introduce the
additional user’s suggestions. In the first study, it was the user-specified defor-
mation. In the second study, it was the user-specified motion field of the fluid
flow. In both studies, we relied on the sketch-based user interface, i.e., drawing
the arrows. We adopted it because we thought it was intuitive for the user. We
have demonstrated that the combination of content-based image and video re-
trieval technique with a few additional suggestions enabled us to propose a novel
interaction for video retrieval and animation synthesis.
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Abstract. Landmark image mining and detection have been studied for
many years, however, most of the existing work focuses on their spatial
attributes, while largely ignoring the temporal information in specific
ones, which are taken during historical moments. This kind of images
are more valuable than the normal ones as they not only contain more
comprehensive information to illustrate the landmarks in different mo-
ments, but also are useful in many real world applications, such as tour
recommendation and history education. In this paper, we present a novel
framework named Landmark History Visualization (LHV) to mine rel-
evant and diverse images for each landmark’s historic moments. There
are two steps in LHV. The first one is to extract the event list of each
landmark from Wikipedia. The event keywords are extracted, and some
of them are automatically labeled as 3W (What, Who, When). In the
second step, images searched by the landmark name are firstly collected
from Flickr and Google images. Secondly, we employ manifold ranking
with detected 3W to retrieve the relevant images, and lastly, an outlier
detection and diversification based re-ranking approach is introduced to
provide users with various returned images. We implemented our ap-
proach on 6 landmarks and the results demonstrate the effectiveness of
LHV.

Keywords: landmark history, event, 3W, manifold ranking.

1 Introduction

There is a large amount of landmark images available on photo-sharing websites
such as Flickr and Picasa, many of which are taken during some historical mo-
ments. Unlike the normal ones, images which are related to historical moments
of landmarks are more informative and valuable for lots of real-world applica-
tions such as tour recommendation and history education. Therefore, visualizing
landmark’s history through these images is becoming demanding.

Extracting the event list and seeking relevant images are naturally two key
steps in landmark history visualization. For event list extraction, considering
that Wikipedia provides the description of each landmark including its history,
it can be regarded as a good source for us. For seeking relevant images, as one of
most popular image sharing website, Flickr hosts lots of landmark images taken
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during special moments. However, since Flickr was just opened 8 years ago, there
are plenty of images taken in the recent years but lack of those taken before
2004. Google images, which allows users to search images from web, provides us
a complementary source to Flickr in our work. Thus, we extract the event list
from each landmark’s Wikipedia page, and seek relevant images from Flickr and
Google images. Two challenges exist in our work:

• To extract comprehensive and well-organized event list. It is not challenging
to list a small number of events. However, what we need is a comprehensive
and well-organized event list of one landmark, which is not easy to achieve.

• To bridge the semantic gaps over different cross-media sources. It is hard to
explore the cross-media correlations between landmark events and images.
Also, the event-images synchronization is difficult.

This paper proposes a new framework named Landmark History Visualization
(LHV), which explores relevant and diverse images for events of each landmark.
As an example, Fig. 1 shows the result of “Big Ben” from our proposed LHV.
There are two steps in our work. The first one is event list extraction, and the
second one is event-based image retrieval and re-ranking. In event list extraction,
we extract sentences with date (SwD) from articles of Wikipedia. The sentences,
which follow closely each SwD, are combined with the corresponding SwD to
constitute a semantically complete event. Then event keywords are extracted
and some of them are labeled as 3W elements (When, Who, What) for further
retrieval of images. For event-based image retrieval and re-ranking, the goal is
to find relevant and diverse images for each event. Firstly, we crawl images by
searching with the landmark name both from Flickr and Google image. Secondly,
we adopt manifold ranking with 3W elements (When, Who, What) to retrieve
relevant images for each event. Thirdly, we introduce an outlier detection and
diversity based re-ranking approach to enhance the diversity of the returns. The
whole procedure is shown in Fig. 2.

1858

1941

1978

2009-5-1

2010

2011

2012

The tower was completed in 
1858  and has become one 
of the most  prominent 
symbols of both  London and 
England

On 10 May 1941, a German 
bombing raid damaged two of the 
clock's dials and sections of the 
tower's stepped roof and destroyed 
the House of Commons chamber

The Tower has appeared 
in many films, most 
notably in the 1978 
version of The Thirty Nine 
Steps

It celebrated its 150th anniversary 
on 31 May 2009, during which 
celebratory events took place

At the close of the polls for the 
2010 General Election the results 
of the national exit poll were 
projected onto the south side of 
the clock tower

In the 2011 Disney/ Pixar film Cars 2 , 
the clock tower (named "Big Bentley " 
in the film) was featured when the 
protagonist Mater , Holley Shiftwell
and Finn McMissile were tied up in 
the clock tower by the antagonists

to welcome in 2012, 
the clock tower itself 
was lit with fireworks 
that exploded at 
every toll of Big Ben

2012-6-2
The Daily Telegraph reported that 331 
Members of Parliament , including 
senior members of all three main 
parties, supported a proposal to 
rename the Clock Tower to 'Elizabeth 
Tower' in honour of the Queen's 
Diamond Jubilee 

Fig. 1. Visualization of Big Ben History using our LHV
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Event-based Image Retrieval and Re-ranking

Outlier Detection and Diversity 
Based Re-ranking

Landmark History 
Visualization Result

Landmark
(e.g. Big Ben)

Event list Extraction 
From Wikipedia

Image  Collection
From Flickr  & Google Image

Manifold Ranking With  3W

Fig. 2. The framework of LHV

The main contributions of this paper can be summarized as follows:

• Different from other work on landmark image mining and detection, our work
focuses on the temporal attribution of them to explore the respective images
taken in historical moments of each landmark, which are useful in many real
world applications.

• We present a new framework named Landmark History Visualization (LHV),
which can automatically obtain the desired event list from the landmark’s
Wikipedia page and the desired images from Flickr and Google images.

• The framework can be easily extended to history visualization of other ob-
jects, such as celebrities and products.

The rest of this paper is organized as follows. Section 2 and Section 3 introduce
event list extraction and event-based image retrieval and re-ranking respectively.
The experiment results are reported in Section 4. We conclude the paper with
future work in Section 5.

2 Event List Extraction

For each landmark, the event list is extracted from articles in Wikipedia. Firstly,
similar to [5] [3] [2], we select the sentences containing temporal information since
most events start from a sentence with temporal information. Temporal expres-
sions can be grouped into four types: date, time, duration and set according to
TimeML [11]. In order to extract fine-grained events, we only consider the date
type, which refers to a specific point in time with a different granularity, such
as “January 28, 2011”, “January, 2011”. Secondly, for each Sentence with Date
(SwD), some sentences following closely their SwD may be more relevant to their
corresponding SwD and thus should be considered. In particular, we employ the
following rules for these sentences:

• Many events have some important named entities, such as the person and
organization name. Therefore, if two sentences share the same named entities,
the two sentences probably refer to the same event.
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• Conjunctions and some commonly used phrases for connecting two sentences,
such as “so”, “on this occasion”, reflect the author’s intention of a semantic
bridge between adjacent sentences, hence these adjacent sentences may share
the same significance.

In our paper, the number of considered sentences following with each SwD is
set as 2. If there are more than one shared named entity, conjunction or phrase
in these three sentences (SwD together with the following two sentences), all of
them will be considered as the candidate sentences to event extraction, other-
wise, we will only choose SwD. As defined in [1], an event generally contains
some elements: Where, When, Who, What. The landmark itself is a place and
represents the “Where” information, hence we extract event keywords and label
remaining three elements When, Who, What (3W) for the retrieval of images in
the next step.

3 Event-Based Image Retrieval and Re-ranking

After getting the event list of each landmark, we then explore relevant and
diverse images for each event in the following steps: image collection, manifold
ranking with 3W, outlier detection and diversification based re-ranking.

3.1 Image Collection

We crawled landmark images from Flickr by searching the names of landmarks.
Meanwhile, images from Google images are also crawled for complimenting im-
ages so that these images can cover more historical moments. In addition, tags,
the title and upload time of images from Flickr are downloaded. Similarly, we
extracted the surrounding text, title in the page and the temporal information
such as publish time of images from Google images.

3.2 Manifold Ranking with 3W

For each landmark, given the event list E = {e1, e2, ..., e|E|} and images I =
{x1, x2, ..., x|N |}, where |E| and |N | are the number of events and images re-
spectively, the fundamental task is to find relevant images for each event. In
fact, we can consider this task as the image retrieval problem, where each event
can be the query to retrieve event-relevant images. Manifold ranking [15] [4] is
employed for its effectiveness in image retrieval. It is determined by two factors:
original ranking scores r and transition matrix W.

For r, the element r(xj) is generally the similarity between image’s metadata
and the textual query, which is calculated by one vector modal. Different from it,
we take multiple elements of an event into account and adopt a multidimensional
vector modal for the similarity. Specifically, we consider 3W: When, Who and
What for each landmark:



Landmark History Visualization 125

• When. Since each event happened at a special time, the same events should
have the temporal proximity. Therefore, we consider the temporal similar-
ity between time from query and image’s metadata, which is denoted as
D(ei, xj).

• Who. Some named entities such as the person name and organization name
are important elements for an event. In our work, we calculate the similarity
based on these named entities, which is referred to as SW (ei, xj).

• What. Event-relevant words, such as verbs “fight”, are more important and
even sometimes represent event itself. The similarity based on these event-
relevant words is denoted as SE(ei, xj).

Besides the words relevant to “who”,“whom” and “what” information, the sim-
ilarity on remaining keywords is denoted as SO(ei, xj). We detail D(ei, xj),
SW (ei, xj), SE(ei, xj) and SO(ei, xj) in the following.

For temporal similarity, after the temporal information is normalized to the
uniform format “yyyy-mm-dd”, we adopt the method of [10] to calculate the
temporal similarity D(xi, xj) as:

D(ei, xj) =
αposs + 1

αt + 1
(1)

where αt denotes the number of mapping steps that are needed to achieve
equality for ei, xj . For example, consider two dates “1999-03-19” and “1999”,
αt(“1999-03-19”)=“1999-03”, αt(αt(“1999-03-19”))=“1999”, here αt = 2. αposs

denotes the number of possible mapping steps for xi, xj after both time infor-
mation have been mapped to be of equal granularity.

For named entity based similarity, we employ the bag of word model. Specifi-
cally, we collect all the named entities from keywords of E and tags of I to build
the dictionary. The named entities in event ei and image xj are converted into
a feature vector zi, zj by traditional tf–idf weighing method respectively. The
normalized linear kernel is used for the named entity based similarity between
the event ei and image xj as

SN(ei, xj) =
zTi zj√

zTi zi

√
zTj zj

(2)

Similarly, SW (ei, xj) and SO(ei, xj) are both calculated through the normalized
linear kernel. The total similarity between event ei and image xj is the weighed
sum of the aforementioned similarity:

S(ei, xj) = a ∗ SN(ei, xj) + b ∗ SW (ei, xj) + c ∗D(ei, xj) + d ∗ SO(ei, xj) (3)

where a, b, c, d are the weights and a + b + c + d = 1. S(ei, xj) is considered as
the initial score of image xj . That is r(xj) = S(ei, xj)

The element W (xi, xj) of W is the fusion of multi-modal similarity. In addi-
tion to S(xi, xj) from Eqn. (3), we also integrate the visual similarity V (xi, xj)
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between image xi and image xj , which is directly computed based on Gaussian
Kernel function with a radius parameter σ.

V (xi, xj) = exp(
‖xi − xj‖

σ2
) (4)

Then the element W (xi, xj) is calculated as:

W (xi, xj) = ψ1 ∗ V (xi, xj) + ψ2 ∗ S(xi, xj) (5)

where ψ1 and ψ2 are weights and ψ1 + ψ2 = 1.
Finally, the relevance score r∗ can be solved by the following framework of

manifold ranking:

r∗ = min
r

(rT (I−D−1/2WD1/2)r+ λ‖r− r‖) (6)

where D is a diagonal matrix and its element dii =

N∑
j=1

wij . 0 < λ < 1 is the bias

parameter. r = [r(x1), r(x2), ..., r(xN )] represents relevance scores of all images
in I, whose element r(xi) denotes the relevance score of the image xi.

3.3 Outlier Detection and Diversification Based Re-ranking

Up to now, we only consider the relevance of images for an event. In fact, di-
versity of images [14] [13] are very important and should also be considered.
Therefore, we take diversification into account and propose an outlier detection
and diversification based re-ranking approach for diverse images of each event.

Similar to [6], the formulation of outlier detection is as follows:

min
c

(‖s−Vc‖21 + α‖Φc‖21)
s.t. c∈{0, 1}M

(7)

where V is visual similarity matrix. s = Ve is a vector, whose element denotes
the total similarity of each image to all other images. Each element of e is 1. c, a
binary vector, denotes the outlier identification result. ci = 0 means that xi is an
outlier while ci = 1 means that xi is a relevant image. Φ ∈ RN×N is a diagonal
matrix, and the diagonal element is the weight for the corresponding element in
c. α is a trade-off parameter. The first term is to minimize the reconstruction
error between s and Vc while the second term is the sparsity constraints on c
to control the number of irrelevant images to remove.

After detecting irrelevant images using outlier detection, we remove the cor-
responding elements from r∗ to get the new ranked list r∗new = [rx1 , rx2 , ...rxM ],
where M is the number of images after removing irrelevant images. Then we
incorporate Average Diverse Precision (ADP) [14] into our diversification based
re-ranking. Derived from Average Precision (AP), ADP can integrate diversity
in addition to relevance. It is defined as

ADP (r, I) =
1

R

∑M

j=1
y(xj)Div(xj)(

∑j
k=1 y(xk)Div(xk)

j
) (8)
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where Div(xj) indicates the semantic diversification score of image xj . y(xj) is
a binary vector, which indicates the relevance score of image xj , i.e., y(xj) = 1,
if xj is relevant and 0, otherwise. R is the number of true relevant images in the
set I.

The ith image is decided as follows derived from Equ. (8):

τ(i) = arg max
x∈I−Si

r(x)

i
Div(x)(C +Div(x)) (9)

where τ(i) is the image at the position of rank i and

Si = {τ(1), τ(2), ..., τ(i − 1)} (10)

C =
i−1∑
k=1

r(τ(k))Div(τ(k)) (11)

Equ. (9) is determined by two key factors: relevance score r(xj) and diversifi-
cation score Div(xj). r(xj) is directly from r∗new. Div(xj) can be calculated as

Div(xj) = min
1≤i≤j

(1− s(xi, xj)) (12)

where s(xi, xj) is the semantic similarity, calculated by Eqn. (3).
Finally, we iterate Eqn. (9) to rerank images, and select the top ranked images.

4 Experiment

We select 6 landmarks shown in Table 1. For each landmark, the dataset con-
tains its event list and images. In order to extract the event list, we use NLP
tools OpenNLP [8] to split the text from Wikipedia into sentences, then employ
HeidelTime [9] to detect date and extract these SwDs. In addition, 2 sentences
following closely their SwDs are also extracted. All the named entities, conjunc-
tions and relevant phrases from these sentences and their SwDs are extracted.
Based on the rules in Section 2, if at least 1 of them is shared between the sen-
tence and its SwD, this sentence is combined with SwD. Finally, the combined
sentences form an event. For images, we crawl them and corresponding metadata
from Flickr and Google images using the corresponding API respectively.

It is noted that not every event in the extracted event list has corresponding
images in the dataset. Therefore, We firstly filter the event list. It is performed as
follows: using a year as the granularity, if there are no corresponding images taken
in this year in image set for an event, we remove events from the origin event list.
The final statistics of collected dataset are shown in Table 1. For all extracted
text information from articles and metadata, person names, organization names
and the verbs are all extracted to construct different vocabularies for calculating
semantic similarity in Section 3.2 respectively.
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Table 1. The statistics of dataset

Landmark �event �image

Big Ben 11 56169
Eiffel Tower 12 61096

Statue of Liberty 11 62256
Sydney Opera House 10 25247

Tokyo Tower 11 15018
Lincoln Memorial 13 28873

As an example, Table 2 shows some extracted events for Eiffel Tower. For
event #2, since the two sentences share the same person name “Hackett”, they
are combined as an event. Meanwhile, the two sentences in event #3 are also
combined since there is “On this occasion” between two sentences.

Table 2. Illustration of Some Extracted Events

#1

19 October 1901 Alberto Santos-Dumont in his Dirigible No.6 won  a 10,000-franc prize offered by 
Henri Deutsch de la Meurthe for the first person to make a flight from St Cloud to the Eiffel tower and  
back in less than half an hour.

#2
1987 A.J. Hackett made one of his first bungee jumps from the top of the Eiffel Tower, using a special 
cord he had helped develop. Hackett was arrested by the Paris police upon reaching the ground

#3

New Year's Eve 1999 The Eiffel Tower played host to Paris's Millennium Celebration. On this occasion, 
flashing lights and four high-power searchlights  were installed on the tower, and fireworks were set off all 
over it

#4 In January 2007, the multi-Michelin star chef Alain Ducasse was  Brought in to run Jules Verne

For every image, we extract 809-D visual features [16], including 81-D color
moment, 37-D edge histogram, 120-D wavelet texture feature, 59-D LBP feature
[7] and 512-D GIST feature [12].

For parameter settings, in order to highlight semantic elements of the event,
for a, b, c, d in Equ. (3), we set the higher weight for SN, SW,D. Specifically,
the parameters a, b, c, d are fixed at 0.30, 0.30, 0.30 and 0.10 respectively. the
parameter σ in Equ. (4) is set as 0.14. The γ in Eqn.6 is empirically set as 0.75.
In Equ. (5), since initial text search has already used the text information as the
relevance score in manifold ranking, additional performance improvement will
come from the visual aspect. Therefore, we set higher weights ψ1 as 0.85, ψ2 is
0.15. α in Equ. (7) is fixed at 120, which is consistent with [6].

To demonstrate the performance of the proposed LHV scheme, we conduct
objective evaluation and user studies for LHV.

4.1 Objective Evaluation

Since LHV is achieved mainly by event-based image retrieval, we use IR metrics
to evaluate the performance. The metric ADP [14] calculated by Equ. (8) is
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utilized. This is because it can take relevance and diversification of images into
account simultaneously by extending conventional average precision (AP). In
our experiment, we adopt Mean ADP@10 (MADP@10) for calculating the mean
value of the ADP of all event queries for each landmark.

We compare our approach with the following four baselines to demonstrate
its effectiveness. The baselines are as follows:

• text-based image retrieval (TIR). Here, the general one vector modal is
adopted.

• multidimensional vector modal based image retrieval (MVMIR).

• multidimensional vector modal + manifold ranking (MVMIR-MR).

• multidimensional vectormodal +manifold ranking+ outlier detection (MVMI
R-MR-OD).

Also, for every event query, we asked for 5 participants to annotate the top 10
retrieved images with “event-relevant” and “event-irrelevant” for other baselines
since the retrieval result from our method has been ranked by ADP. If more than
3 participants thought the image is relevant to an event, the value of rank is set
to 1 and 0, otherwise. Fig. 3 shows results of each landmark for MADP@10.
We can see that MVMIR achieves much better performance than TIR. This
is because the semantic elements of the event, such as temporal information,
named entities, can enhance the discriminative power. MVMIR-MR performs
better than MVMIR, since manifold ranking fuses visual information. MVMIR-
MR-OD further improves the performance in that outlier detection can remove
some irrelevant images. Among all other baselines, our method incorporating
both multiple semantic elements of the event and diversification of images turns
out to achieve the highest performance.
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Fig. 3. Performance comparison on event-based image retrieval

4.2 User Studies on LHV

LHV provides users top five images for every event on each landmark. We also
utilize the aforementioned four methods to compare with ours. There are 20
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Table 3. Illustration of visualized results by LHV

Events Images

#1
19 October 1901 Alberto Santos-Dumont in his Dirigible No.6 
won  a 10,000-franc prize offered by Henri Deutsch de la Meurthe
for the first person to make a flight from St Cloud to the Eiffel tower 
and  back in less than half an hour.

July 13, 1901:
Santos-
Dumont Flies Around 
Eiffel Tower

Brazilian aviation pioneer Alberto 
Santos-Dumont piloting his  
No. 6 around the Eiffel tower on his 
way to winning the Deutsch
prize,  October 19, 1901

On October 19, 1901 he was 
awarded the Deutsch de la 
Meurthe prize for flying his 
cleverly named airship, Number 6, from 
the Parc Saint Cloud to the Eiffel 
Tower and back in under thirty minutes. 
At right is a photo of No. 6 making its 
way around the Eiffel Tower

#2
Upon the German occupation of Paris in 1940, the lift cables were cut
by the French so that Adolf Hitler would have to climb the steps to 

the summit. Adolf Hitler posed 
for Kriegsberichter with 
Eiffel Tower as a 
background, 23 June 
1940

Adolf Hitler visits Paris 
with architect Albert Speer (left) 
June 23, 1940

1940, Adolf Hitler with 
his entourages in the one and 
only visit to Pari

#3 1987 A.J. Hackett made one of his first bungee jumps from the 
top of the Eiffel Tower, using a special cord he had helped develop. 
Hackett was arrested by the Paris police upon reaching the ground

1987-06 This is the photo that launched a 
thousand bungy companies around the world. 
AJ Hackett's now famous pirate bungy
jump from none other than the Eiffel Tower
in June of 1987. The Paris authorities of course 
took him into custody after he and Caroline had 
consumed the requisite amount of French 
Champaign to celebrate the fantastic stunt. 

LEGENDARY LEAP: AJ Hackett 
bungy jumping off the Eiffel 
Tower in France in 1987

Bungy jumping was almost unknown 
outside New Zealand until 1987 when its
inventor, A. J. Hackett,  made  this illegal 
jump from the Eiffel Tower in Paris. Hackett's 

invention was a modern version  of a sport 
practised by  the  Pentecost Islanders of Vanuatu, 
who dive from  high wooden platforms with vines 
tied to their ankles.

#4
New Year's Eve 1999 The Eiffel Tower played host to Paris's 
Millennium Celebration. On this occasion, flashing lights and four high-
power searchlights  were installed on the tower, and fireworks were set 
off all over it Tags: New Years 2000 

millenium paris eiffeltower
Title: Looking the other way
UploadTime:Dec,31,1999

Tags: New Years 2000 
millenium paris eiffeltower
Title: Fireworks everywhere
UploadTime:Dec,31,1999

Tags: New Years 2000 
millenium paris eiffeltower
Title: We had a good view
UploadTime:Dec,31,1999

#5 2004 The Eiffel Tower began hosting an ice skating rink on the first 
floor each winter Tags: eiffel tower ice rink 

skating    france views
Title: Eiffel Tower Ice Rink
Upload Time: Dec,10,2004

Title: ice skating rink ON 
the Eiffel  Tower (2nd level)
Tags: paris honeymoon  Eiffel
Tower Krenicky
Upload Time: Dec,29,2004

Tags: eiffel tower ice rink 
skating    france views
Title: Eiffel Tower Ice Rink
Upload Time: Dec,10,2004

#6 In January 2007, the multi-Michelin star chef Alain Ducasse was 
Brought in to run Jules Verne Tags:china blue paris architecture 

tour  Gustav tour soundart chinablue
Title: In front of the Jules Verne 
Restaurant
Upload Time: Sep,26,2007

Tags:china blue paris architecture  
tour  gustav soundart chinablue
Title: In front of the Jules 
Verne Restaurant
Upload Time:Sep,26,2007

Star chef Ducasse opens new 
Eiffel Tower restaurant Updated 
12/27/2007

users participating in the study. They are asked to score each obtained im-
age with: 1) 0: if it is not relevant to the landmark; 2) 0.33: if it is not rele-
vant to a landmark-based event; 3) 0.66: if it is not diverse with the previous
ones from the same event; 4) 1: if participant is satisfied with it. The average
scores of all the events for each landmark in baselines and our scheme are shown



Landmark History Visualization 131

Fig. 4. y-axes represents the average score of all events for each landmark. Since
we score the top five images for each event, hence the average score of the
event for each landmark is in the range [0, 5]. We can see that compared to the
baselines, LHV achieves the best performance. This indicates that users prefer
relevant and diverse images for an event. We show visualized results of some
events for Eiffel Tower in Fig.3. It is worthy of noting that there are still a very
few extracted events have not relevant images. We consider all sentences with
temporal information as events. Although some sentences have the temporal in-
formation, they do not represent a specific event according to the definition of
the event. Take one event as an example,“In 2008, a survey of 2,000 people found
that the tower was the most popular landmark in the United Kingdom”. This
sentence does not have corresponding images in dataset. In addition, some noisy
and inaccurate tags from Flickr can also lead to the mismatch between events
and relevant images.

5 Conclusions

In this paper, we have presented a new framework LHV for exploring relevant
and diverse images for landmark historical events from three main knowledge
sources. In our framework, we firstly extract the event list from Wikipedia and
then retrieve and rerank images from image sources using these events to provide
users with various results. The experiments have demonstrated the effectiveness
of our approach.

Our future work is along this research direction as follows: (1) We plan to
conduct experiments on more landmarks to enhance the robustness of LHV. (2)
Images for some events from Wikipedia are provided, hence we plan to use these
images and corresponding events to retrieve more related images from other im-
age sources. (3) Currently, we consider landmark history visualization from three
sources: Wikipedia, Flickr and Google images. We may extend our framework
by incorporating more heterogeneous sources to give more satisfactory results in
landmark history visualization.
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Abstract. This paper studies the problem of estimating geographical
locations of images. To build reliable geographical estimators, an impor-
tant question is to find distinguishable geographical clusters in the world.
Those clusters cover general geographical regions and are not limited to
landmarks. The geographical clusters provide more training samples and
hence lead to better recognition accuracy. Previous approaches build
geographical clusters using heuristics or arbitrary map grids, and can-
not guarantee the effectiveness of the geographical clusters. This paper
develops a new framework for geographical cluster estimation, and em-
ploys latent variables to estimate the geographical clusters. To solve this
problem, this paper employs the recent progress in object detection, and
builds an efficient solver to find the latent clusters. The results on beach
datasets validate the success of our method.

1 Introduction

Geotagged images are receiving more and more research attentions in recent
years. A geotagged image is associated with a two dimensional vector, latitude
and longitude, representing a unique location on the Earth. The goal of this
paper is to use the visual information to estimate the geographical locations
even when they are not provided. As evidenced by the success of Google Earth,
there is great need for such geographic information among the mass. Many web
users have high interests on not only the places they live but also other interesting
places around the world. Geographic annotation is also desirable when reviewing
the travel and vacation images. For example, when a user becomes interested
in a nice photo, he or she may want to know where exactly it is. Moreover,
if a user plans to visit a place, he or she may want to find out the points of
interest nearby. Recent studies suggest that geo-tags expand the context that
can be employed for image content analysis by adding extra information about
the subject or environment of the image.

Estimating the geolocation of images is not an easy task. As the earlier work
shown in [10] [6], only a quarter of the test images can be located subject to a
rough region (approximately 750 km) near their true location. At the metropoli-
tan scale, visual feature based annotations perform no better than chance.
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As argued by [4], it is difficult to estimate the exact location at which a photo
was taken. Instead, the work in [4] proposes to estimate only the coarse location
in terms of geographical clusters. The goal of this paper is to find meaningful
geographical clusters corresponding to different geographical regions. The use
of geographical clusters can provide group wisdom for trip planing and photo
organization applications. It also gathers more training samples to build more
reliable classifiers.

In this paper, we focus on estimating rough geo-locations of images in terms
of their geographical clusters. In particular, we use beach images in our exper-
iments. Note that our problem is different from that of landmark recognition
[23]. A landmark usually corresponds one view or one subject with a unique ap-
pearance, while a beach scene may contain a lot of clues including water, boats,
people dresses, buildings and plants. Moreover, a landmark is usually limited to
a point on the earth, while a beach usually covers a region. It is often inaccurate
and also unnecessary to estimate the exact GPS coordinate and we only need to
estimate a coarse location for a beach image.

Finding geographical clusters can lead to many applications. If we can cor-
rectly assign geolocations to image, we will be able to produce tourist maps using
geographical annotation techniques [5]. We can also compare the distribution of
different topics, such as cars, food, or landscapes in the world [20]. However, in
practice, it is not easy to find meaningful geographical clusters. Country borders
that separate the geographical regions are too coarse for large countries but too
fine for small ones. [3] proposed to initialize meaningful geographical clusters
by spatial clustering refine the cluster by post processing. In this paper, we will
discuss a new method to find the geographical clusters using an efficient latent
SVM learning.

2 Previous Work

Geographical annotation provides a rich source of information which can link
millions of images based on the similarity of their geographical locations. There
have been a growing body of work in visual research community investigating
geographical information for image understanding [15] [1] [4] [21] [11] [22] [12]
[14] [16] [13] [17] [20] [2]. Many applications are motivated by Jim Gray’s idea
to build a personal Memex which can record everything a person sees and hears,
and quickly retrieve any item on request. Moreover, It is more interesting to
aggregate information from a large number of users, so that group wisdom can
be mined from these media. As suggested by [2], if we know a number of user
favored images, we can provide effective tourism recommendation under the
premise “If you like this picture, you will also like these places”. However, such
a personal Memex requires a huge amount of geo-tagged information, which is
still not practical given the fact that 99% of Flickr photos do not have related
geographical information associated with them.

To address the challenges, one group of research work is devoted to estimat-
ing the geographical information from general images. Hays and Efros [10] are
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among the first to consider the problem of estimateing the location of a single
image using only its visual content. They collect millions of geo-tagged Flickr
images. Using a comprehensive set of visual features, they employ nearest neigh-
bor search in the reference set to locate the image. Motivated by [10], Gallagher
et al. [9] incorporate textual tags to estimate the geographical locations of im-
ages. Their results show that textual tags perform better than visual content
and the combination of textual and visual information performs better than ei-
ther alone. Cao et al. [4] also recognize the effectiveness of tags in estimating
the geolocations. They propose a novel model named logistic canonical correla-
tion regression which explores the canonical correlations between geographical
locations, visual content and community tags. Unlike [10], they argue that it is
difficult to estimate the exact location at which a photo was taken and propose
to estimate only the coarse location. Similarly, Crandall et al. [6] only estimate
the approximate location of a novel photo. Using SVM classifiers, a novel image
is geolocated by assigning it to the best cluster based on its visual content and
annotations. In a recent research work [23] supported by Google, Zhen et al.
built a web-scale landmark recognition engine named “Tour the world” using 20
million GPS-tagged photos of landmarks together with online tour guide web
pages. The experiments demonstrate that the engine can deliver satisfactory
recognition performance with high efficiency.

Despite of these research efforts, recognizing the location of a non-landmark
image reliably is still an open question. For those non-landmark locations, visual
information based classifiers only perform comparable to chance. A recent study
[3] propose to discover “geographical clusters” to build classifiers. The use of
geographical clusters benefits the problem of localization in two aspects: On the
training stage, geographical clusters provide more training samples and hence
lead to better recognition accuracy; on the testing stage, estimation of the most
possible region for each query photo will be relatively easier than the estimation
of exact GPS coordinates, while the information of geographical cluster will be
good enough for trip planing and photo organization applications. However, the
geographical clusters in [3] are discovered by refined mean-shift clusters, which
are not representative enough for visual recognition. In this paper, we aim to
develop a more principled approach to find geographical clusters.

This paper is motivated by the some recent progress in object detection [8]
and max-margin clustering [18]. In the object detection method of [8], the loca-
tions of object parts are unknown, and are treated as latent (hidden) variables
in a learning framework called the latent SVM. A latent SVM is an extension
of regular SVMs to handle latent variables. A latent SVM is semi-convex and
the training problem becomes convex once latent information is specified for the
positive examples. This leads to an iterative training algorithm that alternates
between fixing latent values for positive examples and optimizing the latent SVM
objective function. Similar ideas can also be found in [18] which finds maximum
margin hyperplanes through data. In this paper, we treat the geographical clus-
ters of training images as hidden labels, and develop a principled learning method
that recognizes the geographical clusters of images.
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3 Our Approach

The work in [3] finds geographical clusters by clustering the GPS coordinate vec-
tors of training images. Then a SVM classifier based on image features is learned
for each cluster. For a new test image, the SVM classifier can be used to assign
this image to a corresponding cluster based on its image feature. A limitation
of this approach is that clustering and SVM learning are treated as two inde-
pendent tasks. However, we believe these two tasks should be coupled together.
In this paper, we propose a new approach that considers image clustering and
model learning in a single unified framework.

3.1 Geo-location Regularized Clustering

Our method is based on the max-margin clustering (MMC) [18]. Naively ap-
plying MMC to our dataset is troublesome, since MMC is a generic clustering
algorithm and does not take into account of the geo-location information of the
data. We propose an extension of MMC that clusters training images so that
images in the same cluster are both visually similar and have close GPS locations.

We assume that we are given a training dataset with N instances. Each in-
stance is in the form of (xi, yi), where xi is the i-th image, and yi is its corre-
sponding geo-location. Our goal is to cluster the training images into C groups
in some sensible manner. We would also like to have a discriminative model
that can assign an unseen image to one of the clusters. If we ignore the geo-
location information yi in the training data and only consider the image feature
xi, we can use standard clustering algorithms to partition the training images
into C clusters. But now the challenge is how to incorporate the GPS location
information into the clustering process.

Let us assume that the number of clusters is know to be C. Clustering the
training data is equivalent to assigning a binary vector zi to each image xi. Here
zi is a vector of length C, where its c-th component zic is defined as:

zic =

{
1 if xi belongs to cluster c

0 otherwise
(1)

Note that if zi is observed on training data, we can use this information to learn
a multi-class SVM classifier to assign the cluster membership of an unseen image
by solving the following optimization problem:

P(w∗) = min
w,ξ

1

2
||w||2 + C1

∑
i

ξi (2a)

s.t. w�φ(xi, zi)− w�φ(xi, z) ≥ Δ(zi, z)− ξi, ∀i, ∀z (2b)

where w and φ(xi, zi) is a feature vector, ξi is the slack variable for handling soft
margins in SVM classifiers.
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Now since zi is not observed, we need to simultaneously partition the training
data into C groups and learn the multi-class SVM. Using the same reasoning
of unsupervised SVM [18,19], we can try to solve the following optimization
problem:

P(w∗, {zi} : ∀i) = min
w,ξ

min
{zi}

1

2
||w||2 + C1

∑
i

ξi (3a)

s.t. w�φ(xi, zi)− w�φ(xi, z) ≥ Δ(zi, z)− ξi, ∀i, ∀z (3b)

Note that in Eq. 3, we need to optimize over the variables {zi}, since they are
unknown on the training data. The optimization problem in Eq. 3 tries to find
{zi} so that the resultant SVM has the maximum margin (please refer to [18,19]
for details).

Unfortunately, without additional constraints or regularization, Eq. 3 has a
degenerate solution. Basically we can assign all training data to the same clus-
ter and learn w to achieve arbitrarily large margin. In [18,19], this problem is
addressed by adding a constraint that tries to make sure that the clusters are
balanced.

For our application, we have the addition information (i.e. GPS locations)
in addition to images. In the following, we will use this additional information
to regularize Eq. 3. Intuitively, we would like the clusters to have the following
property. If two images are close in terms of their geo-locations, they are more
likely to be in the same cluster. One natural way to formalize this intuition is to
solve the following optimization problem:

P(w∗, {zi} : ∀i) = min
w,ξ

min
{zi}

1

2
||w||2 + C1

∑
i

ξi (4a)

+C2

∑
i

∑
j

(−|zi − zj|dij) (4b)

s.t. w�φ(xi, zi)− w�φ(xi, z) ≥ Δ(zi, z)− ξi, ∀i, ∀z (4c)

where dij is the distance of two images xi and xj in terms of their geo-locations
(which can be obtained from yi and yj).

Note that |zi − zj | = 0 if i and j are in the same cluster. So Eq. 4b will try
to make the distance (in terms of GPS locations) between images in different
clusters to be large.

The optimization problem in Eq. 4 can be solved using an iterative approach:

– Fix {zi}Ni=1, optimize over w and ξ.
– Fix w and ξ, optimize over {zi}Ni=1.

The first step of this iterative approach is straightforward since it is equiva-
lent to solving a standard multi-class SVM problem. The second step is more
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challenging. It involves solving a combinatorial problem which can be shown to
be NP-hard.

One possible solution is to use linear program relaxation to get an approximate
solution. But the resultant linear program is still too large to be practical. In
the following section, we introduce a new formulation that is more amenable to
efficient algorithms.

3.2 More Efficient Formulation

The main observation that enables our new formulation is the following. Suppose
we know the cluster centers {gc}Cc=1 (in term of geo-locations), a natural way to
solve our problem is to use the following optimization:

P(w∗, {zi} : ∀i) = min
w,ξ

min
{zi}

1

2
||w||2 + C1

∑
i

ξi (5a)

+C2

∑
i

∑
c

(zic||yi − gc||2) (5b)

s.t. w�φ(xi, zi)− w�φ(xi, z) ≥ Δ(zi, z)− ξi, ∀i, ∀z (5c)

Note that Eq. 5b computes the distance (in term of geo-locations) between im-
ages and their corresponding cluster centers. When those cluster centers are
known, the optimal clustering is obtained by choosing cluster membership that
minimizes this distance (i.e. minimizing over {zi}).

Now the challenge is that the cluster centers {gc} are also unknown. Using
the same reasoning in Sec. 3.1, we propose to treat the cluster centers as yet
another set of latent variables in the formulation and use the following iterative
method to solve it:

– Fix {zi}Ni=1 and {gc}Cc=1, optimize over w and ξ: this step is equivalent to
solving a regular multi-class SVM. We use liblinear [7] for it.

– Fix w, ξ and {zi}Ni=1, optimize over {gc}Cc=1: it is easy to show that if we use
the l2 distance, the optimal value of the c-th cluster center gc is the average
of the geo-locations of images assigned (based on {zi}) to this cluster.

– Fix w, ξ and {gc}Cc=1, optimize over {zi}Ni=1: it is easy to show this step is a
linear assignment problem.

4 Experiments

We test our approach on a dataset containing images downloaded from Flickr
with the tags of “beach” or “coast”. Each photo is associated with a two-
dimensional GPS coordinate vector. Similar to [3], we use 34558 images for
training and 1185 images for testing. We use GIST features to represent images.
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Fig. 1. Visualization of clustering training images using our method. Each color rep-
resents a different cluster.

Fig. 2. Visualization of representative images for North America

In Fig. 1, we plot the distribution of training images and their clusters in
roughly different colors. In Figs. 2 3 4, we visualize some representative images
in some clusters.
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Fig. 3. Visualization of representative images for South America

Fig. 4. Visualization of representative images for Asia

5 Conclusion

We have introduced a new framework for geographical cluster estimation. Our
approach treats the geographical cluster of an image as a latent variable. Our
method jointly clusters training images and learns discriminative classifiers for
each cluster in a single framework.
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Abstract. Depth information is one of the most important parameters
in three dimensional videos (3DV). While transmitted through error-
prone networks, the distortion in depth map due to packet loss will lead
to a geometric error during the process of Depth Image Based Rendering
(DIBR) and affect the rendered video quality. In this paper, we propose
an error resilient depth map coding scheme using adaptive Wyner-Ziv
(WZ) frames. For each depth frame, whether to be encoded into a Wyner-
Ziv frame is decided by a joint source-channel R-D optimization (JSC-
RDO) algorithm. JSC-RDO involves in the end-to-end distortion model
of depth coding and the estimation of expected rate and distortion of
WZ coding. Motion information of the corresponding color video are
used to correct the depth error and generate the side information for WZ
coding. The Lagrange multiplier used in JSC-RDO was derived taking
into account both the packet-loss environment and the rendered view
distortion. Experimental results show that the proposed error resilient
scheme achieves a better overall R-D performance than existing schemes.

Keywords: 3DV, depth map, error resilient, Wyner-Ziv.

1 Introduction

Multi-view video plus depth (MVD) is a new video format for 3D video dis-
cussed in MPEG-3DV [1], it contains multi-view color video and depth map.
By using depth map, it is possible to efficiently render virtual views in decoder
side based on Depth Image Based Rendering (DIBR) technique [2]. However in
transmission, if some of these depth information are lost due to network errors,
it will lead to degraded rendered video quality at the receiver, as the distortion
in depth map will induce a geometric error in the process of DIBR.

Robust video coding over the existing packet-switched networks is an impor-
tant topic of research due to the problems caused by packet loss. These transmis-
sion problems have inspired several feasible solutions. One category of solutions
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focuses on the error concealment tools devised in the decoder, another category
is based on the error resilient coding tools devised in the encoder. While error
concealment approaches try to estimate the lost blocks in a video frame, error
resilient approaches try to generate more robust encoded bit-stream. There are
several techniques for error concealment of depth coding that have been devel-
oped in the past [3][4][5]. In [3], the motion correlation between the color and
depth video streams are exploited for error concealment. In [4][5], the internal
characteristics of the macroblock in the depth map was investigated and used
to recover accurately the lost motion vector for the corrupted blocks. However,
all these schemes only provide an error correction algorithm at the decoder side,
none of them were aimed at error resilient coding at the encoder side.

Recently, distributed source coding, more specifically, Wyner-Ziv (WZ) cod-
ing [6][7], emerges as a promising scheme for error-resilient video coding, which
integrates the encoder-driven error resilience and the decoder-driven error con-
cealment. These schemes attempted to terminate temporal error propagation
using WZ protected frames. However, these WZ frames are inserted periodi-
cally, not adaptively, so the coding efficiency cannot be satisfactory. Also, none
of these techniques were aimed at depth video coding.

In this paper, we propose an error resilient depth map coding scheme where
an adaptively chosen subset of these depth frames are coded as WZ frame to
prevent temproal error propagation caused by packet-loss. To decide which depth
frame should be coded as WZ frame, a joint source-channel R-D optimization
(JSC-RDO) algorithm is developed. It refers to three major contributions. First,
the end-to-end distortion model combining an error concealment method for
depth coding is proposed. Second, the Lagrange multiplier is derived taking
into account both the packet-loss environment and the rendered view distortion.
Finally, the expected rate and distortion of WZ coding is estimated depend on
the side information generated by our depth error concealment method.

The rest of the paper is organized as follows. Section 2 formulates the generic
JSC-RDO algorithm, the end-to-end distortion model with error concealment
method and the optimized Lagrange multiplier is derived. In Section 3, the
estimation of the rate and distortion of WZ coding is presented. Section 4 shows
the simulation results, and Section 5 conclude the paper.

2 Joint Source Channel R-D Optimization
for Depth Map Coding

2.1 Problem Formulation

In our proposed depth coding scheme, two candidate frame type are available
for each frame: conventional I/P frame and WZ frame. The best coding type t
of frame n can be selected as the one having the minimum coding cost J(n, t):

J(n, t) = D(n, t) + λR(n, t)

= Drender(Ddepth(n, t)) + λR(n, t)
(1)
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where n is the frame number and t indicates the frame type. The Lagrange mul-
tiplier λ finds the tradeoff between the distortion D(n, t) and the encoding rate
R(n, t). Ddepth(n, t) denotes the depth map distortion, Drender is the distortion
in rendered view expressed as a function of the depth distortion. Because depth
maps are used to help view rendering process but will not be directly displayed,
we use Drender as the distortion metric in our R-D optimization process. For
I/P frame, the Lagrangian cost is

J(n, I/P ) = Drender(Ddepth sc(n, I/P )) + λRs(n, I/P )

= Drender(Ddepth s(n, I/P ) +Ddepth c(n, I/P )) + λRs(n, I/P )
(2)

where Ddepth sc(n, I/P ) denotes the end-to-end distortion of depth coding, say
joint source-channel distortion. Ddepth s(n, I/P ) and Rs(n, I/P ) is the source
coding distortion and bit-rate, respectively.Ddepth c(n, I/P ) is the channel trans-
mission distortion. For WZ frame, the Lagrangian cost is

J(n,WZ) = Drender(Ddepth wz(n)) + λRwz(n) (3)

where Ddepth wz(n) denotes the reconstruction distortion of the depth map after
WZ decoding, and Rwz(n) is the WZ coding bit-rate. For a depth frame n, after
coded with a standardized H.264/AVC engine, we compute the cost J(n, I/P )
and J(n,WZ), if J(n,WZ) < J(n, I/P ), frame n will be coded as WZ frame,
otherwise, frame n will be coded as I/P frame. Considering the computation
complexity, we only operate our JSC-RDO algorithm at frame level and the
MB mode selection process in I/P frame coding is the same as the H.264/AVC
standard.

Since the source coding bit-rate Rs(n, I/P ) can be found during the coding
process, we will focus on the problem about how to estimate Ddepth sc(n, I/P ),
Ddepth wz(n) and Rwz(n), the calculation of Drender will also be introduced.

2.2 End-To-End Distortion Model

Firstly, we define some notations used in the derivation of the proposed end-
to-end distortion model. For pixel i in frame n that references pixel j in frame
ref , let f i

n be the original value, and let f̂ i
n and f̃ i

n be the reconstructed values
in the encoder and decoder, respectively. Let r̂in be the reconstructed residue in

the encoder, i.e., f̂ i
n = f̂ j

ref + r̂in. When the current pixel is lost in the decoder,
it will be concealed by pixel k in frame n′. Suppose the transmission error rate
is p. Then, we can represent f̃ i

n as

f̃ i
n =

{
f̃ j
ref + r̂in w.p. 1− p

f̃k
n′ w.p. p

(4)

Let ddepth sc(n, i) be the expected end-to-end distortion of pixel i in depth frame
n, and the Ddepth sc(n, I/P ) in (3) can be obtained as

Ddepth sc(n, I/P ) =

N∑
i=0

ddepth sc(n, i) (5)
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where N denotes the frame size, and we can derive ddepth sc(n, i) as

ddepth sc(n, i) = E{(f i
n − f̃ i

n)
2}

= (1 − p)E{(f i
n − (f̃ j

ref + r̂in))
2}+ pE{(f i

n − f̃k
n′)2}

= (1 − p)E{(f i
n − f̂ i

n)
2}+ (1 − p)E{(f̂ j

ref − f̃ j
ref )

2}
+ pE{(f i

n − f̃k
n′)2}

= (1 − p)ddepth s(n, i) + (1− p)ddepth ep(ref, j)

+ pddepth ec(n, i)

(6)

where ddepth s(n, i) denotes the pixel source distortion, ddepth ep(ref, j) denotes
the error-propagated distortion from the reference frame, and ddepth ec(n, i) de-
notes the error-concealment distortion. Since ddepth s(n, i) can be found in the
encoding process, we will focus on the problem about how to obtain ddepth ec(n, i)
and ddepth ep(ref, j).

Before calculate ddepth ec(n, i), it is important to introduce our error con-
cealment method, as we know the depth map is a gray scale version of the
corresponding color video and there are strong correlation between their motion
information, so we can use the motion vector of the corresponding color pixel to
find f̃k

n′ , if the color pixel is intra coded without motion information, the depth
pixel at the same place in frame n − 1 will be copied. The error concealment
method can be written as

f̃k
n′ =

{
f̃ j′
ref ′ f i

color n is inter

f̃ i
n−1 f i

color n is intra
(7)

where f i
color n is the corresponding color pixel of the lost depth one, f̃ j′

ref ′ is the
depth pixel whose frame number ref ′ and pixel number j′ is copied from the
reference pixel of f i

color n. Now we can derive ddepth ec(n, i) as

ddepth ec(n, i) = E{(f i
n − f̃k

n′)2}
= E{(f i

n − f̂k
n′)2}+ E{(f̂k

n′ − f̃k
n′)2}

= E{(f i
n − f̂k

n′)2}+ ddepth ep(n
′, k)

(8)

the remained problem is to calculate ddepth ep(n
′, k) in (8) and ddepth ep(ref, j)

in (6). Without losing the generality, we derive ddepth ep(n, i) as

ddepth ep(n, i) = E{(f̂ i
n − f̃ i

n)
2}

= (1 − p)E{(f̂ i
n − (f̃ j

ref + r̂in))
2}+ pE{(f̂ i

n − f̃k
n′)2}

= (1 − p)E{(f̂ j
ref − f̃ j

ref )
2}+ pE{(f̂ i

n − f̂k
n′ + f̂k

n′ − f̃k
n′)2}

= (1 − p)E{(f̂ j
ref − f̃ j

ref )
2}+ pE{(f̂ i

n − f̂k
n′)2}

+ pE{(f̂k
n′ − f̃k

n′)2}
= (1 − p)ddepth ep(ref, j) + pE{(f̂ i

n − f̂k
n′)2}+ pddepth ep(n

′, k)
(9)
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we can find calculating ddepth ep is a recursive process, and note that the ddepth ep

of the first frame can be directly derived without considering the error propaga-
tion because it is typically coded as an I frame, so the ddepth ep of the following
frames can be recursively calculated frame by frame.

2.3 Distortion Estimation of Rendered View

The Drender in (1) is the distortion in rendered view expressed as a function
of the depth distortion. The distortion in depth map will cause geometry errors
during the process of DIBR [8], the pixel position error (Δx,Δy) in rendered
view due to depth error can be calculated as follows⎛⎝Δx

Δy
1

⎞⎠ =
ΔDepth(x, y)

255
(

1

Depthnear
− 1

Depthfar
)AR{T′ −T} (10)

whereΔDepth(x, y) is the depth error in position (x, y).Depthnear andDepthfar

are the nearest and the farthest depth value in the scene. A, R and T are re-
spectively the intrinsic, rotation and translation matrix of the rendered view,
and T′ belongs to the reference view.

In a DIBR system, a view can be rendered using color video and its corre-
sponding depth map. The exact amount of distortion in the rendered view can
be measured if we compare the rendered view with the ground truth. However,
the ground truth may not be available since the rendered view can be gener-
ated for any arbitrary viewpoint. Instead, we propose to use the reference color
video frame that belong to the same viewpoint as the depth map, which is al-
ways available since it is encoded along with the depth map. So we calculate the
distortion in rendered view as

drender(n, i) = (f i
color n − f i+ΔP

color n)
2 (11)

where drender(n, i) is the distortion of pixel i in rendered frame n, and f i
color n

is the corresponding pixel in reference color frame, ΔP is the rendering position
error, f i+ΔP

color n is obtained by moving from the position of f i
color n with ΔP .

2.4 Derivation of Lagrange Multiplier

The optimal Lagrange multiplier can be selected by taking derivative of distor-
tion and bit-rate. When this is applied to the error resilient depth map coding, it
is necessary to consider the rendered view distortion and the packet-loss environ-
ment. If the distortion and the bit-rate are expressed as a function of quantization
step size Q, λ can be calculated by taking the derivative of (1) and setting it to
zero

λ = −dDrender(Q)/dQ

dR(Q)/dQ
(12)
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as in (10), there is a linear relationship between the depth map distortion
ΔDdepth, and the rendering position error ΔP in the rendered view

ΔDdepth = γΔP (13)

γ is a scale factor determined by (10). Because the effect of geometry error on
the quality of rendered view will depend on local characteristics of the video.
For exzample, in areas of a video frame with complex textures and objects, the
distortion caused by the geometry error will be significant, as different posi-
tions should have quite different pixel values. Therefore, it is necessary to link
the geometry error to the rendered view distortion according to the local video
characteristics

ΔDrender = η · σ2ΔP (14)

where σ2 is the variance of the frame representing the local characteristics of
the video such as texture complexity, and η is a scaling factor. Assuming high-
resolution quantization, it is well known that source distortion Ddepth s conforms
to

Ddepth s(R) = β · 2−αR (15)

where β is a constant depending on the variance of the source. Further assuming
that the distortion-to-quantize relation is at sufficiently high rates, the source
probability distribution can be approximated as uniform within each quantiza-
tion interval Q

Ddepth s(Q) =
Q2

12
(16)

Combining (15) and (16), we obtain

R(Q) =
1

α
log2(

β

Ddepth s(Q)
) =

1

α
log2(

β

Q2/12
) (17)

According to (2)(6)(13)(14)and(16), we also obtain

Drender(Q) =
1− p

δ · σ2

Q2

12
+ (1− p)Dep + pDec (18)

where δ = η
γ . Note that both Dep and Dec are independent of the quantization

interval Q of the current frame. Further combining the derivatives for Q in (17)
and (18), we can derive the new Lagrange multiplier as

λ = −dD(R)

dR
= −dD

dQ

dQ

dR
=

1− p

δ · σ2

αln2

12
Q2 =

1− p

δ · σ2
λ0 (19)

where λ0 indicates the Lagrange multiplier in H.264 standard

λ0 = 0.85 · 2Q−12
3 (20)
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3 Bit-Rate and Distortion Estimation for WZ Coding

3.1 Bit-Rate Estimation for WZ Coding

The WZ coding bit-rate Rwz is determined by the conditional entropy H(X |Y )
which is related with the correlation noise level between source X and its side
information Y , i.e., the transmission distortion Ddepth c in the context of this
paper. Since WZ coding operates on a bit-plane basis, the conditional entropy is
estimated for each bit-plane. Supposing x is a coefficient from one coefficients-
band of X , and y is the corresponding coefficient of the side information. The
conditional entropy of the tth bit-plane of x can be computed as

H(bxt |ε) = −p(0|ε) · log2(p(0|ε))− p(1|ε) · log2(p(1|ε)) (21)

where ε represents available information at the decoder side, specifically, pre-
viously decoded bit-planes {bxN−1, . . . , b

x
t+1} and side information y, N is the

number of bit-planes and t ∈ [0, N − 1]. p(bxt |ε) is the conditional probability
of bxt given ε. To obtain p(bxt |ε), we adopt the a priori probability partition
algorithm [6], where the range of conditional probability distribution p(bxt |ε) is
equally divided into two parts whose areas represent the probability that the
coming bit bxt eaquals to 0 and 1, respectively. For each bxt , the p(bxt |ε) can be
obtained by

p(bxt = 0|ε) =
(2t−1)+

∑N
j=t+1 bxj 2

j∑
∑

N
j=t+1 bxj 2

j

p(x|y)dx (22)

p(bxt = 1|ε) =
(2t+1−1)+

∑N
j=t+1 bxj 2

j∑
2t+

∑N
j=t+1 bxj 2

j

p(x|y)dx (23)

Note that for AC coefficients, the first bit-plane is the sign bit-plane. To calculate
the conditional entropy, p(x|y) is the most important parameter which can be
derived from p(e), i.e., p(x|y) = p(y + e|y), e = x − y is the transmission error.
In previous work [10], the p(e) was presented using a Laplacian distribution

p(e) =
α

2
exp(−αe) (24)

α is the Laplacian distribution parameter defined by

α =

√
2

σ2
(25)

where σ2 is the variance of the residual between the source frame X and side
information Y . To obtain σ2, we firstly compute the residual frame between X
and Y , then calculate its DCT coefficients frame T

T = DCT (X − Y ) (26)
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For each DCT-band b, there is a set of coefficients Tb and a variance σb, and we
compute σ2

b as
σ2
b = E(T 2

b )− E(Tb)
2 (27)

Now the remaining problem is how to generate the side information Y at the
encoder side. In the packet-loss environment, Y consists of two parts

Y = Yerror free + Yerror(Ddepth c) (28)

where Yerror free denotes the side information generated in error free environ-
ment and Yerror is related to the channel transmission distortion Ddepth c. How-
ever, as the actual transmission error is not available at encoder, the exact value
of (28) can not be calculated straightforward. In this paper, the side information
Y at encoder is approximated with a uniformly distributed transmission error
pattern, given the specific error pattern, Y can be generated using the error con-
cealment method in (7). Finally, the estimated bit-rate Rwz can be calculated
as

Rwz = c ·
K−1∑
j=0

M−1∑
i=0

N−1∑
t=0

H(b
xij

t |ε) c ≥ 1 (29)

where K is the number of coefficient-band, M is the number of coefficient in
each band, and N is the bit-plane number in coefficient-band j. The calibration
coefficient c depends on the efficiency of the specific WZ decoder, we set c = 1.3
to avoid decoding failure when no feedback channel is available.

3.2 Distortion Estimation for WZ Coding

The distortion of WZ coding comes from the process of reconstruction. When
we simulate the state-of-the-art MMSE inverse quantization [11] at the encoder,
the distortion Dwz can be estimated as

Dwz = (X − X̃)2 (30)

where X̃ is the reconstructed frame obtained by the simulated decoding process
at the encoder. The side information Y used in the MMSE inverse quantization is
generated using the error concealment method in (7) with a uniformly distributed
transmission error pattern.

4 Experiments Results

The proposed error resilient depth map coding scheme is implemented based
on H.264/AVC (joint model reference software 17.2), and verified by the exper-
iments using multi-view test sequences Ballet and Breakdancers of which both
color video and depth map are provided from Microsoft Research.
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(a) Breakdancer (b) Ballet

Fig. 1. Comparison between the actual and estimated end-to-end distortion. QP = 30,
packet loss rate = 10%. (a) 50 frames depth map in the 2th view of Breakdancers; (b)
50 frames depth map in 2th view of Ballet.

(a) Breakdancer (b) Ballet

Fig. 2. Comparison between the actual and estimated rendered view distortion. Using
the 2th view to generate the 3th view. The depth maps used in DIBR are coded as
intra mode with QP=28, 32, 36, 40.

4.1 End-to-End Distortion Estimation

Firstly, we evaluate the accuracy of the end-to-end distortion estimation model.
The depth sequences (50 frames, 1024×768) of the 2th view from two sequences
Ballet and Breakdancers are used. Only the first frame is encoded as I frame,
and all the remaining frames are encoded as P frames, QP = 30. Each row of
macroblocks composes a slice and is transmitted in a separate packet. The packet
loss rate is 10%, and we simulate the decoding process 100 times using the error
concealment method in (7). Fig. 1 shows the estimated distortion and the actual
distortion at every frame. The plots indicated that the estimated distortion is
very close to its actual value along the whole sequences.

4.2 Rendered View Distortion Estimation

Both for Breakdancers and Ballet sequences, we use the color and depth video
from the 2th view (50 frames, 1024× 768) to generate the rendered image in the
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(a) Breakdancer (b) Ballet

Fig. 3. Comparison results of three coding schemes (using adaptive WZ frames, using
periodically WZ frames, without using WZ frames ) at packet loss rate is 10%

3th view. The depth maps in the 2th view are all coded as intra mode which will
only induce source-coding distortion Ddepth s. We estimate Drender(Ddepth s)
according to (10) and (11) at encoder. Note that, we use the rendered images
generated by the uncompressed depth maps as the ground truth to compute the
mean squared error (MSE), not the original images in the 3th view. The results
in Fig. 2 shows that the distortion estimation of the rendered view is very high.

4.3 Error Resilient Depth Map Coding

Finally, we evaluate the performance of the proposed error resilient depth map
coding scheme using adaptive WZ frame (Adaptive WZ) with our JSC-RDO
algorithm. There are other two methods used as baselines for comparison: (1)
Without WZ, in this method, only error concealment in (7) and intra refreshment
are used. (2) Period WZ, in this method, depth map is periodically coded as WZ
frame, and the period is set to 5 in our experiment. Both for Breakdancers and
Ballet sequences, the depth maps in the 2th view (50 frames, 1024 × 768) are
coded and the decoded image will be used to generate the video in the 3th
view. The packet loss rate is 10%, and the rendered images generated by the
uncompressed depth maps are used as the ground truth. It has to be mentioned
that during the WZ coding process, because the resolution of the sequences
is not fit for the LDPCA codes, a down-sampling and its inverse process is
needed, which will reduce the efficiency at some degree. Fig. 3 shows that the WZ
frame can prevent error propagation better than the method in which only error
concealment and intra refreshment are used. Obviously, the R-D performance
of the adaptively inserted WZ frame outperforms the periodic one significantly
and the quality of the rendered view is preserved.

5 Conclusion

We proposed an error resilient depth map coding scheme using adaptive Wyner-
Ziv frames, which is based on a joint source-channel R-D optimization (JSC-RDO)
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algorithm. The results show that the adaptively inserted WZ frame can outper-
forms the periodic one significantly.
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Abstract. In this paper, we propose a closed loop method to resolve
the multi-view super-resolution problems. Given that the input is one
high-resolution view along with its neighboring low-resolution views, our
method can give the super-resolution results and obtain a high qual-
ity depth map simultaneously. The closed loop method consists of two
parts, part I: stereo matching and depth maps fusion and part II: super-
resolution. Under the guidance of the depth information, the super-
resolution process can be divided into three steps, disparity based pixel
mapping, nonlocal construction and final fusion. Once we have the super-
resolution results, we can update the disparity maps, and in addition, use
the proposed 3D-median filter to update the depth map. We repeat the
loop for several times to obtain the high quality super-resolution results
and depth map simultaneously. The experimental results show that the
proposed method can achieve high quality performance at varies scale
factors.

1 Introduction

Single view image super-resolution is a fundamental problem in low-level com-
puter vision research and has been widely studied [1–14]. As shown in [1–3],
methods of this problem always belong to the following three categories: inter-
polation based methods, reconstruction based methods, learning based methods.
Interpolation based methods are simple but may blur the edges [4–6]. Recon-
struction based methods benefits from different effective constraints or smooth-
ness priors which are consistent with some characters of image [7–10]. Research
imposes these constraints or priors to the expected high-resolution target and
formulates this super-resolution problem as an optimization problem. The per-
formance of these methods is influenced by the effectiveness of the constraints
or priors and the optimization techniques. Learning based methods encode the
relationship between high-resolution and low-resolution images in the training
set [1, 3, 11–14]. And then it estimates the lost high frequency details in the
low-resolution image from the high-resolution images in the training set by us-
ing the above relationship. Selection of the training set and proper definition of
the relationship are crucial to the performance of these category methods.

These above single view image super-resolution methods may be directly used
in stereo and multi-view applications. But if so, they will share a problem that

S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 154–164, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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they do not take advantage of the correspondence of different views. And the
performance of the above methods may not meet the expectation. To tackle this
problem, Dorea, C and et al. propose an approach to increase the quality of
the low-resolution views, using the high frequency information from adjacent
high-resolution views which is under the guidance of the available depth infor-
mation [15]. But, usually the high quality depth map is not available in a direct
way, i.e., in mobile stereoscopic camera case. It can be obtained by using some
stereo matching algorithms. The problem is that if we only have a mixed resolu-
tion views (low-resolution view and its high-resolution stereo counterpart), the
stereo matching results often has low quality as stereo algorithms rely on the
concurrence of high frequency details in stereo views.

In this paper, to get out of the predicament, we propose a closed loop method
to enhance the resolution of multi-view images and obtain a high quality depth
map simultaneously. Further more, different from [15], we will tackle the super-
resolution problem in a more strict case, which is one high-resolution view along
with its neighboring low-resolution views, and without the depth information.
Our method consists of two parts shown in Figure 1: part I: stereo matching and
depth maps fusion, in this part, we first compute the corresponding disparity
maps of different views using stereo matching algorithm. Then, we can get several
depth maps of the reference view and fuse them into a more reliable depth map.
Part II: image super-resolution. We use the depth map in part I to construct the
relationship between the high-resolution view and its neighboring low-resolution
view, and then estimate its lost high frequency details from the high-resolution
image. Once we obtain the super-resolution results, we can repeat the loop and
update the depth map and high-resolution results in these two parts. Finally, we
can get the super-resolution results and high quality depth map simultaneously.

The proposed method can be used in 3D video super-resolution and data
reduction, multi-view reconstruction, and other video applications [15–17].

2 A New Closed Loop Method of Super-Resolution
for Multi-view Images

2.1 Overview

For the super-resolution problem in the mixed-resolution multi-view case (a reg-
istered high-resolution image IH1 along with its several neighboring low-resolution
views ILN , N = 2, 3, 4, 5), our goal is to restore the high-resolution images IHN ,
and obtain a high quality depth map simultaneously. In this paper, we focus
on only one kind of multi-view configuration as following: the high-resolution
image IH1 is the leftmost view, and its neighboring low-resolution views ILN are
the right views in-order. The method for dealing with other configuration with
a different order is analogous.

As shown in Figure 1, our closed loop method consists of two parts. The first
part aims at fusing several raw depth maps into a more reliable one, and is called
stereo matching and depth maps fusion. In this part, those raw depth maps are
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Fig. 1. Flowchart of the closed loop method of super-resolution for multi-view images.
Inputs: high-resolution reference view 1 (IH1 ) and its neighboring low-resolution views
2-5 (ILN , N = 2, 3, 4, 5). Outputs: super-resolution results (IHN ) of views 2-5 and the
depth map.

computed from the disparity maps (DN ) obtained by matching different views
IHN with the reference view IH1 . The second part is image super-resolution pro-
cess. Once we get the fused depth map, we can compute the disparity maps
(D

′
N ) of view 2,3,4,5 relative to view 1. Then under the guidance of these dis-

parity maps, we can estimate the lost high-resolution details of ILN from the
high-resolution view IH1 . In addition, we use a nonlocal constraint to utilize the
redundancy information in the high-resolution view IH1 , which is beneficial to
super-resolution.

After we get the super-resolution results IHN , we use them to update the
corresponding disparity maps and obtain a more reliable fused depth map again.
We repeat the loop for several times for obtaining good super-resolution results
IHN and high quality depth map. This closed loop method has two outstanding
characteristics. One is that image super-resolution process can benefit from the
fused depth map which is gradually becoming more reliable with the repeating.
The other one is that stereo matching and depth maps fusion step also benefits
from the updated super-resolution results which become to have more reliable
high frequency details with the repeating.

2.2 Stereo Matching and Depth Maps Fusion

Under simple binocular camera, stereo matching is consistent with human’s in-
herent visual perception that we perceive depth based on the disparity of the
corresponding point in left eye and right eye [18]. In our multi-view configura-
tion, we can get several disparity maps of the reference view 1 (IH1 ) relative to
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other views (IHN ). Hence, we can compute the depth map according the following
formula [18]:

DepthN =
F × BN

DN
(1)

Where, F is the focal length, BN is the baseline between view 1 and view N,
DN is the disparity map of the reference view 1 relative to view N, and DepthN

is the N th estimation of depth map of view 1.
As we have pointed out before, stereo matching algorithm relies on the concur-

rence of high frequency details in stereo views. The more distinguish details these
two views share, the more reliable the matching results are. But in our super-
resolution problem, neighboring views of the high-resolution reference view 1,
namely, view 2,3,4,5, are in low resolution. Thus, the disparity map DN and
the corresponding depth map DepthN may be not reliable. Luckily, we adopt
the multi-view configuration described above. So we have four estimations of the
depth map of view 1, namely, DepthN , N = 2, 3, 4, 5. We can fuse them into a
more reliable estimation. Here comes the 3D-median filter that we propose to
achieve this goal.

The 3D-median filter is an extension of the traditional 2D-median filter, and
its additional dimension is the number of the views in the multi-view configu-
ration. As illustrated in Figure 2, for every position (i, j) ∈ Λ on each depth
map DepthN , N = 2, 3, 4, 5, we firstly select a r × r patch PN (i, j) centered on
(i, j), and stack them into a 3D array. Λ denotes the index set. Then we sort the
elements in this 3D array, and chose the median value as the final estimation of
depth value on (i, j). Mathematically,

Depthfusion(i, j) = median {DepthN(k, l)|DepthN(k, l) ∈ PN (i, j), N = 2, 3, 4, 5}
(2)

The 3D-median filter can efficiently eliminate the outliers and give a smooth and
clear depth map. See Figure 2 for a visual comparison.

2.3 Image Super-Resolution

Once we get the depth map, we can use the formula (1) inversely to compute
the corresponding disparity map of view 1 relative to view N. And then, we
can interpolate it to get the disparity map D

′
N of view N relative to view 1.

Once we have the disparity information, we can start the image super-resolution
process which is the second part in our closed loop method. The image super-
resolution process proposed in this paper consists of three steps: disparity based
pixel mapping, nonlocal reconstruction and final fusion.

Disparity Based Pixel Mapping. As we have obtained the disparity map
D

′
N of view N relative to view 1, a direct way to use it is mapping the pixel

value in the high-resolution view IH1 to the corresponding position of the tar-
get super-resolution result IHN . However, we know that the disparity value is
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Fig. 2. Illustration of 3D-median filter used for fusing the raw depth maps

not always correct, especially in the occlusion regions and non-overlapping re-
gions of two views. So, firstly we define a confidence value cij of each disparity
to measure whether it is reliable or not. Namely, cij = 1, if the mapping re-

sult IH1

(
i, j +D

′(t)
N (i, j)

)
exists and the similarity measurement is subjected

to
∥∥∥TIH(t)

N (i, j)− TIH1

(
i, j +D

′(t)
N (i, j)

)∥∥∥ ≤ ε; else cij = 0. T is a vectoriza-

tion patch extraction operator, and TI
H(t)
N (i, j) denotes the vectorization patch

centered on (i, j) of I
H(t)
N . The superscript t records the repeating times of the

loop. ε is a similarity threshold. Then, the disparity based pixel mapping can be
formulated as:

I
H(t+1)
N mapping (i, j) = cij × IH1

(
i, j +D

′(t)
N (i, j)

)
+ (1− cij)× I

H(t)
N (i, j) (3)

We use linear interpolation to compute the mapping result when the disparity
value is not a integer.

Nonlocal Reconstruction. It has been reported that natural image content
is likely to repeat itself within some neighborhood [19, 20]. This prior knowl-
edge is very beneficial for resolving super-resolution problems, because it means
that we can use much more information to estimate the lost details. In this pa-
per, we use the patch-wise form of nonlocal constraint [20] to help resolve our
super-resolution problem. Firstly, for every position (i, j) of the mapping result

I
H(t)
N mapping , we can determine the nonlocal neighborhood of the target position(
i, j +D

′(t)
N (i, j)

)
of IH1 . Then, we can select out the patches within this non-

local neighborhood which are similar with the reference patch TI
H(t)
N mapping (i, j)
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centered on position (i, j) of I
H(t)
N mapping . Finally, we compute the weight sum of

them as the estimation. Mathematically,

TI
H(t+1)
N nonlocal (i, j) = cij ×

∑
(k,l)∈ω

(
i,j+D

′(t)
N (i,j)

)wij,klTI
H(t+1)
N mapping (k, l)+

(1− cij)× TI
H(t+1)
N mapping (i, j)

(4)

Where, ω
(
i, j +D

′(t)
N (i, j)

)
is the nonlocal neighborhood of the target posi-

tion
(
i, j +D

′(t)
N (i, j)

)
, and wij,kl is weight computed by measure the similarity

between patch TI
H(t+1)
N mapping (k, l) and patch TI

H(t+1)
N mapping (i, j).

For every position (i, j), we average all the corresponding pixel values which
are involved in those overlapping patches as the final nonlocal reconstruction

result I
H(t+1)
N nonlocal (i, j). Figure 3 illustrates the nonlocal reconstruction process.

5
LI

( )
5
H tI

'( )
5
tD

1
HI ( 1)

5
H tI +

Fig. 3. Illustration of nonlocal reconstruction step in image super-resolution

Final Fusion. While the disparity based mapping result has a little of dis-
continuities or wrong mapping pixels, the nonlocal reconstruction process can
smooth and eliminate them. But the nonlocal reconstruction process may also
smooth out some tiny textures (see the face and cup regions in the nonlocal
reconstruction result of Figure 3). To compensate for this loss, we fuse the dis-
parity based mapping result and nonlocal reconstruction result and obtain the
final super-resolution result. Namely,

I
H(t+1)
N = μ1 × I

H(t+1)
N mapping + μ2 × I

H(t+1)
N nonlocal (5)

Where μ1 and μ2 are two fusion parameters and subjected to μ1 + μ2 = 1 and
0 ≤ μ1, μ2 ≤ 1. In this paper, we set μ1 = μ2 = 1

2 .
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3 Experiments

To test the validity of the proposed closed loop method, we conduct a series
of experiments on Middlebury 2005 Datasets1 [21] with scale factor 2, 4, 8. We
give an objective evaluation against bicubic interpolation method and sparse
coding method in terms of PSNR and SSIM (Structural Similarity) index [22]
and subjective visual comparison. Among those 7 views of each scene in the
dataset, we select views 1-5 in our experiments. And the PSNR and SSIM scores
are all calculated by averaging the corresponding values of these 4 views (view
2-5, view 1 is the high-resolution reference view). In our experiments, we use the
results of sparse coding method as the initial guess to warm up our closed loop
method. And we use the stereo matching algorithm proposed in [23] to obtain
the disparity map.

3.1 Super-Resolution Results

Table 1 and Table 2 summarize PSNR and SSIM scores of the three methods
with different scale factors. It is clear that our approach consistently outperforms
bicubic interpolation method and sparse coding method across all the scale fac-
tors and images. Our approach achieves average gains of 2.47, 2.99 and 1.42
dB over bicubic interpolation method for scale factor 2, 4, 8 respectively. And
compared with sparse coding method, average PSNR gains are 0.83, 2.05 and
0.79 dB for scale factor 2, 4, 8 respectively. The SSIM scores of our method also
reflect significant gains over the bicubic interpolation method and sparse coding
method.

The subjective visual comparisons also confirm the superiority of our method.
Figure 4 shows the super-resolution results of Art (view 2) in the dataset with a
scale factor 4. And Figure 5 shows the super-resolution results of Reindeer (view
3) in the dataset with a scale factor 8. It can be seen that the results of our
method are much more visually pleasing and have more and finer high-frequency
detail than the other two methods. We recommend viewing these figures on a
screen.

Fig. 4. Super-resolution results of Art (view 2) with a scale factor 4. (a), the low-
resolution input. (b), result of bicubic interpolation method. (c), result of sparse coding
method. (d), result of proposed method. (e) the groundtruth.

1 http://vision.middlebury.edu/stereo/data/

http://vision.middlebury.edu/stereo/data/
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Table 1. PSNR scores (dB) of super-resolution results obtained by different methods
on Middlebury 2005 datasets

Scale factor Method Art Books Dolls Laundry Moebius Reindeer

2

Bicubic 32.65 29.13 31.73 30.55 33.16 32.76
Sparse Coding 34.56 30.62 33.50 32.39 34.51 34.27

Proposed 35.24 31.44 34.67 32.76 35.51 35.18

4

Bicubic 27.30 24.85 26.61 25.28 28.58 28.50
Sparse Coding 28.47 25.78 27.68 25.87 29.26 29.69

Proposed 30.55 28.07 30.60 27.08 31.20 31.53

8

Bicubic 23.40 21.38 22.73 21.76 25.01 24.99
Sparse Coding 23.99 21.99 23.39 22.11 25.49 26.12

Proposed 24.15 22.91 24.78 22.33 26.38 27.25

Table 2. SSIM scores of super-resolution results obtained by different methods on
Middlebury 2005 datasets

Scale factor Method Art Books Dolls Laundry Moebius Reindeer

2

Bicubic 0.9333 0.8739 0.9237 0.9005 0.9170 0.9196
Sparse Coding 0.9500 0.8976 0.9427 0.9185 0.9357 0.9313

Proposed 0.9574 0.9216 0.9575 0.9287 0.9527 0.9439

4

Bicubic 0.7917 0.7166 0.7676 0.7473 0.7914 0.8202
Sparse Coding 0.8208 0.7398 0.7982 0.7743 0.8139 0.8387

Proposed 0.9100 0.8835 0.9162 0.8659 0.9082 0.9053

8

Bicubic 0.6203 0.5663 0.5811 0.5898 0.6469 0.6989
Sparse Coding 0.6365 0.5775 0.6036 0.5998 0.6593 0.7218

Proposed 0.733 0.7546 0.7746 0.7282 0.7917 0.8342

Fig. 5. Super-resolution results of Reindeer (view 3) with a scale factor 8. (a), the
low-resolution input. (b), result of bicubic interpolation method. (c), result of sparse
coding method. (d), result of proposed method. (e) the groundtruth.
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3.2 High Quality Depth Map

As we the flowchart in Figure 1 indicates, our closed loop method can also obtain
depth map simultaneously. To examine the quality of the depth results, we use
the relative error of depth map (REoD) to measure how good a depth map is
when compared with the groundtruth. REoD is calculated as:

REoD =
1

|Λ|
∑

(i,j)∈Λ

|Depth (i, j)−Depthgroundtruth (i, j)|
|Depthgroundtruth (i, j)| (6)

Since we use the results of sparse coding method as the initial guess, thus we have
the corresponding disparity maps by using stereo matching algorithm. Then, we
can get four depth maps according to formula (1). We calculate the corresponding
REoDs of these four initial depth maps and average them. The results are shown
in Table 3 indicated by “Initial ”. Generally, after 1-3 times’ repeating, the
closed loop method gives pleasing super-resolution results and depth maps. The
REoDs of these depth maps are shown in Table 3 indicated by “Proposed”. In
addition, we match the reference high-resolution view 1 with the high-resolution
groundtruth views 2-5 to get the corresponding depth maps. And we calculate
the REoDs of these depth maps. They are shown in Table 3 indicated by “MoG
”(Matching results of Groundtruth). These results can be used to compare with
results of our method. Further more, we can know the goodness of the super-
resolution results of our method indirectly from such a comparison.

REoD values in Table 3 shows that our method significantly improves the
quality of the initial depth maps. And it gives comparable results to “MoG ”for
scale factor 2 and 4. Although the values of our method for scale factor 8 are
still a little higher, but they are much lower than the values of the initial maps.
Generally, these comparison results convince the effectiveness of our method on
the aspect of obtaining a high quality depth map. Figure 6 and Figure 7 shows
the depth map results along with the above super-resolution experiments shown
in Figure 4 and Figure 5. It can be seen that our method improves the initial
depth maps and gives comparable results to “MoG ”and the groundtruth.

Table 3. REoD values of the depth map results obtained by different methods on
Middlebury 2005 datasets

Scale factor Method Art Books Dolls Laundry Moebius Reindeer

2 Initial 0.0899 0.1772 0.0443 0.0856 0.0710 0.0475
Proposed 0.0321 0.0285 0.0193 0.0375 0.0351 0.0314

4 Initial 0.1106 0.1577 0.0909 0.1109 0.0791 0.0627
Proposed 0.0454 0.0681 0.0314 0.0523 0.0392 0.0518

8 Initial 0.2878 0.2307 0.1565 0.2540 0.1764 0.1129
Proposed 0.0874 0.0658 0.0482 0.1003 0.1011 0.0638

1 MoG 0.0305 0.0247 0.0184 0.0440 0.0312 0.0291
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Fig. 6. Depth map results of Art (scale factor: 4). (a), Initial depth map. (b), depth
map result of proposed method. (c)depth map result of MOG. (d), the groundtruth.

Fig. 7. Depth map results of Reindeer (scale factor: 8). (a), Initial depth map.
(b), depth map result of proposed method. (c)depth map result of MOG. (d), the
groundtruth.

4 Conclusion

In this paper, to tackle the multi-view super-resolution problem, we propose
a closed loop method. This novel method shows its superiority of obtaining
impressive super-resolution results and high quality depth map simultaneously.
The major characteristic of this method is updating the depth map and super-
resolution results alternately, and each of them benefits from the improvement
of the other. Series of Experiments confirms the effectiveness of this method.
The proposed method may be used in the 3D video super-resolution problem for
further study. The future work may also concentrate on hardware implement of
the special multi-view configuration which is a high-resolution camera along with
several low-resolution cameras, and the algorithm optimization for constructing
the high-accuracy 3D structure of the scene.
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Abstract. The stereoscopic video system creates a 3-D scene using the
color map and the virtual view which is synthesized by the color and
depth maps. Compressing 3-D video sequences is a crucial research is-
sue. Based on Zhao et al.’s depth no-synthesis-error model, this paper
presents a fast coding unit decision algorithm for compressing depth
maps in HEVC (High Efficiency Video Coding). The proposed coding
unit decision algorithm determines, as early as possible, the minimum
coding unit size required in the quadtree structure of HEVC while pre-
serving an acceptable quality. Experimental results demonstrate that the
proposed coding unit decision algorithm computationally outperforms
the one used in HEVC while incurring negligible degradation on both
quality and bitrate performance.

Keywords:Coding unit decision, Depth-image-based rendering (DIBR),
Depth no-synthesis-error (D-NOSE) model, HEVC, Quadtree structure,
Time performance.

1 Introduction

3-D TV systems [1] have received growing attention in consumer electronics
market. The systems aim to provide viewers with the perception of stereoscopic
scene which is achieved by the left and right virtual views depicted to human
eyes. There are three kinds of 3-D video formats, namely, color plus depth map
[2], stereo [3], and multi-view formats [4]. Compared to the stereo and multi-view
videos, the color plus depth map format requires lower storage and transmission
bandwidth and hence is usually considered for 3-D TV broadcasting. In this
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research, we focus on the color plus depth map format. Each time we have two
maps, one color map and one depth map. According to the depth-image-based
rendering (DIBR) technique [2], stereo pairs of the left and right virtual views,
created by synthesizing the color map and the corresponding depth map, are
used to form the 3-D video.

In 3-D TV broadcasting, since transmitting on the internet the stream of color
plus depth video may require large amount of resources, the issue of compressing
a color plus depth map 3-D video has captured the interests of researchers in
recent years. Previously, in H.264/AVC, several articles have been published to
tackle the compression issues of color map [5–7], depth map [8, 9], and both
maps.

High Efficiency Video Coding (HEVC) is the next generation compression
standard for video coding. Compared to H.264/AVC, HEVC achieves superior bi-
trate and quality performance at the expense of higher computational time com-
plexity. In HEVC, the coding unit decision process, which involves determining
the partition size of coding units and selecting prediction mode for each coding
unit, involves large computational cost and plays a crucial role. Since traditional
coding unit decision process involves exhaustive search which incurs large com-
putational cost, most researches focus on speeding up the coding unit decision
process with little degradation on the rate-distortion (RD) cost.However, the
existing fast coding unit decision algorithms [10–12] for color images focus on
determining the partition size of coding unit in the quadtree structure, where
each coding unit is divided into four subsequent coding units, initially designed
for gray images, and there exist no coding unit decision algorithms for color plus
depth maps.

In this paper, we propose a novel fast coding unit decision algorithm for
compressing depth maps in HEVC. The proposed algorithm speeds up the coding
unit decision process by determining, based on the D-NOSE model [13], the
minimum coding unit size required in the quadtree structure of HEVC as early
as possible while preserving an acceptable quality. The coding unit decision
process stops partitioning the coding units once the reconstructed depth values
fall in the allowable range determined by the D-NOSE model to speed-up the
encoding process. Since the reconstructed depth values are within the allowable
range, no synthesis errors will be observed, resulting in little degradation on
the quality of 3D scenes. Experimental results demonstrate that the proposed
algorithm outperforms computationally the one used in HEVC while incurring
negligible degradation on both quality and bitrate performance.

2 View Synthesis for 3-D TV

The depth-image-based rendering (DIBR) technique [2] is used for view synthesis
in 3-D video system. DIBR consists of two key steps, namely, warping and hole-
filling. Warping step maps the original color map, which is viewed as the original
view, to the virtual view based on the associated depth map. Since warping is
not a one-to-one mapping, hole-filling is used to polish the virtual view. Since
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our research focuses on coding unit decision process in HEVC for compressing
depth maps, we only survey the warping technique in this section.

The warping procedure transforms a pixel with the coordinate m ≡ (x, y)T in
the original view to a pixelm′ ≡ (x′, y′)T in the right virtual view. For simplicity,
we only consider the horizontal disparity between the original and the virtual
views and the horizontal disparity is denoted by x′ − x. Assuming that the
world coordinate system equals the camera coordinate system of the camera, the
perspective projection equation projects the 3-D space point M = (X,Y, Z)T to
the 2-D image point m = (x, y)T with depth value z = (Z) in the original view;
it yields

z

⎛⎝x
y
1

⎞⎠ = AM (1)

where

A =

⎡⎣f τ ox
0 ηf oy
0 0 1

⎤⎦ (2)

denotes the intrinsic camera parameter matrix with f denoting the focal length,
(ox, oy)

T denoting the principal-point position, and parameters η and τ modeling
the aspect ratio and skew of pixels. In practice, when employing modern digital
cameras, it can be safely assumed that pixels are square (η = 1) and non-skewed
(τ = 0).

And the perspective projection equation which projects the 3-D space point
M = (X,Y, Z)T to the 2-D image point m′ = (x′, y′)T with depth value z′ in
the virtual view can be expressed as

z′

⎛⎝x′

y′

1

⎞⎠ = ARM +At (3)

where R = I denotes the rotation matrix, i.e. the identity matrix under the
horizontal disparity assumption, and t = [�, 0, 0]T represents the translation
vector with � being the baseline length between the original and virtual views.
If the original view lies to the left with respect to the virtual view, � assumes
negative values.

Rearranging Eq. (1) and substituting into into Eq. (3) gives the classical
affine disparity equation, which defines the depth-dependent relation between
corresponding points (x, y)T and (x′, y′)T in the original and virtual views of
the same 3D scene,

z′

⎛⎝x′

y′

1

⎞⎠ = zI

⎛⎝x
y
1

⎞⎠+At, (4)

implying that the horizontal disparity depends on the depth value and the pixel
position in the original view. Further, the affine disparity equation corresponding
the the case of generating a stereo pair of views can be written as
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⎛⎝x′ − x
y′ − y
z′ − z

⎞⎠ =

⎛⎝f�/z
0
0

⎞⎠ . (5)

We thus have ⎛⎝x′

y′

0

⎞⎠ =

⎛⎝x+ dx
y
0

⎞⎠ , (6)

where dx = f�/z denotes the associated horizontal disparity.
For saving the storage, the depth value z is usually converted to a quantized

depth value zq by the quantization function used in MPEG-3DV [14]

zq = Q(z) =

⌊
255× Znear

z
× Zfar − z

Zfar − Znear
+ 0.5

⌋
(7)

where Znear and Zfar are the nearest and farthest real depth values in the orig-
inal view. Values 0 and 255 of the quantized depth value represent, respectively,
the farthest and nearest distance from the camera. For synthesizing the virtual
view, the quantized depth value zq is dequantized by

z = Q−1(zq) =
1

zq
255 (

1
Znear

− 1
Zfar

) + 1
Zfar

, (8)

which is used for calculating the horizontal disparity to generate the virtual view
in the warping process.

3 Fast Coding Unit Decision Algorithm Based on
D-NOSE Model

When generating the virtual view using the horizontal disparity, the horizontal
disparity is rounded to the nearest integer value; that is, different depth val-
ues may result in the same horizontal disparity, indicating that, for each pixel,
there exists a depth value range which generates the common pixel in the virtual
view. Zhao et al. [13] proposed the D-NOSE model which determines the allow-
able range of depth values for smoothing to generate the virtual view without
any synthesis errors. In this section, we first introduce the D-NOSE model for
determining the allowable range of depth values, and than describe the coding
unit decision process in HEVC; finally we present how to use the allowable range
for speed up the coding unit decision process.

3.1 Depth No-Synthesis-Error Model

In the D-NOSE model, for depth value zq there exist an allowable range
[�(zq), u(zq)] within which varying depth value does not result in any synthesis
errors. When performing warping, the quantized depth value zq is first dequan-
tized to z by the dequantization function in Eq. (8). The dequantized depth
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value z is then used for calculating the horizontal disparity dx = f�/z. The
λ-rounding (0 < λ ≤ 1) with integer-precision equation for horizontal disparity
dx can be expressed as

R(dx) = �dx − λ� =
⌈

f�

Q−1(zq)
− λ

⌉
, (9)

where �x� denotes the smallest integer greater than or equal to x.
Since the quantized depth value zq and the rounded disparity R(dx) are not

one-to-one transformation, there may exist different quantized depth values cor-
responding to the common rounded disparity; that is, given a specific quantized
depth value zq, there exists a range Rg(zq) for the quantized depth value corre-
sponding to the common rounded disparity or

Rg(zq) =

{
v

∣∣∣∣⌈ f�

Q−1(v)
− λ

⌉
=

⌈
f�

Q−1(zq)
− λ

⌉}
. (10)

Since R(dx) is a monotonically non-increasing function, for quantized depth value
zq, there exists a unique range [�(zq), u(zq)] =

[
min(Rg(zq)),max(Rg(zq))

]
such

that no synthesis error will be observed in view rendering if the quantized depth
value falls in this range.

3.2 The Coding Unit Decision Process in HEVC

When compressing 3D video sequences using the HEVC, coding units are the
basic units to be encoded for the depth map of each frame. The size of a coding
unit can vary from 64 × 64 to 8 × 8. Using smaller coding units usually results
in less distortion but higher bitrate.

In HEVC, the RD cost measures the tradeoff between the bitrate and the
distortion and often serves as the performance measure when determining the
coding unit size. The coding unit decision process determines the optimal coding
unit size and corresponding prediction mode implemented in HEVC to minimize
the RD cost. The HEVC first partitions depth map of each frame into a set of
coding units of size 64×64. The 64×64 coding unit structure is represented by a
quadtree. Denote by C0

2N0×2N0
with N0 = 32 the 64× 64 coding unit which can

be partitioned into four 32 × 32 coding units C0
2N1×2N1

, C1
2N1×2N1

, C2
2N1×2N1

,
and C3

2N1×2N1
with N1 = 16. Furthermore, the 64 × 64 coding unit can be

partitioned into sixteen 16×16 coding units C0
2N2×2N2

, C1
2N2×2N2

, . . . , C15
2N2×2N2

with N2 = 8 by partitioning each 32 × 32 coding unit into four 16 × 16 coding
units. Finally, the 64× 64 coding unit are partitioned into 64 8× 8 coding units
C0

2N3×2N3
, C1

2N3×2N3
, . . . , C63

2N3×2N3
with N3 = 4.

For each coding unit in the quadtree, three prediction modes, called intra,
inter, and skip, are available for encoding depth values. There exist one, two,
and four partitioning patterns for skip, intra, and inter prediction modes, re-
spectively Exploiting the spatial redundancy of depth maps, intra prediction
mode predicts the depth values in each coding unit by referring the depth values
from the neighboring encoded coding units. When performing intra prediction
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for the coding units Ci
2Nj×2Nj

, i = 0, 1, . . . , 22j − 1, two partitioning patterns

P i
intra,2Nj×2Nj

and P i
intra,Nj×Nj

are available. Instead of using the spatial re-
dundancy, inter prediction mode exploits the temporal redundancy of depth
maps and predicts the depth values for each coding unit based on the pre-
vious encoded depth maps. When performing inter prediction for the coding
units Ci

2Nj×2Nj
, i = 0, 1, . . . , 22j − 1, four partitioning patterns P i

inter,2Nj×2Nj
,

P i
inter,Nj×2Nj

, P i
inter,2Nj×Nj

, and P i
inter,Nj×Nj

are available. For the coding units
in the still background region, no depth values are recorded and the skip predic-
tion mode P i

skip,2Nj×2Nj
for i = 0, 1, . . . , 22j − 1 is often used.

For each coding unit Ci
2Nj×2Nj

, denote by Si
2Nj×2Nj

= {P i
skip,2Nj×2Nj

,

P i
intra,2Nj×2Nj

, P i
intra,Nj×Nj

, P i
inter,2Nj×2Nj

, P i
inter,Nj×2Nj

, P i
inter,2Nj×Nj

,P i
inter,Nj×Nj

},
the set of available prediction patterns. The prediction pattern for encoding
Ci

2Nj×2Nj
is determined to minimize the RD cost and the RD cost correspond-

ing to coding unit Ci
2Nj×2Nj

can be calculated by

RD(Ci
2Nj×2Nj

) = min
P∈Si

2Nj×2Nj

{D(P ) + λR(P )} (11)

where P represents the prediction pattern, D(P ) and R(P ) denote, respectively,
the corresponding distortion and bitrate, and λ is the Lagrange multiplier.

Once the RD costs corresponding to all possible coding units are determined,
the quadtree corresponding to the 64× 64 coding unit, which specifies how the
64× 64 coding unit is partitioned, can be determined as follows.

Consider the coding unit Ci
2Nj×2Nj

with four child coding units

C4i
2Nj+1×2Nj+1

, C4i+1
2Nj+1×2Nj+1

, C4i+2
2Nj+1×2Nj+1

, and C4i+3
2Nj+1×2Nj+1

. If the sum of
the RD costs of four child coding units is smaller than that of coding unit
Ci

2Nj×2Nj
, then the coding unit Ci

2Nj×2Nj
is replaced by four child coding units

with RD cost equal to the sum of four RD costs; otherwise, retain the coding
unit Ci

2Nj×2Nj
and discard the four child coding units. Thus the quadtree cor-

responding to the 64× 64 coding unit can be determined by iterating the above
process, starting from coding units Ci

2N3×2N3
for i = 0, 1, . . . , 63.

The above coding unit decision process involves calculating the RD cost, de-
termining the prediction pattern for each partitioned coding unit of size from
64× 64 to 8× 8, resulting in high computational complexity. In next subsection,
based on the D-NOSE mode, we present a new fast coding unit decision algo-
rithm which early stops partitioning the coding units to speed up the encoding
process with little error.

3.3 Fast Coding Unit Decision Algorithm for Compression Depth
Maps

The coding unit decision process in HEVC partitions each coding unit of size
from 64×64 to 8×8 and evaluates the corresponding RD costs to determine the
optimal size. However, since the stereoscopic video system purposes to construct
the virtual view in the decoder site, instead of examining all possible coding
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unit size in the quadtree structure to minimize the sum of the RD costs, we
aim to determine, as early as possible, the minimal coding unit size required in
quadtree structure while preserving the quality of virtual view and speeding up
the coding unit decision process.

In the coding unit decision process, each partitioned coding unit has a best
prediction pattern which minimizes the RD cost and the reconstructed depth
values from the best prediction pattern do not result in any synthesis error if they
all fall in the allowable range determined by the D-NOSE model. Based on the D-
NOSE mode, for the depth value zq, it exists an allowable range [�(zq), u(zq)] =[
min(Rg(zq)),max(Rg(zq))

]
obtained by Eq. (10) such that no synthesis errors

will be observed in virtual view. For convenience, if the coding unit Ci
2Nj×2Nj

,

i = 0, 1, 2, . . . , 22j−1 and j = 0, 1, 2, 3, whose reconstructed depth values are all
fallen in the range [�(zq), u(zq)], we call that Ci

2Nj×2Nj
satisfies the D-NOSE

condition.
Once Ci

2Nj×2Nj
satisfies the D-NOSE condition, the partition process for

Ci
2Nj×2Nj

can be stopped to improve the encoding time performance. For each of
64×64, 32×32, 16×16, and 8×8 coding units, we perform some experiments to
calculate the ratio of coding units satisfying the D-NOSE condition. Four multi-
view sequences of color plus depth map format, including two HD sequences,
Kendo and Balloons, and two full HD sequences, Poznan Street and Dancer,
were used in our experiments. Four depth map sequences are constructed from
the third view of Kendo sequence, the first view of Balloons sequence, the fourth
view of Poznan Street sequence, and the second view of Dancer sequence. After
compressing the four depth map sequences by HEVC for QP = 24, the ratios of
different sized coding units which satisfy the D-NOSE condition are shown in
Table 1.

Table 1. Ratios of different sized coding units satisfying the D-NOSE condition

Sequence Name Kendo Balloons PoznanStreet Dancer Average

64× 64 39.21% 32.75% 4.55% 75.62% 38.03%
32× 32 61.69% 49.83% 19.02% 87.47% 54.50%
16× 16 78.57% 68.54% 48.56% 94.08% 72.44%
8× 8 88.75% 82.64% 73.66% 97.15% 85.55%

Table 1 reveals that on average 38.03%, 54.50%, 72.44%, and 85.55% of 64×
64, 32 × 32, 16 × 16, and 8 × 8 coding units, respectively, satisfy the D-NOSE
condition, and it indicates that our proposed D-NODE-based early coding unit
decision approach has a significant encoding time reduction benefit.

The proposed fast coding unit decision algorithm follows the conventional
quadtree-based partition process but the proposed algorithm early terminates
the partition by checking the D-NOSE condition resulting in smaller quadtree
than that in HEVC. The detailed proposed coding unit decision algorithm for
each 64× 64 coding unit C0

2N0×2N0
is described as follows.
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1. Coding unit partition stage:
Initialize i and j by setting i = 0 and j = 0. Perform (a), (b), and (c) to
partition the coding unit C0

2N0×2N0
.

(a) For the coding unitCi
2Nj×2Nj

, find the prediction patternP ,P ∈ Si
2Nj×2Nj

andSi
2Nj×2Nj

is the set of available prediction patterns defined in Eq. (11),

such that the RD cost (see Eq. (11)) is minimized. If j = 3, i.e. the cod-
ing unit size is 8 × 8, stop the partition process of Ci

2Nj×2Nj
; otherwise,

perform (b).
(b) Reconstruct Ci

2Nj×2Nj
according to the prediction pattern P . The re-

constructed depth values ẑq’s check whether Ci
2Nj×2Nj

satisfies

ẑq ∈ [
min(Rg(zq)),max(Rg(zq))

]
, ∀zq, ẑq in Ci

2Nj×2Nj

If the condition is held, stop the partition process of Ci
2Nj×2Nj

; otherwise,

perform (c).
(c) Partition Ci

2Nj×2Nj
into four child coding units C4i

2Nj+1×2Nj+1
,

C4i+1
2Nj+1×2Nj+1

, C4i+2
2Nj+1×2Nj+1

, and C4i+3
2Nj+1×2Nj+1

. For each child coding

unit, perform (a) to determine the prediction pattern and check whether
the D-NOSE condition is held or not.

2. Coding unit decision stage:
Starting from the smallest coding units of size 2Nj+1×2Nj+1 in the quadtree
structure constructed by the coding unit partition stage, if the sum of the
RD costs of four 2Nj+1 × 2Nj+1 coding units C4i

2Nj+1×2Nj+1
, C4i+1

2Nj+1×2Nj+1
,

C4i+2
2Nj+1×2Nj+1

, and C4i+3
2Nj+1×2Nj+1

, is smaller than that of their parent coding

unit Ci
2Nj×2Nj

, then the coding unit Ci
2Nj×2Nj

is replaced by its four child

coding units; otherwise, retain the coding unit Ci
2Nj×2Nj

and discard its
four child coding units. The above process is performed iteratively until the
64× 64 coding unit is reached.

4 Experimental Results

We expect the proposed algorithm can substantially reduce the encoding time
with slight degradation in the video quality and bitrate. To verify the effective-
ness of the proposed algorithm, we compare the performance of the proposed
algorithm with the conventional HEVC in terms of video quality, bitrate, and
encoding time. In accordance with the experiments for testing the DNOSE con-
dition mentioned in section 3.3, four depth map sequences extracted from four
multi-view sequences in color plus depth map format, namely Kendo, Balloons,
Poznan Street and Dancer, are used to evaluate the performance of the proposed
algorithm. In addition, four color sequences extracted from the fourth view of
Kendo sequence, the second view of Balloons sequence, the fifth view of Poznan
Street sequence, and the third view of Dancer sequence are used as the ground
truth of the synthesized virtual view sequences.



Fast Coding Unit Decision Algorithm 173

All experiments were performed on the computer with Intel i7-3770 CPU
3.4 GHz and 16GB RAM. The program developing environment is Visual Stu-
dio C++ 2008 implemented on platform HM 4.0 with Microsoft Windows 7
operating system. To clearly report the experimental results, we first define
the performance measures as follows. The quality degradation can be mea-
sured by the decrease in PSNR when using the proposed algorithm and is
defined as ΔPSNR = PSNRproposed − PSNRHEV C where PSNRHEVC de-
notes the video quality by using the conventional HEVC and PSNRproposed

the video quality by using the proposed algorithm. The percentage of time sav-
ing when using the proposed algorithm over the conventional HEVC is defined
as ΔRT =

THEV C−Tproposed

THEV C
× 100% where THEV C denotes the total encoding

time required in the conventional HEVC and Tproposed the total encoding time
required in the proposed algorithm. The increase percentage in bitrate by the
proposed algorithm is defined as ΔRB =

Bproposed−BHEV C

BHEV C
×100% where BHEV C

denotes the total bitrate needed in the conventional HEVC and Bproposed the
total bitrate needed in the proposed algorithm.

The empirical results of the three performance measures, ΔPSNR, ΔRT and
ΔRB for different values of QP are listed in Table 2. The average performance
measures over different test sequences and different values of QP are also tabu-
lated. From Table 2,we found that the proposed algorithm can achieve significant
reduction in the encoding-time with little degradation in RSNR and bitrate when
compared with the conventional HEVC. On average the proposed algorithm can
achieve 21.19% to 58.34% reduction in the encoding time for different test se-
quences at the expense of increasing bitrate up to 0.12% and little decrease in

Table 2. Encoding performance measures in terms of ΔPSNR, ΔRT and ΔRB of the
proposed algorithm

Sequence Name Kendo Balloons PoznanStreet Dancer Average

QP = 24
ΔRT 43.03% 34.30% 24.41% 63.05% 41.20%
ΔRB 0.29% 0.14% 0.06% 0.42% 0.23%

ΔPSNR -0.08 -0.05 -0.02 -0.22 -0.09

QP = 28
ΔRT 43.42% 36.19% 23.51% 60.33% 40.86%
ΔRB -0.08% -0.10% 0.35% -0.16% 0.01%

ΔPSNR -0.03 -0.02 0.00 -0.05 -0.02

QP = 32
ΔRT 43.50% 36.31% 18.62% 55.68% 38.53%
ΔRB 0.02% -0.28% -0.65% -0.36% -0.32%

ΔPSNR -0.02 -0.01 0.00 -0.05 -0.02

QP = 36
ΔRT 43.29% 35.33% 18.23% 54.29% 37.78%
ΔRB 0.23% -0.40% 0.13% -0.46% -0.12%

ΔPSNR 0.01 0.01 -0.01 -0.07 -0.01

Average
ΔRT 43.31% 35.53% 21.19% 58.34% 39.59%
ΔRB 0.12% -0.16% -0.02% -0.14% -0.05%

ΔPSNR -0.03 -0.02 -0.01 -0.10 -0.04
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Table 3. Quality of the virtual view sequences based on the proposed algorithm and
HEVC in terms of PSNR

Sequence Name
Kendo(3 → 4) Balloons(1 → 2) PoznanStreet(4 → 5) Dancer(2 → 3)
HM proposed HM proposed HM proposed HM proposed

QP = 24 36.12 36.12 33.89 33.90 34.96 34.96 33.89 33.88
QP = 28 36.09 36.09 33.81 33.78 34.93 34.92 33.84 33.82
QP = 32 36.03 36.01 33.67 33.69 34.87 34.87 33.74 33.73
QP = 36 35.88 35.88 33.52 33.51 34.82 34.83 33.61 33.68

Average 36.03 36.03 33.72 33.72 34.89 34.90 33.77 33.78

PSNR. The reason for the bitrate degradation in Kendo and Dancer test se-
quences may come from the fact that both sequences are high motion sequences.

From the decoded depth map sequences, we can synthesize the sequences
to virtual views by using the DIBR technique [2]. Table 3 shows PSNR’s of
the virtual view sequences synthesized from the decoded depth map sequences
of the conventional HEVC and the proposed algorithm. Table 3 reveals that
the proposed method can make good use of the D-NOSE model since the vir-
tual view sequences of the proposed method have the same quality as that of
HEVC.

5 Conclusion

Based on the D-NOSE model, the proposed fast coding unit decision algorithm
for compressing depth map in HEVC has been presented. The proposed method
can determine the minimum coding unit size required for generating the virtual
views without any synthesis errors. Using the allowable range calculated by the
D-NOSE model, whenever the distorted depth values of the reconstructed coding
units are within the range, the coding unit decision process is terminated to
speed-up the encoding process.

Experimental results demonstrate that the proposed coding uint decision algo-
rithm significantly outperforms the one in HEVC with respect to computational
time complexity, where the proposed method can achieve 21.19% to 58.34% re-
duction in the encoding time with slight quality and bitrate performance degra-
dation. Furthermore, the proposed algorithm usually generates a virtual view
with the same quality as that of HEVC since depth-distortion is considered
when determining the size of coding-unit for compressing a 3-D video.
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Abstract. Optimal stopping theory is developed to achieve a good
trade-off between decision performance and decision efforts such as the
consumed decision time. In this paper, the optimal stopping theory is ap-
plied to fast mode decision for multiview video coding in order to reduce
the tremendous encoding computational complexity, with the benefit of
theoretical decision-making expectation and predictable decision perfor-
mance. The characteristics of encoding modes in multiview video coding
are studied to derive an optimal stopping theory-based model to early
terminate mode decision and thus a fast mode decision algorithm is de-
signed. Extensive experimental results demonstrate that the proposed
algorithm can save a great amount of encoding time for multiview video
coding and meanwhile keep the compression performance more or less
intact.

1 Introduction

Multiview (or multi-camera) videos have attracted much attention in a wide
range of multimedia applications, such as three-dimensional television, free-
viewpoint television, medical imaging, etc. A multiview video consists of video
sequences of the same scenario captured by multiple cameras, but from different
angles and locations, resulting in the need to store and/or transmit tremen-
dous amounts of data. This subsequently induces a large amount of inter-view
statistical dependencies and redundancies in multiview video. Efficient encod-
ing/compression technique is vital for the success of multiview video. As an
extension of H.264/Advanced Video Coding (AVC) [1], Multiview Video Coding
(MVC) [2] is designed for efficiently exploring not only temporal but also inter-
view redundancies, to provide higher coding performance than the independent
mono-view coding. In MVC, besides the Motion Estimation (ME) technique to
remove temporal redundancy, the Disparity Estimation (DE) is further employed
to remove the inter-view redundancy [3], which is achieved by employing more

S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 176–186, 2013.
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sophisticated prediction structures [4] with an example as shown in Fig. 1. In
each view, either the IBBP or the Hierarchical B-frame Prediction (HBP) struc-
ture [5] is supported. Among all views, the first view (i.e., S0 in Fig. 1, also
known as the base view) is coded independently; while for the other views, all
frames are predicted with temporal ME and/or inter-view DE. Moreover, as the
extension of H.264/AVC, variable-block-size ME and DE are employed in MVC,
which achieves significant gains in compression efficiency. However, the coding
performance improvement is at the cost of dramatically increased coding com-
plexity due to the temporal/inter-view prediction structure and variable-block-
size mode decision. Therefore, it is necessary to design optimization approaches
to remove the computational obstacles for MVC.

Fig. 1. Multiview video coding with 8 views

To address this issue, a number of researches [6–12] have been investigated
on fast mode decision and ME/DE algorithms because most of the coding com-
putations of MVC are consumed by mode decision and the related ME/DE pro-
cedures. In almost all these algorithms, the technique of neighboring prediction
is applied, by utilizing the neighboring and/or reference information, including
but not limited to encoding mode, texture, motion, Rate-Distortion (RD) cost,
reference index, and so on. The correlation of encoding modes are studied for
fast mode decision such as [6, 11] in which a few encoding modes are checked
first and it is determined whether some of the remaining modes can be skipped
according to the encoding mode correlation. In particular, fast mode decision
based on the SKIP mode is widely applied for early termination of mode de-
cision [7, 8, 10–12]. In these works, the SKIP mode is firstly examined. Then
a predefined early termination condition is performed, if the early termination
condition holds true, the SKIP mode is considered as the best and thus checking
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all the other encoding modes can be skipped. Another major type of fast cod-
ing approaches relies on RD cost-based threshold estimation, including [6–12].
These approaches apply early termination to mode decision, multiple reference
selection as well as ME/DE processes with termination thresholds derived from
correlations of RD costs, motion vectors and disparity vectors.

Despite the above research efforts, fast mode decision for MVC can still be
further improved in the following two aspects. Firstly, the mode characteristics
and inter-view correlations can be further investigated to reduce the computa-
tional complexity. Secondly, the early termination condition for mode decision is
usually set empirically, and there is much room to decide the optimal termina-
tion condition to skip unnecessary coding modes while keeping the compression
efficiency. To this aim, the optimal stopping theory-based model in [13] is further
refined and employed in this work for MVC mode decision. Extensive experimen-
tal results on benchmark multiview video sequences demonstrate that efficient
encoding time reduction and robust decision performance can be achieved by the
proposed algorithm. The rest of the paper is organized as follows. In Section 2,
based on the investigation of mode characteristics in MVC, an optimal stopping
theory-based model is developed. Section 3 provides the overall algorithm with
parameter estimation. The experimental results are given in Section 4. Finally,
Section 5 concludes this paper.

2 Optimal Stopping Model for MVC Mode Decision

In general, an optimal stopping problem can be defined by a sequence of random
variables with known joint distribution and a sequence of real-valued reward
functions. The decision-maker examines these variables sequentially to obtain
the observed value and decides a time to stop, aiming to maximize the expected
reward [14, 15]. By considering the encoding modes as random variables and
exploiting joint distribution of modes, the problem of mode decision can be
solved with the optimal stopping theory.

2.1 Related Work

In [16], Ferguson et.al. proposed an optimal stopping problem known as the
duration problem, which states that during a decision process, if a variable is with
better observed value than any variable before it, then it is called a Relatively
Best Object (RBO). The aim of the duration problem is to decide a time to stop
with the maximum expected duration until the next RBO. A longer expected
duration indicates both a higher probability of no RBO after the current stopping
choice and a larger time saving without unnecessary variable examination. In
other words, the solution to the duration problem can be considered as a good
trade-off between decision accuracy and time reduction, which can be employed
to fast mode decision in video coding.
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In [13], the solution to the duration problem is investigated for mode deci-
sion of scalable video coding and a constrained duration model is developed.
In this model, it is assumed there are N candidate encoding modes (which
can be regarded as the random variables in the duration problem), denoted
as Xk, k = 1, 2, · · · , N , and the corresponding probabilities of these modes to be
the best are predicted as p̂k, k = 1, 2, · · · , N . With the constraint threshold for
decision τ ∈ [N,N+1), all the candidate modes can be ranked in the descending
order of probabilities as

p̂i ≥ p̂j , ∀i, j ∈ [1, N ], i < j, (1)

where p̂k, k = 1, 2, · · · , N , represent the sorted probabilities. With the rank con-
dition in Eq. (1), the optimal stop for early termination is theoretically derived
to be at

K∗ = max {Kα,Kβ} , (2)

where

Kα = min

⎧⎪⎪⎪⎨⎪⎪⎪⎩k ≥ 1 :
k∑

i=1

p̂i

N∑
j=k

1
j∑

r=1
p̂r

> τ − k

⎫⎪⎪⎪⎬⎪⎪⎪⎭ , (3)

Kβ = min

⎧⎪⎪⎪⎨⎪⎪⎪⎩k ≥ 1 : p̂k+1

N∑
j=k+1

1
j∑

r=1
p̂r

≤ 1

⎫⎪⎪⎪⎬⎪⎪⎪⎭ . (4)

2.2 Mode Characteristics of MVC

In the proposed optimal stopping model as given in Eqs. (2-4), the predicated
probabilities p̂k, k = 1, 2, · · · , N , of all candidate modes are utilized to derive
the optimal stopping point. In order to make an accurate estimation of these
predicated probabilities, the mode characteristics of MVC are investigated. In
MVC, the probability of each mode to be the best could be predicted based
on the statistical history information and spatial/inter-view correlations. It is
highly probable that the co-located MacroBlocks (MBs) in neighboring views
have exactly the same best coding mode.

To justify this, for each MB with inter-view prediction being applied to, the
intra-view spatially upper, intra-view spatially left, forward inter-view co-located
and backward inter-view co-located MBs are separately evaluated in terms of
the probability to have the same best mode as that of the target MB. These
probabilities are summarized in Table 1, where four benchmark multiview video
sequences including Ballet and Breakdancer in the resolution of 1024×768 as
well as Champagnetower and Dog in the resolution of 1280×960 are tested with
8 views and different Quantization parameters (Qp); and || denotes the “or”
condition. From the table, it can be observed that there exist high probabilities
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that these intra-view spatially neighboring and inter-view co-located MBs have
the same best encoding mode as the target MB, and the probability gets even
higher as Qp becomes larger. As a consequence, both the intra-view and inter-
view correlations of encoding modes can be used for mode probability estimation.

Table 1. Percentage of having the same best encoding mode in MVC

upper forward

Sequence Qp upper left || left forward backward || backward

Ballet
20 69.39 69.12 81.05 69.45 68.90 81.30

36 85.82 85.18 91.23 90.91 90.79 94.77

Breakdancer
20 44.04 44.80 61.10 38.68 39.35 55.19

36 74.43 73.37 84.17 78.23 76.73 86.66

Champagnetower
20 76.89 76.66 85.78 81.06 81.79 89.66

36 93.99 93.98 96.50 98.03 97.70 99.04

Dog
20 68.35 65.97 80.04 68.19 70.61 81.31

36 88.95 86.60 92.70 94.81 94.52 96.73

3 Proposed Overall Algorithm

3.1 Speedup with Fast Mode Decision

To illustrate how much time reduction can be saved by fast mode decision ap-
proaches, the best encoding mode for each MB is recorded for several benchmark
video sequences and then reloaded under the same coding environment. In such a
scenario, the original and reloaded schemes obtain exactly the same coding per-
formance in terms of video quality and compression ratio. However, the encoding
computations with the reloaded scheme is dramatically less than the original en-
coder with two examples shown in Fig. 2, since the mode decision process is not
performed by the reloaded scheme.

As observed in Fig. 2, the overall coding time could be significantly saved in
all cases, which indicates that there exists a great potential to reduce the MVC
encoding computational complexity by skipping unnecessary coding modes or
even predicting the best coding mode without the entire mode decision process.

3.2 Model Parameter Estimation

In MVC, there are N = 6 types of modes to be decided, as SKIP, 16×16, 16×8,
8×16, P8×8 (including 8×8, 8×4, 4×8 and 4×4) and INTRA modes (includ-
ing INTRA16×16, INTRA8×8 and INTRA4×4). In order to apply the optimal
stopping model for early termination of mode decision, the mode probabilities
should be estimated as required in Eqs. (2-4). To this aim, an extension of the
adaptive statistical method for mode parameter estimation in [13] is employed
based on intra/inter-view mode correlations.
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(a) (b)

Fig. 2. Two examples of encoding speedup without mode decision. 8 views are encoded
with the view coding order 0-2-1-4-3-6-5-7. Y-axis: time reduction (%), X-axis: Qp. (a)
Ballet (1024×768). (b) Dog (1280×960).

As shown in Table 1, there exists a very high correlation in the best coding
mode between an MB and its intra-view neighboring MBs (including intra-view
spatially upper MB and intra-view spatially left MB) as well as forward/backward
inter-view co-located MBs. Therefore, the information of the best coding modes
of the above-mentioned intra/inter-view related MBs is utilized to estimate
p̂k, k = 1, 2, · · · , N , with four adaptive prediction matrices being defined as
follows.

1. Upper prediction matrix Tu(M,k), k = 1, 2, · · · , N,M = 1, 2, · · · , N , which
indicates the percentage of mode k being the best when the best mode of
the intra-view upper MB is M ;

2. Left prediction matrix Tl(M,k), k = 1, 2, · · · , N,M = 1, 2, · · · , N , which
indicates the percentage of mode k being the best when the best mode of
the intra-view left MB is M ;

3. Forward prediction matrixTf (M,k), k = 1, 2, · · · , N,M = 1, 2, · · · , N , which
indicates the percentage of mode k being the best when the best mode of
the forward inter-view co-located MB is M ;

4. Backward prediction matrix Tb(M,k), k = 1, 2, · · · , N,M = 1, 2, · · · , N ,
which indicates the percentage of mode k being the best when the best
mode of the backward inter-view co-located MB is M .

With the above prediction matrices, for an MB to be coded, its probability p̂k
as in Eqs. (2-4) could be estimated as

p̂k ≈ Tu(Mu, k) +Tl(Ml, k) +Tf(Mf , k) +Tb(Mb, k)
N∑

r=1

(Tu(Mu, r) +Tl(Ml, r) +Tf(Mf , r) +Tb(Mb, r))

, (5)

where Mu, Ml, Mf and Mb represent the best encoding mode of the intra-
view upper, intra-view left, forward inter-view and backward inter-view MBs,
respectively.
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After encoding an MB, if early termination is triggered with Eq. (2), the
prediction matrices are updated based on the coding results. If the best mode
of the coded MB is obtained as j ≤ K∗, the posterior probability of mode k to
be the best is derived as [13]:

�
pk=

⎧⎪⎪⎨⎪⎪⎩
K∗∑
r=1

p̂r, if k = j,

0 , if k ≤ K∗, k �= j,
p̂k , otherwise.

(6)

And the prediction matrices are linearly updated as

T(M,k) = T(M,k) · (1− γ) +
�
pk · γ, (7)

where γ is a regulation parameter with a typical value 0.08 based on exhaustive
experiments.

3.3 Overall Algorithm

Based on the above analysis, the proposed overall algorithm is described with
the following four steps. In this work, the initial probability for each mode is set
as 1

6 , i.e., p̂k = 1
6 , k = 1, 2, · · · , N where N = 6; and the initial mode checking

order is SKIP → 16×16 → 16×8 → 8×16 → P8×8 → INTRA. In order to
achieve a relatively high coding performance, the constraint threshold τ in Eq.
(3) is set to be N + 4/5.

Step 1. Mode probability estimation: compute the mode probabilities p̂k, k =
1, 2, ..., N with intra/inter-view neighboring/co-located MBs as in Eq.
(5). Then the optimal stopping point K∗ as in Eq. (2) is derived.

Step 2. Mode checking order recalculation: reorganize the candidate mode check-
ing list based on the mode probabilities p̂k in the descending order, i.e.,
the larger the probability, the earlier the corresponding mode is to be
checked.

Step 3. Mode decision: check all the candidate modes according to the checking
order (which is derived in Step 2) with optimal stop, and then decide the
best coding mode among all examined modes.

Step 4. Parameter update: update the posterior probabilities and the related
prediction matrices as in Eqs. (6-7).

4 Experimental Results

In order to evaluate the proposed optimal stopping theory-based algorithm, it is
implemented on the MVC reference software JMVC with version of 8.3.1. Eight
benchmark multiview video sequences are employed for testing, including the
640×480 sequences Ballroom, Exit, Race1, Vassar; the 1024×768 sequences Bal-
let, Breakdancer, Doorflowers; and the 1280×960 sequence Dog. The experiment
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Table 2. Experimental setting

Encoder JMVC 8.3.1

Qp 20, 26, 32, 38

Resolution 640×480, 1024×768, 1280×960

Configuration

Views: 8

ViewOrder: 0-2-1-4-3-6-5-7

GOP size: 12

Frames coded: 8 GOPs (97 frames)

Number of reference frames: 2

RDO: enabled

BiPredIter: 4

IterSearchRange: 8

ME: fast search with 1/4 pixel

Search range: ±96

Entropy coding: CABAC

Table 3. Experimental results of all 8 views

Sequence Qp TS ΔPSNR ΔBR Sequence Qp TS ΔPSNR ΔBR

20 69.51 -0.046 1.98 20 58.62 -0.035 1.18
26 65.51 -0.049 2.28 26 68.27 -0.042 2.53

Ballroom 32 66.81 -0.063 2.51 Exit 32 68.62 -0.063 3.45
38 69.49 -0.090 2.59 38 69.93 -0.100 2.95

Average 67.83 -0.062 2.33 Average 66.36 -0.060 2.53

20 63.84 -0.040 1.38 20 69.57 -0.026 -0.01
26 64.21 -0.037 1.44 26 74.13 -0.020 0.69

Race1 32 63.81 -0.046 1.49 Vassar 32 75.52 -0.037 1.97
38 63.49 -0.071 1.46 38 73.46 -0.066 2.51

Average 63.84 -0.049 1.44 Average 73.17 -0.037 1.29

20 70.34 -0.031 2.09 20 56.07 -0.065 3.14
26 73.12 -0.041 3.07 26 54.31 -0.067 5.10

Ballet 32 72.98 -0.073 3.35 Breakdancer 32 55.39 -0.088 5.02
38 71.76 -0.111 3.05 38 55.78 -0.125 3.81

Average 72.05 -0.064 2.89 Average 55.39 -0.086 4.27

20 71.21 -0.041 2.14 20 66.51 -0.019 0.21
26 73.11 -0.036 3.05 26 62.02 -0.016 0.66

Doorflowers 32 73.12 -0.042 3.02 Dog 32 59.56 -0.030 0.74
38 70.08 -0.056 2.77 38 60.74 -0.059 0.64

Average 71.88 -0.043 2.75 Average 62.21 -0.031 0.56

Average: TS = 66.59, ΔPSNR = -0.054, ΔBR = 2.26

is executed on a PC of 3.20GHz CPU and 2.00GB memory, with the JMVC
configuration parameters given in Table 2.

The proposed algorithm is implemented in all the encoding views with the
comprehensive experimental results summarized in Table 3. Three evaluation
criteria are used, including TS (%) for time reduction, ΔPSNR (dB) for Peak
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 3. RD curves. (a) Ballroom. (b) Exit. (c) Race1. (d) Vassar. (e) Ballet. (f) Break-
dancer. (g) Doorflowers. (h) Dog.

Signal-to-Noise Ratio (PSNR) degradation and ΔBR (%) for bitrate increase,
as compared to the original encoder, which are defined as:

TS =
To − Tp

To
× 100% (8)
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ΔPSNR = Pp − Po (9)

ΔBR =
BRp −BRo

BRo
× 100% (10)

where To, Po and BRo stand for the entire encoding time, PSNR and coded
bitrate of the original MVC encoder; Tp, Pp and BRp are the entire encoding
time, PSNR and bitrate of the MVC encoder with the proposed algorithm.

For each sequence, the average results of the proposed algorithm are shown
in Table 3, and finally the overall average results are presented at the bottom of
the table. In average, the proposed algorithm could achieve a significant gain of
66.59% in time reduction with 0.054 dB PSNR degradation and 2.26% bitrate
increase, which demonstrates the efficiency and robustness of the proposed algo-
rithm. Moreover, the RD curves are illustrate in Fig. 3, where it can be observed
that the RD performance can be kept almost intact as compared to the original
encoder.

5 Conclusion

In this paper, the optimal stopping theory is investigated for MVC fast mode
decision. The mode correlations in MVC are employed to estimate the proba-
bilities of each candidate mode being the best, and the estimated probabilities
are utilized in the proposed optimal stopping model to derive the early termi-
nation condition for mode decision. Extensive experimental results demonstrate
that the proposed optimal stopping theory-based algorithm is very efficient in
reducing MVC encoding computations while maintaining the video quality and
compression ratio more or less intact.
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Abstract. Given two pictures of the same scene captured using the same 
camera and the same lens, the one captured with a large aperture will appear 
partially blurred while the other captured with a small aperture will appear 
totally sharp. This paper investigates two possible ways of inferring depth of the 
scene from such an image pair with the constraint that both pictures are focused 
on the closest point of the scene. Our first method uses a series of Gaussian 
kernels to blur the image pair, and in the second method, the image pair will be 
shrunk to a series of smaller dimensions. In both methods, sharp areas in both 
images will always stay similar to each other, whereas the areas that appear 
sharp in one image but blurred in the other will not be similar until they are 
blurred using a large Gaussian kernel or shrunk to small dimensions. This 
observation enables us to roughly tell which objects in the scene are closer to us 
and which ones are farther away. At the end of this paper, we will discuss the 
limitations of our proposed approaches and some of the directions for future 
work. 

Keywords: shape from defocus, depth estimation, 3D reconstruction, aperture, 
image processing, computer vision. 

1 Motivation and Related Work 

In recent years, digital cameras not only become more affordable, but also provide 
functionalities that could potentially be utilized and benefit research in computer 
vision. For example, since both digital single-lens reflex cameras (DSLR) and 
mirrorless interchangeable lens cameras (MILC) allow users to change the lens 
according to the type of effect they want to achieve in their photographs, one can 
easily capture a clear and sharp landscape shot using a small aperture setting, or create 
a nice portrait image with a soft background using a lens that offers a large aperture 
setting. We are interested in the relationship between aperture settings and the effects 
they have on the images being captured, and we would like to explore and utilize this 
relationship to infer depth and reconstruct the 3D scene. 

The problem of estimating depth from defocused images is called shape from 
defocus in computer vision. Similar to other problems in computer vision such as 
stereo matching [1, 4], shape from defocus is concerned with reconstructing the 3D 
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Fig. 3. The 40 block maps (M1, M2, …, M40 from left to right and top to bottom) generated by 
blurring the image pair using 40 different Gaussian kernels. White pixels in the block maps 
indicate blocks that have already achieved the similarity threshold of 0.97 so far.  

4 Inferring Depth by Shrinking the Image Pair 

Besides using a series of Gaussian kernels, we find that shrinking the image pair to a 
series of smaller dimensions is also useful for estimating depth of the scene. From 
Figure 4, we can see that as the dimensions of the image pair become smaller and 
smaller, sharp areas in both IA and IB will stay similar to each other no matter how 
much they are shrunk. However, areas that are sharp in IA but blurred in IB will not 
appear similar until they are shrunk to relatively small dimensions. Based on how 
much we need to shrink the areas at the same position in IA and IB in order to make 
them similar, we can estimate the depth of that position. 

Similar to the previous method where a series of Gaussian kernels are used, IA and 
IB will be divided into small blocks (block size: 11px × 11px), and 40 different zoom 
ratios (r = 1, 1/2, …, 1/40) will be set up for shrinking the image pair. For each zoom 
ratio r, we first shrink the image pair according to r. Then for each pair of 
corresponding blocks WA and WB at the same location in IA and IB respectively, we 
compute and store the similarity value between the smaller version of WA and WB 
using normalized cross correlation (NCC). Similar to the previous method, as r 
decreases from 1 to 1/40, for each Gaussian kernel r, we create a block map Mi that 
assigns 1 to blocks that have already achieved a similarity value of 0.97 so far and 0 
to those that haven’t.  
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Fig. 4. As the image pair becomes smaller and smaller, overall, IA (top row) and IB (bottom 
row) will become more and more similar to each other. While sharp areas in both images will 
always stay similar to each other, areas that are sharp in IA but blurred IB in will not appear 
similar until they are shrunk to relatively small dimensions. 

The 40 block maps generated (M1, M2, …, M40) are shown in Figure 5. Similar to 
Figure 3, sharp areas (such as the corners of books) in IB achieve the similarity 
threshold 0.97 and show up in the block map earlier than areas that look sharp in IA 
but blurred in IB (such as the left hand side of the book stack) as r decreases from 1 to 
40. Blocks that show up earlier in the block maps are generally closer to the camera 
than blocks that show up later in the block maps. 

5 Limitations and Future Work 

Even though the proposed methods can roughly estimate the depth of objects in the 
scene, there are several limitations in our approaches, one of which is that the 
computation of similarity value is highly dependent on the texture of the image pair. 
As can be seen from the experimental results in Figure 3 and 5, if an area (such as the 
white area of the folder at the upper left part of the images) doesn’t have much 
texture, the Gaussian kernels will not be able to significantly alter the appearance of 
the area in IA to measure its degree of blurredness. In this case, textureless areas that 
are blurred in IB could show up earlier in the block maps. 

Similar to the first method where a series of Gaussian kernels is used, lack of 
texture could also affect the computation of similarity between two corresponding 
blocks in IA and IB in the second method, making blocks that are textureless show up 
earlier in the block maps. 

In order to ensure that blocks in the image pair contain enough texture for 
measurement of degree of blurredness, one of the directions of our future work is to 
discard blocks that have little or no texture and consider only the ones that have edges 
or patterns. However, this could imply that we will need some kind of inpainting or 
interpolation strategies similar to those used in view synthesis [5] in order to restore 
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the depth of textureless blocks based on blocks whose depth have been reliably 
determined using enough texture. 

Secondly, the proposed methods do not impose any type of smoothness constraint 
between blocks. Since depth normally does not change suddenly or abruptly within a 
single object, we believe that imposing some kind of smoothness constraint can help 
remove some of the noises and outliers in the block maps. 

 

 

Fig. 5. The 40 block maps (M1, M2, …, M40 from left to right and top to bottom) generated by 
shrinking the image pair according to 40 different zoom ratios. White pixels in the block maps 
indicate blocks that have already achieved the similarity threshold of 0.97. 

Last but not the least, we would like to establish a more accurate relationship 
between degree of blurredness and the actual depth. At this point, the blocks maps 
generated by our methods only allow us to have a rough estimation of depth. To 
reconstruct the depth map precisely, it is necessary to have a more precise 
understanding on how to convert depth from degree of blurredness.  

6 Conclusion 

In this paper, we investigate two possible ways of inferring depth from a pair of 
images of the same scene captured using the same camera and the same lens. The two 
images are focused on the closest point in the scene but captured using different 
aperture settings. Our methods are based on the relationship between degree of 
blurredness and depth - the farther away a point is, the more blurred it will appear in 
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the image captured with a large aperture. We measure the degree of blurredness of 
different areas in the scene by blurring the image pair using a series of Gaussian 
kernels or shrinking the two images to a series of smaller dimensions and then 
computing the similarity between two corresponding blocks in the two images. Our 
methods currently allow us to roughly estimate the depth of scene. In the future, we 
plan to further improve our methods by inpainting or interpolating the depth of 
textureless areas, imposing smoothness constraint and more accurately establishing 
the relationship between depth and degree of blurredness. 
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Abstract. Most traditional approaches for automatic image annotation
cannot provide reliable annotations at the object level because it could
be very expensive to obtain large amounts of labeled object-level images
associated to individual regions. To reduce the cost for manually anno-
tating at the object level, multiple instance learning, which can leverage
loosely-labeled training images for object classifier training, has become a
popular research topic in the multimedia research community. One bot-
tleneck for supporting multiple instance learning is the computational
cost on searching and identifying positive instances in the positive bags.
In this paper, a novel two-stage multiple instance learning algorithm is
developed for automatic image annotation. The affinity propagation(AP)
clustering technique is performed on the instances both in the positive
bags and the negative bags to identify the candidates of the positive
instances and initialize the maximum searching of Diverse Density like-
lihood in the first stage. In the second stage, the most positive instances
are then selected out in each bag to simply the computing procedure of
Diverse Density likelihood. Our experiments on two well-known image
sets have provided very positive results.

Keywords: Automatic Image Annotation, Multiple Instance Learning,
Diverse Density, Positive Instance Identification, AP Clustering.

1 Introduction

With the exponential growth of digital images, there is an urgent need to achieve
the automatic image annotation for keyword-based image retrieval [7]. For the
task of automatic image annotation, machine learning techniques are usually
involved to learn the classifiers from large amounts of labeled training images
with ground-truth labels corresponded with the content of image regions, which
are usually provided by professionals. For the reason that it is labor intensive to
hire professionals for labeling large amounts of training images, the size of such
professionally-labeled image sets tends to be small. As a result, the classifiers,
which are learned from a small set of professionally-labeled training images, may
hardly be generalizable.

On the other hand, it is much easier for us to obtain large-scale loosely-labeled
training images (object labels are loosely provided at the image level rather than
at the region level), which may have multiple advantages: (1) they can represent

S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 194–205, 2013.
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Fig. 1. Illustration of multiple instance learning

various visual properties of the object classes more sufficiently; (2) they can
be obtained easily by providing the object-level labels loosely at the image level
rather than at the region level; (3) both their labels and their visual properties are
diverse, thus they can give a real-world point of departure for object detection
and scene recognition. Therefore, one potential solution for the critical issue
of the shortage of object-based labeled training images is to support multiple
instance learning by leveraging large-scale loosely-labeled training images for
object classifier training [8,10,13,14].

It is not a trivial task to leverage the loosely-labeled images for object clas-
sifier training because they may seriously suffer from the critical issue of corre-
spondence uncertainty, e.g., each loosely-labeled image contains multiple image
regions (i.e. instances in multiple instance learning) and multiple object labels
which are given at the image level, thus the correspondences between the regions
and the available labels are uncertain. To leverage the loosely-labeled images for
object classifier training, it is very attractive to develop new algorithms for: (a)
supporting ambiguous image representation which can transform each loosely-
labeled image into bag of instances and expressing its semantics ambiguity (i.e.,
multiple labels are available for one single image) explicitly in the instance space;
(b) identifying the instance labels automatically when the labels are provided
only at the image level; and (c) identifying the positive instances fast for ob-
ject classifier training. As illustrated in Fig. 1, multiple instance learning tools
[1,9,18] can automatically assign multiple labels (which are given at the image
level) into the most relevant image regions, where images are also called bags.
One bottleneck for supporting multiple instance learning is the computational
cost on searching and identifying the positive instances in the positive bags. In
this paper, a new algorithm of two-stage is developed to speed up the computing
of Diverse Density likelihood for multiple instance learning significantly.

The rest of this paper is organized as follows. Section 2 reviews the related
work briefly and then the Diverse Density framework our work relied on is pre-
sented in Section 3. Section 4 introduces our new algorithm in detail and Section
5 introduces our experimental results for algorithm evaluation. We come to the
conclusions in Section 6.

2 Related Work

In the last decades, many multiple instance learning algorithms have been pro-
posed and applied to many fields since the term ‘Multiple Instance learning’ was
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created by Dietterich et al. [5] in a drug activity prediction domain. The Diverse
Density approach has been proposed by Maron [9] to solve multiple instance
learning problem and and has been improved by Zhang et al. [19]. RW-SVM [16]
algorithm has used random walk to find out the true positive instances and then
used SVM to train the image classifiers to annotate the images. MTS-MLMIL
[12] algorithm has utilized graphic clustering to find out the true positive in-
stances and used multi-task SVM to recommend the tags for image annotation.
Many other optimization algorithms, such as mi-SVM [1] and MIBoost [15], have
been proposed to get the true positive instances through iterative procedures.
The other different direction to solve the problem of multiple instance learning
is to upgrade the learning process at the instance level (where the labels at the
instance level are not available) to the learning process at the bag level (where
the bag labels are available), and the classifiers at the bag level are learned for
image classification, e.g., recommending the object labels or tags at the image
level rather than at the object level.

Some methods compare the bags directly by using the bag-level distance func-
tions, such as Citation-kNN [17]. Chen et al.[2] have developed an interesting
approach called MILES to enable region-based image annotation when the labels
are available only at the image level. Vijayanarasimhan et al. have developed a
multi-label multiple instance learning approach to achieve more effective learning
from the loosely-labeled images [14]. The critical issue for supporting multiple
instance learning is how to assign the available labels (which are given at the
bag level) into the most relevant instances, e.g., for a given positive bag, some
instances are positive and others are negative.

In this paper, we focus on the Diverse Density [9] algorithm for multiple in-
stance learning. The key idea of Diverse Density method is to use the statistical
information of all the bags in a probabilistic way, which accumulates the in-
stances to the bag level to utilize the label information which are provided at
the bag level. The instances are combined in the Noisy-Or probabilistic model to
obtain the likelihood for all the bags. We revisit the Diverse Density algorithm
briefly in the next section.

3 Diverse Density

The general framework of Diverse Density uses the likelihood of instances to
measure the intersection of the positive bags and negative bags. The Diverse
Density at one point is defined to measure how many different positive bags
have instances near that point and how far the negative instances are away from
that point[9]. The task of Diverse Density DD(x) is to find out an appropriate
point in the feature space where most true positive instances are around and
most negative instances are far away from. That appropriate point in the feature
space is called concept corresponding with the maximum of the Diverse Density
likelihood in the feature space.

In the Diverse Density algorithm, the labeled image sets (which their labels
are given at the image or bag level) are defined as D which consist of bags
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Fig. 2. Illustration of the key components and steps of our proposed algorithm for
multiple instance learning

(i.e. images) B = {B1, ..., Bm} and labels L = {l1, ..., lm}. Let bag Bi =
{Bi1, ..., Bij , ...Bin} where Bij is the jth instance. Let label li = {li1, ..., lij
, ...lin} where lij denotes the label of the jth instance in Bi bag. The positive
bags are denoted as B+

i and jth instance in B+
i as B+

ij . Likewise, B
−
ij represents

a negative instance in the negative bag B−
i . The diverse density at the point t is

denoted as DD(x) = P (x = t|B+
1 , . . . , B+

n , B
+
1 , . . . , B−

m). The maximum point
(i.e. concept) can be found out by computing argmaxxDD(x). Assuming that
the candidate point t follows a uniform prior in the feature space, according to
the Bayes’ rule, this question can be equivalent to

argmax
x

DD(x) = argmax
x

∏
i

P (x = t|B+
i )
∏
i

P (x = t|B−
i ) (1)

The Diverse Density algorithm uses the noisy-or model to construct the like-
lihood of positive bags pertained to the candidate point t, P (x = t|B+

i ) =
1 − ∏

j(1 − P (x = t|B+
ij)) and the likelihood of negative bags far away from

the point t, P (x = t|B−
i ) =

∏
j(1 − P (x = t|B−

ij)). Then the distance be-
tween the candidate point t and instances is used to model the probability
P (x = t|Bij) = exp(−‖Bij − x‖2). If the instances in a positive bag are near
the t, the probability P (x = t|B+

i ) would be high. Likewise, the probability
P (x = t|B−

i ) should be high only if the instances in a negative bag are far away
from the candidate point t. To reduce the complexity of Diverse Density algo-
rithm, the negative logarithm of DD(x) can be adopted to search its minimum
instead of computing the DD(x) maximum directly.

From (1), one can observe that all the instances need to be integrated into the
likelihood DD(x), thus the formula becomes very complicated in computability
and could not have the analytic solution while the gradient ascent algorithm can
be utilized to search the maximum ofDD(x). To avoid trapping a local maximum
of DD(x), some initial points need to be adopted to search the global solution
at the beginning. So all the positive instances are utilized as its initial points
and one of them is likely to be close to the maximum. Although it is beneficial
to find out the global solution for the DD(x), it is costly for computing through
multiple starting points especially as the number of positive instances are very
huge. Based on this observation, our proposed algorithm for multiple instance
learning will identify an instance from all these positive instances as the unique
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initial point rather than using all the positive instances as the initial point. On
the other hand, the DD(x) is actually affected most by the instances which
are nearest to the optimal point in each bag. Thus our proposed algorithm for
multiple instance learning utilizes only one instance instead of all the instances
to maximize the DD(x) in each bag.

4 Our Proposed Method

In this section, we introduce our proposed algorithm for multiple instance learn-
ing. Our proposed algorithm consists of 3 key components as shown in Fig. 2: (a)
utilizing JSEG[4] segmentation technique to generate instances; (b) utilizing the
AP clustering algorithm to find out the best candidate point for Diverse Den-
sity likelihood; (c) utilizing the boosting Diverse Density to find out the optimal
solution.

4.1 Bag Generation and Instance Clustering

We utilize the JSEG segmentation technique to partition images into a set of
regions and all these regions are treated as the image instances, where each
image is treated as a bag. For a given category or concept, its relevant images
are treated as positive bags and all the irrelevant images are treated as negative
bags. The visual features, which are extracted from the instances (i.e. image
regions), are used for instance representation. It is worth noting that one object
in an image may be partitioned into multiple image regions (multiple instances)
or single image region (single instance).

After the instances are generated by using the JSEG segmentation algorithm,
these instances would be partitioned into many clusters and only the centers (i.e.
exemplars) of these clusters could be selected as the initial points for Diverse
Density. The maximum of Diverse Density may locate in the intensive area of
positive instances and the non-intensive area of negative instances. In other
words, the optimal solution may occur in the vicinity of one of the clusters
which gathers the positive instances and does not contain negative instances.
Based on this observation, the instances in the positive bags and the negative
bags are first partitioned to multiple clusters respectively according to their
visual similarity. The cluster in the positive bags, which is farthest away from
all the negative clusters in the negative bags, is identified and selected out by
analyzing the distances between the positive clusters and negative clusters.

We adopt the AP[6] clustering approach to partition the instances into multi-
ple clusters. The K-means or K-medions clustering approach need to randomly
select k initial cluster exemplars at the beginning, thus it is not suitable for the
image instance clustering problem because the number of instance clusters is un-
known. As an extension of K-medions clustering, AP clustering simultaneously
takes all the instances as the potential exemplars, where real-value ‘preferences’
are used for representing the probability of instances as the exemplars. As a re-
sult, AP clustering does not need to identify the initial clusters at the beginning
and it can automatically detect the exemplars and clusters.
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4.2 Candidate Identification and Speeding

As discussed above, clustering is utilized to find out the positive cluster furthest
away from negative clusters. The clusters grouped from the positive instances are
called positive clusters Ω and the clusters gathered from negative instances are
called negative clusters Ω. The candidate point for the Diverse Density maximum
should be close to the positive cluster furthest away from negative clusters, and
such cluster can be identified by analyzing the distance between the positive
clusters Ω and negative clusters Ω. In this paper, the Hausdorff distance is used
to measure the distance between two clusters or two instance sets.

For two instance sets Cm ∈ Ω and Cn ∈ Ω, the Hausdorff distance between
Cm and Cn is defined that each element in Cm is within Hausdorff distance d of
at least one element in Cn and each point in Cn is within Hausdorff distance d
of at least one element in Cm. The Hausdorff distance is defined as:

H(Cm, Cn) = max {h(Cm, Cn), h(Cn, Cm)}
h(Cm, Cn) = max

xm∈Cm

min
xn∈Cn

d(xm, xn)
(2)

where xm and xn are the elements in the instance sets Cm and Cn. The dis-
tance d(xm, xn) between two instances can be any distance measurement cor-
responding to the feature extraction. The distance we adopt will be introduced
particularly in the Sect. 5.1.

Let M and N be the number of positive clusters and negative clusters. We use
the score γ to represent the distance between a cluster in the positive clusters
Ω and all the negative clusters Ω. It is defined as γ(Cm) = min

n
H(Cm, Cn).

Since the maximum of Diverse Density will locate in the vicinity of Cm∗ which
corresponds with the maximum of γ(Cm), we can take any instance in the cluster
Cm∗ as the initial point of Diverse Density. For the fastest convergence, we take
the exemplar tm∗ of Cm∗ as the initial point.

Through the selection of initial point, we can search a global optimal solution
of the Diversity Density. However, we still need to compute with all the instances
in the positive bags according to (1). Through the equation above, we can find
that the likelihood of instances is the product of each instance and the maximum
of this product is mainly influenced by the nearest instance to the point t. In the
view of multiple instance learning, there is always one instance in each bag with
most contribution to the bag-level labels. Based on these observations, we take
out one instance from each bag to represent this bag and reduce the computing
complexity of Diverse Density, which is similar with the Maximization-step in
the [19]. We choose an instance from each bag like argmax

j
P (x = tm∗ |Bi(j)).

After we use the most influenced instance Bij∗ to present a bag, we denote
the conditional probability between the concept and the bags P (x = t|B′

i) =
P (x = t|Bij∗) and the j∗ is determined by equation above. The P (x = t|Bij in

our algorithm are defined as P (x = t|Bij) = exp
(
− d(Bij , x)

)
. d(Bij , x) can

be any measurement between two vectors (i.e. instances). In this paper, we use
the distance defined in the (4). For the optimization problem above, we use the
numerical solution to find out the optimal solution.
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4.3 Boundary Demarcation

Even if the optimal point has been identified, we still need to identify the bound-
ary which would separate the positive bags and negative bags. The cross valida-
tion method can be used to find out the best distance threshold, but the search
range is still too large. So we can set up the minimum and maximum threshold
as the upper and lower boundary for the searching. In multiple instance learning,
at least one instance is positive and at most all of them are positive in the pos-
itive bags. Based on this, we set the minimum of distance threshold where only
one instance in each positive bag occurs and the maximum of distance threshold
where all the instances in each positive bag occur. It identifies the boundary as
following

Tmin = max
T

d(xij , tm∗) > T, ∃j ∈ Bi

Tmax = min
T

d(xij , tm∗) < T, ∀j ∈ Bi

(3)

When the search range [Tmin, Tmax] is confirmed, we adopt the K-fold (K=10)
cross validation method to find the best threshold. The range would be parti-
tioned into L parts and use the centers of L parts to validate the accuracy.

The boundary of some categories may overlap in the feature space and the
ranking method is used to solve this. For the concept of ith class Ci, the ranking

score of new instance are defined γ(x) = sort
i

(d(x,Ci)
Ti

)
. The distance measure-

ment d(x,Ci) is defined by the (4) and Ti is the best threshold selected out by
cross validation. The category with the greatest ranking score is given to the
instance as its label.

5 Experimental Evaluation

In this section, we describe the details of our experiments, which include the
image sets used, instance feature extraction, the baseline methods and results of
our experiments.

5.1 Image Sets and Visual Feature

To evaluate our algorithm precisely, two databases with different size are used
to verify the effectiveness of our algorithm. MSRC1 is collected from search
engines, which includes 591 images and 23 object classes. Because the ‘horse’
category in the MSRC only has 3 images, we abandon the ‘horse’ category in
our experiments. NUS-WIDE [3] is collected from social website Flickr and con-
tains 269,648 images and tags associated with these images originally. In our
experiments, we only use the categories which can correspond to the image
regions, i.e. object categories. So we pick out 25 object categories(marked as
NUS-WIDE(OBJECT)) to evaluate our algorithm.

1 http://research.microsoft.com/en-us/projects/objectclassrecognition/ , we
use the version 2.0.

http://research.microsoft.com/en-us/projects/objectclassrecognition/
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Fig. 3. Precision and Recall of AP clustering on the MSRC datasets based on the
ground-truth of instances

To extract effective feature from the instances, we use the colored pattern ap-
pearance model (CPAM) to capture both color and texture information of image
regions [11]. The CPAM has been applied to many fields and proved succeed to
capture the color and texture information. Using CPAM, each instance would
be represented by a 64-dimensional feature vector x. The distance between two
instances xm and xn can be measured by many approaches like L2 norm of Eu-
clidean distance, however, the L1 norm has been proved more robust to outliers
than L2 norm. The measurement we adopted is defined as

d(xm, xn) =
∑
i

|xm(i)− xn(i)|
1 + xm(i) + xn(i)

(4)

The distance measurement can be used to compute the similarity matrix for the
clustering and to determine the threshold for boundary demarcation.

5.2 Experiments

To evaluate the effectiveness of our proposed algorithm, we use the following
approaches as our baseline approaches: (a) our algorithm versus DD[9] (using
multiple positive points as their initial point and search the maximum directly);
(b) our algorithm versus EM-DD[19] (selecting some positive points and using
the most positive instance to compute the maximum) and (c) our algorithm
versus mi-SVM [1] (another approach to find out the true positive instances
using optimization technique directly). For all the approaches mentioned above,
we compare the accuracy and running time of algorithms based on the MSRC
dataset and NUS-WIDE(OBJECT) dataset. To avoid the over-fitting problem,
we randomly generate K training datasets and use the average result of these
random datasets to evaluate the effectiveness of our proposed algorithm.

To evaluate the performance of candidate cluster identification, the traditional
precision and recall are used to demonstrate the effectiveness of our clustering
method. As MSRC database provides the pixel-wise ground-truth images, we
utilize these ground-truth images to test our AP clustering performance. As
shown in Fig. 3, precision in most categories are high, because most images
grouped into one cluster are in the same category. Recall is not very high in many
categories because images in the same category are very diverse in the visual
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Fig. 4. Average accuracy of image annotation on the MSRC and NUS-
WIDE(OBJECT) datasets using four approaches: (a) Diverse Density(DD); (b) EM-
DD; (c) mi-SVM; (d) Our algorithm

Table 1. Average accuracy of image annotation on two databases using different
methods

DD EM-DD mi-SVM Ours

MSRC 65.8% 55.2% 56.6% 70.9%
NUS 56.8% 51.7% 50.5% 57.2%

content and not all the positive instances could be contained in one cluster as
the cluster can not be infinite. As the positive instances in one category become
more and more, the recall would become lower, which can be observed from Fig.
3. As the comparison of our distance measurement, we use the Euclidean distance
(ED) as the baseline to observe the effectiveness of different distance measure
for the clustering. We can find that the distance defined in (4) can improve the
precision with the cost of reducing the recall compared to Euclidean distance
from Fig. 3.

To assess the advantages of Diverse Density, we compare the performance be-
tween Diverse Density-based approaches and mi-SVM algorithm. As shown in
Fig. 4 and Table 1, we can observe from these results that Diverse Density-based
algorithms improve the average accuracy for most categories. The improvement
of average accuracy is mainly attributed to the fact that Diverse Density al-
gorithms utilize the likelihood of instances to reduce the ambiguity between
instances and bag labels. In other words, mi-SVM algorithm utilizes the opti-
mization approach to obtain the relationship between instances and bag labels
directly. But it is difficult to achieve that target when the initial labels are not as-
signed to the right instances at the beginning. In contrast to mi-SVM algorithm,
Diverse Density-based algorithms are not necessary to assign the instances with
right labels when the algorithms start.

We also compare two existing Diverse Density-based approaches (DD and EM-
DD) to evaluate the improvement of our algorithm shown in Fig. 4 and Table
1. The improvement of our algorithm is mainly from 2 components: (a) we use
two steps to find out the concept of each category in the feature space. The AP
clustering and Hausdorff distance between clusters are utilized to identify the
candidate from clusters as the initial point in the first step(coarse step). From
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Table 2. Average running time of image annotation on two databases using different
methods

DD EM-DD(50%) mi-SVM(100) Ours

MSRC(s) 780.6 257.1 1.05 1.5
NUS(m) 163.8 61.4 0.2 0.3

Table 3. The results of image-level and object-level annotation

Instance
Level

Image
Level

sky,building,
grass,road

sky,tree,aeroplane,
grass

bird,sky
building,bicycle,
road

water,cow, grass

Instance
Level

Image
Level

dog whale fish,coral bird,statue sign,plane,leaf

the initial point, the concept could be found out by using the boosting Diverse
Density procedure in the second step(fine step). (b) we design a heuristic method
to find out the boundary for the category, which is better than the method only
using the leave-one-out approach. The searching range defined in the (3) can
avoid the over-fitting problem and speed up the searching speed.

The running time of four algorithms are compared in our experiments shown
in the Table 2, which are operated on INTEL Xeon E5420 and Windows 7.
The mi-SVM obtains the best performance because many special solution algo-
rithms for SVM have been designed while the Diverse Density-based algorithms
need to compute the maximum using the numerical approach. We select out
the initial point by clustering and Hausdorff distance to replace the multiple
initial point trial in DD and EM-DD, and use one instance of each bag to com-
pute the Diverse Density instead of using all positive instances. So the running
time can be saved many order of magnitude. At the same time, mi-SVM can
hardly converge stable solution so we need to set the iterative times as 100 for
terminating the algorithm manually. Although we do experiments about dif-
ferent number of initial instances for the EM-DD algorithm, we only display
the running time using 50% of the positive instances which can make the best
performance.

At last, we show some results of our annotation experiments in Table 3, where
the images are labeled with image-level and object-level annotations. In the Table
3, the instance-level annotations are shown in the segmented images directly.
Some instances (image regions) are not assigned with any tags as if the ranking
scores γ of instances are larger than 1.0.
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6 Conclusion

In this paper, a novel algorithm is developed to speed up the procedure for
Diverse Density-based multiple instance learning significantly. In the first, an
AP clustering technique is performed on the instances both in the positive bags
and the negative bags to identify the candidates and initialize the search of the
maximum of the Diverse Density likelihood. And then a boosting Diverse Density
algorithm is used to compute the optimal solution. At last many experiments
using different methods are performed on two well-known image sets.
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Abstract. Numerous web videos associated with richmetadata are avail-
able on the Internet today. While such metadata like video tags bring us
facilitations and opportunities for video search andmultimedia content un-
derstanding, some challenges also arise due to the fact that those video tags
are usually annotated at the video level while many tags actually only de-
scribe parts of the video content. Thus how to localize the relevant parts
or frames of web video for given tags is the key to many applications and
research tasks. In this paper we propose to combine topic model and rele-
vance filtering to localize relevant frames. Our method is designed in three
steps. First we apply relevance filtering to assign relevance scores to video
frames and a raw relevant frame set is obtained by selecting the top ranked
frames. Then we separate the frames into topics by mining the underlying
semantics using Latent Dirichlet Allocation and use the raw relevance set
as validation set to select relevant topics. Finally, the topical relevances are
used to refine the raw relevant frame set and the final results are obtained.
Experiment results on real web videos validate the effectiveness of the pro-
posed approach.

Keywords: Topic Model, web videos, kernel density estimation.

1 Introduction

With the rapid development of web technologies, numerous web videos associated
with rich metadata are available on the Internet today. These metadatas pro-
vide facilitations to users to retrieve and share video corpus, by way of keyword-
based video search. While video metadata, like video name, video tags, and so
on greatly benefit the development of web videos, some issues also arise. In the
current web video portals, videos are annotated with several tags, but usually
these tags are tagged at the video level, i.e., they are the description of whole
video content. In fact, many tags are only related to some parts of frames in a
video. Such fact affects the video retrieval efficiency. For example, a video about
the sports news can be tagged with “basketball”, though only a few shots are
actually talking about “basketball”. When we use “basketball” as keyword to
search, this video may be returned to users. In such scenario, we will need to
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watch the whole video to find our interested part. Thus for better user expe-
riencing and more precise video searching, it’s demanding to know which time
periods or points of the video are actually related to the keywords, i.e., we need
localize the relevant frames in a video to a given concept. By localizing relevant
frames, some multimedia research tasks can also be benefited. For example, in
concept detection or semantic indexing of video corpus, training samples are
needed to train a concept classifier. Due to the difficulty in collecting sufficient
manual annotations, recently, researchers began to turn to online web resources
like Flicker or YouTube to get weekly annotated training samples [1][2][3]. How-
ever, the performance of trained classifiers are dramatically affected by the noisy
tagged contents. If we can localize the time period of relevant shots or frames in
videos, frames extracted from these time periods can be served as good training
samples.

Previous work like [2][3] represent video frames as vectors in a feature space
and use non-parametric kernel densities to estimate a relevance score for each
frame. This approach is based on the assumption that the relevant frames are
clustered in feature space, thus if a frame has short distance to all the positive
samples while long distance to negative samples it would be thought to be likely
positive, i.e., relevant to given concept. However, due to the well-known semantic
gap between low level features and high level semantics, neighbouring samples
in feature space are not necesarily semantically consistent, thus there are many
irrelevant frames mixed in the filtered results. In this paper, we enhance the
relevance filtering performance from the semantic topic mining persperctive. This
is based on the observations that videos frames can be separated into topics by
mining the underlying latent semantics, and frames in same topic are similar
while some topics are more relevant to given concept than other topics. Fig. 1
shows two topics for “basketball”. It can be seen that frames in topic of Fig.1
(a) is more relevant to those in Fig.1 (b). Thus by selecting the relevant topics
can guide us to further remove the irrelevant frames and identify the relevant
ones.

(a) (b)

Fig. 1. Two topics assigned to concept “basketball”. While left topic (a) is more likely
to relate to the concept. Right topic (b) is less related to the concept.
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In this paper, we propose a novel approach to localize the relevant frames
in videos. First a probability framework called relevance filtering is applied to
modeling content relevance and then top relevant images are selected as valida-
tion set to guide the topic selection in topic model. Finally, the selected topics
are used to refine the former result and get the final result. Our main contribu-
tions are that: (1) we combined the relevance filtering with topic model. (2) We
propose a new method to guide topic selection. (3) The result relevant frames
are more precise and diverse. We test our approach on a database Youtube22 [2]
and shows comparable or moderate improved performance compared to former
methods.

2 Related Work

Tag localization on web videos has been studied in recent years. Similar work like
web image selection and classification is also being studied. By either identifying
the most useful part or removing the noise part, web resources can be best used.

For tag localization, L. Ballan [5] proposed to utilize the social knowledge to
suggest and localize tags in web video. With the help of Flicker images, tags
in YouTube video can be localized and several tags are suggested to frames in
videos. Adrain Ulgs et al. [2] proposed a probabilistic framework for modeling
content relevance. This approach is based on a weighted kernel density model [2]
and use EM scheme to update the relevance score assigned to each training sam-
ple. Based on this approach, they proposed to combine relevance filtering with
active learning [3] and used little manual labels to help improve the performance
of the model. Manually labeled samples are chosen by several strategies such as
random, most relevant, uncertainty and density-weighted repulsion. Another ap-
proach also proposed by Adrain Ulgs used relaxed Multiple Instance Learning [4]
to solve this problem. Videos are regarded as a bag of key frame-related features.
They assumed that training video is weakly labeled. I.e. the associated concept
presence variables are observed ,but don’t know which key frames of a video are
“critical”. They used MIL-BPNET [6] approach as classifier for bags of samples
instead of single samples. By feeding all samples to the network they can obtain
a score for each sample. If the score of a sample is within the important fraction,
this sample is thought to be relevant.

For web image selection and classification, According to [7][8], most of the
existing approaches adopt traditional Euclidean distance or its variants is not
enough, also multimodal information need to be considered [9]. So Meng Wang
etc.[10] leverages both the visual information of images and the semantic in-
formation of tags and propose an diverse relevance ranking scheme to obtain a
more relvant and divrse result. Another kind of approach was proposed by the
observing that each concept can be divided into several topics, while some topics
are more representative, by select such topics we can solve the noise problem.
So topic model such as PLSA is used to refine or select most relevant images
from web image sets such as [11][12]. One important problem with topic model
is how to select the relevant topics. In [12], R. Fergus etc. constructs a valida-
tion set by using query represented by six kinds of languages to search in image
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search engines and obtain the top few result images. Their assumption is that
only the first few images of the first page are likely to be good examples. Af-
ter the validation set is constructed, it is used to select the most relevant topic
among the learned topics by PLSA. Another topic selection approach proposed
by Keiji Yanai [11] is similar with [12], while the difference is that in [12] the
validation set is obtained by using HTML-txt-based image selection. In [12] only
one relevant topic is selected while in [11] several topics can be relevant to the
given concept. In this paper, we also produce a validation set using the result of
relevance filtering to guide the topic selection.

3 The Proposed Approach

Given a video V and key frames {Fi} extracted from it using shot boundary
detection algorithms, our goal is to automatically localize the most relevant shots
or frames in the video with respective to a certain concept c . To do this, we first
estimate a relevance score P (Fi|V, c) for each frame in the video set. Here the
positive video set for concept c is constructed by using a set of returned videos
{V1, V2, ..., Vn} from YouTube by issuing the concept as query keyword; and the
negative video samples for concept c are the positive videos of other concepts.

Fig. 2. The overview of the proposed approach for selecting relevant frames from noise
key-frames

3.1 Overview

In previous work, images are selected by either feature distance based method
[2][3] or topic model based method [11][12]. Feature distance based methods
consider image contents while the topic model based methods can model the
underlying latent semantic information of images. In this paper we combine the
advantages of both to localize the (most) relevant frames in web videos for a
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given concept, where kernel density estimation method (KDE) is used for visual
relevance filtering and LDA is adopted to model the semantic cues. Figure 2
shows an overview of our proposed approach. First relevance filtering and LDA
are applied to the noise key frames to get filtered result and topics respectively.
Then use the filtered result as validation set to select relevant topics. Finally,
the selected topics can help to refine the filtered result and get the final result.

3.2 Relevance Filtering

Here we adopt the framework proposed in [2] to identify initially relevant frames.
In this framework, video frames are coded as vectors in feature space and non-
parametric kernel densities are used to model the distribution of relevant and
non-relevant frames. The relevance filtering is based on a weighted kernel density
model which models the two class-condition densities p1(concept presence) and
p0(concept absence) as follows.

p1β = 1
Z′

1
·

n∑
i=1

βi ·Kh(x;xi)

p0β = 1
Z′

0
·

n∑
i=1

(1 − βi) ·Kh(x;xi)
(1)

In the above equation,θi is the relevance score for sample xi , meaning the
probability of being relevant. If ,θi is high, sample xi will have a strong influence
on the density p1β but low influence on the density p0β . Z

′
1 =

∑
βi and Z ′

0 =
n − Z ′

1 are normalization constants. For a kernel function Kh, the well-known
Epanechnikov kernel with Euclidean distance function and bandwidth h is used:

Kh(x;x
′) = 0.75 · (1− ||x− x′||2

h2
) · 1||x−x′||<h (2)

1||x−x′||<h is a indicator function whose value is 1 if the condition ||x− x′|| < h
is satisfied, otherwise is 0. The kernel function shows the correlation between
x and xi, the shorter the feature distance is, the more xi will influence x . To
calculate the relevance score β , we start with a β0 and then update the value
βk to βk+1 by following iteration.

βk+1
i := P (yi = 1|xi, ỹi = 1)

≈ P (yi|ỹi=1)·p(xi|yi=1)∑
y∈−1,1 P (yi|ỹi=1)·p(xi|yi=y)

≈ α·p1

βk (xi)

α·p1

βk
+(1−α)·p0

βk
(xi)

(3)

The final β will be obtained until converges. Here α is prior for the relevance
fraction α := P (yi = 1|ỹi = 1) . This procedure can identify the positive samples
in feature space by assigning high score to sample which closing to positive
samples and far away from negative samples, while low score to sample closing
to the negative samples in feature space.
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3.3 Topic Model

Topic model [11][12][13] are traditionally used for text semantic mining where
documents are represented as histogram of words. For images, we represent each
image in a bag-of-feature manner. First we segment the image into grids and for
each grid, the color and texture feature are extracted. Then k-means algorithm
is used to generate the cluster centers as codebooks. By assigning the feature
of each grid to the closest center, each image is represented as a histogram of
cluster centers. We then use LDA [13] to extract the latent semantic topics as
its performance and efficiency have been widely validated [14][15]. LDA is a
generative probabilistic model assuming each image is represented as random
mixtures over latent topics, where each topic is characterized by a distribution
over codebooks. Given a corpus consist of M samples, the following procedure
is used to assign each sample to K topics:

1. Draw a multinomial θ over K topics: θ ∼ Dir(α)
2. For each topic k = 1...K

– Draw a multinomial φk ∼ Dir(β)
3. For each of the N words w:

– Choose a topic zn|θ ∼ Mult(θ)
– Choose a word wn|zn, β ∼ Mult(φzn)

where α is the parameter of the Dirichlet prior on the per-image topic distribu-
tions, β is the parameter of the Dirichlet prior on the per-topic word distribution,
θ is the topic distribution for images and N is the total number of visual words
in all images. Given the parameters α and β , the joint distribution of topic
mixture θ, a set of N topics z, and a set of N words w is given as:

p(θ, z, w|α, β) = p(θ|α)
N∏

n=1

p(zn|theta)p(wn|zn, β) (4)

Learning the various distributions is a problem of Bayesian inference and here
we use the Gibbs sampling as an alternative inference techniques. After θi for
image i is estimated, we can assign image i to topic k with the maximum θik.

Note that
K∑

k=1

θk = 1.

3.4 Relevant Topics Selection

We propose using the relevance filtering results to select relevant topics to the
given concept. We first apply the relevance filtering procedure using KDE as
described in Section 3.2 to the videoframes, and then select the top N resulted
samples which are expected to be more relevant to the concept as a validation
set. For each of the K topics z1, z2, ..., zk, a relevance score P (pos|zk) is calculated
to the concept.

Our method to compute the topic relevance score is based on the assumption
that topic which is most likely assigned with the top N samples is supposed to
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be most relevant. Thus first for the top N ranked samples, we can get the topic
distribution θ as described in Section 3.2 and the probability of image assigned
to topic zk is also available represented as θzk Then for each topic zk , the score
P (pos|zk) is computed as follows.

P (pos|zk) = 1

N

N∑
i=1

θiZk k = 1...K (5)

Topics with higher P (pos|zk) are selected as relevant topics and we can select
one or more topics as relevant, depending on the value of P (pos|zk).

3.5 Combining Relevance Filtering with Topic Model

After applying the relevance filtering procedure on the training samples, the
filtered result is obtained by ranking according to the relevance scores. However,
in some cases, some less relevant samples can also get higher score since two
classes of densities p1(concept presence) and p0 may be both very small (i.e.,
the feature distances of these samples to positive samples and negative samples
are both larger than h), so the resulted relevance score β (see equation 3) may
be very large. Thus the feature distance based method may be insufficient in
distinguishing the positive and negative sample. In this paper we propose to use
topic model to refine or re-rank the filtering results.

In topic section, we have calculated the probability of being positive P (pos|z)
for each topic using the top N samples after relevance filtering. Positive topic
here means the latent topic generates images relevant to the given concept while
Negative topic means that the latent topic generates irrelevant images. Finally,
a topic model based relevance score for image I is computed by marginalizing
over topics:

P (pos|I) =
∑
z∈K

P (pos|z)P (z|I) (6)

where z ∈ K represents the latent topic. By combining the relevance score
computed by relevance filtering β and topic based relevant score P (pos|I) , the
final relevance score P (pos|I) can be obtained as follows.

S(pos|I) = λβI + (1− λ)P (pos|I) (7)

Where λ is a weighting factor to balance the importance between relevance
filtering and topic model.

4 Experiments

We valuated our approach on a real-world web video dataset [2][3] which contains
22 concepts and for each concept 100 video clips are downloaded by querying
the video sharing website YouTube.
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(a) basketball (b) golf

(c) soccer (d) swimming

Fig. 3. Top ranked relevant keyframes for four concepts using relevance filtering with
KDE: (a) basketball, (b) golf, (c) soccer, and (d) swimming

Similar to [2], we selected 4 concepts including “basketball”, “golf”, “soccer”
and “swimming” for evaluation. For each concept, the keyframe samples are
extracted from videos using shot boundary detection algorithm, and the noisy
positive samples are constructed with samples of the concept, while negative
samples are those from other concepts.

For the feature representation of samples, we first divide the sample images
into 5*5 grids, and for each patch, the color histogram and edge histogram
features are extracted. Then following the bag-of-word approach, we conducted
clustering on the two kinds of features respectively, and for each kind of feature a
50 dimensional vocabulary is constructed. Finally, we concatenate the two bag-
of-word representations into a 100 dimension feature vector to represent each
sample.

In the following three steps were conducted to evaluate and compare the
three relevant frames localization strategies. We first test the automatic relevance
filtering method using KDE proposed in [2] in Step 1, then test the relevant topic
selection strategy based on the filtered results of Step 1 in Step 2. In Step 3, we
evaluate the proposed combined filtering approach.

4.1 Step 1: Relevance Filtering Using KDE

We test this method similar to [2][3], only that the feature representation is differ-
ent. We use grid based color histogram and edge histogram feature in this paper.
The bandwidth of h and relevance prior α are selected using cross-validation.
The total number of video keyframes is 9602. After the iteration converges, the
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relevance score for each sample is obtained and then used to rank the video
frames. Fig. 3 shows the top 42 ranked frames for each of the four concepts. We
can see most of the resulted keyframes are highly relevant, while some irrelevant
frames are also selected.

4.2 Step 2: Relevance Filtering with Topic Selection

We apply LDA to the frames from positive videos as described in Section 3.2.
The topic number here is set to 5. After the topic distribution of each frame is
obtained, we assign each frame to the topic with maximum probability. Then
we select one or more most relevant topics to the given concept by using the
relevance filtering result obtained in Step 1 as validation set. Fig. 4 shows the
results for topic selection. We can see relevant topics and irrelevant topics are
selected correctly.

(a) basketball (b) golf (c) soccer (d) swimming

Fig. 4. Topic selection results for concepts: (a) basketball, (b) golf, (c) soccer, and (d)
swimming. In each sub-figure, the left column is the most relevant topic while the right
one is the most irrelevant topic.

Table 1. Precision on the top 100 and 300 relevant frames returned by automatic
relevance filtering [2] and the proposed approach (combining relevance filtering with
topic model)

Concepts P@100 on rel. P@300 on rel. P@100 on rel P@300 on rel
with topic mod. with topic mod.

basketball 0.90 0.847 0.98 0.973
golf 0.86 0.926 0.95 0.957
soccer 0.95 0.967 0.99 0.943
swimming 0.94 0.963 0.99 0.99
Mean Precise 0.912 0.926 0.9775 0.967

4.3 Step 3: Combining Topic Model with Relevance Filtering

We refine the relevance filtering results obtained in Step 1 by the topic model.
Here, we equally weight the importance of relevance score β and topic model
score p(pos|I), i.e., set λ to 0.5. The value of λ can be adjusted according to
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different needs. Fig. 5 shows the results of our approach. By comparing Fig. 5
to Fig 3, we can see that some irrelevant frames are removed from top 42 results
because their degree of membership in relevant topic is low. Table 1 gives the
comparison results for two methods on P@100 and P@300, where P@N is the
precision of the top N result frames which is judged manually.

From table 1 we can observe that our approach improves the precision of
top results especially for the top 100 images. Meanwhile the P@100 for most
of the concepts are lower than their P@300 when using relevance filtering only.
Possible reason is that some irrelevant samples may get very high scores when
they have little positive density and negative density simultaneously, as explained
in Section 3.4. However, when combined with the topic model, such samples are
successfully filtered, resulting the relatively higher P@100 and lower P@300.

(a) basketball (b) golf

(c) soccer (d) swimming

Fig. 5. Top ranked relevant frames for four concepts using the proposed approach: (a)
basketball, (b) golf, (c) soccer, and (d) swimming

5 Conclusion and Discussion

In this paper, we aim at automatically localizing relevant frames in web video and
a novel approach combining relevance filtering and topic model is proposed. The
experiment results show that by integrating the visual information and latent
semantic information, we can get better localization performance. However, some
issues regarding the proposed approach need further investigation, such as how
to determine the topic numbers, the weight balancing relevance filtering and
topic selection, and so on. Meanwhile, in this paper, we only consider the case
where videos are tagged with single concept. In the future we will study how
to mine and leverage the relationships among multiple tags, and how to exploit
multi-modality information to localize relevant parts of videos.
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Abstract. Today, the popularity of social networks poses a great threat to user’s 
information, thus the work of security and privacy protection is becoming 
increasingly important and urgent. This paper aims to explore the problem of 
user identification based on biometrics methods in security and privacy issues 
for social networks sites. In this paper, we propose a lightweight fingerprint 
recognition mechanism of user identification in real-name social networks. We 
describe the architecture by using block diagram of our proposed lightweight 
fingerprint recognition system, and explain how the important steps of proposed 
mechanism such as minutiae detection, lightweight operation and minutiae 
matching are implemented. We have performed the experiments to evaluate the 
user identification reliability of the proposed mechanism. The results of the 
experiments show that the performance of our lightweight fingerprint 
recognition system is realistic. 

Keywords: Fingerprint recognition, User identification, Security, Social 
networks. 

1 Introduction 

Over the past several years, because of the Internet’s wide adoption, the popularity of 
social networks such as the most famous Facebook, MySpace, Twitter, Renren, MSN 
and Tencent have grown tremendously. Social networks, as virtual communication 
medium, serve for communication among users, sharing multimedia data, keeping in 
touch or fun. Therefore, social networks have become critical platform for the 
information exchange in society’s daily life. However, the popularity of social 
networks poses a great threat to users, and the work of security and privacy protection 
is becoming increasingly important and urgent [1]. 

In particular, the real-name system of social networks is encouraged users to create 
online profiles to represent themselves digitally by providing real name, address, 
gender, date of birth, school, place of birth, interest and other personal information 
[2][3]. The sensitive information will be shared with other users and participants can 
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gain it very easily, however, which can also help attackers in a wide range of 
networks crimes. Therefore, we must look for proper solution to ensure the user's 
legitimacy in real-name social networks. In this paper, we focus on the user 
identification in security and privacy issues for social networks sites. We propose a 
lightweight fingerprint recognition mechanism of user identification to deal with 
threats related to illegal users or attackers in real-name social networks. Because of its 
low-cost and high-accuracy, it is attractive for not only authenticating users but also 
restricting access to web pages that contain confidential information of real-name 
social networks application. 

The rest of this paper is organized as follows. In section 2, we review user 
identification related research efforts in the area of social networks. In section 3, we 
describe the model of user identification system in real-name social networks. In 
section 4, we propose the lightweight fingerprint recognition mechanism and 
experiment. In section 5, we describe the experiment results. Finally, in section 6, we 
conclude the paper and discuss future work. 

2 Related Work 

User authentication and verification are very important for the security and privacy 
protection in real-name social networks. The mostly conventional methods of user 
identification are to adopt user ID and passwords, or personal identification numbers 
(PINs) [4][18]. Although these conventional methods are easy to implement, there are 
some disadvantages such that they are easily guessed or forgotten. Therefore, some 
researchers look for more reliable and friendly solutions to user identification. The 
biometrics methods is suited for user identification in real-name social networks 
because that some kinds of biometric characteristics of person such as iris, face, hand-
geometry, palm-print etc. are unique, time-invariant and easily observed [5][6][7].  

There is a certain amount of related literature to user identification based on 
biometrics methods over the past few years. Sanches Reillo et al. [8] defined and 
implemented a biometric system based on hand geometry. In identification system 
they adopt the feature vectors used to describe distances and angles of the hand are 
the inputs for a comparison process in order to determine the identity of the user 
whose hand has been photographed. The best results (success rates of approximately 
96%) were obtained in this system. Golfarelli et al. [9] addressed the problem of 
performance evaluation in biometric verification systems. In one of two evaluated 
verification systems they describe the prototype of a hand-based biometric system that 
takes into account 17 geometrical features of the hand. Jain and Duta [10] presented 
an authentication method based on the deformanble matching of hand shapes. In this 
method shape distance is automatically computed during the alignment stage, and the 
systems make the identification decision according to shape distance. The best results 
(success genuine-accept rates of 96.5%) were obtained in this system. Jain et al. [11] 
presented a prototype of user identification system based on hand geometry. In this 
prototype of user identification system the identification decision is based on the 
features of hand geometry including the thickness of the hand and the length and 
width of the fingers. The best results (a FAR of 0% and FRR of 5%) were obtained in 
this system. Furthermore, a number of other’s works of biometric identification 



 A Lightweight Fingerprint Recognition Mechanism of User Identification 219 

research such as [12][13][14][15][16][20][21][22] are also very wonderful over the 
past few years. 

3 System Model 

The model of our proposed online lightweight fingerprint recognition system consists 
of a server and networks-connected clients (namely identified users). Firstly, the 
finger images of the clients are inputted and automatically uploaded to the remote 
server through the networks. Secondly, after received these information, the server 
start the recognition process and send the result back to the clients. It includes four 
main aspects namely finger image acquiring, preprocessing, matching and deciding. 
Figure 1 shows the block diagram of our proposed lightweight fingerprint recognition 
system. A low-cost scanner is used as the input device. In the preprocessing module, 
the standard fingerprint image lightweight procedure is applied. The feature extraction 
module is used for the extraction of fingerprint features represented by the feature 
vector. In the subsequent matching module the matching procedure between the 
corresponding vector and the fingerprint template from a database is performed. In the 
decision module the correlative rules are used in order to establish identity. 

 

Fig. 1. Block diagram of lightweight fingerprint recognition system 

The lightweight fingerprint recognition system has several advantages. Firstly, the 
user ID regarded as client’s account is replaced by fingerprint images. The user’s 
fingerprint cannot be fabricated. Hereby, the identity of users is expected to become 
more secured. Secondly, in our proposed system, the standard fingerprint image 
lightweight procedure is helpful to reduce operation time and improve the success 
rates of user identification. 

4 Lightweight Fingerprint Recognition Mechanism and 
Experiment 

In this section it will be explained how the important steps of proposed mechanism 
and experiment such as minutiae detection, lightweight operation and minutiae 
matching for a real-name social networks environments are implemented.  
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4.1 Minutiae Detection 

Firstly, an important part of the fingerprint recognition mechanism is the detection of 
minutiae. This is all contained in one function namely minutiae_detection. 

A. Estimation of the orientation field. 

• First the gradients are calculated for the fingerprint. For this we have used the 
existing Matlab function imfilter with Sobel kernels. 

• For each pixel(i, j), next Vx, Vy and the orientation (θ ) are calculated according 
to [16]. 
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where W is the size of the local window; θ (i, j) is the orientation function; Gx and Gy 
are the gradient magnitudes in x and y directions; Vx(i, j) and Vy(i, j) are the vector at x 
and y coordinate axes, respectively. 

• Last step is the calculation of the consistency level. These values are calculated 
for one window size (=15x15) for simplicity. It might be important to note that these 
values are all calculated with a sliding window, not adjacent windows, so every pixel 
gets a separate value. A disadvantage of this is that it takes longer to calculate. 

 

 

Fig. 2. Results after the step of estimation of the orientation field 

The template fingerprint used and the results from these first steps are shown in 
Figure 2. The first 2 images in the upper left are the gradient images. The next 2 are 
the values of Vx and Vy and the last 2 images in the bottom right show the orientation 
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values and the consistency level values. Because of the window operations the size of 
these images is smaller than that of the original fingerprint. For the pixels in the outer 
bands of the image one doesn’t have a complete neighborhood so values calculated 
there wouldn’t be completely correct. 

B. Estimation of the background. 
Here we try to remove the background from the fingerprint. The method tries to 

calculate certainty values of each pixel based on the values of Vx and Vy in formula 2 
according to [17]. Figure 3 shows the results. The left image is the values in 
greyscale. The right image shows the fingerprint where the pixels with a certainty 
level higher then the threshold value are made black. We found empirically that a 
value of 40 for the threshold yields good results in most cases. The function 
responsible for these calculations and of the previous step is orientation_field. 
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where u0 and v0 are the frequency of a sinusoidal plane wave along the x-axis and y-
axis, respectively; δx  and δy are the space constants of Gaussian envelope along x and 
y axes, respectively; 

xu πδδ 2/1=  and 
yv πδδ 2/1= ; ).( yxfi

denote the grey level 

value at pixel(x, y) of the filtered image corresponding to the orientation θ i, 

θ i;=i×22.5o;  5.22/),(),( yxyxp θ= ;   8mod5.22/),(),( yxyxq θ= ; θ (x,y) 
represents the value of local orientation field at pixel(x,y); 

[ ] 5.22/),(),(),( yxpyxyx −= θα . 

 

Fig. 3. Results after the step of estimation of the background 

C. Detection of the ridges. 
For the detection of the ridges, an alternative method according to [18] is 

implemented which also yields pretty good results but since it performed much slower 
and its results are slightly worse. It’s fairly simple using median filtering, histogram 
equation and the bwmorph function. To see if a pixel is on a ridge, the gray level 
value of the pixel is compared to the average graylevel of the 8 neighbor pixels. If it is 
larger, then that pixel is marked as a ridge pixels. The bwmorph function is used to fill 
the holes in the ridges, to reduce the ridges to single pixel width and to remove spurs. 
The results for the fingerprint in Figure 1 are given in Figure 4 and 5. It can be seen 
that the ridges in the alternative method are slightly less smooth. This can result in 
erroneous minutiae being detected. The advantage of both methods is that they don’t 
use the orientation values from the previous calculations like the other method. 



222 H. Cai et al. 

  

Fig. 4. Detected ridges Fig. 5. Detected ridges with alternative method 

D. Detection of the minutiae. 
Here also a slightly different approach is taken for some parts. Instead of 

performing the heuristic for connecting breaks in ridges that are less than 15 pixels 
large, we remove all endpoint minutiae that lay less than 15 pixels away from each 
other. The second heuristic, for removing certain branches, is already done in the 
previous step with the spur removal. To find the minutiae we also use the neighbor 
counting method on the ridge image as in this paper. For each minutia, the x, y 
coordinates, the orientation and a sample of ridgepoints from the associated ridge are 
kept. Minutiae for which the number of associated ridgepoints found is to few are also 
removed. The function that performs the minutiae detection (find_minutiae) also 
calculates the 1 dimensional representation of the ridge points associated with each 
minutiae. 

Figure 6 shows all the candidate minutiae found by the counting method. Squares 
are candidate endpoint minutiae and stars are candidate bifurcation endpoints. The red 
lines show the orientation direction for the minutiae that are kept eventually. Figure 7 
shows the ridges image with the detected minutiae marked with circles. 

  

Fig. 6. Detected minutiae Fig. 7. Detected minutiae superimposed 
on ridges 

4.2 Lightweight Operating 

Secondly, another important part of the mechanism is the lightweight operation. After 
lightweight operating, an original gray image has changed into a binary image, which 
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makes less data to be saved and processed and enhances contrast between ridge and 
valley. This is all contained in one function namely lightweight-operating. 

The first step of lightweight operating is that the segmented image with the crests 
and valleys will be now binarized. We adopt the method that the black pixels have a 
value of 1 and white pixels a value of 0. We adopt four rules of the binarization 
process as follow. 

• The image consists only of 0 and 1, where a 1 means a black pixel and a 0 means 
a white pixel. 

• A pixel 1(x, y) is considered to be internal, if it’s four neighbors (x+1, y), (x-1, y), 
(x, y+1) and (x, y-1) are 1(blackpixel). The limit is defined using 8 neighboring 
connections. 

• A pixel is considered as pixel limit if this isn’t an internal pixel and at least one 
of 8 neighbors is a 0. 

• A pixel is considered to be a connection pixel if it is eliminated in a matrix if 3×3 
and it’s neighbors are disconnected. 

After the binarization process, the step of lightweight operating is thinning, in 
where we find the internal pixels in the image and eliminate the pixel limit. The 
process as follows is circularly carried out until all internal pixels are picked out. 

• The total internal pixels that exist in the image are found. 
• All pixels that are a limit pixel are eliminated, but we should take care of 

condition that this is not a connection pixel. 
• The step misapplied again with a small change after thinning the image and 

finding all internal pixels. 
• The last step is again the repetition but in this occasion finding internal pixels 

with neighbors only. 

4.3 Minutiae Matching 

The third part of the mechanism is the matching of two minutiae sets in a fingerprint. 
This is all contained in one function namely minutiae_matching. 

A. Finding good minutiae pairs 
In a first step of the minutiae matching part, all possible minutiae pairs (always one 

from input fingerprint and one from template fingerprint) are taken and a preliminary 
score is calculated to see how well the associated ridges correspond to one another. 
The mechanism uses the one dimensional representation of the ridgepoints for this. 
The one dimensional representation is obtained by taking the distances for each 
ridgepoint to the line going through the minutia and in the direction of its 
orientationfield. 

To calculate the score between 2 minutiae/ridges, we have implemented three 
different formulas as follow: 
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where dj is the distance of the i'th ridgepoint to the line going through the minutia for 
input fingerprint; Di is the distance of the i'th ridgepoint to the line going through the 
minutia for template fingerprint; di and Di are the minutiae pairs, total number of pairs 
is L; corr is the correlation between the heights. 

For the formula 3, we have noticed that the results from this formula don’t lay 
between 0 and 1. Therefore the threshold suggested in the paper couldn’t be used. The 
formula 4 and 5 where added because we noticed that a high score using the first 
formula didn’t necessarily resulted in a good final matching score. The formula 5 also 
seemed a good alternative after a brainstorming session. Regretfully also these 
formulas have the same problem. The approach we have taken is to calculate the 
scores for all possible pairs and to keep the n best pairs for further processing. We 
hope that by doing so we at least obtain one good minutiae pair which gives a good 
transformation in the next step. 

B. Aligning the minutiae according to the reference minutiae 
This step involves that for each ’good’ minutiae pair, the transformation is 

calculated to go from the reference input minutia to the reference template minutia. 
This transformation is then applied to all input minutiae. The transformation is 
calculated according to [16]. This is done for each of the minutiae pairs found in the 
previous step, resulting in 2 minutiae groups (one for input and one for template) for 
each pair. 

 

 

Fig. 8. Aligned minutiae in polar coordinates 
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C. Transforming to polar coordinates 
In this step each of these minutiae groups are transformed to so called strings. This 

means that first the (x, y) coordinates of the reference minutia of this group are 
subtracted from the coordinates of all minutiae in the group. This moves the reference 
minutia to the origin of the XY-plane. Next the (x, y) coordinates of the minutiae are 
converted to polar coordinates using the cart2pol function of Matlab. The minutiae 
are then sorted according to increasing radial angle. Figure 8 show the results after 
aligning and transformation to polar coordinates for 2 pairs. As can be that although 
the matching scores for both minutiae pairs were high, the resulting alignment doesn’t 
necessarily produces good results. 

5 Experiment Results 

In this Section the correlative results of proposed mechanism and experiment in the 
real-name social networks environments will be showed. 

The online tests were done with database of 100 user’s fingerprints of one hundred 
different people in the real-name social networks, this is, a sample by each person 
who only is sampled the fingerprint image of index finger. 

The tests consisted of the recognition of 150 people, 100 people with stored 
fingerprint and 50 person with fingerprint not stored. Each person made one tests and 
we focus on the results demonstrating the user identification reliability. 

The programming of the capture of the fingerprint image using a biometric 
pressure sensitive sensor (BLP-100, BMF Corporation), and the process of 
transmission by Internet, and the process of fingerprint recognition were made in 
Matlab. The ROC curve (Receiver Operation Characteristic) of tested mechanism is 
shown in Figure 9. From the ROC performance result, we can easily see that the black 
system (with the mechanism in this paper) show great advantage against the red 
system (without the mechanism introduced in [16]) while maintaining the same FRR 
(False Rejection Rate) with lower FAR (False Accept Rate).  

The time consuming of whole user identification process is evaluated under a 
normal personal computer with Intel 2.5G Hz CPU and 2G memory, and a 
networking server of user identification with Quad core (Intel 3.3G Hz CPU) and 6G 
memory shown as Table 1. From the time consuming of whole user identification 
process in the real-name social networks, we can easily see that our system (with the 
mechanism in this paper) show advantage against that system (without the mechanism 
introduced in [16]), namely, the efficiency is raised by 14.9%. 

 
Fig. 9. ROC performance comparison 
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Table 1. The time consuming of whole user identification process in the real-name social 
networks 

User Identification Process with the mechanism without the mechanism 

Total Time Consuming 3.37 seconds 3.96 seconds 

6 Conclusions and Future Works 

In this paper, we have described the lightweight fingerprint recognition mechanism of 
user identification in real-name social networks. The mentioned mechanism has been 
designed and implemented in a real-name social networks, and the online tests were 
be done under the conditions: the programming of the capture of the fingerprint image 
using a biometric pressure sensitive sensor (BLP-100, BMF Corporation), and the 
process of transmission by Internet, and the process of fingerprint recognition were 
made in Matlab. We have performed the experiments to evaluate the user 
identification reliability of the system. The results of the experiments show that the 
performance of the lightweight fingerprint recognition mechanism is realistic. 

Further work should be undertaken to increase the database size with template files 
collected, and experimenting under the conditions that a lot of users synchronously 
log on the real-name social networks sites. 
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Abstract. With the explosive growth of web multimedia data, how to
manage and retrieval the web-scale data more efficiently has become a
urgent problem, which expects more efficient low-level feature with low
computation. This pressing need brings a huge challenge to the conven-
tional feature. It is urgent to make descriptor more compact and faster
and meanwhile remain robust to many different kinds of image transfor-
mation. To this end, this paper proposed one kind of fast descriptor for
local patch. It consists of a string of binary bits which are derived from
the intensity difference quantization (IDQ) between pixel pairs which
are chosen according to a fixed random sample pattern, so we called it
DIDQ (descriptor based on IDQ). Our experiments show that DIDQ is
very fast to be computed and also more robust than the other existing
binary represented features.

1 Introduction

Along with the explosive growth of web images and videos, visual search applica-
tion expects more efficient and effective features with low computation complex-
ity and memory consumption. Because of the comparative more discriminant
and invariant of image deformation, the local feature has played a centrol role in
visual retrieval application, and even in the field of automatic social multimedia
tagging [13], the local feature still are widely used recently. Many kinds of ef-
fective local features have been proposed in recent years. Among these features,
SIFT (Scale-Invariant Feature Transform) [7] already have been widely accepted
and it is highly discriminant and invariant to a variety of image transformations,
but with the high expense of computational cost. In order to improve the per-
formance, some derivative works (e.g. SURF (Speeded-up Robust Feature) [2]
and GLOH (Gradient Location Orientation Histogram) [8]) are proposed, but
these approaches still can not finally resolve the conflict between efficiency and
effectiveness. These features pay more attention to handle various photometric
or geometric transformations, so that they need relatively more computation
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resources and could not handle the web scale video database and return the
search result in real time. In order to deal with large scale image dataset, Sivic
et al. [12] proposed Bag-of-Feature (BoF) method which quantize the features to
visual words and significantly enhance the efficiency of similar image retrieval,
but BoF brings a lot of quantization errors and totally ignores the spatial infor-
mation. To fix this, Gao et al. [4] expand the visual words from a query image
for better retrieval recall without the sacrifice of precision and efficiency. To em-
bedding the spatial information, Zhou et al. [18] propose a novel scheme spatial
coding, to encode the spatial relationships among local features in an image.
Zhang et al. [16] consider local features in groups to model their spatial con-
texts. Wang et al. [14] and Xie et al. [15] proposed semi-local spatial coherent
verification(LSC) and pairwise weak geometric consistency constraint (P-WGC)
with GPU acceleration to overcome the drawback of BoF. Because of the high
bit-rate of low-level features, however, the BoF framework and its derivative
works still cannot handle the task of retrieval on the large-scale dataset.

Most recently, for more concise representation and rapid matching, many
works which use the binary string to represent a local feature have appeared
in the international conferences and journals. Calonder et al. [3] proposed the
method to combine the FAST [9] keypoint detector and the BRIEF (Binary Inde-
pendent Elementary Feature) algorithm to detect and describe the local feature
with very high speed. But the BRIEF can not handle the change of orienta-
tion and scale. Rublee et al.[11] promoted the invariant of BRIEF to orientation
and proposed the ORB (Oriented BRIEF). Almost simultaneously, BRISK [6]
was also proposed to improve the robustness of BRIEF to orientation and scale.
FREAK [1] is another effective binary feature, unlike ORB and BRIEF, in which
the selection of points are trained by human retina model to improve the perfor-
mance. In addition to extracting the binary feature from image patch directly,
Zhou et al. [17] proposed a method to generate the binary feature from the
SIFT descriptor. These binary features above are generally compact represented
and very high matching speed, but with a considerable loss of discriminant. To
summarize, despite having been extensively studied, compact and robust local
feature for image still remains a huge challenge in computer vision today.

Generally, effectiveness and efficiency are two competing properties and can
not be fulfilled simultaneously. The above binary features could be computed
with very high speed due to the compact extraction algorithm and low-bit-rate
representation, but the discriminant of these features are much lower than SIFT-
like features. In this paper, we propose a novel binary features which not only
compute with a very high speed, and also have a adequate discriminant ability.
The main properties of our approach and hence our contributions are:

(i) The descriptor we propose is compact and can be computed very fast.
(ii) The feature can offer more discriminant than other binary features.
(iii) DIDQ can obtain high robustness to many image transformation with low

computation complexity.



230 D. Zhuang et al.

2 Related Works

Both BRIEF and ORB consist of a binary string derived from concatenating
the result of simple intensity comparison. The two descriptors can be computed
with a very high speed because the feature extracting mainly operate the integer
comparison. Furthermore, ORB [11] is rotation invariant because it selects the
main direction before extracting the feature of each keypoint. The ORB are
bit string description of an image local patch constructed from a set of binary
intensity tests. Considering a smoothed image local patch p, a binary test τ is
defined by:

τ (p;x, y) :=

{
0, p(x) < p(y)

1, p(x) ≥ p(y)
(1)

Where p(x) is the intensity of the point x. The feature is defined as a vector of
n binary tests:

fn (p) :=
∑

1≤i≤n

2i−1τ (p;x, y) (2)

Many different types of test pairs are considered in [3], and the experiments
shows that selecting the points according to Gaussian distribution around the
center of patch achieve the best performance. It means that the points which
are closer to the keypoint have a higher priority to be selected.

The number of feature bits n can be 128 and 256, and the Hamming distance
would be metric to measure the distance between features.

However, in our experiments, we observed that a lot of mismatches appear
even when the images do not contain any similar local regions. Figure 1 shows
one mismatch example, in which all of matched points are false because the
features of the corresponding points are near in Hamming space. What leads
to the appearing of so many mismatches? We analysed the feature from the
definition of τ (p;x, y), the difference of a pixel pair is measured by one bit which
is determined by the comparison of intensity between two pixels, regardless of the
value of difference. So it is reasonable to think too coarse feature quantification
should be responsible for these mismatches. Hereinafter, we proposed one novel
intensity difference quantization(IDQ) scheme and an improved descriptor based
on IDQ (DIDQ) to prove our doubt.

The rest of the paper is organized as follows. In Section 3, we give the details
of the proposed DIDQ. The experiment and evaluation are shown in Section 4.
Finally, we conclude the paper in Section 5.

3 DIDQ: The Method

Binary features, such as ORB and BRISK usually compose of two stages includ-
ing point pairs selection and extracting the binary string. Our method, named
DIDQ, involved the same first stage, while in the second stage, we designed two
sub-stages, i.e. Intensity Difference Calculation and Difference Quantization.
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Fig. 1. One mismatch example using ORB, almost all the candidate points in the left
image are matched with the same one point in the right one

Intensity Difference Calculation. We select pixel pairs according to a fixed
pattern derived from Gaussian distribution introduced by Calonder[3]. As shown
in the Figure 2, every short black line in the circle represent a random pixel pair,
and we select the n couples of points according to a fixed pattern (the Gaussian
distribution) in the local patch around the keypoint. And then, we can get a
sequence of intensity differences between the points which belong to the same
pair. In general we can define the the function d(n) as follows:

d(a) = abs(p(x)− p(y)) (3)

Where a is the number of dimension, p(x) is the intensity of the point x, and
abs(x) is the absolute value of x. In Figure 2, there is a sequence of values
for each keypoint, and these values can define a unique pattern related to the
neighbor area around the keypoint, thus we can use the sequence to represent
the keypoint.

Orientation Invariant. We search the header maximum pattern to obtain
the orientation invariant. After the process of calculating the difference, we have
gotten a sequence of value for each keypoint. As Figure 3 shows that, these values
can be seen as a circle sequence. Thus, we can always find a unique arrangement
for each sequence, which we called the header maximum pattern. Here, the header
maximum pattern is defined as a sequence in which value of the first item is the
maximum. Apparently this kind of sequence can define a unique direction, and
it is orientation invariant. Our method to get the header maximum pattern is
very simple. According to the definition, firstly we find the largest item in the
sequence, and then move the header pointer to this item. Figure 3 shows the
process of searching the header maximum pattern from a sequence of values.

Intensity Difference Quantization. Generally, the dimensional of feature
vector n can be 128 or 256, and each dimension require 8 bits to store, so we are
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Fig. 2. Intensity difference calculation flowchart. First,We select the pixel pairs ac-
cording a fixed pattern generated by 2-D Gaussian distribution[3]. Then we calculate
intensity difference for each point pair according to Equation 3.

Fig. 3. The process of finding the maximum pattern to obtain the orientation invariant

also confronted with two problems that the bit-rate of this feature is still too
high for applications, and furthermore, the distance between two features can
not be measured easily. To solve these problems, we should quantize the feature
vector to binary bits.
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Approximately, the sequence of values d(x) could be seen as a discrete random
signal. Here, our quantization target is to classify the signal components into M
(in our case, M = 4) regions uniformly and this problem can be formulated as
follows:

Given the input signal d(x), Classify it into M non overlapping interval
{Rk}Mk=1, by defining M − 1 boundary value {bk}Mk=1, such that Rk = [bk−1, bk)
for k = 1, 2, ...,M , with the extreme limits defined by b0 = 0 and bM = 255. All
the input signal d(x) that fall in a given interval range Rk are associated with
the same quantization index k.

Fig. 4. Distribution of the intensity difference for a image

In our experiments, since M = 4, we need to determine 3 boundary value
bk

M
k=1. Assuming that the signal d produces random variable X with a associated

probability density function f(x), the probability Pk that the random variable
falls within a particular quantization interval Rk is given by

pk = P [x ∈ Rk] =

∫ bk

bk−1

f(x)dx (4)

Our quantization target is that every pk should be equal. It means that every
signal component falls into a interval region with the same probability. However
f(x) is unknown, as a trade-off, we have to use the empirical distribution of the
intensity deference as shown in Figure 4 to approach f(x). In Figure 4, we count
the number of point pairs which have the same intensity difference, and these
point pairs are extracted from the image in Flickr dataset, and we detect 500
keypoints for every image. Apparently, we can approximate it with Gaussian
distribution. Herein, non-uniform quantization is a proper choice, which can
obtain a uniform distribution after quantization. According to the empirical
distribution, we define 4 quantization regions as follows:
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⎧⎪⎪⎪⎨⎪⎪⎪⎩
R1 = [0, 10]

R2 = [11, 30]

R3 = [31, 60]

R4 = [61, 255]

(5)

Next, we can define the select function Si(x) as follows:

Sk(x) =

{
1, x ∈ Rk

0, x /∈ Rk

(6)

Fig. 5. Quantization for random signal

At last, we can define the quantization function Q(x) as follows:

Q(x) =

M∑
k=1

ykSk(x) (7)

Where M = 4, y1 =′ 00′ y2 =′ 01′ y3 =′ 10′ y4 =′ 11′, x is the input sig-
nal(difference of intensity), yk is the bit combination. Thus the quantization
transform the discrete signal to a string of bits, and the bit-string is compact,
discriminant and orientation invariant. Figure 5 present the quantization process.
Therefore, the feature has been defined as a connection of n binary quantization
index from Equation 7.

4 Experiment

To verify the effectiveness and efficiency of our method, the dataset [8] are used
in our experiments, and it contains 48 images with five different changes in
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Fig. 6. Image matching result of our method

imaging conditions (viewpoint changes, scale changes, image blur, JPEG com-
pression, and illumination). And it is widely accept that this dataset is appro-
priate for evaluating the invariant of image transformation. The performance
of the proposed method is compared with several binary-represented descrip-
tors (ORB[11], BRISK[6], FREAK[1]). And the result are presented with recall
versus 1− precision:

recall =
correct matches

correspondences
, 1− precision =

false matches

all matches
(8)

Generally, the performance are highly related to the combination of keypoint
detector and descriptor. Thus it is necessary to obtain fairness that we present
our experiments using the combination of FAST [10] and Harris [5] to detect
keypoints, which also used in ORB. Figure 6 shows the demo of image matching
by our method with variant transformation. In the experiments, we observed
that increasing the number of random sample in one local patch had no impact
on the evaluation for the precision, because we found in the experiments that
more pairs chosen and more noise generated. Figure 7 presents the quantitative
results on the dataset, and it shows our method obtain the best performance.

In previous binary features, if the dimensional of feature is n, the number of
point pairs is also n. In our method, to obtain the n−D feature, we just sample
n/2 point pairs, thus our method could significantly reduce the computation
complexity in feature extracting process. Accordingly, table 1 presents the com-
putation time of these descriptors, and it shows that our method is faster than
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(a) Graf(1-4) (b) Leuven(1-4)

(c) Trees(1-4) (d) Bark(1-4)

(e) Wall(1-4) (f) Boat(1-4)

(g) Ubc(1-4) (h) Bike(1-4)

Fig. 7. Performance evaluation on the dataset introduced by Mikolajczyk and Schmid
[8]

Table 1. Computation time on 800 × 600 resolution images where 1500 keypoints
are detected per image. The computation time corresponding to the description and
matching of all keypoints.

Time per keypoint ORB BRISK FREAK Our Method

Description in [ms] 0.011 0.028 0.016 0.009
Matching in[ns] 25 32 25 23
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the other binary feature. In the experiment, all algorithms are carried out on
PC platform with Intel(R) Core(TM)2 Quad CPU 2.83GHz and 4GB memory.

5 Conclusion

We presented a novel approach to describe the keypoint using a binary string,
in which the binary bits derived from quantization of the difference of inten-
sity of pixel pairs. And our experiments showed that DIDQ outperforms the
state-of-the-art keypoint descriptors with higher computation speed and lower
memory consumption. Therefore, we can conclude that the descriptor DIDQ is
very adaptable to web-scale visual search system. In experiments, we found that
different point pattern selection in our method may affect the performance. As a
future work, we need to investigate how to obtain the optimal selection of pixel
pairs to improve the performance.
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Abstract. We consider the problem of seeking representative subset of dataset, 
which can efficiently serve as the condensed view of the entire dataset. The 
Kmedoids algorithm is a commonly used unsupervised method, which selects 
center points as representatives. Those center points are mainly located in high 
density areas and surrounded by other data points. However, boundary points in 
the low density areas, which are useful for classification problem, are usually 
overlooked. In this paper we propose a sparse model based medoids algorithm 
(Smedoids) which aims to learn a special dictionary. Each column of this 
dictionary is a representative data point from the dataset, and each data point of 
the dataset can be described well by a linear combination of the columns of this 
dictionary. In this way, center and boundary points are all selected as 
representatives. Experiments evaluate the performances of our method for 
finding representatives of real datasets on the image and video summarization 
problem and the multi-class classification problem, and our method is shown to 
out-perform state-of-the-art in accuracy.  

Keywords: representative subset, sparse model, dictionary learning. 

1 Introduction 

In the field of machine learning, computing vision and information retrieval, the scale 
of dataset grows at an ever increasing rate. Dealing with massive dataset is time- and 
memory- consuming. Thus being able to select a relatively small number of samples 
from a dataset, which can serve as a condensed view of the entire dataset, is of 
importance. Using those representative samples for classification and clustering 
algorithms can greatly reduce the memory requirement and computational time. In 
addition, representative samples can be available for online extension.  

Kmedoids [1] is a common unsupervised method which produces representative 
samples. Similar to Kmeans, it assumes data points are distributed around several 
cluster centers. But unlike Kmeans, those cluster centers of Kmedoids are data points 
themselves, called medoids. Those medoids are usually located in the high density 
areas, ignoring the low density boundary zones. As shown in Fig.1 medoids of 
Kmedoids algorithm are mostly concentrated in high density areas of the distribution 
of the original dataset. But for classification problem, e.g. SVM, low density 
boundary areas deserves more concern [2]. 
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for representative selection. The method by [7] aims to find representatives close to 
their class and far from other classes. While the method by [8] suggests a 
representative selection technique focused on having a large hypothesis margin to 
improve the performance of the 1-NN rule. 

Our method is unsupervised, which is different from the above methods for the 
following reasons: First, representative points are not necessarily the centers as 
Kmedoids. In our method each data point can be described by a linear combination of 
representatives. Those representatives are those data points referred most frequently 
by other data in the dataset. Second, in the low density areas the number of 
representative points is more than those center methods. We illustrate that lots of 
points are near in high density areas. Because they are similar, they have high 
probability to refer the same representatives within acceptable range of error. Thus 
representatives in high density areas are highly reused. While in the low density areas, 
data points have larger distance than those high density points, so they have to refer 
their own neighbor points, and many representatives must be chosen in this zone. 
Third, our method uses dictionary learning method instead of the matrix 
decomposition approach, so it does not require the data to be low-rank. 

Worth noting that [9] proposes a sparse modeling representative selection method 
(SMRS) for finding representative objects in two steps: it first uses all data points as 
dictionary for sparse coding and second selects representatives according to their 
sparse representations. But using dataset as a large redundant and coherent dictionary 
makes sparse coding unstable and expensive, while learning a compact dictionary can 
overcome those problems [11]. Our method is a dictionary learning method, which is 
stable and efficient. Besides we have compared with SMRS in experiments and 
received even better results.  

2.2 Dictionary Learning Methods 

Learning a dictionary from data under some constraints is widely used in computer 
vision and machine learning problems [6]. K-SVD algorithm [10] uses SVD 
decomposition of the error matrix to learn over complete dictionary from redundancy 
signals. Dictionaries according to many classes are constructed for clustering problem 
[11],[12]. Transfer learning task builds a common dictionary to find new features 
[13]. Task driven dictionary learning algorithm for classification is proposed by [14]. 
The method proposed by [15] uses online optimization based on stochastic 
approximation which is suitable for large-scale task.  

However atoms of those dictionaries are not the original data points, hence they 
can’t be used as representative points directly. Different from those previous works, 
the proposed Smedoids algorithm learns a dictionary which is subset of the dataset. 
Each data point in the dataset can be described as a linear combination of atoms from 
this learned dictionary, so this dictionary can be considered as the condensed view of 
the dataset. 
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3 Problem Formulation 

Consider a set of data points in mR  arranged as the columns in data matrix

1{ ,... }nX x x= , the representative selection methods seek the representative matrix 

1{ ,... }lD d d=  which are subset of X and the condense view of the original dataset. 

The Kmedoids algorithm learns representative points D in two steps: first dividing 
data points into k parts, and each data point has only one representative in D ; 
Second fixing the division and finding a new medoids in each part. The problem is 
formulated as follows: 
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Where ia  is the coefficient of ix . The 
0 -norm of ia  in Eq. (1) is to ensure that 

each x  has only one representative point in D , and Eq. (2) solves a better D  when 
fixing ia . Eq. (1) and Eq. (2) can be rewritten as follow: 
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0 -norm of ia  equals 1 constraint the solution to be center points in high density 

areas, but as pointed out in [2] high density areas is weak for classification. Thus in 
our proposed Smedoids algorithm, we extend 0|| ||i sa ≤ , where s is the maximum 

number of nonzero items in the sparse representations, and the problem turns to be 
sparse modeling [16]. Since the ℓ  norm is NP-hard, we replace the ℓ  norm with 
the ℓ  norm. Different from the former works, the atoms of dictionary we get are the 
actual data points, which can describe the original data set. The formulation is 
following: 
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With our method the experiments show that the distribution of the dataset can be well 

covered by atoms of this dictionary, and the total reconstruction error 2
2| |||

i
x Dai−  is 

less than the Kmedoids. 

3.1 Smedoids Algorithm 

The Smedoids algorithm we proposed is aim to solve Eq. (4).  The Eq. (4) has two 
variables and is not a convex problem. We can fix one variable, then the Eq. (4)  
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becomes a convex problem. The Smedoids performs the following two steps 
iteratively: first learning sparse representation of each data point using LASSO 
algorithm [17]; Second fixing sparse representations and finding a better D column by 
column. By those steps the total reconstruction error of Eq. (4) is reduced gradually as 
shown in Fig. 2. Details are shown in Algorithm 1. 

 

Algorithm 1. Smedoids 

Input: *m nX R∈ , T  (the number of iterations), l (the number of atoms in D), s (the maximal 

number of nonzero atoms in each sparse representation). 

Output: *m lD R∈ . 
Initialization: 

2 -normalize X , and randomly select l  samples from X  to initialize D. 

Repeated until T  

 Sparse coding: computing sparse representations 
1
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The Smedoids algorithm is different from standard sparse modeling in the process of 
dictionary updating. Smedoids algorithm aims to select representatives which coincide 
with original data distribution. However standard sparse modeling method solves 
dictionary updating by ‘calculating’, which mixes the data points, so normally the 
dictionary is not consistent with original data distribution. In Algorithm 1 the dictionary 
is updated column by column. When updating the k -th column, other columns are fixed. 
The variable ref indicates the data points referred the k -th column, and error 

2

2
( ) || ||

k k k k
g d E d a= −   reflects the total error the current column causes. The next 

column should be the data point which can reduce g as Eq. (6). Updating corresponding 

k
a with 

k
d is suggested in [10] as an efficient implementation. 
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3.2 Convergence Analysis 

Algorithm 1 has two steps, and in this section we prove that each step of algorithm 1 
is convergent, so this algorithm is convergent.   

The first step is to calculate the sparse representations of samples. For small s 
compared to n, the LASSO algorithm can robustly approximate the solution of  Eq. 
(5) [10]. This assumption is natural in applications of image and video processing. 
Thus with fixed D this step decreases the solution of Eq. (4). 

 

Fig. 2. Visualization of the convergence of the algorithm 1, the reconstruction error of Eq. (4) 
reduces gradually within 50 iterations 

The second step is to find a better dictionary, when reduction or no change of the 
solution in Eq. (6) and the sparsity constraint are guaranteed, this step is convergent. 
Because the corresponding data is selected at first, the sparsity constraint is met [10]. 
The following proves that reduction or no change of Eq. (6)’s solution is guaranteed.  

Theorem 3.1. Algorithm 1 can reduce or not change the error of the previous iteration 
for optimizing dictionary. 

Proof: Finding a better dictionary can be rewritten as following: 

             2

2
( ) || ||min

D
f D X DA= − ,  s.t. D X∈                (7) 

Since this convex optimization problem admits separable constraints in the columns 
[15], updating the columns of dictionary one by one guarantees the convergence to a 
global optimum. When updating k-th column, the problem is following:  

2

2

2

2( ) min || || min || ||

min || ||

k nref nref ref ref

nref nref k

k k

k k

f d X DA X DA X DA

X DA E

d a

d a

= − = − + −

− +

−

−=
,     (8) 

where ref indicates those samples which refer the k-th column, nref indicates those 

don’t. We set the k-th row of  the matrix to zero: ( , :) 0
ref

A k = . In the above 

equation, the ( )
nref nref

X DA− is constant since other columns are fixed, so
2

2
( ) || ||

k k k k
g d E d a= − is the total error caused by the k-th column.  
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4 Experiments 

In this section, we illustrate image and video summarization and multi-class 
classification problem for evaluating the performances of our method for finding 
representatives of real datasets.  

4.1 Image and Video Summarization 

We demonstrate that those representatives selected by the proposed algorithm can 
well summarize image and video datasets, so this algorithm can be used as a 
preprocess step in applications [24, 25]. 

First we consider the summarization of images of USPS dataset. The dataset 
consists of different variation of ten digit characters. The representatives of USPS are 
shown in Fig. 4 and it is worth notice that some marked representatives are not the 
center samples. Those marked samples have fewer occurrences than others and are 
hard to be classified, e.g. the marked representative of digit 4 and digit 9, digit 1 and 
digit 2. Those boundary representatives are useful for marginal decision in SVM 
training process.   

 

Fig. 4. Representatives selected by our algorithm for the images of USPS dataset. Those 
representatives stand for different variation of each digit. 

 

Fig. 5. Frames selected by our method for a one-shot video. Nine representative frames selected 
by our algorithm summary the activities of the video as follows: (1) a man stands by a 
window;(2) a man talks to someone across the widow;(3) a woman and a man enter the 
room;(4) one man leaves the room;(5) the first man sitting with the woman takes away her 
crown and hands out the window;(6) the man leaves the room; (7) the woman see the thief 
outside the window taking her crown;(8) the thief runs; (9) the woman passes out on the sofa. 
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Fig. 6. Frames selected by our method for a multi-shot video. Different numbers of representative 
frames are automatically computed according the amount activities of each shot as: one 
representative frame for the 2-th shot; three representatives for the 3-th shot; two representatives for 
the 4-th shot; two representatives for the 5-th shot.  

Next we chose a 1,536-frame one-shot video and a 782-frame multi-shot from [19]. 
The one-shot video contains continuous actives in a fixed background. We use 
algorithm 1 to extract nine representative frames. As shown in Fig. 5 those 
representatives well cover the whole activities of this video. This result is better than 
[9] which have missed the frame where a man is passing the crown to the window. 
The 5-shot video contains 4 different scenes, including cartoon, sky, virtual scene and 
rocket launch. We extract eight representative frames. Those representatives capture 
all those scenes but not all those shots as shown in Fig. 6. It’s noteworthy that 1-th 
shot is similar with 5-th shot regardless background or activity, so they share 
representatives, that’s why 1-th shot has no representatives. Different number of 
representatives reflects the number of activities in each shot. Two kids are throwing a 
ball in the third shot. Three representatives capture the main activities of this event: 
(1) a boy is ready to throw a ball; (2) a girl receives the ball; (3) the girl holds the ball. 
Relatively static shot has fewer representatives as 2-th shot. 

4.2 Classification Performance Using Representatives 

We now evaluate the performance of our method as well as other algorithms for 
finding representatives that are used for multi-class classification problem. For 
training set in each class we only select a few representatives and use them as a 
reduced training dataset. It is believed that the better those representatives condense 
the original training data, the higher accuracy the classification results would get.  

We compare the proposed algorithm, Smedoids, with several state-of-the-art 
methods for finding representatives: Kmedoids, Sparse Modeling Representative 
Selection (SMRS) and simple random selection (Rand). Two standard classification 
algorithms, multi-class classifier (SVM) [20] and Sparse Representation-based 
Classification (SRC) [23], are used to evaluate the multi-class classification 
performance.  The experiments are run on the handwritten digits database USPS [21] 
and the Yale Face Database B [22]. The USPS handwritten database contains 11000 
images of ten digit characters, and in each class 1000 samples are randomly selected 
for training and left for testing. The Yale-B contains 5760 images of 10 subjects 
which have been cropped to the size of 16 by 19 pixels by us, and in each class 300 
samples are randomly selected for training and left for testing. We run several times 
with different number l of representatives selected from training set. Obviously with 
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more training representatives, the classification will achieve higher accuracy. Tables 1 
and 2 show the classification results for the USPS database and the Yale-B database 
respectively. 

From the results, we can conclude that our proposed method always gets the best 
accuracy. All representative selection methods work better with SVM than with SRC. 
In contrast to [9] SMRS performs better than Kmedoids in some cases but not always.  

Table 1. Classification results on USPS digit dataset using l representatives of the 1000 
training samples in each class 

USPS 
Rand Kmedoids SMRS Proposed 

Representatives # 

SRC 

l =10 0.77 0.838 0.824 0.86 

l =20 0.86 0.872 0.868 0.896 

l =30 0.895 0.898 0.902 0.92 

l =40 0.9127 0.917 0.917 0.928 

SVM 

l =10 0.8027 0.8758 0.8556 0.907 

l =20 0.8809 0.888 0.8697 0.9236 

l =30 0.9137 0.9308 0.9243 0.9464 

l =40 0.9346 0.9392 0.9305 0.9489 

Table 2. Classification results on Yale-B Face dataset using  l representatives of the 300 
training samples in each class 

Yale-B Face 
Rand Kmedoids SMRS Proposed 

Representatives # 

SRC 

l =10 0.44 0.5117 0.4633 0.54 

l =20 0.57 0.6397 0.5947 0.6877 

l =30 0.6347 0.7067 0.6990 0.74 

l =40 0.7003 0.7627 0.754 0.7843 

SVM 

l =10 0.5873 0.6417 0.6017 0.7083 

l =20 0.7213 0.7877 0.7787 0.834 

l =30 0.7997 0.8277 0.8397 0.868 

l =40 0.8443 0.889 0.8787 0.9003 

 
Our proposed method works best because not only center points but also boundary 

points are selected. We investigate the effect of the parameters of algorithm1, T  (the 
number of iterations) and s (the maximal number of nonzero atoms in each sparse 
representation). We set T  to 20 and s  to 5 in all runs, and we also constraint the 
sparse representations to be non-negative to get the reported result. 
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5 Conclusion 

In this paper, we propose a Smedoids algorithm to select representatives from entire 
dataset and prove its convergence. The Smedoids algorithm selects both center and 
boundary points that well cover the whole distribution of dataset, and we argue that 
our method can condense the original dataset better than the state-of-the-art 
representative selection methods. Results of video summarization show that main 
activities of each shot are well captured. In addition our proposed method always 
achieves the best accuracy among the state-of-art algorithms using representatives for 
multi-class classification problem. 
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Foundation of China (61173054, 61271428); and Co-building Program of Beijing 
Municipal Education Commission. 
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Abstract. Existing automatic image annotation (AIA) systems that de-
pend solely on low-level image features often produce poor results, partic-
ularly when annotating real-life collections. Tag co-occurrence has been
shown to improve image annotation by identifying additional keywords
associated with user-provided keywords. However, existing approaches
have treated tag co-occurrence as a static measure over time, thereby
ignoring the temporal trends of many tags. The temporal distribution
of tags, however, caused by events, seasons and memes, etc, provides a
strong source of evidence beyond keywords for AIA. In this paper we pro-
pose a temporal tag co-occurrence approach to improve AIA accuracy.
By segmenting collection tags into multiple co-occurrence matrices, each
covering an interval of time, we are able to give precedence to tags which
not only co-occur each other, but also have temporal significance. We
evaluate our approach on a real-life timestamped image collection from
Flickr by performing experiments over a number of temporal interval
sizes. Results show statistically significant improvements to annotation
accuracy compared to a non-temporal co-occurrence baseline.

Keywords: Image Annotation, Tag Co-occurrence, Temporal.

1 Introduction

With the amount of multimedia data rapidly increasing, it becomes important
to organize this content effectively. To be able to facilitate efficient multimedia
retrieval we must first categorize these objects with semantic features, such as
keywords1. However, unlike traditional text retrieval which can infer topics di-
rectly from the distributions of words in a document, multimedia objects provide
little or no textual clues. Hence, content annotation with semantically related
keywords is therefore necessary before indexing and retrieval can take place.
The laborious nature of manual image annotation, however, combined with the
need for effective large-scale image search has increased research in the field of
automatic image annotation (AIA).

� This research was supported by the the European Community’s FP7 Programme
under grant agreements nr 288024 (LiMoSINe).

1 For the remainder of this paper we refer to tags and keywords synonymously.
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Current state-of-the-art AIA models, however, produce poor results, especially
when tested on ‘real-world’ image collections [2]. Such collections are considered
problematic often because of their noisiness, sparsity and diversity of image
features. Bridging the semantic gap between low-level image features and high-
level human concepts is still an unsolved research problem [23]. In any case,
many fundamentally question if there even exists a correlation between these two
levels [21]. Much research has focused on looking beyond the pixel to incorporate
more robust evidence in the annotation process [20,16]. We propose to explore
beyond the visual contents of images in the annotation process by exploiting
tag co-occurrence and temporality; by doing so we can avoid, to an extent, the
problems associated with content-based image annotation.

Since the quality of AIA is very poor, a number of image sharing websites em-
ploy user tagging e.g. Flickr. However, the tagging process is either incomplete
or often inaccurate. Automatic tagging techniques are often exploited to improve
the quality of annotated tags. Tag co-occurrence has been used by existing tag
recommendation [22] and AIA systems [16] to improve performance by discover-
ing additional related tags. Tag co-occurrence for two keywords is defined as the
number of documents in which both keywords co-exist; in the field of AIA, these
documents are images.Themotivation for exploiting tag co-occurrence is that key-
words exist in a specific distribution which can be exploited. In the field of times-
tamped text analysis, a significant body of research has sought to exploit dynamic
term distributions, most notably for Topic Detection & Tracking [1] and IR [26].
Analysis of user tags shows that tag co-occurrence is often linked with time. As
such, two keywords which co-occur highly in June may not have the same rela-
tionship in December. Figure 1 shows example normalised tag distributions over
time from a collated Flickr collection. Strong temporal distributions are seen for
seasonal keywords such as summer and winter, which is expected. Further, tags re-
lated to weather cycles also observe a relationship with time. For example, frost
and snow are most prominent during the winter months.

It may be argued, however, that only a restricted set of seasonal and weather
related keywords will display such strong temporal distributions in image anno-
tation but actually there are many tags with implicit temporality. For example,
keywords such as jet and pool are seen to increase during the summer months
i.e. typically when people go on vacation. Similarly, garden observes peaks during
May through September which is expected due to the increase in outdoor ac-
tivities in summer. By harnessing these temporal trends, we propose to improve
tagging accuracy of an existing state-of-the-art model. Finally, research into tag
co-occurrence has implications for a number of fields such as: tag recommenda-
tion systems as used on social bookmarking websites [5], query expansion [10],
event detection [27] and personalised IR [3].

This paper is organised as follows. In Section 2 we present related work in the
field of automatic image annotation and temporal IR. Section 3 describes the
methodology behind our temporal co-occurrence based approach. In Section 4
we discuss our experimental setup. Finally, Section 5 presents the results of our
experiments and Section 6 concludes and discusses avenues for future work.
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Fig. 1. Tag distributions over time from our Flickr Collection

2 Related Work

The problem of image classification is often treated as a cross media modelling
problem where we try to map low-level features in vector format to high-level
textual concepts. Duygulu et al. [6] treated the problem of image annotation
using a machine translation approach where images are segmented into small
regions; keywords were then mapped based on a number of image features. In
2003, Joen et al. [9] adopted the cross lingual language model of Lavrenko et
al. [13], Cross-Media Relevance Models (CMRM), to predict the probability of
generating a word given blobs in an image in the training set. The model assumed
regions in an image can be described by a small vocabulary of blobs, which were
created from image features using clustering techniques. Lavrenko et al. [14]
then proposed the Continuous-space Relevance Model (CRM) which generalised
the previous CMRM to model highly dimensional continuous features without
clustering and quantization. Bag of Visual Words (BOVW) has gained much
interest in the field; Carneiro et al. [4] proposed a Gaussian mixture model using
the bag of local features approach for class conditional dependencies.

More recently, Makadia et al. showed that all of the previously stated models
could be outperformed by adopting a K-nearest neighbour approach trained on
Gabor and HAAR image features [18]. In a similar experiment, Athanasakos
et al. showed that these approaches were also out-performed by using an SVM
approach trained on global features [2]. Further, they highlighted problems of
the evaluation approaches of state-of-the-art annotation (SOTA) models, which
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are addressed in Section 4.2. We have chosen to implement the approach by
Athanasakos et al. as a baseline, due to its simplicity and performance against
other SOTAs.

Following research in text based IR [5,10,27,3], tag co-occurrence has been
used as a secondary source of evidence in tag recommendation systems [22]
and image annotation models [17,16]. Sigurbjornsson et al. proposed a tag rec-
ommendation strategy to support users annotating photos on Flickr [22]. The
relationships between tags were exploited to suggest highly co-occurring tags.
Sigurbjornsson et al. adopted two normalised measures for tag co-occurrence: the
Jaccard (symmetric) and Asymmetric coefficients. Our approach follows this re-
search by using these coefficients as a measure of keyword similarity. Llorente et
al. incorporated tag co-occurrence in their annotation model which formulated
the problem of image annotation as that of direct image retrieval [17]. Novelty
was achieved by not only exploring the dependencies between words and their
semantic context, but also between visual features and words.

Temporality has previously been studied and exploited in both information
seeking and retrieval systems. Despite this, its implication on automatic image
annotation has not yet been explored. Klieinberg et al. [12] developed a frame-
work for modelling periodic bursts of keywords in a corpus with hierarchical
structure using an infinite-state automaton. More recently, Leskovec et al. [15]
performed a large-scale study of “memes” diffusing throughout news media as a
result of temporal rhythms. As a result, a mathematical model was provided for
analysing the temporal variation in the context of news. We propose to exploit
these temporal trends of tags in a tag co-occurrence model.

3 Temporal Co-occurrence

In this section we present our temporal based co-occurrence approach for im-
proving the effectiveness of tag suggestions made by an existing AIA model.

3.1 Problem Statement

Let I = {i1, ..., im} denote an image collection, where m is the number of images
in the image set. We denote t as a tag and T = {t1, ..., tn} our vocabulary, where
n is the number of keywords in our collection. We define S(ix, ty) as a confidence
score of matching tag ty to image ix.

Every i ∈ I has a time-stamp of when it was taken. We aim to cluster images
based on time. We therefore define β to be the number of time intervals in the
year in which we wish to cluster images on. For example, β = 3 would group
images into three, 122 (3663 ) day, time intervals. We define iz ⊂ I where iz is a set
of images taken between the start and end of time interval z, where 1 ≤ z ≤ β.

Our approach improves image annotation by promoting the most highly co-
occurring tags from our image classifier. For each subset of images taken within
a given time interval, iz ∈ I, we build a co-occurrence matrix Cz mapping the
number of images two tags co-occur in for the given time interval.
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C3 =

⎡⎢⎢⎢⎣
t1 t2 ... tn

t1 0 10 . . . 1
t2 10 0 . . . 0
...

...
...
. . .

...
tn 1 0 . . . 0

⎤⎥⎥⎥⎦ (1)

where C3 is the matrix constructed from images taken within the 3rd interval
e.g. tag t1 occurs together with tag t2 in 10 images. Tag co-occurrence measures,
however, are actually normalised between 0 and 1, as explained in Section 3.3.
We define Coverall to be the co-occurrence matrix built from all images.

3.2 Content Based Annotation

Our proposed approach builds on top of a linear SVM based AIA approach.
SVMs have been used for many years in text based information retrieval cate-
gorisation systems [24]. More recently, this methodology has been used in AIA
systems and has been seen to outperform state-of-the-art annotation models [2].
Due to its performance against other baselines and simplicity in design, we will
use this model as our baseline to improve upon.

We implement the SVMlight model [11], which uses a linear kernel function,
trained upon the MPEG-7 Global Edge Histogram (GEH) image feature [19].
This feature was seen to give greatest annotation accuracy in [2]. Our approach
is to train n classifiers in an one-versus-all scheme, where n is the number of
classes (tags). We use the normalised distance −1 ≤ dxy ≤ 1 to the boundary
plane as a measure of how trustworthy a tag tx is for a given image iy. Therefore,
we define S(ix, ty) = dxy.

It could be argued that our approach could be improved by training n(n−1)/2
classifiers in the one-versus-one scheme where we train a SVM for every tag and
every tag combination, thus retaining prior classification data. We argue, how-
ever, that this would quickly become computationally challenging as n increases.
For example, for our collection containing 270 tags, we would potentially have
to train 36,315 SVMs. In a real-world collection where there are millions of
keywords [22], this solution would become unscalable. Further, this method re-
quires a heavily dense collection with each tag combination containing sufficient
training data, which is not true in on-line collections [25].

3.3 Improving Annotation through Tag Co-occurrence

To improve annotations made by the SVM, we increase or decrease S(ix, ty),
using tag co-occurrence measures. S(ix, ty) is therefore redefined as:

S(ix, ty) = λ · Psvm(ix, ty) + (1− λ) · Pcooc(ix, ty) (2)

where Psvm = dxy. Pcooc is the tag co-occurrence score for ty with the other
SVM suggested tags. λ is a parameter (0 ≤ λ ≤ 1) which weights the amount of
SVM and co-occurrence data we use for S(ix, ty). Pcooc(ix, ty) is as follows:
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Pcooc(ix, ty) =

∑
tw∈Tsvm−ty

C(tw, ty)

|Tsvm| (3)

where Tsvm is the set of tags suggested by the SVM (where d ≥ 0), |Tsvm| is
the number of tags suggested by SVM and C(tw , ty) is the tag co-occurrence
frequency between tag tw and ty. Effectively, keywords in the SVM prediction
set are promoted if they co-occur highly with the rest of the predictions, and
demoted otherwise.

Baseline. Our tag co-occurrence baseline takes normalised tag co-occurrence
frequencies C(tw, ty) from Coverall. Therefore, co-occurrence frequencies are static
and taken from the entire collection, thus ignoring temporality.

Temporal. Our temporal approach takes co-occurrence frequencies from the
temporal interval in which the image was taken. e.g. if β = 12 (equivalent to 1
matrix per month) and an image is taken on the 15th of March, co-occurrence
scores are taken from C3.

Using raw tag co-occurrence frequency is noisy, however, as the popularity of
tags is not taken into account. This gives rise to weighting popular tags higher
than less common keywords; we must first normalise these frequencies. We have
decided to use two measures as chosen by previous work, namely the Jaccard
and Asymmetric Measures: [22]:

J(ti, tj) =
|ti ∩ tj |
|ti ∪ tj | P (tj |ti) = |ti ∩ tj |

|ti| (4)

Equation 4. The Jaccard (left) and Asymmetric (right)

Both measures which are used to compute tag similarity and relatedness have an
upper bound of 1 and a lower bound of 0. Previous work has stated that the Jac-
card measure is more useful for identifying synonyms whereas the Asymmetric
measure offers more diverse recommendations. We will compare the effectiveness
of both measures in our work.

4 Experiments

Our experiments compare annotation accuracy made by three systems:

– SVM (Contents) The first system is the state-of-the-art (as defined in [2])
which annotates using SVM data only.

– SVMCooc (Contents + Co-occurrence) Our baseline improves results
from the SOTA by exploiting tag co-occurrence data.

– SVMTempCo (Contents + Temporal Co-occurrence) Our experimental
approach improves on SVMCooc by exploiting temporal information in the
computation of tag co-occurrence measures.
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4.1 Collection

We tested our approach on a collated real life image collection from Flickr2. Real
life image collections pose problems for research as the tags are inconsistent,
often misspelt and sparse (many tags are used in only one image). We therefore
cleaned the collection to contain only tags which occurred in at least 40 images
and where images contained at least 3 tags. We also filtered out tags which, when
classified by WordNet [7], were not considered nouns. This would remove tags
which were not suitable for AIA; for example, subjective (e.g. so cute, nice)
and organisational tags (e.g. me, avoid). Once cleaned, the collection contained
12,985 images and 270 tags. Each image on average contained 4.07 tags.

4.2 Experimental Procedure and Settings

Our experiments are taken out in a two stage process. Initially, images are trained
and tested on the keywords using a linear SVM based on the Global Edge His-
togram feature, as described in Section 3.2. For each image, a list of keyword
scores is returned, measuring the likelihood of a tag occurring in an image. Tag
co-occurrence is then employed as a reweighing scheme by increasing or decreas-
ing the given score for a tag, based on its co-occurrence with the other tags in
the ground truth. After this reweighing stage, the tags with the highest scores
are selected for annotation; the amount of tags selected is equal to that of the
number of tags in the image’s ground truth.

We introduce temporality by computing the tag co-occurrence measures in
predefined intervals, whereas our baseline computes tag co-occurrence measures
over the entire year i.e. 1 co-occurrence matrix. We varied our temporal inter-
val size over a range of values from half a year to 2 days. Therefore, given a
new image ix, we select the co-occurrence measures from the co-occurrence ma-
trix which is built upon images taken in the same time interval as image ix.
We compare results when using the following number of co-occurrence matrices:
β = 2, 6, 12, 18, 40, 52, 70, 90, 120. For each interval size, we compare annotation
accuracy between our 3 approaches using 10-fold cross validation over 10 iter-
ations. For each iteration of the experiment we collate a subset of the overall
collection which is smoothed and normalised. By smoothed and normalised we
mean that most of the tags in the test collection contain approximately the same
number of training images. Alternatively, popular keywords, such as sky, and
unpopular keywords, such as hammer, are not selected for testing.

We have taken out this stage as using the whole collection would probably
create an easier evaluation setting due to the following reasons. Firstly, by eval-
uating on the entire collection, popular keywords would more likely be selected
for testing. Secondly, when annotating an image, the model would be more likely
to select a more frequent tag. By normalising our collection we create a fairer
evaluation test-bed where images are less likely to be annotated with tags based
purely on their popularity. We therefore normalise our collection as is explained

2 http://www.flickr.com/

http://www.flickr.com/
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in [2]. This stage is an important stage in our experiment, as it will reduce the
perceived accuracy of our state-of-the-art, as the test collection is more “difficult”
as the number of perceived “easy” keywords is reduced in the test collection.

For each iteration of the experiment, on average a subset of 1114 images were
used for training and 124 used for testing. We tested using 100 keywords at
each iteration, with each keyword containing at least 20 training images. In our
experiments we compute precision, recall and the number of words recalled.

5 Results and Discussion

The following sections detail the results of our experiments showing the poten-
tial of temporal modelling in the annotation process and the conditions where
accuracy is maximised.

5.1 Effects of Temporality

By exploiting temporality, we were able to achieve statistically significant im-
provements to annotation accuracy. Table 1 shows the results of our experiments
comparing both normalization methods over all interval sizes. From Table 1 we
can see that both coefficients give increases to recall, precision and number of
words recalled when compared to our static baseline. Using the Jaccard coef-
ficient produces marginally better results than when using the asymmetric co-
occurrence measure. It may be noted that the measures appear somewhat low
for a SOTA; this is a side effect of the collection normalisation as described in
Section 4.2. In effect our model is annotating on a difficult subset of an already
difficult real-life image collection, hence lower performance is expected.

Figure 2 illustrates the conditions where annotation accuracy is maximised.
The scores in Figure 2 are taken as an average of recall, precision and number
of words recalled over the baseline. The Jaccard coefficient produces best results
when the interval window size is set to 6 days (β = 70); statistically signifi-
cant improvements averaging 11.6% are observed. The Asymmetric coefficient
produces best results using approximately the same interval size, i.e. 5 days
(β = 90), achieving an 9.6% increase to annotation accuracy. By incorporating
the temporal trends of tags in images, as seen in Figure 1, we are able to give
precedence to temporally significant tags based on the time an image is taken,
thus improving the annotation accuracy.

Using a large interval size, 183 days for example, has a slight detrimental
effect on AIA accuracy however. This may be because temporal profiling barely
exists at these levels. We believe it may have the opposite effect of adding noise
to the co-occurrence measures. We therefore recommend that future temporal
profiling of keywords should use a interval size of around 5 days.

Finally, λ was trained giving a local maxima in annotation performance when
λ = 0.4. Interestingly we achieve greatest accuracy when we use a higher weight
of Pcooc than Psvm implying tag co-occurrence and temporality may be a more
reliable source than image contents in the annotation process.
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Table 1. Each column denotes the scores for each measure using the given number of
intervals. On the left column, R, P and W stand for recall, precision and the number
of words recalled respectively. Bolded columns denote the interval size which produced
the largest average improvement over the baseline. Paired t-test statistical significance
comparing our experimental approach against the baseline are denoted as * being
p < 0.05, ** being p < 0.01 and *** being p < 0.001.

Using the Jaccard Co-efficient

Intervals 2 6 12 18 40 52 70 90 120

R
SVM 0.0809 0.0782 0.0796 0.0769 0.0778 0.0732 0.0807 0.0726 0.0745

SVMCooc 0.0839 0.0789 0.0825 0.0824 0.0778 0.0755 0.0814 0.0757 0.0782

SVMTempCo 0.0842 0.0816 0.0853 0.0836 0.0838** 0.0813** 0.0909*** 0.0842** 0.0855*

P
SVM 0.0697 0.0619 0.0712 0.0598 0.0759 0.0596 0.0637 0.0691 0.0619

SVMCooc 0.0719 0.0588 0.0750 0.0637 0.0720 0.0610 0.0613 0.0709 0.0632

SVMTempCo 0.0717 0.0625 0.0738 0.0640 0.0742 0.0649 0.0695*** 0.0784* 0.0718*

W
SVM 20 19.5 20.3 18.9 20 18.4 18.1 19.3 18.5

SVMCooc 20.4 19.4 21 19.7 19.9 18.7 18.2 19.7 19.1

SVMTempCo 20.2 19.8 21.3 20.3 21.1** 20.3*** 20.1*** 21.5** 20.7*

+/- Over Baseline -0.3% +3.9% +1.0% +1.7% +5.6% +7.6% +11.9% +10.3% +10.5%

Using the Asymmetric Co-efficient

Intervals 2 6 12 18 40 52 70 90 120

R
SVM 0.0809 0.0782 0.0796 0.0769 0.0778 0.0732 0.0807 0.0726 0.0745

SVMCooc 0.0849 0.0824 0.0855 0.0823 0.0786 0.0778 0.0862 0.0787 0.0795

SVMTempCo 0.0837* 0.0848 0.0886 0.0862 0.0834** 0.0843** 0.0909* 0.0873** 0.0851*

P
SVM 0.0697 0.0619 0.0712 0.0598 0.0759 0.0596 0.0637 0.0691 0.0619

SVMCooc 0.0720 0.0628 0.0724 0.0630 0.0689 0.0589 0.0639 0.0722 0.0615

SVMTempCo 0.0711* 0.0628 0.0742 0.0662 0.0677 0.0644** 0.0714** 0.0786* 0.0676

W
SVM 20 19.5 20.3 18.9 20 18.4 18.1 19.3 18.5

SVMCooc 20.4 19.8 21.2 19.8 19.7 18.9 18.6 19.9 19.1

SVMTempCo 20* 19.9 21.5 20.4 20.7** 20.5** 20.5*** 21.7** 20.1

+/- Over Baseline -1.6% +1.1% +2.5% +4.3% +3.1% +8.7% +9.1% +9.6% +7.4%

5.2 Tag Distributions

The following section gives real life examples of tags with high temporal rela-
tionships. Figure 3 shows the co-occurrence frequencies of temporarily significant
keywords, snow and winter, with tree and landscape over 18 time intervals.

Table 2. Jaccard and Asymmetric scores

Measure Scores @ Interval

Time Interval All 2 10
J(tree, snow) 0.09 0.10 0
A(tree, snow) 0.18 0.28 0
J(landscape, winter) 0.05 0.08 0
A(landscape, winter) 0.09 0.22 0

We can clearly observe the key-
words’ correlation with time. Both
sets of keywords co-occur highly at
the beginning and end of the year
with almost no co-occurrence dur-
ing time intervals 5 through 16.
This produces different Jaccard and
Asymmetric measures at different periods in the year. Table 2 compares these
co-occurrence measures at different time intervals.

The temporal distribution shown in Figure 3 highlights that keyword co-
occurrence measures should consider time in these calculations. In our example,
snow only exists along side images of trees in images during the winter months.
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Fig. 2. Co-occurrence measures Fig. 3. Tag Co-occurrence distributions

Our baseline which ignores temporal profiling of tag co-occurrences can be
represented by the entire column of Table 2. Columns 2 and 10 show the co-
efficient scores for the given time intervals only. These intervals were chosen as
they are the most divergent coefficient scores for the given keywords over the
year. The coefficients in time interval 2 are 73% higher, on average, than those
taken over the whole year. We believe this is logical as the keywords, tree with
snow and landscape with winter, co-occur most frequently in this time interval.
Similarly, all the coefficients compute as 0 in interval 10 as the keywords never
co-occur in this time period. We believe this is sensible: if two keywords never
co-occur in a given time period, they should produce a co-occurrence coefficient
of 0 regardless of if they co-occur in other time intervals. By ignoring this noise
and placing higher precedence to temporally significant keywords, we are able to
achieve improvements to AIA accuracy.

6 Conclusion and Future Work

Accurate automatic image annotation is highly desired to be able to build effec-
tive multimedia retrieval systems. In this work we present a novel temporal based
tag co-occurrence technique for the improvement of a state-of-the-art SVM based
automatic image annotation model. Results from our experiments show that by
exploiting temporal tag co-occurrences, we can produce statistically significant
improvements to AIA accuracy.

This paper argues that static measures of normalised tag co-occurrence as used
by previous methods are insufficient and that keywords co-occur in a non linear
temporal distribution which can be exploited. We achieve this by constructing
a number of co-occurrence matrices, one for each predefined interval, instead
of building a co-occurrence matrix over the entire year. We further experiment
by changing the interval sizes used to construct the co-occurrence matrices. We
conclude that best results are achieved when the size of the temporal window is
set to 5 or 6 days. Future work will look at extending our exploitation of temporal
tag co-occurrence for AIA by incorporating more sophisticated techniques from
temporal text-based IR systems.
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Abstract. We propose a robust and efficient method for accurate detecting and 
localizing complex human action in video in space and time dimensions using 
spatio-temporal templates. A simple but effective motion descriptor based on 
the motion-compensated frame difference is designed for template 
representation, which is resistant to the deformation of posture and cluttered 
and moving background. A multi-step filtering scheme is adopted to speed up 
the target candidates localization and matching to the templates. For the 
template sequence to video registration, we present an extended continuous 
dynamic programming technique which can compute the matching scores for 
multiple trajectories simultaneously. Extensive experimental results on different 
videos have demonstrated the effectiveness of the proposed method. 

Keywords: Action Detection, Template Matching, Action Retrieval. 

1 Introduction 

Automatic detection and recognition of human action in video sequence is an 
extensively studied topic in computer vision and many related approaches and 
systems have been developed [1-4]. However, most previous work focused on 
constrained environments, such as video with static background [1, 2] or video with 
moving but relative clean background [3, 4]. When we turn to general video, some 
practical challenges will be encountered. One of the most difficult issues is that for 
general video the accurate and reliable tracking and segmentation of human body 
shape is usually hard to achieve. Thus it is challenging to obtain a consistent 
representation of human action, since that even the same action will produce different 
space-time intensity patterns when performed by different people wearing different 
clothes and in different backgrounds.  

In this paper, we investigate the method for finding specific human action in videos 
captured with uncontrolled settings, which is important for many potential 
applications such as visual surveillance, content based video retrieval and sports 
motion analysis [5, 6]. Human action here is represented as a sequence of body 

                                                           
* Corresponding author. 
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posture, and we treat action detection and localization as matching the spatio-
temporal template to the test video to detect the action’s occurrence at some specific 
time and space location. To do this, we propose an effective feature descriptor to 
represent the action templates and an efficient template sequence matching method.  

For human detection and action recognition, motion based scheme is mostly used 
because motion is not sensitive to appearance change. Efros et al. [3] developed a 
generic approach to recognize actions in “medium field” sports video using a motion 
descriptor deduced from noisy optical flow measurements. Similarly, Zhu et al. [4] 
proposed using slice based optical flow histograms to classify player basic action in 
tennis video sequence. Though promising results have been achieved, their methods 
need automatic tracking to get the stabilized figure-centric sequence which is 
impractical for general video. Recently, spatio-temporal SIFT features or SIFT 
trajectory [5, 7, 8] are proposed as descriptor for action recognition. Such methods do 
not require segmentation; however, they are not robust enough to cluttered 
background because these descriptors can be affected by salient background 
keypoints motion. Another kind of representative motion matching scheme without 
explicit tracking and segmentation was presented in [9], where action was localized 
by exhaustively test motion-consistency of small space-time patches (ST-patch) 
between a query video and test video. But, their method required the backgrounds of 
the query and test videos are both static or have same moving patterns. The approach 
proposed by Jiang et al. [10] can overcome this limitation, while it used edge feature 
to represent template which made it not robust to general background. 

We propose a novel method to detect and localize human action in video. A new 
motion descriptor, the histogram of grid of frame-difference (HGFD) in human body 
region is proposed to compactly represent the noisy spatial motion patterns of human 
action. During detection and localization, we first adopt a multi-step filtering scheme 
like [10] to speed up search, by gradually filtering out non-object windows using 
motion magnitude and template clusters in each frame. Then the correspondence of 
object candidates in neighboring frames is constructed by tracking. Finally, an 
extended continuous dynamic programming (DP) method is developed to match 
multiple trajectories against the template sequence simultaneously and efficiently. 
Compared with the approaches in [9, 10], our method is robust to cluttered 
background and is computationally efficient. Meanwhile, it does not require the 
backgrounds of query and test video undergoing the same motion patterns. 

2 The Proposed Method 

In this section, we first introduce our motion descriptor and then present the three 
steps of the proposed method: target candidates localization, target candidates 
tracking and the template sequence matching to video. 



 Robust Detection and Localization of Human Action in Video 265 

2.1 Motion Descriptor Computation 

In our approach, we utilize frame-difference (FD) to derive motion feature as it is 
easy to compute and independent of appearance change. Since the articulated human 
action is largely indicated by the relative movements of limbs in the different human 
regions, the frame-difference can be used to represent the spatial motion pattern of 
human body parts, rather than accurate segmentation of body. The histogram of grid 
of frame-difference (HGFD) in human region is used as the motion descriptor to 
represent templates. This descriptor captures the intrinsical features of action and is 
robust to moving and cluttered background since most of the background inside the 
human region has been eliminated in the frame difference. 

We compute the difference between two successive frames and threshold it to get 
binary images  as follows.  

 

                  (1) 

 
Then each template is divided into grids of size mｘn in a sliding fashion along 
vertical and horizontal directions with step of m/2 and n/2 respectively. In our 
experiments we set m=M/3, n=N/3 and Th=15, where MｘN is the size of template 
image. Thus 25 grids are obtained for each template and a histogram of 25 bins is 
built as the HGFD. The value of bin k is computed as follows.   

                                            (2) 

where C is the sum of the foreground pixels of the template. Fig. 1 shows two images 
of template and their respective representations. 

To localize the target we need search the entire image, which means the 
computation cost of HGFD is crucial for the performance of the proposed method. To 
overcome this problem, we adopt the integral image introduced by Viola et al. [11] as 
the intermediate representation of FD, which allows the computation of the sum of the 
pixels within each grid very rapidly. 

The similarity between two HGFD p, q is defined as: 

                       (3) 

For video recorded with moving camera, the global motion estimation and 
compensation for successive frames [6] are first performed before the computation of 
FD. 
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Initial condition: 

       (5) 

Recurrence formula: 

 (6) 

where Prior(ot) is the precursor set of ot. In the traditional CDP [13], only one 
precursor is considered so it could match only one trajectory at one time. In the 
extended CDP, the number of precursor is not limited and the computation complex is 
linear to the number of precursor. The recurrence formula in (6) allows for matching a 
target trajectory with a length of 1/2 to 2 times of the length of template sequence. 

For a target candidate ot, if its cumulative distance, S(ot,K-1), to the template K-1 
is below the preset threshold then the query action is declared to have been found at 
frame t and at position ot. The viterbi algotithm can used to localize all the target 
positions in the previous frames. 

3 Experimental Results 

To test the effectiveness of the proposed method, four experiments with different 
challenges are conducted in this section. 

3.1 Experiment for Softball Video  

In this experiment, we test our method for detection and localization of softball 
batting action with complex background. The template sequence is a video clip of the 
player batting the ball with 10 frames. The bounding box of the player in each frame 
is labeled manually (see the red box in Fig.3).          

The test video is another player’s same action with 102 frames. The time and space 

location at 
t
o  with minimal cumulative distance S(ot, K-1) is deemed as the 

localization result. In the test video, the background is moving and very cluttered. 
Fig.3 gives some template images and localization results (indicated with blue box). 
Our method localizes the desired action accurately and efficiently. The total running 
time is 103 seconds on a P4 2.4Ghz PC with 512M of RAM. Here the resolution of  
 

),( koS t  
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Fig. 3. Localization results for batting action. Top row: some template images. Bottom row: 
some action localization results. 

test video is 352ｘ288 and the average resolution of template image is 135ｘ180. In 
contrast, we extrapolated the time reported in [9] to this case, it would take about 4.5 
hours. 

3.2 Experiment for Walking Video 

In this experiment we test our method to localize walking action. The query video is 
recorded with a static camera while the test video is captured with a moving camera. 
For this case, the method presented in [9] would fail since the background motion 
patterns of the query and test are different. Also, the background of the test video is 
much cluttered. As shown in Fig. 4, our method localizes the action and the walking 
pace is accurately aligned. 

 

 

 

Fig. 4. Localization results for walking action. Top row: some template images. Bottom row: 
some action localization results. 
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3.3 Experiment for Diving Video 

In this case, the proposed method is used to find human action with large deformation, to 
say, takeoff action of the diver. A women diver’s platform diving is used as template and 
the same action of two other divers are used as test videos. As shown in Fig.5, though the 
diver’s body changes greatly, our method can localize the action accurately. 

 

Fig. 5. Localization results for diving action. First column: template images. Second and third 
column: localization results. 

3.4 Experiment for Baseball Video 

Finally, we conduct experiment to search for a specific action, to say, throwing action 
in a baseball video. For the 1300 frames test video, the throwing action appears 3 
times. There is large deformation and strong background clutter. Our method finds all 
the 3 occurrences of the action at the top of the shortlist (see Fig. 6). 

 
(a)               (b)                 (c)                 (d)                 (e)  

Fig. 6. Searching throwing action. (a) Templates; (b-e) Top 4 matches of the shortlist. The 
matching cost for (b-e) is (b): 0.158, (c): 0.178, (d): 0.197, (e): 0.464.     
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4 Conclusions 

We have presented a robust and efficient method to accurately localize specific human 
action in video using spatio-temporal templates. The contributions are two-fold. The 
first one is the motion descriptor, HGFD. It reduces the influence of background 
pixels by the motion-compensated frame differencing, thus is insensitive to moving or 
cluttered background. The second one is the extended CDP, which allows for fast 
matching of template sequence to multiple trajectories to localize the action in long 
video. In the current implementation, we only consider actions with approximate 
same space scale. In the future, we will design system to handle scale-varying actions.  
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Abstract. Pedestrian detection is a fundamental problem in video surveillance 
and has achieved great progress in recent years. However, training a generic de-
tector performing well in a great variety of scenes has been approved to be very 
difficult. On the other hand, exhausting manual labeling effort for each specific 
scene to achieve high accuracy of detection is not acceptable especially for vid-
eo surveillance applications. In order to alleviate the manual labeling effort 
without scarifying accuracy of detection, we propose a transfer learning frame-
work to automatically train a scene-specific pedestrian detector starting from a 
pre-trained generic detector. In our framework, sparse coding is proposed to 
calculate similarities between source samples and a small set of selected target 
samples by using the former as dictionary. The similarities are later used to cal-
culate weights of source samples. The weights of initially detected target  
samples are calculated in a similar way but using the selected target dataset as 
dictionary. By using these weighted samples during re-training process, our 
framework can efficiently get a scene-specific pedestrian detector. Our experi-
ments on VIRAT dataset show that our trained scene-specific pedestrian detec-
tor performs well and it is comparable with the detector trained on a large  
number of training samples manually labeled from the target scene. 

Keywords: pedestrian detection, transfer learning, sparse coding. 

1 Introduction 

Pedestrian detection is of great importance in video surveillance. It is a key procedure 
for tracking, action recognition, personal identification and unusual events detection. 
Significant progress has been made on pedestrian detection in the past decade [1, 2], 
especially the appearance-based approaches [3, 4] based on large-scale training sets 
became more and more popular and have achieved great success. However, it is still 
difficult to train a generic appearance-based pedestrian detector which works robustly 
in a great variety of scenes. For example, it was shown that the detection rate of the 
popular HOG pedestrian detector trained on  the INRIA data set dropped significant-
ly when being tested on the Caltech benchmark data set [5]. To reach high accuracy in 
all kinds of scenes, generic pedestrian detector not only requires a huge training set to 
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parameter (k) is used in KNN method, which not only needs to be carefully cho-
sen case by case to get best result, but also can be dramatically influenced by data 
noise and cannot handle situations where an adaptive neighborhood is required. 
What’s more, it has been approved that sparse coding is more reliable to be used 
to calculate the distance than KNN in many applications such as face recognition 
and image classification [12, 13] as the sparse decomposition of a sample reflects 
its true neighborhood structure and provides a similarity measure between the 
sample and its neighbors. Therefore in this paper, we choose sparse coding to 
calculate the distances between source samples and target samples and use these 
distances to calculate the weight for the source samples. 

2. Selecting a small part of target samples totally without manual labeling effort. 
As mentioned above, a set of selected target samples need to be used to re-weight 
source samples during re-training process. It is usually manually labeled from 
target scene in a majority of previous related works [14-17]. While some emerg-
ing approaches [18] showed that it can be automatically generated by applying 
some filters on the detected results of the generic detector in target scene. In our 
paper, context information such as motion, size and appearance are adopted as 
such filters in our paper. 

3. Adding weighted target samples to the training dataset with less risk of drift. 
The inclusion of a big set of target samples for re-training has been approved to 
be essential [10]. However, it also brings risk of drift during the iterative re-
training process because the automatically generated target samples are not hun-
dred percent accurate. Label-propagation method based on KNN was adopted by 
[10] to solve this problem. In this paper, we propose to use sparse coding to re-
vise the confidence value of target samples and take the revised confidence value 
as weight when adding these samples into the re-training dataset. Through 
weighting each target sample, the negative influence of adding target samples can 
be suppressed to a great extent. 

Combining all the previous methods to solve the above challenges of transfer learning 
framework, we conduct a pedestrian detection prototype. The experimental results on 
a public video surveillance dataset show that our methods significantly improve the 
performance compared with the generic pedestrian detector and other re-weighting 
method. Moreover, the result of our approach is only slightly lower than that of ma-
nual labeling method. 

2 Related Work 

Early related works mainly depend on the fact that there are a small set of manually 
labeled samples (target samples) from the target specific scene. With this assumption, 
a common way to get high detection accuracy in a specific scene is training a new 
detector by mixing a large set of original training samples (source samples) and the 
target samples. Wu and Dietterich [11] demonstrated that the source samples can used 
to improve accuracy by taking them as auxiliary data although they are drawn from a 
different distribution than the target scene. Based on Adaboost, Dai et al. [14]  
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proposed a learning framework called TrAdaBoost to improve accuracy by decreasing 
the weights of wrongly predicted samples during retraining process if they belong to 
source dataset. The variation of view point is handled in Pang et al. [15] by a feature-
representation transfer approach to adapt weights of multiple weak classifiers. 

However, manual labeling work is unacceptable for some applications. Therefore, 
many researches turn to automatically label a small set of samples by making use of 
the detection results in the specific scene of original “generic” detector and different 
kinds of other information. Background subtraction results are used to help labeling 
target samples in Nair et al. [8] in its on-line learning framework. But the background 
subtraction results are very sensitive to lighting variations and scene clusters. Rosen-
berg et al. [19] selected target samples according to a training data selection metric 
that is defined independently of the detector rather than the selection metric that is 
based on the detection confidence generated by the detector. However, this method 
relies on the score of the selection metric which is insufficiently reliable. Wang et al. 
[18] integrated multiple cues of motions, path models, locations, sizes and appearance 
to select target samples. Its improvement mainly comes from path models, so it can 
only be used in scenes with paths. Some approaches are also carefully designed to 
tolerant the impact of labeling noise. For example, Wang et al. [10] proposed a trans-
fer learning framework using KNN and label-propagation as tools to re-weight source 
samples and target samples. However, it need a complex process to converge the la-
bel-propagation [20] and the graphs constructed by KNN often fail to capture piece-
wise linear relationships between data samples in the same class.  

3 Our Method 

In this paper, we propose an instance-transfer framework based on sparse coding for 
pedestrian detection. It starts with a generic HOG+SVM pedestrian detector pre-
trained on a generic dataset. By applying this detector on an unlabeled video sequence 
captured from target scene, an initial target dataset is obtained by selecting those 
samples with positive score. After that, a small part of samples are selected from the 
initial target dataset. These samples are then used to calculate the weights for the 
source samples and the target samples. A new detector is then trained with both 
weighted source samples in the generic dataset and target samples in the initial target 
dataset. Formally, the new detector is trained on SVM with an objective function 
showed as Eq. (1), where  and  represent the weights of source samples and 
target samples, which have the most importance to the performance of the new trained 
pedestrian detector. In this equation, w and b are weights and bias to be learned with 

 source samples and  target samples, which are labeled as  and  and 
whose HOG features are  and  respectively.  is a pre-set penalty parameter. 

 and  are slack variables of source samples and target samples.                                , ,  ∑ ∑   (1) . .                  1 , 1, … ,  
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                        1 , 1, … ,                                       0, 0, 1, … , , 1, … ,   There are many false positive samples in the initial target dataset since the generic 
detector does not perform well in target scene. Therefore, multiple cues such as mo-
tion, size and appearance are used in our method to filter out those false positive sam-
ples and get a small part of target samples. Based on sparse coding, these selected 
samples are used to calculate weights of both source samples and target samples. We 
will introduce how to calculate the weights in detail in the following sub-sections. 

3.1 Selecting a Small Part of Target Samples of Pedestrians 

When using the generic detector in target video sequence, each detection window is 
descripted with HOG feature xj and associate with a confidence value fj which is the 
output of the linear SVM classifier with the form,                                                                  f w · x b (2) 

where w and b are the weights and bias learned by SVM with the source samples. We 
choose those samples with positive confidence value as the initial target samples. To 
further filtering out the false positive samples, three cues based on motion, size and 
appearance are used as the filters. 

Filtering by Motion. In video surveillance applications, a detection window on a 
pedestrian often contains more moving pixels than that on the background. Based on 
this observation, most false positive samples on the background can be filtered out by 
a parameter defined as the ratio of moving pixels and total pixels in the detection 
windows. Moving pixels can be got by using background subtraction models like 
Vibe model [21]. According to our experiments, most false positive samples on the 
background can be filtered out by setting the threshold value as 0.15.  

Filtering by Size. Sizes of pedestrians in a scene-specific video usually distribute in a 
small range, so the detected positive samples with sizes out of this range can be fil-
tered out. As the target video is not labeled, we get the size range of normal pede-
strians based on the mean size of detected positive windows. For example, we can 
choose the size range to cover 80% detected positive windows.  

Filtering by Appearance. The generic detector is based on HOG features 
representing appearance, so the confidence value itself can be used as a filter. Usually 
detection windows on pedestrians have high confidence value. Therefore, the confi-
dence value can be used to choose true positive target samples. 

3.2 Weighting Source Samples 

As shown in Fig.1, although the distribution of the source dataset usually does not 
match that of the samples from the target scene, some source samples better match the 
target dataset than others. Therefore if the source samples are assigned with different 
weights for re-training a scene-specific detector, the trained detector can perform 
better in the target scene. 
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Sparse coding is adopted to calculate these weights based on the selected target 
samples and using source dataset as bases. According to sparse coding theory, each 
target sample can be linearly combined by all source samples with different coeffi-
cients and most of them are zeros. After calculating this for all selected target sam-
ples, we can get an array of coefficients for each source samples, which can be 
seemed as matching degree between each source sample and the target dataset to 
some degree. Since the selected target samples are not manually labeled, some sam-
ples may be not labeled correctly. Therefore, besides this array of coefficients, the 
confidence value of each target samples is also included when computing the final 
weights. The detailed algorithm to calculate the weights is descripted as follows.  

1. Inputs: 
Source dataset x , x , … , x  

Selected target dataset x , x , … , x  
(where d is the dimension of feature; n  and n  is number of samples in  
and .) 

2. Outputs: 
Calculated weights , , … ,  

 
Sparse coding:  For each sample  x , solve the l1 norm minimization problem                                   min x           . . 0 (3) 

where D is a dictionary of sparse representation and equal to ;  and 0 means all the elements of  are non-negative. 
Normalization: Normalize each i-th element  of  by 

 ∑ ,   for 1, … ,    1, … ,  (4) 

where  means the number of non-zeros for all . 
Weighting: For each source sample x , calculate the weight  by 

 ∑  (5) 

where  is confidence value of  x  calculated by Eq. (2).  

3.3 Weighting Target Samples 

Detected target samples also need to be used to train the new scene-specific detector. 
However, they can’t be used directly as they may be wrongly labeled. To tolerate the 
inaccuracy of target samples, we also weight them according to the similarities be-
tween them and the datasets of selected positive and false positive samples. Sparse 
coding method is also used to calculate the similarities by using the datasets of se-
lected samples as bases. Our basic idea is setting larger (lower) weight if a target 
sample is more similar to the dataset of selected positive (negative) target samples, 
which is implemented by the following algorithm. 
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1. Inputs: 
Target dataset x , x , … , x  

Selected positive dataset x , x , … , x  

Selected negative dataset x , x , … , x  
(Where d is the dimension of feature; n  , n  and n  are number of samples 
in ,  and  respectively.) 

2. Outputs: 
Calculated weights , , … ,  
 
Sparse coding: For each sample x , solve the l1 norm minimization problem                                    min x           . . 0 (6) 

where matrix D , , I  ,  and 0 means all the elements of  are non-negative.  and  are sub-
sets of ,  so remove it from D and set the corresponding as 0 if D. 
Normalization: The normalization for  is the same as Eq.(4). 
Weighting: For each target sample x , calculate its weight  by 

 ∑ ∑  (7) 

where  is the confidence value of x ; ,  is the confidence value of  

  and  respectively. 
Some source and target samples with different weights are shown in Fig. 2. We can 
see that the results meet our expectation. These source samples with larger weights 
are more similar to samples of the target scene, while these source samples with small 
or even zero weights are obviously outliers of target scene (Fig. 2(a)). From Fig. 2(b), 
we can see that these detected target samples with high weights are true pedestrians, 
while these detected target samples with negative weights are not pedestrians.  

4 Experiments 

Our experiments use two public datasets: INRIA [3] and VIRAT [22]. INRIA is a 
public pedestrian dataset which includes lots of positive samples and negative sam-
ples taken in different scenes. We use it as the generic dataset to train a generic 
HOG+SVM pedestrian detector. From VIRAT, some typical videos are selected as 
target training and testing videos which are recorded in a same scene by a stationary 
camera facing a street (Fig. 4). It is challenging to accurately detect out pedestrians in 
such scenes because there are both moving pedestrians and vehicles with many occlu-
sions and varying illumination conditions. We manually labeled 2000 positive sam-
ples and 12000 negative samples from 5500 frames of target training videos, which 
are used to train a scene-specific detector for comparison. Note that these manually 
labeled samples are thoroughly not used to train our scene-specific detector. 
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PASCAL criterion is adopted to distinguish true positive windows from false posi-
tive ones. A detected positive window is treated as correct only if area overlap of this 
window and a ground truth window exceeds 50%. We use DET curve that Miss Rate 
versus False Positive Per Image (FPPI) as the evaluation metric. For DET curve, low-
er curve means better performance of detection. In the following description, we as-
sume that FPPI is 0.1 when we talk about detection rate if FPPI is not specified. 

 

Fig. 2. Some example samples with different weights (a) Positive source samples from INRIA 
dataset with large weight (first row) and zero weight (second row). (b) Positive target samples 
from VIRAT dataset with large weight (first row) and negative weight (second row). 

4.1 Overall Performance 

We compare the detection results on target testing videos of the scene-specific detec-
tor trained by our approach with two other detectors: one is the generic detector 
trained on the INRIA dataset (Generic), the other is a scene-specific detector trained 
on a large number of manually labeled samples from the target training set (Manual). 
The DET curves of these three detectors on VIRAT are showed in Fig. 3(a). Note all 
the DET curves are based on the results after applying the motion cue on the detected 
positives. 

From Fig.3(a), we can see that the scene-specific detector obtained by our ap-
proach significantly outperforms the generic detector, it improves the total detection 
performance1 from 71% to 48%. The detection rate of our detector is about 52%, 
while the detection rate of the generic detector is only about 24%. The results verify 
that our scene-specific detector is much more suitable for the specific scene than the 
generic detector. We can also see that our scene-specific is comparable with the  

                                                           
1 The value is list in the Fig, lower value means better detection. 

(a) 

(b) 
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manual scene-specific detector. The detection performance of the manual scene-
specific detector is 46% and the detection rate is about 57%, which is only slightly 
better than that of our scene-specific detector. 

As a result, from the detection results shown in Fig. 4, we can see that most pede-
strians in the target testing videos can be detected out. 

 

Fig. 3. DET curves on VIRAT testing videos of different detectors (a) Overall performance 
comparison of our approach to a generic detector and a scene-specific trained on a large num-
ber of manually labeled samples from the target scene. (b) Impacts of different strategies on 
detection performance. 

4.2 Impacts of Different Strategies on Detection Performance 

Besides our approach, there are many other strategies about how to train a scene-
specific detector based on a generic one. We select three typical strategies and com-
pare their detection performance: (1) Sp-weighted source only: only use source sam-
ples weighted by our method in section 3.2. (2) KNN-weighted source only: only use 
source samples weighted by KNN method introduced in [10]. (3) Confidence-
weighted target: same as our approach but use confidence value of detection as 
weights of target samples. 

We can see from Fig. 3(b) that our method based on sparse coding is more appro-
priate than KNN-based method to get the weights of the source samples. When only 
source samples are included in the re-training process, the detection performance is 
62% and the detection rate is about 34% when the source samples are weighed by our 
method, while these numbers are 66% and 29% respectively for KNN-based method. 
This is mainly because sparse coding catches the piecewise linear relationship be-
tween source samples and target samples rather than the pairwise relationship caught 
by KNN, so it can perform better than KNN to map source samples into target scene. 

Another conclusion from Fig. 3(b) is that target samples can be used to help im-
prove the detection performance of retrained scene-specific detector and our method 
performs better than directly using confidence value as the weight. By adding the 
target samples weighted by confidence value, the detection performance can be im-
proved from 62% to 57%, and it is further improved to 48% if the target samples are 
weighted by our approach. The main reason is that the detection confidence values of 

(a) (b) 



 A Sparse Coding Based

 

the generic detector are n
detector may be influenced 
some false positive samples
In our approach, the weight
ing between the target sam
impact of such inaccuracy c

Fig. 4. Some detec

5 Conclusion 

In this paper, we propose 
train a scene-specific pedes
but don’t need any manual 
the samples when they are u
similarities between these 
negative samples. These se
cues on the initial detectio
visual similarities, which i
KNN. Our experiments on
trained by our approach sig
also comparable with the p
beled samples from target 
[23] into our method to imp

Acknowledgement. This w
Foundation of China (611
Municipal Education Comm

References 

1. Dollar, P., et al.: Pedestri
actions on Pattern Analys

d Transfer Learning Framework for Pedestrian Detection 

not absolutely accurate and the correctness of re-trai
by these imprecise weights. For example, there are usua

s with high confidence value in the initial detection resu
ts of the target samples are calculated based on sparse c
mples and selected positive and negative samples, so 
can be avoided to some extent. 

 

ction results of our approach on VIRAT testing videos 

a transfer learning framework based on sparse coding
strian detector. It is based on a generic pre-trained detec
labeling efforts in target scene. The main idea is to wei
used to re-train the scene-specific detector according to 
samples and a small set of selected positive samples 

elected samples are obtained by applying multiple cont
on results. Sparse coding is introduced to calculate s
is approved to be more efficient than other methods l
n a public dataset show that the scene-specific detec

gnificantly outperforms the generic pedestrian detector. I
pedestrian detector trained with a number of manually
scene. In the future, we plan to adopt parallel strateg

prove the efficiency. 

work was supported in part by the National Nature Scie
73054, 61271428); and Co-building Program of Beij

mission. 

an Detection: An Evaluation of the State of the Art. IEEE Tra
is and Machine Intelligence 34(4), 743–761 (2012) 

281 

ned  
ally 
ults. 
cod-

the 

g to 
ctor 
ight 
the 
and 
text 
uch 
like 
ctor 
It is 

y la-
gies  

ence 
jing 

ans-



282 F. Liang et al. 

 

2. Munder, S., Gavrila, D.: An Experimental Study on Pedestrian Classification. IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, PAMI 28(11) (2006) 

3. Dalal, N., Triggs, B.: Histograms of oriented gradients for human detection. In: IEEE Con-
ference on Computer Vision and Pattern Recognition, CVPR, pp. 886–893 (2005) 

4. Felzenszwalb, P., McAllester, D., Ramanan, D.: A Discriminatively Trained, Multiscale, 
Deformable Part Model. In: IEEE Conference on Computer Vision and Pattern Recogni-
tion, CVPR (2008) 

5. Dollár, P., et al.: Pedestrian detection: A benchmark. In: IEEE Conference on Computer 
Vision and Pattern Recognition, CVPR, pp. 304–311 (2009) 

6. Levin, A., Viola, P., Freund, Y.: Unsupervised improvement of visual detectors using co-
training. In: IEEE International Conference on Computer Vision (2003) 

7. Roth, P.M., et al.: Classifier grids for robust adaptive object detection. In: IEEE Confe-
rence on Computer Vision and Pattern Recognition, CVPR, pp. 2727–2734 (2009) 

8. Nair, V., Clark, J.J.: An unsupervised, online learning framework for moving object detec-
tion. In: IEEE Computer Society Conference on Computer Vision and Pattern Recognition 
(2004) 

9. Bo, W., Nevatia, R.: Improving Part based Object Detection by Unsupervised, Online 
Boosting. In: IEEE Conference on Computer Vision and Pattern Recognition (2007) 

10. Meng, W., Wei, L., Xiaogang, W.: Transferring a generic pedestrian detector towards spe-
cific scenes. In: IEEE Computer Conference on Computer Vision and Patter Recognition 
(2012) 

11. Wu, P., Dietterich, T.G.: Improving SVM accuracy by training on auxiliary data sources. 
In: Proceedings of the Twenty-First International Conference on Machine Learning, p. 
110. ACM, Banff (2004) 

12. Bin, C., et al.: Learning With l1-Graph for Image Analysis. IEEE Transactions on Image 
Processing 19(4), 858–866 (2010) 

13. Tang, S., et al.: Sparse Ensemble Learning for Concept Detection. IEEE Transactions on 
Multimedia 14(1), 43–54 (2012) 

14. Dai, W., et al.: Boosting for transfer learning. In: Proceedings of the 24th International 
Conference on Machine Learning, pp. 193–200. ACM, Corvalis (2007) 

15. Junbiao, P., et al.: Transferring Boosted Detectors Towards Viewpoint and Scene Adap-
tiveness. IEEE Transactions on Image Processing 20(5), 1388–1400 (2011) 

16. Wang, M., et al.: Assistive Tagging: A Survey of Multimedia Tagging with Human-
Computer Joint Exploration. ACM Computing Surveys 44(4) (2012) 

17. Wang, M., et al.: Towards a Relevant and Diverse Search of Social Images. IEEE Transac-
tions on Multimedia 12(8), 829–842 (2010) 

18. Meng, W., Xiaogang, W.: Automatic adaptation of a generic pedestrian detector to a spe-
cific traffic scene. In: IEEE Computer Conference on Computer Vision and Patter Recog-
nition (2011) 

19. Rosenberg, C., Hebert, M., Schneiderman, H.: Semi-Supervised Self-Training of Object 
Detection Models. In: IEEE Workshops on Application of Computer Vision (2005) 

20. Wright, J., et al.: Sparse Representation for Computer Vision and Pattern Recognition. 
IEEE Transactions on Pattern Analysis and Machine Intelligence 98(6) (2010) 

21. Barnich, O., Van Droogenbroeck, M.: ViBe: a universal background subtraction algorithm 
for video sequences. IEEE Transactions on Image Process, ITIP 20(6) (2011) 

22. Sangmin, O., et al.: A large-scale benchmark dataset for event recognition in surveillance 
video. In: IEEE Conference on Computer Vision and Pattern Recognition (2011) 

23. Zhang, Y., et al.: Efficient Parallel Framework for H.264/AVC Deblocking Filter on 
Many-core Platform. IEEE Transactions on Multimedia (2012) 



Sampling of Web Images with Dictionary

Coherence for Cross-Domain Concept Detection

Yongqing Sun, Kyoko Sudo, Yukinobu Taniguchi, and Masashi Morimoto

NTT Media Intelligence Laboratories,
1-1 Hikarinooka Yokosuka-shi Kanagawa, 239-0847, Japan

yongqing.sun@lab.ntt.co.jp

Abstract. Due to the existence of cross-domain incoherence resulting
from the mismatch of data distributions, how to select sufficient positive
training samples from scattered and diffused web resources is a challeng-
ing problem in the training of effective concept detectors. In this paper,
we propose a novel sampling approach to select coherent positive sam-
ples from web images for further concept learning based on the degree
of image coherence with a given concept. We propose to measure the co-
herence in terms of how dictionary atoms are shared since shared atoms
represent common features with regard to a given concept and are robust
to occlusion and corruption. Thus, two kinds of dictionaries are learned
through online dictionary learning methods: one is the concept dictionary
learned from key-point features of all the positive training samples while
the other is the image dictionary learned from those of web images. In-
tuitively, the coherence degree is then calculated by the Frobenius norm
of the product matrix of the two dictionaries. Experimental results show
that the proposed approach can achieve constant overall improvement
despite cross-domain incoherence.

Keywords: Visual concept detection, Semantic indexing, Web image
mining, Sparse representation, Dictionary learning.

1 Introduction

Nowadays, the explosive growth of visual contents on the Internet presents a
challenge in how to manage the ever-growing size of the multimedia collections,
particularly in how to extract sufficiently accurate semantic metadata (concepts)
to make them searchable [5]. Visual concept detection is essentially a classifica-
tion task in which classifiers are learned with various features extracted from
training samples to predict the presence of a certain concept in a video shot
or keyframe (image) [14, 15]. Ranging from objects such as “boat” and “car”
to scenes such as “sky” and “sea”, semantic concepts can serve as good inter-
mediate semantic metadata for video content indexing and understanding [14].
With a large set of robust concept detectors, significant improvement can be
achieved in many challenging applications, such as image/video search and
summarization [15].
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Fig. 1. Web Image Examples of “Airplane-flying”

In order to learn effective concept detectors, a critical step is to acquire a
sufficiently large amount of training samples, especially positive training sam-
ples [5]. Fortunately, with the explosive growth of visual contents on the Internet,
large amounts of training samples have become available through Web search-
ing [2, 15]. Consequently, how to utilize these abundant web images to improve
concept detection has been the subject of intensive research by a large multi-
media research community, since it has offered promising ways to automatically
annotate the contents at relatively low cost [2, 15]. [15] empirically studied the
effect of exploiting tagged images on concept learning by analyzing tag lists. [2]
proposed an automatic concept-to-query mapping method for acquiring training
data from online platforms.

However, the online web images are very noisy, cover a wide range of un-
predictable contents, and have quite different data distributions with any close
dataset such as TREC-Vid dataset [9, 13]. As shown in Figure 1, for exam-
ple, the content of web images searched from Google Image with the keyword
“Airplane-flying” varies greatly. Obviously, the images in the top row of the fig-
ure are incoherent from the concept “Airplane-flying” in the TRECVid dataset.
Thus these images can not facilitate the training of the concept and may even
harm it. Only the images in the bottom row are consistent with the dataset and
hence helpful. Therefore, how to select coherent positive training samples from
diffused web images is a challenging problem for training of effective concept
detectors [2, 11, 12] due to the existence of cross-domain incoherence resulting
from the mismatch of data distributions.

Existing work on video concept learning using web images has mainly focused
on how to leverage compact features, such as region-based features [12] or image
salience [11], to alleviate the visual differences. Since an image is greatly reduced
to a very compact feature vector, the effect of these approaches is not evident.
In this paper, we propose a novel sampling approach on how to exploit bundles
of local key-point features to measure how coherent a web image is with a given
concept, from the aspects of sparse coding and dictionary learning.
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2 Sparse Coding and Dictionary Learning

Recently, modeling data or signals as sparse linear combinations of a few ele-
ments (atoms) of some redundant bases (dictionary), sparse coding or sparse
representation has been widely applied to classification problems where the data
on multiple subspaces relies on the notion of sparsity due to its robustness to
occlusion and corruption [8].

Formally, given a dictionary D = [d1, . . . , dk] ∈ Rl×k, and the i-th data in-
stance vector xi ∈ Rl from the observed data matrix X = [x1, . . . , xn] ∈ Rl×n,
where di is the dictionary atom, l is the data dimensionality, k is the size of the
dictionary, and n is the number of data instances (l < k � n), sparse represen-
tation solves the following non-convex program to seek the sparsest solution for
the coefficient vector (i.e., sparse code) αi ∈ Rk:

min
αi

‖αi‖0 s.t.Dαi = xi (1)

where ‖αi ‖0 denotes the l0 pseudo-norm of the coefficient vector αi ∈ Rk, i.e.,
the number of non-zero elements.

Since minimizing l0 is NP-hard, a common approximation is to replace it with
the l1-norm according to theories from compressive sensing [3]. Taking noise into
consideration, the equality constraint must be relaxed. Hence, an alternative is
to solve the unconstrained problem after using the Lagrange multiplier method:

min
αi

1

2
‖ xi −Dαi ‖2 +λ ‖ αi ‖1, (2)

where λ is a regularization parameter that balances the tradeoff between recon-
struction error and sparsity induced by the alternative l1-norm constraint. This
is a convex problem called Lasso in statistics and can be efficiently solved by the
LARS-Lasso algorithm [4].

Here, how to determine the dictionary D is very important for sparse repre-
sentation. It has been shown that dictionaries learned from data can significantly
outperform off-the-shelf ones such as wavelets [8]. Given the observed data ma-
trix X, the goal is to seek an optimal D so that all the data instances can be rep-
resented as a sparse linear combination of their atoms. There are many dictionary
learning methods such as the method of optimal directions (MOD), the K-SVD
algorithm , and the Generalized Principal Component Analysis (GPCA) [8]. All
the methods using classical optimization alternate between the dictionary and
sparse code, and can obtain good results, but are too slow to scale up to large
data sets [8]. Recently, efficient online learning methods were proposed in [8],
which can handle large scale, potentially infinite, or dynamic data sets.

3 Proposed Approach

3.1 Overview

Inspired by the observation that dictionary atoms representing common features
in all categories tend to appear to be repeated almost exactly in dictionaries
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Fig. 2. Proposed Framework

corresponding to different categories, [10] promotes incoherence between the dic-
tionary atoms to improve the speed and accuracy of sparse coding.

Motivated by this work, since the shared dictionary atoms learned from data
can represent common features with regard to a given concept (represented by
the set of positive training samples) and are robust to occlusion and corruption
[8], we propose to use dictionary coherence in terms of how an image and a
given concept share dictionary atoms to measure the degree of image coherence
with the concept. That is, the more atoms they share, the higher the dictionary
coherence is, which means it is more probable that the web image is coherent
with the concept.

In order to compute the dictionary coherence, we learn two kinds of dictio-
naries through the online dictionary learning method [8]: one is the concept
dictionary learned from key-point features of all the positive training samples
while the other is the image dictionary learned from those of web images. In-
tuitively, the coherence degree is then calculated by the Frobenius norm of the
product matrix of the two dictionaries since it reflects the sum of the absolute
values of inner products between dictionary atoms.

On the basis of the dictionary coherence, we propose a novel adaptive sampling
approach to select coherent positive samples from diffused web images for further
concept learning.
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3.2 Algorithm

As shown in the framework of Figure 2, for each concept, the algorithm of the
proposed sampling principally consists of the following steps:

(1) Construction of concept set: Select all the positive training samples
from a development dataset such as TRECVid development set to represent
the concept.

(2) Feature extraction of concept set: Extract local key-point features,
such as SIFT [7] or SURF [1], and collect each key-point feature xi ∈ Rl of
all the images in the concept set to form the data matrix Xc = [x1, . . . , xn] ∈
Rl×n. Here, l is the feature dimensionality, and n is the total number of
keypoints.

(3) Concept dictionary learning: Adopt the efficient online dictionary learn-
ing methods [8] to learn the concept dictionary Dc ∈ Rl×k from the concept
data matrix Xc, where k is the size of the dictionary, i.e., the number of
atoms. For the SIFT feature, we set k = 192 about 1.5 to 2.0 times of the
feature size l = 128 [14].

(4) Collection of web image set: After query construction or mapping [2]
based on the concept name, search the web images and crawl the top-ranked
ones.

(5) Feature extraction of web image: For each image in the web image set,
extract the same local key-point features as the second step, and form the
image data matrix Xi ∈ Rl×m, where m is the number of keypoints in the
image.

(6) Image dictionary learning: Adopt the same dictionary learning methods
[8] to learn the image dictionary Di ∈ Rl×k from the image data matrix Xi.

(7) Dictionary coherence computing: Use Equation (4) in subsection 3.4
to compute the dictionary coherence Ci between the image dictionary Di
and the concept dictionary Dc.

(8) Adaptive sampling: Compare the dictionary coherence Ci of the cur-
rent web image with the adaptive threshold in subsection 3.5 to determine
whether to add the current web image to the training set.

As shown in Figure 2, after adding the selected coherent positive web samples
(a manual check is advised to ensure it is positive) to the training set, we can do
further concept learning for training more effective concept detectors. We will
detail the key procedures in the following subsections.

3.3 Dictionary Learning

In our study, we use the efficient online learning methods [8] to learn the dictio-
nary. Due to the advantage of non-negativity constraints in learning part-based
representations [14], which is helpful for object-oriented concept learning, we
impose the positivity constraints on both dictionary D and sparse code αi in
solving the optimization problem as below:

min
D,αi

n∑
i=1

(
1

2
‖ xi −Dαi ‖2 +λ ‖ αi ‖1

)
, s.t., D ≥ 0, αi ≥ 0. (3)
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while restricting the atoms to have a norm of less than one. The optimization is
achieved through an iterative approach consisting of two alternative steps: the
sparse coding step on a fixed D and the dictionary update step on fixed αi [8].
As mentioned above, we learn two types of dictionaries: (1) a concept dictionary
Dc; (2) an image dictionary Di.

3.4 Dictionary Coherence Computing

The natural way to measure the degree of coherence Ci between the image dictio-
nary Di and the concept dictionary Dc, is to inspect the product matrix: DT

i Dc
, where the superscript T denotes the matrix transposition. This is because the
element dij of the product matrix represents the inner product between a pair
of the two dictionary atoms, i.e., dij = di · dj , here, di ∈ Di, dj ∈ Dc. There-
fore, as shown in Equation (4), we compute dictionary coherence Ci through a
Frobenius norm defined as the square root of the sum of the absolute squares of
the matrix’s elements dij :

Ci =‖ DT
i Dc ‖F=

√√√√ k∑
i=1

k∑
j=1

|dij |2 (4)

where the subscript F denotes the Frobenius norm.

3.5 Adaptive Sampling

After computing the dictionary coherence Ci between the current web image
and the concept, we can easily determine whether to add the current web image
to the training set by simply comparing the Ci with a pre-given threshold Cth.
If Ci ≥ Cth, meaning that the web image is coherent with the concept, then we
accept it. Otherwise, we discard it.

Here, we propose an adaptive off-line method through automatic calculation of
the threshold Cth from the distribution of the coherence degrees of all the positive
train samples. According to the theory of hypothesis testing, the threshold Cth

can be adaptively determined by:

Cth = μ− ησ, (5)

where μ and σ are the mean and standard deviation of all the coherence degrees
CPos between each positive training sample and the concept, and η is an empirical
parameter that can be determined universally. In our experiments, we set η =

√
3.

4 Experimental Results

We tested the proposed method on the TRECVid 2008 [9, 13]. TRECVid is
now widely regarded as the actual standard for performance evaluation of con-
cept based video retrieval systems [14]. The number of positive training samples
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Table 1. The number of positive samples for 20 concepts in TRECVid 08

ID Concept #DPos #WPos #SPos

1001 Classroom 241 790 347

1002 Bridge 186 420 235

1003 Emergency-Vehicle 103 151 11

1004 Dog 136 795 123

1005 Kitchen 289 537 174

1006 Airplane-flying 80 395 113

1007 Two-people 4140 729 458

1008 Bus 106 902 312

1009 Driver 302 489 157

1010 Cityscape 331 879 623

1011 Harbor 217 261 76

1012 Telephone 203 557 412

1013 Street 1799 693 508

1014 Demonstration-Or-Protest 159 68 25

1015 Hand 1879 384 302

1016 Mountain 265 507 284

1017 Nighttime 490 594 229

1018 Boat-Ship 506 783 215

1019 Flower 620 948 513

1020 Singing 441 646 187

Note: The column “#DPos” denotes the number of positive training samples in the
TRECVid 08 development set, “#WPos” in the initial positive web image set,

“#WPos” in the final web image set after sampling.



290 Y. Sun et al.

Fig. 3. Comparison results

for each concept in the TRECVid 08 development set is shown in the column
“#DPos” of Table 1 [14].

First, we used the Google API to search and download the top 1000 web
images for each concept by constructing a query with the concept name. Then we
annotated the images manually; the number of positive samples for each concept
in the initial web image set is shown in the column “#WPos” of Table 1. Finally,
we used our proposed sampling method to select the positive samples for each
concept; the number of positive samples for each concept selected from the web
images is shown in the column “#SPos” of Table 1. To test the effectiveness of
our proposed method, we performed three runs for each concept:

– [Baseline]: Use only positive training samples in the TREC-Vid 08 devel-
opment set (“#DPos” in Table 1).

– [AddWeb]: Use positive training samples of the TREC-Vid 08 development
set and the initial positive web image set (“#DPos+#WPos” in Table 1).

– [Sampling]: Use positive training samples of the TREC-Vid 08 development
set and the web image set after the proposed sampling(“#DPos+#SPos” in
Table 1).

In the above runs, we used the SIFT features [7] for dictionary learning during
sampling, and the well-known BoW feature [6] based on soft-weighting of SIFT,
due to its widely reported effectiveness [14].

Figure 3 shows the comparison results of AP for each concept and mean
AP (MAP) of the three runs. As shown, the proposed run [Sampling] achieved
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the highest MAP of 0.144, which is 9.92% higher than the run [Baseline] (MAP
0.131), and 6.67% higher than the run [AddWeb] without sampling(MAP 0.135).
In particular, the proposed method outperformed the others on 9 out of 20
concepts, including Airplane-flying, Dog, Telephone, Demonstration-Or-Protest,
Hand, and Flower, which had been selected with sufficient visually-coherent pos-
itive samples, while little was gained with the concepts such as Harbor, Kitchen,
Bridge, and Emergency-Vehicle because these concepts on the old documentary
TRECVid videos may be too outdated for enough positive web samples to be
obtained. On the other hand, the run [AddWeb] achieved only a 3.05% improve-
ment in MAP compared with the run [Baseline].

Compared with the best runs in TRECVid 2008 [6], significant improvement
was obtained in handling concepts with few TRECVID positive training samples.
The experimental results show that the proposed approach can achieve constant
overall improvement despite cross-domain incoherence.

5 Conclusion

In this paper, we proposed a novel sampling of web images for cross-domain
concept detection based on coherence between an image dictionary and con-
cept dictionary. Experimental results on the TRECVid 08 benchmark show the
effectiveness and necessity of the proposed sampling method.
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Abstract. Image hashing based Approximate Nearest Neighbor (ANN)
searching has drawn much attention in large-scale image dataset applica-
tion, where balance the precision and high recall rate is difficulty task. In
this paper, we propose a weakly principal component hash method with
multiple tables to encode binary codes. Analyzing the distribution of
projected data on different principal component directions, we find that
neighbors which are far in some principal component directions maybe
near in the other directions. Therefore, we construct multiple-table hash-
ing to search the missed positive samples by previous tables, which can
improve the recall. For each table, we project data to different principal
component directions to learn hashing functions. In order to improve
the precision rate, neighborhood points in Euclidean space should also
be neighborhoods in Hamming space. So we optimize the projected data
using orthogonal matrix to preserve the structure of the data in the
Hamming space. Experimental and compared with six hashing results
on public datasets show that the proposed method is more effective and
outperforms the state-of-the-art.

Keywords: Approximate Nearest Neighbor Search, Image Hashing,
Weakly Principal Component Hashing, Multiple Hashing Tables.

1 Introduction

The aim of nearest neighbor search[26][14][15][16][19][21][29][28] is to find the
most similar points to the query point from the image database. When database
containing even billions of samples, nearest neighbor search is infeasible. More-
over, the data dimensionality is as high as hundreds or thousands, so the stor-
age and retrieval speed will become a hardwork in scalable dataset. Therefore,
in some applications it may be acceptable to retrieve an approximate nearest
neighbor which doesn’t guarantee to return the actual nearest neighbor in every
case, but with improved speed or memory savings[17][18][20][22]. Hashing-based
methods provide a feasible way for approximate nearest neighbor searching.

The main idea of image hashing is to encode high-dimensional image descrip-
tors into compact hash codes via hash functions so as to guarantee similar images
have the same or similar hash codes. Recently, a considerable amount of relative
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research has been reported on image hashing[27][2][3][4][5][6][7][10][13]. Based on
the number of hash table, we group these methods into two categories: single
hash table methods and multiple hash tables methods.

Single hash table methods generate short compact hash codes to represent im-
age in one table. References[5][6][7][11][24] are belong to single hash table meth-
ods. Spectral hashing(SH)[6] produces hash codes by thresholding with nonlinear
functions along the principal directions of the data. The performance of SH is
well for short hash codes, but may decrease substantially when most of the data
variance is contained in top few principal directions[8]. In reference [7], Wang
proposes a semi-supervised hashing (SSH)utilizing labeled data. Compared with
simple metrics, SSH defines a pairwise label matrix based on a few pairwise la-
bels to express the semantic similarity well. Under the SSH framework, Wang et
al.[8] also proposes sequential projection learning hashing (SPLH) to correct the
”errors” produced by the previous hashing function. In reference [9], Gong et al.
formulates the hashing code learning problem in terms of directly minimizing the
quantization error of mapping the PCA projected data to vertices of the binary
hypercube. It is proved that balancing the variance of different PCA directions
can achieve better results than SH and SSH. Single hash table methods retrieve
all the points using a Hamming ball centered at the query, in a way that the
Hamming distances between the returned points and the query are not longer
than the radius of this Hamming ball. Since higher recall needs large radius of
the Hamming ball, which will result in low precision[1].

In general, multiple hash tables methods generate L hash tables with K hash-
ing codes in each table. Locality-sensitive hashing (LSH) and its extension ver-
sion [2][3][4][10][12]are the representative multiple hash tables methods. Because
random vectors with some specific distribution are used as the projection bases
in LSH, it uses multiple hash tables to ensure that the probability of collision
is much higher for points close to each other than those far away. Since LSH is
data-blind and independent, it needs long codes to guarantee the collision prob-
ability. As a result, lots of hash tables are needed to get a good recall, which
leads to the heavy increase of storage requirement for large scale applications[5].
Different from LSH with multiple random hash tables, Xu et al.[1]proposed com-
plementary hashing(CH) to balance the precision and recall rate using multiple
learned hash tables. CH constructed the hash functions in a complementary
manner, such that the positive points of query sample lost from one hash table
would be searched by the following hash tables.

In order to reach high precision and recall, in this paper, we propose a weakly
principal component hashing with multiple tables. Analyzing the PCA projected
data distribution, we find that the projected data in different principal compo-
nent directions together can help to search more positive neighbors. Therefore,
we consider these weakly principal components and learn multiple-table hash-
ing functions, which will help to retrieve the missing samples by the previous
tables and increase the number of neighbors, as well as improve the precision.
For each hash table, we maximize the variance of data to balance the hash bits.
In addition, we rotate data using an orthogonal matrix to preserve the topology
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structure of data in Hamming space. As a result, multiple hash tables together
can balance the precision and recall.

The rest of this paper is organized as follows. Section 2 summarizes the frame-
work of existing multiple hashing tables methods in detail. Section 3 analyzes
the PCA-projected data distribution, and then present our method. Section 4
illustrates the advantages of processing data for different hash tables. Experi-
mental results justify the superiority of our method to the existing methods.
Section 5 is the conclusions.

2 Related Works

In this section, we review LSH and complementary hashing(CH) methods. Sup-
pose that dataset X = {xi}Ni=1 consists N data points, and each of which is a d
dimensional vector, that is xi ∈ Rd. L denotes the number of hash tables. The
goal of multiple hash tables method is to learn a binary matrix B = {bi}N×K for
each hash table, where K denotes the length of hashing codes. In general, one
hash function maps a data point to a single binary bit hk(x) ∈ {0, 1} . Therefore,
there are K hash functions H = [h1(x), · · ·, hK(x)] for each hash table.

The main goal of LSH[2] is to project the data into a low-dimensional hamming
space, and the property of locality will be preserved during the projection to a
K bit binary code using K binary-valued hash functions H = [h1(x), · · ·, hK(x)].
In order to preserve the locality property, hash functions hk(·) of LSH should
satisfy:

P{h(xi) = h(xj)} = sim(xi, xj) (1)

where sim(xi, xj) is the similarity function of data xi and xj , that is to say, the
probability that two point collide in one hash table is equal to their similarity.
Different similarity functions result in different kinds of LSH functions, and the
classical one is in the form of

h(x) = sgn(wTx+ b) (2)

where w is a random hyperplane, which is sampled randomly from a p-stable
distribution, and b is a random threshold. LSH constructs L hash tables {Hl}Ll=1

using the above parameters. Therefore, it projects each data point to LK-bit
hash codes, and data points with the same hash codes are returned from each
table. In order to obtain high precision, K has to be large, which will result in
large L to satisfy the collision probability. For large scale application, large L
and K will lead to sufficient increase in storage and decelerate the search heavily.
Therefore, LSH method works well for long hash codes, but for short codes, they
do not present good discrimination[5].

Instead of using random hyperplanes and random thresholds, CH[1] learns
parameters of Eqn.(2) from the data. The hashing function of CH is in form of

J
(
{Hl}Ll=1

)
=

N∑
i,j=1

(
aij min

l=1···L
‖Hl(xi)−Hl(xj)‖2

)
(3)
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In order to solve this problem, a boosting-based method is adopted, and hashing
function is as the classifier. A weight matrix S is defined and updated accord-
ing to the current classifier H . For the element predicted correctly by current
classifier, its weight is set to zero and will not change any more in the future
updates, otherwise, the weight would be adjusted to reflect the degree of the
contradiction of the original similarity and the similarity in the Hamming space.
Given the weighted elements, a hash projection is learned by maximizing the
following objective function:

Ĵ(H) =
∑N

i,j=1
sijH(xi)

T
H(xj) (4)

With the constraint relaxed as [23], the objective function is transformed to

Ĵ(H) = tr[WTXSXTW + ηWTXXTW ] (5)

CH learns hashing functions sequentially in a boosting manner. So that, in advan-
tage of complementarity property of multiple hash tables, the nearest neighbors
of query missed from the active bucket of one hash table maybe searched in the
next hash table.

3 Weakly Principal Component Hashing

In this section, we present weakly principal component hashing methods, which
constructs multiple hash tables and makes a tradeoff between precision and recall
rate. The goal of our method is to learn hash functions that preserve the data
locality structure in the hamming space, while maximally satisfying the desirable
properties of hashing such as independence of bits and partitioning balance.

Firstly, we describe the observation that neighbors which are far in the top K
principal component directions maybe near in the next weakly principal compo-
nent directions. Based on this observation, we project data on different principal
component directions to generate inputs for hashing functions learning, which
can help to construct complementary hashing functions. Secondly, hashing func-
tions are learned for each hash tables using the generated inputs, in a way that
hashing functions learning is transformed to a PCA problem. Finally, in order
to optimize the principal component directions, an orthogonal matrix is used to
rotate the directions, and improve the precision in the end.

3.1 Choice of Weakly Principal Component Direction

To analyze whether the first K principal directions are sufficient to describe the
data, we perform experiment for illustration. Given a set of 256 dimensional data
points Y , suppose d1, · · ·, dK are the top K principal directions. Here, we define
the sequential principal directions di, di + 1, · · ·, di + K − 1 (i > 1) as weakly
principal component directions. We project Y to different principal component
directions as shown in fig.1, where the red ’circle’ point is query, other points
are its neighborhoods which should be retrieved.
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Fig. 1. The distribution of projected data in different principal component directions.
(a) projection on d1, d2, (b) projection on d2, d3, (c) projection on d3, d4.

We project the data to d1, d2 directions in fig.1(a), and find that the red
‘triangle’ point can be searched and the ‘square’one would be missed by the
small Hamming ball. If omit the first principal direction, and project data to
d2, d3 as shown in fig.1(b), we find that the the ‘square’ one may be searched
with the small Hamming ball. It has the same situation in fig.1(c).

Figure 1 explain why we adopt multiple hashing tables. For the single hashing
table, which is the case in fig.1(a), many positive points maybe missed, that is
to say, the recall is low. If we adopt two hashing tables, the missed points by one
hashing table may be searched in the next hashing table, which can improve the
recall. From fig.1, the projected data in different principal directions together
can help to search more positive neighbors. If the precision of every hashing
table is high, then multiple hashing tables will balance the precision and recall,
in a way of improving the recall. Based on the above analysis, we consider these
weakly principal components and learn hashing functions, which will increase
the number of neighbors and help to retrieve the missing samples, as well as
improve the precision.

Let us denote the data matrix as Y = {yi}Ni=1, where each column yi ∈ Rd is

a data point. We assume the data are zero-centered
∑N

i=1 yi = 0. Suppose there
are L hash tables and K hash functions {Hl}Ll=1 with Hl = [h1,1(x), · · ·, hl,K (x)]
for each hash table. {Xl}Ll=1, Xl = {xl,i}Ni=1 ∈ Rd×N be L sets of data for L
hash tables respectively. Xl is generated from Y in a way of energy attenuation.
The aim is that Xl should include most information of original data, and also
can be distinguished for every sample. Based on the analysis above, we extract
the eigenvalue λ = {λi}di=1 of the covariance matrix Y Y T , and rank them in
descending order, and V = {vi}di=1 is the corresponding eigenvector. In theory,
the data projected on the first principal component direction include most energy
of the original data, such that, we generate Xl for the lth hash table as follows

Xl = Y − (VlV
T
l )Y (6)

where Vl = {v1, · · ·, vl} is the top l eignvectors of V .
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3.2 Hashing Function Construction

For every hash table, each hash function is defined as hl,k(x) = sgn(wT
l,kx+bl,k),

which is a linear projection. Since the data is zero-centered, hash function is
refined as hl,k(x) = sgn(wT

l,kx). Excellent hash functions should satisfy the in-
stance that hash codes generated are independent and each bit make a bal-
anced partition of data[6]. Therefore, we learn hash functions by maximizing the
following functions.

J ({Hl}Ll=1) =

N∑
i=1

max
l=1···L

var(Hl(xl,i)) = max
l=1···L

N∑
i=1

var(Hl(xl,i)) (7)

subject to
N∑
i=1

Hl(xl,i) = 0, l = 1 · · ·L

1

N
Hl(Xl)H

T
l (Xl) = I, l = 1 · · ·L

By relaxingHl(x) to its magnitude as well as the constraint like Wang[7], Eqn.(7)
is transformed to

J {Wl}Ll=1) =
1

N
tr{WT

l XlX
T
l Wl} (8)

WT
l Wl = I

From Eqn.(8), the learning of optimal Wl is transformed to an eigenvector prob-
lem. We compute Wl corresponding to the top K maximum eigenvalues of the
covariance matrix XlX

T
l .

Optimal hash functions can preserve the original locality structure of the data
in the hamming space, which means neighborhoods in the Euclidean space will
also be neighborhoods in the hamming space. For the projected data WT

l Xl,
quantizing them directly to generate hash codes will result in large error[9]. The
quantization loss will be smaller if we rotate Wl using an K × K orthogonal
matrix Rl, in a way of minimizing the following function:

Q(Bl, Rl) = ‖Bl −RT
l W

T
l Xl‖2F (9)

where ‖ · ‖F is the Frobenius norm. An iterative method is adopted to compute
Bl and Rl. First, fix Rl and quantize the data points to their nearest vertex of
the binary hypercube to obtain Bl. Then, fix Bl to change Eqn.(9) to the classic
Orthogonal Procrustes problem and update Rl to minimize the quantization
loss. For two points yi and yj , their final hamming distance is computed based
on the hamming distance of L hash tables.
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Algorithm: Weakly Principal Component Hashing with Multiple Tables

Input:
data set Y, length of hash codes K, number of hash tables L.

Output:
hash projections {Hl}Ll=1

1: Generate Xl for every hash table using (6).
2: for l = 1 : L
3: Learn the first top K projection directions Wl using (8).
4: Compute the orthogonal matrix Rl using (9) to rotate Wl.
5: end for
6: Output Hl = RT

l W
T
l X.

4 Experiments

4.1 Image Dataset and Evaluation Items

In this section, we evaluate the proposed method(named WPCH) on CIFAR
dataset[9][23] and SIFT-1M dataset[26]. We compare WPCH method with 6
state-of-the-art binary coding methods, which are ItQH, unsupervised SPLH
(USPLH), CH, SH, LSH and Anchor Hashing(AH).

We evaluate these methods under two schemes:1)F-measure: for the positive
points among the retrieved samples whose hash codes fall within a Hamming
radius r around the query’s hash code, we compute the precision and recall of
each case, and then use F-measure to evaluate different methods. 2)Hamming
ranking: the retrieved points are ranked according to the corresponding Ham-
ming distance, and the precision of top N images is recorded. In comparison
experiments, the multiple hash tables methods WPCH and CH are both with
L = 3.

4.2 Results on CIFAR Dataset

CIFAR dataset is sampled from labeled subsets of the 80 million tiny images, and
has been used as a benchmark dataset for designing hash code methods[9][23]. A
subset of 1,000 data points are randomly selected to construct the test set and
the other samples are taken as the training database to learn hash functions.
For every test sample, its ground truth neighbors are those whose Euclidean
distance are within the top 5% of the whole database. Figure 2 shows the mean
average precision(mAP) results for WPCH with different number of hashing ta-
bles L. Compared to L = 1, the mAP of WPCH with L = 2 is much higher,
and then achieves the maximum for L = 3. For hash tables L > 3, the mAP
decreases slowly if the number of hash tables continues increasing. That is be-
cause giving up the principal component direction can improve the distinction
of projected data. However, More principal component information omitted will
reduce the data energy roughly, as a result, the projected data cannot preserve
the information of the original data well.
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Fig. 2. Performance of mAP for different
number of hashing tables of WPCH on CI-
FAR dataset

Fig. 3. Performance of F-measure for
different different methods on CIFAR
dataset. The three points in every curves
corresponding hamming radius r = 0, r =
1, r = 2 respectively.

In practice, if the precision is high, the recall is low, and vice versa. It is difficult
for them to reach high at the same time. So, we use F-measure to reflect the
overall performance. Figure 3 shows the F-measure of 16 bits Hamming radius
r = 0, 1, 2 for different methods on CIFAR dataset. In fig.3, the F-measure of
WPCH with L = 3 is a little lower than AH for r = 0 case. The F-measure of
WPCH with L = 3 is increased with the radius increasing. For r = 1, 2 instances,
the F-measure of WPCH with L = 3 is higher than other methods.

Figure 4 illustrates the performance of different methods using Hamming
ranking. For the large-scale application, our method still works better than the
other methods. For the other two multiple hash tables methods, LSH is worse
for short code, and CH is worse for long code.

4.3 Results on SIFT-1M Dataset

SIFT-1M dataset is a large scale dataset to evaluate the quality of approximate
nearest neighbors search algorithm. It contains 1 million data points, which are
represented by 128-d SIFT descriptors.

Figure 5 is the mAP of WPCH with different hash tables on SIFT-1M dataset.
Compared with L = 1, the mAP of WPCH with L = 3 is improved 15% in the
case of 12 bits. For other code bits, the precision of multiple hash tables all
exceed single table instance. From Fig.5, the effective of adopting multiple hash
tables is obvious especially for short hashing codes(i.e. 12, 16, 24 and 32 bits).
As the same with CIFAR dataset, the performance of mAP is better for multiple
hash tables than single table on large scale dataset.
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(a) (b) (c)

(d) (e) (f)

Fig. 4. On CIFAR dataset, comparison of the performance using Hamming ranking.
(a)-(f) are the performance for the hash codes of 12, 16, 24, 32, 48 and 64bits respec-
tively.

Fig. 5. Performance of mAP for different
bits of WPCH on SIFT-1M dataset

Fig. 6. Performance of F-measure for
different different methods on SIFT-1M
dataset. The three points in every curves
corresponding hamming radius r = 0, r =
1, r = 2 respectively.

Figure 6 shows the F-measure of 16 bits Hamming radius r = 0, 1, 2 for
different methods on SIFT-1M dataset. the F-measure of WPCH(L = 3) exceeds
other methods. The proposed method is excellent for all instances.
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(a) (b) (c)

(d) (e) (f)

Fig. 7. On SIFT-1M dataset, comparison of the performance using Hamming rank-
ing. (a)-(f) are the performance for the hash codes of 12, 16, 24, 32, 48 and 64 bits
respectively

Hashing rank is used to evaluate different hashing method on this dataset.
We change the number of returned image, and compute the precision for dif-
ferent hashing methods. Figure 7 shows comparison results. Fig.7(a)-(d) are the
performance of different hashing method with short hashing codes. In these sin-
stances, WPCH(L = 3) is excellent. The performance of CH(L = 3) and ItQH
is following. For long hashing codes(i.e. codes longer than 32 bits), the precision
of our method is a little higher than ItQH method, and much higher than other
methods.

5 Conclusion

In this paper, we propose an unsupervised hashing method, which learns binary
codes in a data-blind way and constructs hashing functions with multiple hash
tables to balance the precision and recall rate. For each hash table, we pro-
cess data points to balance the data energy and detail, which can increase the
distinction among points for Hamming projection. We experimentally illustrate
the superior performance of the proposed method to existing ones on three large
scale image datasets.
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Weakly Principal Component Hashing with Multiple Tables 303

References

1. Xu, H., Wang, J., Li, Z., Zeng, G., Li, S., Yu, N.: Complementary Hashing for
Approximate Nearest Neighbor Search. In: 24th IEEE International Conference on
Computer Vision, pp. 1631–1638 (2011)

2. Andoni, A., Indyk, P.: Near-optimal Hashing Algorithms for Approximate Nearest
Neighbor in High Dimensions. Commun. ACM. 51, 117–122 (2008)

3. Kulis, B., Grauman, K.: KernelizedLocality-sensitive Hashing for Scalable Image
Search. In: 12nd IEEE International Conference on Computer Vision, pp. 2130–
2137 (2009)

4. Raginsky, M., Lazebnik, S.: Locality-sensitive Binary Codes from Shift-invariant
Kernels. In: 23rd Annual Conference on Neural Information Processing Systems,
pp. 1509–1517 (2009)

5. Torralba, A., Fergus, R., Weiss, Y.: Small Codes and Large Image Databases for
Recognition. In: 21st IEEE Conference on Computer Vision and Pattern Recogni-
tion, pp. 1–8 (2008)

6. Weiss, Y., Torralba, A., Fergus, R.: Spectral Hashing. In: 22nd Annual Conference
on Neural Information Processing Systems, pp. 1753–1760 (2008)

7. Wang, J., Kumar, S., Chang, S.: Semi-Supervised Hashing for Scalable Image Re-
trieval. In: 23th IEEE Conference on Computer Vision and Pattern Recognition,
pp. 3424–3431 (2010)

8. Wang, J., Kumar, S., Chang, S.: Sequential Projection Learning for Hashing with
Compact Codes. In: 27th International Conference on Machine Learning, pp. 1127–
1134 (2010)

9. Gong, Y., Lazebnik, S.: Iterative Quantization: A Procrustean Approach to Learn-
ing Binary Codes. In: 24th IEEE Conference on Computer Vision and Pattern
Recognition, pp. 817–824 (2011)

10. Mu, Y., Chen, X., Chua, T., Yan, S.: Learning Reconfigurable Hashing for Diverse
Semantics. In: 1st ACM International Conference on Multimedia Retrieval, pp. 1–8
(2011)

11. Shao, J., Wu, F., Ouyang, C., Zhang, X.: Sparse Spectral Hashing. Pattern Recogn.
Lett. 33, 271–277 (2011)

12. Chen, C., Horng, S., Huang, C.: Locality Sensitive Hashing for Sampling-based
Algorithms in Association Rule Mining. Expert Syst. Appl. 38, 12388–12397 (2011)

13. Strecha, C., Bronstein, A.M., Bronstein, M.M., Fua, P.: LDAHash: Improved
Matching with Smaller Descriptors. IEEE T. Pattern Anal 34, 66–78 (2012)

14. Jagadish, H.V., Ooi, B., Tan, K., Yu, C., Zhang, R.: iDistance: An Adaptive
B+-tree Based Indexing Method for Nearest Neighbor Search. ACM T. Database
Syst. 30, 364–397 (2005)

15. Yang, K., Shahabi, C.: An efficient k nearest neighbor search for multivariate time
series. Inform Comput. 205, 65–98 (2007)

16. Giannella, C.: New instability results for high-dimensional nearest neighbor search.
Inform Process. Lett. 109, 1109–1113 (2009)

17. Brandt, J.: Transform coding for fast approximate nearest neighbor search in high
dimensions. In: 23th IEEE Conference on Computer Vision and Pattern Recogni-
tion, pp. 1815–1822 (2010)

18. Liu, D.: A strong lower bound for approximate nearest neighbor searching. Inform
Process. Lett. 92, 23–29 (2004)

19. Cha, G., Zhu, X., Petkovic, D., Chung, C.: An efficient indexing method for nearest
neighbor searches in high-dirnensional image databases. IEEE T. Multimedia 4,
76–87 (2002)



304 H. Fu et al.

20. Indyk, P.: Nearest-neighbor-preserving embeddings. ACM Transactions on Algo-
rithms 3, 1549–6325 (2007)

21. Yu, D., Zhang, A.: ClusterTree: integration of cluster representation and nearest-
neighbor search for large data sets with high dimensions. IEEE T Knowl. Data
En. 15, 1316–1337 (2003)

22. Jégou, H., Douze, M., Schmid, C.: Improving Bag-of-Features for Large Scale Image
Search. Int. J. Comput Vision 87, 316–336 (2010)

23. Wang, J.: Semi-Supervised Learning for Scalable and Robust Visual Search. PhD.
Thesis, Columbia University, USA (2011)

24. Zhou, J., Fu, H., Kong, X.: A balanced semi-supervised hashing method for CBIR.
In: 18th IEEE International Conference on Image Processing, pp. 2481–2484. IEEE
Press, New York (2011)

25. Chua, T., Tang, J., Hong, R., Li, H., Luo, Z., Zheng, Y.: NUS-WIDE: A Real-
World Web Image Database from National University of Singapore. In: 8th ACM
International Conference on Image and Video Retrieval. ACM Press (2009)

26. Jégou, H., Douze, M., Schmid, C.: Product Quantization for Nearest Neighbor
Search. IEEE T. Pattern Anal. 33(1), 117–128 (2011)

27. Liu, W., Wang, J., Kumar, S., Chang, S.: Hashing with Graphs. In: 28th Interna-
tional Conference on Machine Learning (2011)

28. Wang, M., Yang, K., Hua, X., Zhang, H.: Towards a Relevant and Diverse Search
of Social Images. IEEE T. Multimedia 12(8), 829–842 (2010)

29. Wang, M., Hua, X., Tang, J., Hong, R.: Beyond Distance Measurement: Construct-
ing Neighborhood Similarity for Video Annotation. IEEE T. Multimedia 11(3),
465–476 (2009)



DUT-WEBV: A Benchmark Dataset

for Performance Evaluation
of Tag Localization for Web Video

Haojie Li, Lei Yi, Yue Guan, and Hao Zhang

School of Software, Dalian University of Technology
hjli@dlut.edu.cn, yilei@mail.dlut.edu.cn, worm004@hotmail.com

Abstract. Nowadays, numerous social videos have pervaded on the
Web. Social web videos are characterized with the accompanying rich
contextual information which describe the content of videos and thus
greatly facilitate video search and browsing. Generally those context data
such as tags are generated for the whole video, without temporal indi-
cation on when they actually appear in the video. However, many tags
only describe parts of the video content. Therefore, tag localization, the
process of assigning tags to the underlying relevant video segments or
frames is gaining increasing research interests and a benchmark dataset
for the fair evaluation of tag localization algorithms is highly desirable. In
this paper, we describe and release a dataset called DUT-WEBV, which
contains 1550 videos collected from YouTube portal by issuing 31 con-
cepts as queries. These concepts cover a wide range of semantic aspects
including scenes like “mountain”, events like “flood”, objects like “cows”,
sites like “gas station”, and activities like “handshaking”, offering great
challenges to the tag (i.e., concept) localization task. For each video of
a tag, we carefully annotate the time durations when the tag appears
in the video. Besides the video itself, the contextual information, such
as thumbnail images, titles, and categories, is also provided. Together
with this benchmark dataset, we present a baseline for tag localization
using multiple instance learning approach. Finally, we discuss some open
research issues for tag localization in web videos.

Keywords: Video annotation, tag localization, video retrieval.

1 Introduction

With the popularity of web 2.0, recent years have witnessed the proliferation
of social videos and the success of many social websites, including YouTube,
MySpace, etc. These websites not only allow users to upload and share their
generated videos, but also encourage them to describe the content of videos
with context information like tag, category, title, and so on. Such information
greatly facilitates video retrieval, browsing, and sharing by using text based
search method [1]. Generally those context data such as tags are generated for
the whole video, saying, they are video-level annotations, while many tags are
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actually only related to parts of the video content. Thus the performance of tag
based video search is reduced. For example, a video of sports news can be tagged
with “basketball”, though only a few shots or frames are actually talking about
“basketball”. When we use “basketball” as keyword to search, this video may
be returned to us. In such scenario, we need watch the whole video to find parts
of interests, which is quite boring and time consuming. Thus for better user
experiencing and more precise video searching, it is demanding to know what
time durations or points of the video are actually related to a tag, i.e., we need
localize tags to related video shots or frames.

Recently, tag localization of web videos is becoming the key to a wide vari-
ety of multimedia applications like training concept models [2][3], precise video
retrieval [4], web video browsing and summarization [5][6], etc, and more and
more research efforts have been dedicated to tackle this problem. In [2], Ulges
et al. learnt concept detectors from weakly labeled web videos. To reduce the
influences of noisy irrelevant contents on classifier performance, they proposed to
localize the relevant shots to a given concept by modeling the relevance of video
frames as a latent random variable in a probabilistic framework and estimated
the latent variables in an EM fashion. Ballan et al. [7][8] proposed to utilize the
social knowledge to suggest and localize tags in web videos. They first retrieved
Flickr images using video tags and selected visual similar images for keyframes
of shots, then the ranked retrieved tags of Flickr images are suggested for each
shot. Similarly, Chu et al. [9] used Flickr images and the associated tags for tag
localization, while modeled relationship between keyfraems in a video shot and
candidate tags as a bipartite graph and the best matching was found to deter-
mine the most appropriate tags. In [4], Guangda et al. assigned tags to shot-level
segments of a video in an improved multiple instance learning framework by con-
sidering tag correlations and temporal smoothness. In [5], they further used this
technique to identify key-shots for event driven web video summarization. Based
on the assumption that a positive bag may contain arbitrary number of positive
samples, Ulges et al. [10] proposed a relaxed multiple instance learning strategy
to identify relevant frames in video.

Though extensive works have been conducted recently for tag localization in
web video, the proposed algorithms were all tested on their own datasets, which
prevents the fair comparison of different approaches. Thus, it is highly desirable
to present a public benchmark dataset for evaluating and promoting the tag
localization research. In this paper, we describe and release such a dataset called
DUT-WEBV, which is consisted of 1550 videos collected from video sharing
website YouTube by issuing 31 concepts as queries. These concepts cover a wide
range of semantic levels including scenes like “mountain”, events like “flood”,
objects like “cows”, sites like “gas station”, and activities like “handshaking”,
offering great challenges to the tag (i.e., concept) localization task. In DUT-
WEBV, for each video of a tag, we carefully annotate the time durations when
the tag appears in the video. Besides the videos and the frame-level annotations,
the contextual information, such as thumbnail images, titles, and categories, is
also provided.
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The rest of the paper is organized as follows. In Section 2 we will give a detailed
description of DUT-WEBV and the comparison with other related datasets.
The annotation process is introduced in Section 3. In Section 4 we will present a
baseline for tag localization using multiple instance learning approach. Finally,
we will discuss the open research issues in Section 5 and conclude in Section 6.

2 DUT-WEBV Dataset

To construct the dataset, the first step is to design the concept/tag set that are
suitable for testing tag localization algorithms. LSCOM [11] is a widely used
visual lexicon of more than 834 concepts defined for a variety of research tasks,
such as multimedia learning, information retrieval, computational linguistics,
etc., according to the criteria of usefulness, feasibility, and observability. We
carefully select 30 concepts from LSCOM based on two additional criteria of
coverage and detestability as the tag set of DUT-WEBV. Coverage here means
the selected tags should cover a wide range of semantic levels while detestability
means that the tags should not be too abstract, i.e., they could be detected

Fig. 1. The concepts(tags) in DUT-WEBV and their example videos. The concepts
in the first row, second row, third row, fourth & fifth row, and sixth row are scenes,
events, objects, people activities and sites respectively.
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based on the visual and/or audio features. One more concept, “birthday”, is
selected from CCV dataset [12]. The final selected tags/concepts in DUT-WEBV
are related to objects, events, people activities and scenes, which brings great
challenges to the tag localization task. The 31 tags and the example videos are
shown in Fig. 1.

The 31 concepts are then used as queries to download videos (video duration is
limited to 10 minutes) from YouTube to construct the video set for each concept.
To ensure the diversity of topic for videos of each tag, we retrieved about 1000
videos from different categories/channels and different users for a given tag.
Then we randomly selected videos and manually checked their relevance to the
tag and the relevant ones are retained while irrelevant ones are filtered out.
Tutorial videos and professionally edited videos are removed since they are not
common in real life. In this way, we collected 50 videos for each tag and the
final dataset has 1550 videos with an average duration of around 228 seconds.
For each video of a tag, we manually annotated the time durations when the tag
actually appears in the video using a developed annotation tool (the annotation
process will be provided in the next section). Besides the videos and the frame-
level annotations, the contextual information which may be useful to design
advanced tag localization methods, such as thumbnail images, video urls, titles,
users, and categories etc, is also included in this dataset.

2.1 Tag Relevance of DUT-WEVB

With the fine annotations on frame level, we can estimate a statistics, relevance,
of the dataset to measure how many frames in a video are indeed related to a
given tag. The relevance for each tag, category and the whole dataset are shown
in Tab. 1 (in Section 4). It can be seen that the average relevance is about 47.8%
(Note that we have filtered out irrelevant videos before constructing the dataset),
which implies that about 52% of the video frames are actually not related to
the given tag. Thus if we directly use web videos as training corpus to construct
concept detectors, the mixed noisy content will definitely adversely affect the
performance of trained detectors [2].

2.2 Comparison with Related Datasets

There are many video datasets that are related to DUT-WEBV and their dif-
ferences to DUT-WEBV will be briefly discussed in the following.

Columbia Consumer Video (CCV) Dataset [12] is collected from
YouTube for video content understanding research task, especially for interests
of consumer area. It contains 9,317 web videos over 20 semantic categories, in-
cluding events, scenes, and objects. The ground truth is obtained from Internet
annotators through the Amazon MTurk platform. Though the content of CCV
is as diverse as DUT-WEBV, it is mainly designed for the performance evalua-
tion of video category classification methods, thus the label is only at the video
level.



DUT-WEBV: A Benchmark Dataset for Performance Evaluation 309

MCG-WEBV video Dataset [13] is a benchmark dataset for web video
analysis, such as topic discovery and track, web video categorization etc. The
dataset includes 80,031 most viewed videos for every month from Dec. 2008 to
Feb. 2009 on YouTube and offers the ground-truth of 73 hot web topics from
human annotation.

YouTube 22 Concepts Dataset [14] is constructed for experiments with
automatic video annotation, which consists of 2200 real-world online video clips
downloaded from YouTube for 22 semantic concepts. The ground truth tags given
by YouTube users are also provided. Similar to CCV, the annotations of the last
two datasets are all generated for whole video clip, while the temporal location
of tag is not provided.

TRECVid SIN 2012 Dataset [15] is currently the largest video dataset
in collection size and diversity, containing manual annotations for 346 concepts
on around 393,600 keyframes extracted from 600 hours web videos. The aim
of this dataset is to provide an open training and evaluation corpus for testing
various algorithms of visual concept detectors, thus the annotation granularity
is same to DUT-WEBV, namely, they are frame-level annotations. However,
the annotated keyframes of TRECVid videos are selected randomly through
the online collaborative annotation system, thus it is not guaranteed that all
the keyframes of a video be annotated. Therefore, TRECVid SIN corpus is not
suitable for the evaluation of tag localization algorithms.

3 The Annotation Method

Compared to the category or topic annotation of video at video level, temporally
localizing the range of a tag in video is really time-consuming. In this work, we
designed and developed an annotation tool to help annotators efficiently specify
the time durations of tag in video. This tool contains three main interfaces: con-
cept and unlabeled video selection interface (CUVS ), relevant keyframe selection
interface (RKS ) and precise time period selection interface (PTPS ).

In CUVS interface, the annotator can select a concept to annotate from a list
box where all the 31 concepts and their annotation status are listed. Then the
annotator is allowed to select an unlabeled video randomly or by specifying the
folder. After selecting concept and videos, the RKS interface will be activated as
shown in Fig. 2. The tool extracts one keyframe per second from the video and
a group of 12 keyframes are displayed in the right panel of RKS. This interface
allows the annotator to glance at the panel to quickly and coarsely find relevant
keyframes. There are two choices for each keyframe, i.e., yes and no indicating
the keyframe is relevant to the tag or not (the default choices for all keyframes
are no). Related keyframes will be marked with red boxes. An enlarged picture
of the keyframe is shown in the upper part of left panel when the mouse slides
on the keyframe. The detailed information on the annotated video is displayed
in the bottom part of left panel.

Since keyframe is evenly extracted at each second, keyframe-based annotation
is too coarse for evaluation of tag localization algorithms and fine-granularity
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Fig. 2. Interface for relevant keyframe selection

annotation on when the given tag appears in the video is needed. By right
clicking on the selected relevant keyframe, the PTPS interface (as shown in Fig.
3) will pop-up where a set of buttons are configured to allow the annotator
to easily specify the precise time duration when the tag appears. We take Fig.
2 and Fig. 3 as example to explain the precise annotation process. In Fig. 2
we observed that the third picture in the second row ( the keyframe for the
21st second) is related to the concept “golf player”, and we can right click the
picture, then Fig. 3 is popped up. In Fig. 3, a video player is embedded in which
the video segment from 20th second (i.e., 21 plus one) to the end of video is
presented for judging, based on the assumption that the following content of
current keyframe will be very likely to be relevant. A sliding bar is provided for
determining the start point and ending point of relevant segment with buttons
“{” and “}” respectively. The selected segment can also be finely tuned using
the provided forward and backward buttons. After selecting the precise time
duration, the keyframes inside this time duration will disappear from Fig. 2
and the clicked picture will be replaced by the frame of the endpoint. The time
in the top left region will also be replaced by the time duration. In this example,
the frames of time period from 16.6 second to 20.5 second have already been
specified as related to concept “golf player”.

4 Tag Localization Baseline

We present a tag localization baseline on the dataset using multiple instance
learning (MIL) techniques. MIL has been successfully applied to image annota-
tion [16], tag location for Internet videos [4] and relevant frames identification
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Fig. 3. Interface for precise time duration selection

in weakly labeled videos [2]. In MIL, labels are assigned to bags of instances
instead of single instance. A bag is composed of multiple instances and, a bag is
labeled positive if any of its instances is positive; a bag is labeled negative when
all of its instances are negative. Given the bag label, many approaches have been
developed to infer the instance label. Thus if we treat a video as bag and the
frames as instances, the tag localization task can be naturally modeled as a MIL
problem. In this work, we adopt the MIL-BPNET approach proposed in [17] to
localize the relevant parts in a positive video to a certain tag. Given a tag, the
videos of the tag form the positive bags while videos from other tags form the
negative bags. To reduce computational cost, for each tag, we manually select
10 negative tags and then randomly sample 10 videos from each negative tag to
build the negative bags of the tag.

In the baseline method, for simplicity, we sample one frame of every two sec-
onds from the videos and then estimate the relevance of these frames to given
tags. For feature representation, we extract the 128 dimensional SIFT (Scale-
Invariant-Feature-Transformation) [18] feature of video frames and quantized
them into 500 dimensional bag of word (BoW ) representation using the hierar-
chical clustering method [19]. After MIL, each sampled frame is associated with
a relevance score to its corresponding tag and it will be labeled as positive if the
score exceeds a threshold, otherwise labeled as negative. However, it is difficult
to determine the threshold for each tag, thus the precision metric is not suit-
able to evaluate the performance of tag localization method. Here we propose
to use P@N (precision at top N ranked results) and improved P@N (iP@N ) as
the measurements, while N is adaptively determined according to the relevance
statistic of each tag as follows.

N = C ∗ r
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where C is the total positive frames of the tag and r is the relevance rate. The
motivation is that, since we have the relevance rate r for a tag t, thus if we select
the top N = C ∗ r ranked results belonging to tag t after MIL, the precision,
P@N, should be larger than the precision of randomly selected N samples (i.e.,
r). Let iP@N be the improvement of P@N against r, then the larger iP@N is,
the better performance is achieved by the baseline method. The parameters for
MIL-BPNET training are set to 20 hidden units, 200 training epochs and a fixed
back propagation learning rate (0.05). The results for the 31 tags are tabulated
in Tab. 1.

From Tab. 1 we can observe that, by applying tag localization via MIL we
have an average of relevance improvement of 18.9% @N, showing the effective-
ness of MIL in localizing tag to frames. However, the improvements on dif-
ferent tags/categories are not equivalent, ranging from 12.3% to 30.4%, which
reveals two facts: 1) the visual (SIFT feature here) detestability of different
tags/categories is distinct; 2) compared with the baseline method, there is much
room for improvement for tag localization in videos.

5 Open Issues

Due to its importance in various multimedia applications, tag localization of web
videos is attracting increasing research attentions in recent years. However, the
research of tag localization is still in its early stage and many research issues are
open.

1) Novel machine learning algorithms are demanding. In many pre-
vious works [4][10], tag localization in videos is treated as a MIL task where
the video is regarded as bag and keyframe or shot is regarded as instance. Thus
tag localization is equivalent to identifying the positive instances in the posi-
tive bag. However, MIL is based on the assumption that a positive bag must
have at least one positive instance. As pointed out in Section 2, this assumption
does not always hold for web videos. The relevance of a tag to a video is rather
complex, i.e., a video tagged with a tag may have none, a few or many relevant
frames. In [2], to find the relevant frames using KDE method, Ulges et al. take
the relevance as a prior. It is, however, difficult to obtain the prior for any video
and any tag. Therefore, to handle the complexity of tag relevance to video, novel
advanced machine learning algorithms need be investigated and introduced to
the tag localization in web videos.

2) Multi-modality fusion for tag localization. Current works on web
video tag localization are actually image-based methods, where only visual fea-
tures of video keyframes are used. However, most concepts or tags are multimodal
in nature [20]. While some tags are primarily expressed by the visual aspect (e.g.,
beach, mountain) or audio aspect (e.g., singing), or characterized by motion cues
(e.g., running, walking), most tags involve more than one aspects of the visual,
audio and motion information simultaneously. Thus, to boost the performance
of tag localization systems, some research issues maybe: how to select the ap-
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Table 1. The relevance statistic and results of baseline method for each tag and cate-
gory on the dataset

Category Concept/Tag Relevance P@N iP@N

Events(5)

airplane flying 0.394 0.726 0.842
birthday 0.272 0.305 0.121
explosion 0.505 0.650 0.287
flood 0.524 0.550 0.050
riot 0.671 0.693 0.033

0.473 0.585 0.267

Objects(7)

cows 0.578 0.581 0.005
food 0.253 0.416 0.644
golf player 0.324 0.386 0.191
newspapers 0.381 0.416 0.092
suits 0.399 0.425 0.065
telephones 0.472 0.534 0.131
truck 0.357 0.521 0.460

0.395 0.468 0.227

People activities (12)

baseball 0.607 0.669 0.102
basketball 0.591 0.643 0.088
cheering 0.408 0.582 0.426
dancing 0. 272 0.281 0.033
handshaking 0.429 0.447 0.041
interviews 0.574 0.618 0.076
parade 0.585 0.694 0.186
running 0.450 0.455 0.011
singing 0.580 0.611 0.053
soccer 0.667 0.763 0.144
swimming 0.549 0.708 0.290
walking 0.419 0.430 0.026

0.532 0.575 0.123

Scene(3)
beach 0.549 0.705 0.284
forest 0.594 0.732 0.232
mountain 0.411 0.574 0.397

0.518 0.670 0.304

Sites(4)

aircraft cabin 0.495 0.519 0.048
airport 0.631 0.701 0.111
gas station 0.222 0.235 0.059
highway 0.438 0.585 0.336

0.447 0.510 0.139

Total 0.478 0.553 0.189

preciate modality for certain tags, and how to effectively and efficiently fuse
multi-modality features.

3) Context mining for tag localization. Social web videos are accompa-
nied with rich contextual information, including thumbnail images, titles, cate-
gories, and user ids, etc. Such information can be mined and leveraged for tag
localization task since videos with same context (e.g., videos coming from same
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user or same category) usually have same content. On the other hand, videos are
generally tagged with a few tags and these tags have high semantic correlations.
For example, a video shot or keyframe tagged with “fire” will have a high proba-
bility of being tagged with “explosion”, therefore, based on this observation, if a
shot or keyframe is localized by “fire”, we can increase its confidence of localiza-
tion of “explosion”. Actually, such kind of concept co-occurrence relationship has
been widely exploited in image annotation and retrieval [21] and demonstrated
its effectiveness, while having not been investigated in tag localization before.
We expect the mining of the rich context of videos will benefit tag localization.

6 Conclusions

In this paper, we described a benchmark dataset crawled from YouTube for the
evaluation of tag localization algorithms of web videos. The collecting of tags and
videos, and the annotation process are detailed presented. For the connivance of
performance comparison, a baseline method based on multiple instance learning
is also provided. The context information of videos is included in the dataset
to allow for development of more advanced algorithms. In the future, we will
extend the dataset in size of concept/tag number and video number per tag.
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Abstract. Online shopping is becoming more and more popular for billions of 
web users because of its convenience and efficiency. Customers can use 
content-based product image search engine to find their desired products. 
However, a frustrating fact is that the search results are significantly affected by 
the presence of natural backgrounds and fashion models. To minimize the 
influence of these noises, in this paper, an automatic clothing extraction 
algorithm is proposed, which consists of two phases: coarse clothing region 
localization with human proportion, and fine foreground/background modeling. 
Experiments on two datasets crawled from e-commerce websites demonstrate 
that the proposed approach achieves good performance, and has competitive 
performance with the interactive solution. 

Keywords: Clothing Segmentation, Gaussian Mixture Model, Graph-based 
Image Segmentation, Foreground/Background Estimation. 

1 Introduction 

Nowadays, online clothing shopping becomes an attractive and convenient shopping 
way for millions of web users. Especially, with the emergence of social image sharing 
websites, such as Pinterest, it accelerates the progress of social and personalized  
e-commerce. There exist billions of diverse and beautiful clothes available on e-
commerce websites, such as Amazon, eBay, and Alibaba. In order to attract the eyes 
of customers and demonstrate the actual appearance of clothes, the clothes are usually 
dressed by fashion models in real world and taken pictures with natural outdoor 
background. Therefore, a large portion of the apparel images in e-commerce websites 
commonly contain cluttered and complex backgrounds, which makes visual clothing 
search a challenging task.  

Clothing segmentation and extraction, is an active research topic in computer 
vision and multimedia area. Its purpose is to identify and extract the clothing itself 
after removing the background and unrelated information. Existing clothing 
segmentation methods suffer from variations in colors and styles, different lighting 
conditions, geometric deformations, viewpoint changes, clustered backgrounds, and 
occlusions generated by poses or other objects. These variations are the major factors 
complicating the matters for clothing extraction. 
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In this paper, we proposed an automatic clothing extraction algorithm by 
combining efficient graph-based image segmentation and foreground/background 
estimation. It mainly consists of two phases: a coarse clothing region localization and 
a fine clothing extraction. An apparel image is first segmented into multiple regions 
using a graph-based image segmentation approach. Skin and face regions are detected 
to guide the clothing region localization and assist the foreground/background model 
estimation. Based on the human proportion, inner and outer bound regions are 
roughly identified, indicating the potential clothing region and background region, 
respectively. Gaussian mixture model is adopted to build the foreground (clothing) 
and background models. By taking into account the spatial relationship among pixels, 
the generated GMM models are refined based on the components after efficient 
graph-based segmentation to achieve better segmentation performance. Experiments 
on two datasets crawled from e-commerce website Taobao and Pinterest like social 
sharing website Mogujie respectively demonstrate the proposed approach improves 
the segmentation results. It achieves competitive performance with the classic 
interactive segmentation approach GrabCut, from which users designate the desire 
region by dragging a rectangle around the object. 

The rest of paper is organized as follows. Section 2 gives a brief overview of the 
related work. Section 3 elaborates the proposed clothing extraction algorithm. Section 
4 presents the experiments. Finally, we summarize this paper with a conclusion. 

2 Related Work 

2.1 Product Image Search 

In industry, shopping comparison website Like.com, is the first product image search 
engine to bring visual search for shopping, which builds an automated matching 
system for products, such as jewelries, handbags, shoes, and watches. It exploits 
computer vision and machine learning techniques to find similar-looking (similar 
colors, shapes, and patterns) products. In China, Taotaosou [13] under Alibaba, 
provides similar functions for visual product search. In academic research, iLike [3] 
explores vertical search by integrating textual and visual features to improve search 
performance, particularly targeting for product search of apparels and accessories. 
iSearch [10] combines global and local matching of local features to find similar 
product images in an interactive manner. A clothes search in consumer photos is 
presented in [15] by color matching and attribute learning, which leverages the low-
level features (colors) and high-level features (attributes) of clothes. A Smart Mirror 
system [1] is proposed to recognize clothing styles and supports real-time fashion 
recommendation. However, the above-mentioned works mainly consider the images 
with clean background. The situation for product images with clustered background is 
not considered. To handle the discrepancies between online shopping images and 
daily photos, a two-step cross-scenario clothing retrieval is proposed via parts 
alignment and auxiliary set [11].  
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2.2 Clothing Segmentation 

Image segmentation is widely used in many image related applications, such as content-
based image retrieval, image annotation, and object recognition. In the past few 
decades, numerous image segmentation approaches have been proposed, including 
minimum spanning tree, min-cut, normalized cut, mean shift, and so on. Recently, a 
number of researches have been conducted on clothing image segmentation. Clothing 
modeling and recognition adopts an And-Or graph representation to produce a large set 
of composite graphical templates accounting for the wide variability of cloth 
configurations [2]. Without any pre-defined clothing model, a clothing segmentation 
method using foreground and background estimation is proposed [6]. A torso area is 
first detected based on dominant colors determination and then the background area is 
determined based on the Constrained Delaunay Triangulation (CDF). Using these two 
areas, the foreground and background estimation is obtained to accomplish the clothing 
segmentation task. However, in our work, we simply use the human proportion other 
than CDF to determine the foreground and background areas, which is more efficient. 
Given multiple images of the same person wearing the same clothing, the clothing co-
segmentation [5] provides a significant improvement in recognition accuracy, by 
analyzing the mutual information between pixel locations near the face and the identity 
of the person to learn a global clothing mask. A multi-person clothing segmentation 
algorithm [14] is proposed for highly occluded images, which combines blocking 
models to address the person-wise occlusions.  

3 Clothing Extraction 

3.1 Framework 

The presence of natural backgrounds and fashion models could significantly influence 
the performance of clothing image search. In order to identify the clothes in images 
and remove the impact of backgrounds and models, we proposed an automatic 
clothing extraction algorithm for clothing image database. The framework is 
illustrated in Fig. 1. It mainly consists of two phases: a coarse clothing region 
localization and a fine clothing extraction. To reduce the effect of noises in images, a 
Gaussian filter, as a preprocessing step, is first deployed to smooth the images. As 
skin and face are useful priori information to help locate the clothes, face and skin 
detection are adopted to detect the face and skin regions. According to the face region 
and human body proportions (face, torso, and so on), a coarse inner region and an 
outer region are identified, from which the potential clothing region and background 
region are roughly located. A fine-granularity clothing extraction is then undergone to 
accurately identify the clothes. To model the statistical distribution of image pixels, 
Gaussian Mixture Model (GMM) is adopted to build the foreground (clothing) and 
background models. At the same time, efficient graph-based image segmentation [4] 
is applied to segment the same image into multiple components, which act as an 
auxiliary resource. By taking into account the neighborhood and spatial relationship 
among pixels, the generated GMM models are refined to achieve better segmentation 
performance. Finally, the clothes are extracted from images, which can be used for 
visual clothing search to improve the performance. 
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positioned right below the face with the width and length ratio as 2a:3b is treated as 
the inner bound. The region including the face with the width and length ratio as 
3a:5b is treated as the outer bound, which contains the face region and the inner 
bound region. The inner and outer bound are illustrated as red and purple rectangles in 
Fig. 3(b) and (c), respectively. Some examples with detected face, inner and outer 
bounds are shown in Fig. 4. These coarsely detected inner and outer bound will be 
exploited to construct the foreground and background models.  

 

Fig. 4. The detected face, inner bound and outer bound regions 

3.4 Clothing and Background Modeling 

With the inner and outer bounds, the foreground (clothing) seeds are estimated from 
the inner region exclude the skin regions based on main colors determination, and the 
background (non-clothing) seeds are found based on the outer region plus skin 
regions. As foreground and background seeds contain several main colors, Gaussian 
Mixture Model (GMM) is employed to interpret color distributions of such mixture 
data.  

Two GMMs are used to model the image color distributions of the clothing and 
background, respectively. In this work, the RGB color space is deployed. 

p x|clothes 12 ∑ 12  (1)

p x|background πibKb
i 1

12π d2 ∑ d2 12 b‐1
i  (2)

where x is a 3D vector standing for the RGB value of pixel x,
 

c
iμ

 
and 

c
iΣ  are the 

mean value and covariance matrix of the ith Gaussian of the clothing GMM, 
b
iμ and

b
iΣ are the mean value and covariance matrix of the ith Gaussian of the background 
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GMM. c
iπ  

and b
iπ  

are weighting factors of ith Gaussian of clothing and background 

respectively. All these parameters are determined by EM algorithm. Kc and Kb are the 
number of Gaussian distributions. In our experiments, they are set as 4. 

GMM considers the statistical information which means pixels with similar color 
have the similar probability belongs to the clothing or background, but it ignores the 
spatial information which means pixels near each other should have similar 
probability. In addition, as GMM makes good use of the pixels’ color properties, it is 
sensitive to illumination variations and clustered colors. To alleviate this problem, 
GMM-based color distribution integrates the efficient graph-based image 
segmentation [4] to improve the segmentation performance, which combines both the 
color properties and region properties.  

      

Fig. 5. Components after efficient graph-based image segmentation 

To get space information, we consider the results of efficient graph-based 
segmentation [4] which cuts an image into several components. The detected 
components after efficient graph-based segmentation are shown in Fig. 5. For each 
component Cj after image segmentation, we calculate its foreground and background 
probabilities. The foreground probability p(Cj|clothes) and background probability 
p(Cj|background) are defined as the mean foreground probabilities and background 
probabilities of all pixels in the component, respectively, which are defined as follows: 

p C clothes 1 |  (3)

p C background 1 |  (4)

where xi is the ith pixel belongs to Cj and M is the total number of pixels in Cj. 
The refined models p clothes  and p background  are determined by the 

combination of the original probability and the component probability. They consider 
the statistical information and spatial information, which are defined as:  p clothes p |clothes p C |clothes  (5)p background p |background p C |background  (6)

The pixels are treated as the clothing pixel, if these pixels are within the outer bound 
region whose p clothes p background .
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4 Experiments 

There is no public product image dataset and corresponding ground truth available for 
evaluating the performance of clothing extraction. To evaluate the performance, we 
crawled product images from Taobao, the biggest e-commerce website in Asia. 
Totally, there are 1,356,901 images. These images are mainly from two categories: 
clothes and handbags. Since manually labeling the ground truth of clothing extraction 
on a dataset with millions of images is time-consuming, it is infeasible to evaluate on 
the whole dataset. We use two datasets: DS_TB, and DS_MGJ to evaluate the 
performance of the proposed solution. DS_TB consists of 1000 images with faces 
randomly selected from the above-mentioned dataset as the evaluation dataset. In 
addition, we crawled another 1000 clothing images from a Pinterest-like website in 
China, Mogujie (www.mogujie.com), which are mainly captured from outdoors, as 
the DS_MGJ.  

Due to without the ground truth of accurate pixel-level clothing segmentation, it is 
impossible to evaluate the performance in an objective way. In this work, we use 
subjective evaluation for the performance of clothing extraction. Based on the 
clothing extraction results of different algorithms, five assessors were requested to 
evaluate the quality of clothing extraction by giving a score between 0 and 5 to the 
image, indicating the accuracy of the extracted clothing comparing to the perfect 
extraction. A higher score means a better segmentation performance. Score 5 refers to 
perfect clothing extraction, while 0 indicates that none of the extracted part belongs to 
the clothing. We use average accuracy score as the performance metric, which is 
defined as the sum of the scores for all images to the total number of images. In our 
work, N is 1000. aas /N (7)

To compare the performance, we compare the proposed solution with the Principal 
Object Detection (POD) [17], the simplified GMM based approach [6] and the 
interactive Grabcut [12]. Grabcut is an interactive image segmentation solution with 
human interaction by dragging a rectangle region in the query image to guide the 
object identification. Although the user interaction scheme is impractical for large 
scale object extraction, we evaluate the performance of the automatic solution 
compared to the interactive way. The principal object detection is induced from the 
efficient graph-based image segmentation. Based on the intuition that the object 
should be in the middle of the image and the size should not be small, the component 
in the middle and with large region will be treated as the clothing object. 

Fig. 6 demonstrates the average accuracy score of different approaches in datasets 
DS_TB and DS_MGJ. Overall, the proposed approach achieves the highest score 
compared with POD and GMM based approach in both datasets. In addition, without 
user interaction, the proposed solution has competitive performance as the interactive 
approach GrabCut. It means that our method can be applicable for large scale backend 
image datasets. The POD performs poor when facing images with complex 
backgrounds. Its performance is affected by the graph-based image segmentation. It 
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5 Conclusion 

In this paper, we explore the clothing extraction algorithm with two steps: coarse 
clothing region localization and fine clothing extraction, which automatically localize 
the clothing region and estimate the foreground/background models to extract the 
clothing. Experiments on two datasets demonstrate the effectiveness of the proposed 
approach. In our future work, we will exploit the spatial symmetric property and 
texture consistency of clothes to further improve the segmentation accuracy. In 
addition, we will explore the clothing co-segmentation when there exist multiple 
images with similar clothes. Our ultimate goal is to propose unsupervised image 
segmentation algorithms which can efficiently and accurately extract clothing from 
images with cluttered background and fashion model.  
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Abstract. Recently, the use of context has been proven very effective for object 
categorization. However, most of the researchers only used context information 
at the visual word level without considering the context information of local 
features. To tackle this problem, in this paper, we propose a novel object 
categorization method by considering the local feature context. Given a position 
in an image, to represent this position’s visual information, we use the local 
feature on this position as well as other local features based on their distances 
and angles to this position. The use of local feature context is more 
discriminative and is also invariant to rotation and scale change. The local 
feature context can then be combined with the state-of-the-art methods for 
object categorization. Experimental results on the UIUC-Sports dataset and the 
Caltech-101 dataset demonstrate the effectiveness of the proposed method. 

Keywords: bag of visual words, local feature context, sift, object 
categorization. 

1 Introduction 

Currently, the state-of-the-art methods for object categorization are based on the 
information collection of local image features. A codebook is typically generated by a 
clustering method, such as k-means clustering. Each local feature is then quantized by 
nearest neighbor assignment [1]. Recent experimental results show that the object 
categorization performance can be improved by soft assignment such as kernel 
codebook [2] and sparse coding [3]. The bag-of-visual words (BoW) is used which 
represents an image based on the occurrences of visual words.  

However, the BoW model disregards the spatial information and correlations of 
local features. To alleviate this problem, a simple but very efficient method called 
spatial pyramid matching (SPM) is proposed by Lazebnik et al. [4]. The SPM 
partitions an image into increasingly finer spatial sub-regions and uses the occurrence 

of visual words within this sub-region for image representation. Typically, 2 2l l×  
with 0,1,2l =  is used. On the other hand, the use of context has become popular in 

recent years [5-9]. Wu et al. [5] bundled features together and applied it to web image 
search to improve the performance. Ni et al. [6] proposed contextualizing histogram 
to incorporate spatial contextual information into histogram based image 
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representation to boost the visual classification performance. Yao et al. [7] used 
mutual context to model objects and human poses for action classification. Lee and 
Grauman [8] constructed object-graphs to automatically discover object categories by 
modeling object relationships with graphs. Belongie et al. [9] proposed a semi local 
shape descriptor, called Shape Context. The Shape Context represents a binary shape 
as a discrete set of points sampled from its contour. These points are then mapped into 
a log-polar coordinate system centered at a reference point. Each bin of the log-polar 
space is determined by the distance and angle intervals. Although proven effective, 
most researchers only focused on the context modeling at the visual word level. 
However, the contextual information at the local feature level is seldom explored. 
Due to quantization loss during visual word assignment process, it would be more 
effective to model the contextual relationship of local features directly. 

In this paper, we propose a novel object categorization method by modeling the 
local feature context. In order to represent the visual information of a given position 
in an image, we use the local feature extracted on this position as well as the other 
local features depending on their distances and angles to this position. This 
representation is more discriminative than only using local feature on this position; it 
is also invariant to rotation and scale change. The proposed local feature context can 
then be combined with the state-of-the-art methods for object categorization. 
Experimental results on the UIUC-Sports dataset and the Caltech-101 dataset 
demonstrate the effectiveness of the proposed method. Figure 1 shows the flowchart 
of the proposed method. 

 

Fig. 1. Flowchart of the proposed object categorization using local feature context method 

The rest of the paper is organized as follows. In Section 2, we give the details of 
how to use the local features context information for object categorization. In Section 
3, we show the experimental results on the UIUC-Sports dataset and the Caltech-101 
dataset. Finally, we conclude in Section 4. 

2 Local Feature Context for Object Categorization 

This section gives the details of the proposed object categorization using local feature 
context method. For a given position in each image, besides using the local features 
on this position, we also use other local features based on their distances and angles to 
this position. Sparse coding along with max pooling is then used to encode the local 
features and get the histogram representation of images. We train SVM classifier with 
multiple kernel learning (MKL) technique [10] to predict the categories of images. 
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2.1 Local Feature Context 

In a given image X , suppose we have a set of N local features 

1[ , ..., ] D N
NX x x ×= ∈   where 1D

ix ×∈ , 1, ...,i N= . The locations of these 

local features are 
1[ , ..., ]NZ z z=  where 2 1

iz ×∈ , 1,...,i N= . Let p  be a 

location of a reference point in image X , the area around p is divided into sub-

regions _ p
rsub region in the log polar coordinate system with 1,...,r R= , as 

shown in Figure 2 (with 1R = ). R  is the number of sub-regions. The local feature 
context (LFC) of location p  is then defined as: 

                  
( , , ) ( )

_ p
r

LFC p r l f z p l

z sub region

= − <

∀ ∈
                     (1) 

where l  is the distance between location z  and p . f  is a pooling function 

which extracts the visual information in the _ p
rsub region . The pooling function of 

f  can be max, sum, mean or concatenation. We choose to use these four types of 

pooling methods in our experiments and combine their discriminative power using the 
multiple kernel learning technique. Usually, we have a set of reference points for each 
image; hence, the local feature context of an image X is defined as: 

, ,
( ) ( ( , , )) P R Lp r d

LFC X LFC p r l × ×∈
=


                       (2) 

image L=0

L=2L=1

 

Fig. 2. Reference point selection method used in this paper 
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where P is the number of reference points and L  is the number of distances. We 
choose the reference points of P  in a spatial pyramid matching way similar with [4]. 
For each sub-region of SPM, we choose the center of this sub-region as the reference 

point for this sub-region. Figure 2 shows the reference point selection using 2 2l l×  
partition of images with 0,1,2l = . 

2.2 Object Categorization by Local Feature Context 

After the local feature context extraction, we can encode this information per pooling 
type for object categorization. We choose the sparse coding plus max pooling method 
proposed by Yang et al. [3] for its good performance over the traditional k-means 

clustering method. Formally, let 1[ ,..., ] Q T
TA a a ×= ∈  be the set of Q -

dimensional local context feature with the number of local context feature is T . The 

sparse coding tries to learn the codebook 1[ ,..., ] Q M
MB b b ×= ∈ with M visual 

words as well as the coding parameters C  by solving the optimization problem as: 

2

11
,

[ , ] arg min
T

t t tt
B C

B C a B c cλ
=

= − × +  (3)

where 1[ ,..., ]TC c c= , λ  is the parameter which controls the sparsity of C . Max 

pooling is then use to represented images. We learn the codebook and coding 
parameters for every pooling method in (1) and represent an image by a set of 
histograms. We then use the MKL technique to make use of this representation. The 
MKL tries to find a linear combination of different kernels (

1 , ..., JK K ) such that the 

resulting kernel 
j jK Kα=   is “optimal” in some sense, where 

1[ ,..., ]Jα α α= is the combination parameters. In this paper, we choose the 
2χ kernel for its good performance for object categorization. Given two histograms 

1, Y
i jh h ×∈  , The 2χ kernel is defined as: 

2
, ,

1
, ,

( )
( , )

Y i y j y
i j y

i y j y

h h
k h h

h h=

−
=

+  (4)

After the classifier training, we can predict the object categories using the learned 
kernel K . 

3 Experiments 

We evaluate the proposed local feature context for object categorization method on 
two public datasets: the UIUC-Sports dataset from Li and Fei-Fei [11] and the 
Caltech-101 dataset from [12]. The codebook size is set to 1,024 for the two datasets, 



 Object Categorization Using Local Feature Context 331 

as in [3]. We use the same setup as in [2, 3, 4] to extract local features because this 
setup has been proven effective on these datasets. We densely extract SIFT [13] 
descriptors on 16×16 pixels with an overlap of 6 pixels. We process all images in 
gray scale. We follow Lazebnik et al. [4] and use the first 3 layers for spatial pyramid 
matching with the same weight for each layer. The one-versus-all rule is used for 
multi-class classification and a SVM classifier is learned to separate each class of 
images from the rest images. The test images are assigned the label of classifiers with 
the highest responses. We use the average of per-class classification rates for 
quantitative performance comparison. 

3.1 UIUC-Sports Dataset 

The UIUC-Sports dataset has eight categories of 1,792 images with the eight 
categories as: badminton, bocce croquet, polo, rock climbing, rowing, sailing and 
snow boarding. The number of images per categories ranges from 137 to 250. Figure 
3 shows some example images of the UIUC-Sports dataset. We follow the same 
experimental setup as in [11] and randomly choose 70 images per class for training 
and use the rest images for testing. This process is repeated for five times to get 
reliable results. 

 

Fig. 3. Example images of the UIUC-Sports dataset 

Table 1 gives the performance comparison for the proposed method and methods 
in [3, 11, 14] on the UIUC Sports dataset. Yang et al. [3] used the sparse coding along 
with max pooling method to extract histogram representation of images and used the 
spatial pyramid matching to consider the spatial information of local features. Li and 
Fei-Fei [11] tried to model the scene relationship using an integrative model. Wu and 
Rehg [14] generated the codebook using histogram intersection kernel and used a 
one-class SVM formulation to create more effective visual words. We can see from 
Table 1 that the proposed object categorization using local feature context method 
outperforms the ScSPM [3], TIM[11] and HIK+OCSVM [14]. This demonstrates the 
effectiveness of the proposed method. Our method considers the spatial information 
and correlations among local features, hence is more discriminative than using local 
features along. Besides, our method can be combined with other state-of-the-art 
methods (e.g. sparse coding) which can further improve the object categorization 
performance. 
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3.2 Caltech-101 Dataset 

The Caltech-101 dataset contains 102 classes with high intra-class appearance shape 
variability. We exclude the background class and only use the 101 object classes for 
object categorization performance evaluation. The number of images per class varies 
from 31 to 800 images with most of the images of medium resolution. We follow the 
same experimental setup as did in [2, 12] for fair comparison. We randomly choose 
15 and 30 images per class for classifier learning and up to 30 images per class for 
testing. This process is repeated for ten times. 

Table 1. Performance comparison on the UIUC-Sports dataset. ScSPM: Sparse coding along 
with spatial pyramid matching; TIM: the integrative model; HIK+OCSVM: one-class SVM 
with histogram intersection kernel. 

Methods Performance 
ScSPM[3] 82.74 ± 1.46 
TIM[11] 73.40 

HIK+OCSVM[14] 83.54 ± 1.13 
LFC 84.39 ± 0.95 

 
Table 2 gives the performance comparison for the proposed method and methods 

in [2, 3, 4, 15, 16] on the Caltech-101 dataset. As shown, the proposed LFC method 
achieves the state-of-the-art performance and outperforms ScSPM by 1 percent for 15 
training images and LLC by 1.8 percent for 30 training images. This also 
demonstrates the effectiveness of the proposed method. 

Table 2. Performance comparison on the Caltech-101 dataset. KCSPM: kernel codebook with 
spatial pyramid matching; SPM: spatial pyramid matching; ScSPM: sparse coding along with 
spatial pyramid matching; SVM-KNN: A hybrid nearest neighbor based and SVM based 
method; LLC: locality-constrained linear coding. 

Methods 15 training 30 training 
KCSPM[2] - 64.14 ± 1.18 

SPM[3] 56.40 64.40 ± 0.80 
ScSPM[4] 67.00 ± 0.45 73.20 ± 0.54 

SVM-KNN[15] 59.10 ± 0.60 66.20 ± 0.50 
LLC[16] 65.43 73.44 

LFC 68.05 ± 0.84 75.29 ± 0.92 

4 Conclusion 

This paper proposes a novel object categorization method by using local feature 
context. To represent a given image point, we use the local feature on this position as 
well as other local features based on their distances and angles to this position. The 
proposed local feature context is more discriminative and is also invariant to rotation 
and scale change. It can then be combined with the state-of-the-art methods for object 
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categorization. Experimental results on the UIUC-Sports dataset and the Caltech-101 
dataset demonstrate the effectiveness of the proposed method. 
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Abstract. In this paper, we propose an approach that combines sta-
tistical multiplexing and Multiple Description with Forward Error Cor-
rection (MDFEC) coding to make the optimal use of server bandwidth,
taking into account the dynamically evolving content (complexity) of the
different videos being streamed by the server, and path bandwidths and
loss rates experienced by the users. We formally pose and analyze the
complexity of the MDFEC statistical multiplexing problem, and present
a dynamic programming based polynomial-time algorithm to compute
the optimum solution. We also evaluate the performance of the pro-
posed approach against those that do not use either MDFEC or statis-
tical multiplexing, based on the experimental results obtained from real
video sequences. Besides optimizing the overall distortion across all users,
our approach is quite effective in providing differentiation between user
groups with significantly different path bandwidths, particularly when a
weighted version of our approach is used.

1 Introduction

The last decade has seen a tremendous growth in the demand of social media
services, including social networking websites (such as Twitter and Facebook),
photo and video sharing websites (such as Flickr and Youtube). Video streaming
applications become more and more important in social media with the devel-
opment of broadband networks [1]. The set of video requests and receivers, the
content (coding complexity) of each video, and the source-to-receiver path char-
acteristics, are typically time varying. This implies that equal or static allocation
of the server bandwidth among the different videos, and fixed-rate coding of the
individual videos, are in general not optimal. Statistical multiplexing refers to the
technique of dynamically assigning compression bit-rates to the different videos
so the encoder of a more complex video is allowed to borrow bandwidth from
the encoder of a less complex one [2]. This provides better overall performance
at the cost of extra computational complexity [3].

Multiple Description coding with Forward Error Correction (MDFEC), in-
troduced in [4], is a promising technology that provides easy adaptivity and
distortion-rate optimality - which are necessary or desirable requirements for

� This work was sponsored by National Science Foundation under Grant CNS-1018398.
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delivering streaming video in dynamic network environments with time-varying
receiver populations and path bandwidths. With MDFEC coding, video is coded
as multiple descriptions, and different parts of the video are protected from chan-
nel losses through differentiated redundancy (FEC) provisioning. MDFEC code
construction ensures that the video quality at the receivers depends only on the
number of distinct packets (descriptions) received, and not on which packets
(descriptions) are received.

In this work we propose and evaluate a video streaming approach that uses
both MDFEC and statistical multiplexing in a network model that contains
a server with video coding capability and a pool of receivers with different
path/access link bandwidths and losses, each interested in receiving one of several
videos being offered (streamed) by the server. The amount of server bandwidth
assigned to each video is based on the complexity of the video content. Each
video, which is multicast to the different users interested in the video, is coded
using MDFEC on a GOP-by-GOP basis using experimentally derived distortion-
rate characteristics particular to that GOP. Thus, in our solution, while statisti-
cal multiplexing is used to address the heterogeneity among the different videos,
MDFEC coding of each video is used to account for the heterogeneity in receiver
capabilities and path characteristics. While statistical multiplexing for layered
multicasting has been considered recently in [5], there are several key differences
between this prior work and ours. Our use of MDFEC implies FEC-protection
of video data against losses, which is not inherently provided by layered mul-
ticasting. Moreover, we approach the statistical multiplexing problem from the
perspective of minimizing the overall distortion – a reasonable measure of the
Quality-of-Experience (QoE) aggregated over all users – not considered in pre-
vious work.

The rest of the paper is organized as follows. Section 2 contains the problem
statement of the MDFEC statistical multiplexing problem. Section 3 analyzes
the problem and its MDFEC subproblem and provides a dynamic programming
based solution approach. Sections 4 and 5 discuss simulation results of the pro-
posed approach, based on experiments with real video sequences, comparing the
MDFEC statistical multiplexing approach against those that do not use either
MDFEC or statistical multiplexing. Section 6 lists our conclusions as well as
possibilities for future work.

2 Problem Formulation

We first provide a brief overview of MDFEC. Multiple description (MD) coding
[6] involves splitting the source data into two or more descriptions in such a way
that even if a subset of descriptions is received, the receiver would still be able to
decode the video, albeit at a lower quality. Priority encoded transmission (PET)
[7] was introduced to improve the transmission of priority ordered data, e.g. the
I, P , and B frames of MPEG2, on lossy packet networks, by generating MD
codes with the help of parity bytes. The MDFEC algorithm [4] was developed to
generate descriptions that are distortion-optimal for a video source over a single
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lossy link between a source and a receiver. For this purpose, one can use Reed-
Solomon codes (which satisfy the Maximal Distance Separable or MDS property)
of type (N,n), for n = 1, . . . , N where N is the number of descriptions that we
generate per GOP. As illustrated in Figure 1, the RS encoding for each section is
done vertically and the FEC bytes are arranged below the corresponding input
source symbols. If the receiver obtains n descriptions, then it will be able to
decode all the source data up to rate Rn (the first n sections). MDFEC video
coding nicely adapts itself to changes in the available capacities and the packet
loss rates. The optimization algorithm returns the rate break-points {Rn}Nn=1

that would minimize the distortion seen by the receiver, when the loss statistics
of the link connecting the source and the receiver are known. In our problem
setup, there are K MDFEC coded videos. For video k, k = 1, . . . ,K, therefore,
the above N and Rn become Nk and Rk,nk

respectively.

Fig. 1. MDFEC coding basics: encode a
scalable video bitstream in (a) into N
descriptions in (b) using Reed-Solomon
(N,n) code
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the Foreman video

In our model scalable video bitstreams are coded into a certain number of
descriptions, where each description is of rate Δ. The total upload bandwidth of
the server is also expressed as a multiple of Δ, i.e. NΔ, where N is an integer.
This server bandwidth must be allocated among K videos being streamed by
the server. We assume discrete bandwidth levels, where the minimum bandwidth
granularity is Δ and all receivers have path bandwidths in multiples of Δ. Let
MkΔ be the highest bandwidth of receivers interested in watching video k (k ∈
{1, · · · ,K}), and mk,nk

be the number of receivers of video k with bandwidth
of nkΔ (nk ∈ {1, · · · ,Mk}). Then we define the density distribution of receivers

as ρk,nk
=

mk,nk∑
K
j=1

∑Mj
i=1 mj,i

, so ρk,nk
satisfies

∑K
k=1

∑Mk

nk=1 ρk,nk
= 1.

Suppose video k is assigned NkΔ amount of the server bandwidth, where Nk

is an integer. Clearly we have
∑K

k=1 Nk ≤ N . In our model, we consider both
(i) apparent losses that happen only due to bandwidth limitations of the paths
from the source to the receivers, and (ii) additional random losses due to faulty
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links (as in wireless networks), buffer overflows, etc. A receiver for video k with
path bandwidth of nkΔ would suffer an apparent loss of (Nk −nk) (if nk < Nk)
packets when the server assigns Nk units of bandwidth to video k. In practice,
the rates of additional random losses are typically small (say 10% or less), and
the probability that receiver of video k with bandwidth nkΔ can receive i packets
is denoted by Pk,nk,i.

It is possible that Nk is less than Mk, in which case the receivers that
are able to receive more than Nk packets would receive Nk packets as well.
Then by MDFEC property they would get same source rate too, so we have
Rk,Nk

= Rk,Nk+1 = . . . = Rk,Mk
. If Nk > Mk, then the receiver with the

largest path bandwidth can receive up to Mk packets, so sending Mk pack-
ets suffices. Let Dk(R) be the distortion-rate function of video k. Then the
density-normalized distortion of receivers with bandwidth nkΔ for video k would
be ρk,nk

∑nk

i=1 Pk,nk,iDk(Rk,i). Our objective is to minimize the overall average
distortion Davg:

min
{Nk,Rk,nk}

Davg =

K∑
k=1

Mk∑
nk=1

ρk,nk

nk∑
i=1

Pk,nk,iDk(Rk,i), (1)

subject to
∑K

k=1 NkΔ ≤ NΔ. Also, for every k ∈ {1, . . . ,K},
Mk∑

nk=1

βk,nk
Rk,nk

≤ Δ, (2)

Rk,1 ≤ Rk,2 ≤ . . . ≤ Rk,Nk
= . . . = Rk,Mk

. (3)

In Equation (2), βk,nk
= 1

nk(nk+1) for 1 ≤ nk ≤ Mk − 1, and βk,Mk
= 1

Mk
are

the coefficients of the rates for video k.

3 Problem Analysis

We first analyze the structure of the optimization problem posed in Section 2.
Let D∗

avg be the optimal solution. Then from Equation (1) we have

D∗
avg = min

{Nk,Rk,nk}
K∑

k=1

Mk∑
nk=1

ρk,nk

nk∑
i=1

Pk,nk,iDk(Rk,i)

= min
{Nk,Rk,nk}

K∑
k=1

Mk∑
nk=1

nk∑
i=1

ρk,nk
Pk,nk,iDk(Rk,i)

= min
{Nk,Rk,nk}

K∑
k=1

Mk∑
i=1

Mk∑
nk=i

ρk,nk
Pk,nk,iDk(Rk,i)

= min
Nk

K∑
k=1

min
Rk,nk

Mk∑
i=1

Dk(Rk,i)

Mk∑
nk=i

ρk,nk
Pk,nk,i

= min
Nk

K∑
k=1

[ min
Rk,nk

Mk∑
i=1

ρ̃k,iDk(Rk,i)] ,
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where minRk,nk

∑Mk

i=1 ρ̃k,iDk(Rk,i) forms a MDFEC subproblem with constraints

as described in Equations (2) and (3), and ρ̃k,i =
∑Mk

nk=i ρk,nk
Pk,nk,i is the equiv-

alent weighting factor. Let the minimal distortion of the MDFEC subproblem for
video k, which is a function of Nk (the server bandwidth assigned to the video),
be denoted by F ∗

k (Nk). Then given Nk, F
∗
k (Nk) can be found by an efficient

(O(N)) algorithm [4].
F ∗
k (Nk) in general may not be convex. As shown in Figure 2, we construct an

example to demonstrate this using the third GOP of Foreman video sequence
(video 1). In the example, N1 increases from 30 to 80, and Δ is 10 Kbps. We as-
sume i.i.d. binomial losses with loss rate of 10% for all the receivers. The receiver
population is distributed across 100 bandwidth levels, and density distribution
of receivers is:

ρ1,n1 =

{
0 for n1 = 1, . . . 30, 41, . . . , 70
1
40 for n1 = 31, . . .40, 71, . . . , 100

(4)

Since F ∗
k (Nk) is not convex, we can not directly use a convex programming

method to solve the overall problem. Instead we present a dynamic programming
based polynomial-time algorithm to compute the optimum solution.

Algorithm StatMux-MDFEC:

(1) Initialization: Initialize two (N + 1)× (K + 1) matrices J(·, ·) and F (·, ·)as,
J(0, 0) = 0, J(1, 0) = 0, ..., J(N, 0) = 0;
J(0, 1) = ∞, ..., J(0,K) = ∞.
F (0, 0) = 0, F (1, 0) = 0, ..., F (N, 0) = 0;
F (0, 1) = ∞, ..., F (0,K) = ∞;
For 1 ≤ n ≤ N , 1 ≤ k ≤ K, F (n, k) = F ∗

k (n).
(2) Iterative update: For 1 ≤ n ≤ N , 1 ≤ k ≤ K,

J(n, k) = min

⎧⎪⎪⎨⎪⎪⎩
J(n, k − 1) + F (0, k),
J(n− 1, k − 1) + F (1, k),
. . .
J(0, k − 1) + F (n, k).

(3) Output minimal average distortion J(N,K).

Proposition 1. On termination of StatMux-MDFEC, J(N,K) corresponds
to the minimum average distortion that can be attained by any statistical multi-
plexing bandwidth assignment with MDFEC coding.

In the above algorithm J(n, k) represents the minimal distortion of assigning nΔ
amount of server bandwidth to the first k videos. F (n, k) represents the minimal
distortion after solving an MDFEC problem of assigning nΔ amount of server
bandwidth to video k. The iterative step (2) obtains the minimal distortion of
the first k videos by comparing the distortions of the first k−1 videos for different
bandwidth levels (n− i, for i = 0, . . . , n) and adding to that the distortion of the
kth video for the rest of the bandwidth (i levels, i = 0, . . . , n). We now consider
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the computation time of the algorithm. Step (1) requires NK computations
of a convex programming problem (MDFEC computation for a single video
to determine F ∗

k (n)) for initialization of matrix F , so it requires O(N2K) in
total. Iterations in step (2) require O(N2K) calculations as well. So the total
computation time is O(N2K).

In order to see the benefits from both statistical multiplexing and MDFEC,
we compare the proposed approach, which we call Statistical multiplexing MD-
FEC (StatMux-MDFEC ), with the following two approaches. In order to observe
the benefits from statistical multiplexing, we compare it with Half-Half MDFEC
(HH-MDFEC ), in which the total bandwidth of the server is allocated among
the videos equally, and then MDFEC is applied to each video. The computation
time in this case equals that of solvingK MDFEC problems, which is O(NK). In
order to observe the benefits from MDFEC, we compare StatMux-MDFEC with
Statistical Multiplexing Unirate (StatMux-Unirate), in which the total band-
width of the server is still divided in a distortion-optimal way, but each video is
coded at a constant rate. If the bandwidth of the receiver is higher than or equal
to the rate, then it can decode the video; otherwise it can not. The StatMux-
Unirate problem can be solved in polynomial time using a procedure similar to
the dynamic programming algorithm described above, with computation time
of O(N2K).

4 Experimental Results and Comparative Evaluation

In the experiments we use two video sequences of CIF@30(352×288) resolution:
Foreman and Akiyo; therefore K = 2. The videos are coded into scalable bit-
streams on a GOP-by-GOP basis using the enhanced MC-EZBC scalable video
coder [8]. The server bandwidth varies between 400 Kbps and 1.8 Mbps with a
steplength of 100 Kbps. We assme Δ = 10 Kbps, so the number of descriptions
the server can send varies between 40 and 180. We use the receiver density distri-
bution in Equation (4) for both Foreman and Akiyo. Accordingly there are two
clusters of receivers: the low-end receivers distributed evenly from bandwidth
levels 31 to 40, and the high-end receivers distributed evenly from bandwidth
levels 71 to 100.

In the following, performance is measured in terms of average peak signal-
to-noise ratio (PSNR), which is popularly used to quantify video quality. The
average PSNR measure is equivalent to the average distortion (D) measured
in terms of mean square error (MSE ), and the two are related as: PSNR =
10 log10(255

2/D). We assume that all packet losses follow an i.i.d. binomial dis-
tribution with the same loss rate for all receivers.

We have obtained the results for (i) apparent losses only, where packet losses
are only due to receiver path bandwidth limitation; (ii) apparent losses as well
as additional random losses, with additional loss ratio of 5% and 10%. Since
the performance results in these cases were similar in nature, we only show the
results for the case with apparent losses as well as additional 10% random losses.



340 H. Zhang et al.

0 2 4 6 8 10 12 14 16 18
33

34

35

36

37

38

39

# GOP

A
ve

ra
ge

 P
S

N
R

 

 

SM−MDFEC
HH−MDFEC
SM−Unirate

Fig. 3. The comparison of three different
strategies for 10% loss rate and 800 Kbps
server bandwidth

0 2 4 6 8 10 12 14 16 18
28

30

32

34

36

38

40

42

44

46

# GOP

A
ve

ra
ge

 P
S

N
R

 

 

low−end users, Foreman
low−end users, Akiyo
high−end users, Foreman
high−end users, Akiyo

Fig. 4. Average PSNR in StatMux-
MDFEC for 10% loss rate and 800 Kbps
server bandwidth

4.1 Results for Different GOPs for a Fixed Server Bandwidth

Firstly we present the results for each GOP when the server bandwidth is 800
Kbps. As shown in Figure 3, the average PSNR (obtained across all users over all
videos) of StatMux-MDFEC is the best, followed by HH-MDFEC, and StatMux-
Unirate attains the poorest average PSNR. Besides the overall performance,
we are also interested in the performance of high-end and low-end receivers of
Foreman and Akiyo, as we show next.
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As shown in Figure 4, in StatMux-MDFEC, the high-end and low-end re-
ceivers of Foreman have different average PSNR, and the difference is about 2 to
3 dB. But the average PSNR of the high-end and low-end receivers of Akiyo are
very close. As shown in Figure 5, in HH-MDFEC, the high-end and low-end re-
ceivers of both Foreman and Akiyo videos split into different average PSNR with
the difference of 1 to 2 dB. In StatMux-Unirate, however, as shown in Figure 6,
both high-end and low-end receivers attain close average PSNR for each of the
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two videos. In all three approaches, Akiyo gets better performance than Foreman
as it contains less motion. Since Akiyo users have already obtained much better
performance (in terms of average PSNR) than Foreman, it is desirable to assign
more server bandwidth to Foreman users. For StatMux-MDFEC, the server as-
signs 70% of its bandwidth to Foreman and 30% to Akiyo. StatMux-MDFEC
also provides more differentiation between high-end and low-end receivers for
the Foreman video. While the other two approaches provide more differentia-
tion between high-end and low-end receivers for Akiyo, that hardly translates
to a perceptible difference in the video quality as the PNSR for Akiyo is quite
high across all users. In conclusion, StatMux-MDFEC performs better than HH-
MDFEC and StatMux-Unirate in the following sense: its average PSNR is higher
than the other two; it improves the performance of more complex video (Fore-
man), as compared to HH-MDFEC, due to statistical multiplexing effects; it
provides better differentiation (compared to the other two approaches) between
high-end and low-end receivers for the more complex video (Foreman) through
a combination of MDFEC and statistical multiplexing effects.

4.2 Results for Different Server Bandwidths

We next present the average PNSR as calculated over all 18 GOPs. As shown
in Figure 7, the average PSNR of the three approaches increases as the server
bandwidth increases, and StatMux-MDFEC performs better than the other two
approaches. When the server bandwidth is 400 Kbps, the average PSNR of
StatMux-MDFEC is close to that of StatMux-Unirate, so MDFEC does not pro-
vide much performance benefit at this point. But we can see some effects of Stat-
Mux since Foreman is assigned more bandwidth than Akiyo is, as shown in Figure
8. This results in the significantly better performance of StatMux-MDFEC over
HH-MDFEC as we see in Figure 7. As the server bandwidth increases from 400
Kbps to 600 Kbps, the bandwidth assigned to Akiyo keeps increasing as adding
bandwidth to Foreman in this range does not improve its PSNR substantially, as
we observe from Figure 2. When the server bandwidth is around 600 Kbps, Fore-
man and Akiyo get same amount of server bandwidth, so StatMux does not give
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us any benefits at the point. Then as the server bandwidth increases from 600
Kbps, Foreman gets more bandwidth than Akiyo again, and StatMux-MDFEC
gets better performance than both HH-MDFEC and StatMux-unirate, so both
StatMux or MDFEC provides performance benefits.
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When the server bandwidth is around 800 Kbps, Foreman is assigned about 70
percent of server bandwidth, and at the same time, StatMux-MDFEC results in
much better performance than StatMux-Unirate. It means that both MDFEC
and StatMux work together very well at the point. As the server bandwidth
increases to 1.2 Mbps and beyond, Foreman and Akiyo get similar amount of
server bandwidth (about 0.6 Mbps each), and the average PSNR of StatMux-
MDFEC does not improve over HH-MDFEC. This is consistent with Figure 2,
where we observe that the distortion of Foreman does not improve much when
the bandwidth assigned to it increases beyond 0.6 Mbps. So StatMux gives us
little improvement in that range.

We would also like to study the performance of the different approaches for
each video separately. As shown in Figure 9, when the server bandwidth is 400
Kbps, the average PSNR for StatMux-MDFEC and StatMux-Unirate are very
close - for both high-end and low-end Foreman receivers - so MDFEC does not
offer much benefit at this point. When the server bandwidth reaches 600 Kbps,
StatMux-MDFEC provides the same performance for all Foreman receivers as
HH-MDFEC, and they perform better than StatMux-Unirate. The performance
of StatMux-Unirate does not improve as the server bandwidth increases be-
cause low-end receivers dominate the performance. But as the server bandwidth
increase from 600 Kbps to 1.2 Mbps, StatMux-MDFEC provides more differenti-
ation than HH-MDFEC does. When the server bandwidth reaches 1.2 Mbps and
beyond, the curves of average PSNR of Foreman high-end and low-end receivers
in HH-MDFEC reach those of StatMux-MDFEC, which also means StatMux
does not give us any benefits over HH-MDFEC when the server bandwidth is
sufficient. Then as shown in Figure 10, all three approaches provide high average
PSNR for both high-end and low-end Akiyo receivers.
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5 Statistical Multiplexing with a Weighted
Distortion-Rate Function

In Section 4 we have observed that the StatMux-MDFEC approach can effec-
tively differentiate between videos based on their content complexity, and be-
tween receivers with different bandwidth levels. In this section we propose a
weighted version of StatMux-MDFEC approach to provide further differentia-
tion between high and low bandwidth receivers.

In the unweighted case which we have considered so far, the optimization
objective is Equation (1). In the weighted case that we consider next, we use
the distortion of every bandwidth level as a weight factor, and then the ob-
jective becomes: min{Nk,Rk,nk}

∑K
k=1

∑Mk

nk=1 ωk,nk
(α)ρk,nk

∑nk

i=1 Pk,nk,i, where

ωk,nk
(α) =

( 1
Dk(nkΔ)

)α

1
Mk

∑Mk
j=1(

1
Dk(jΔ)

)α
. Here α is a control parameter, and we choose to

vary α between 0 and 1. When α is equal to 0, ωk,nk
(α) = 1, so the objective

becomes the standard StatMux-MDFEC objective. As α increases, the weigh-
tage provided to the ( 1

Dk(nkΔ) ) term increases. Note that Dk(nkΔ) represents

the minimal distortion that receiver with bandwidth level nk (and interested
in receiving video k) can attain. Therefore, our weighting function ω(·) provides
more weightage to users which should have attained lower distortion in a scenario
where there are no server bandwidth constraints. We present the experimental
results of weighted objective when α is equal to 1. In the results shown next, the
experimental parameters are similar to the unweighted case as presented earlier.
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We compare the average PSNR of weighted case with that of unweighted
case, as shown in Figure 11. The average PSNR of weighted case is only 0.2
dB worse than that of unweighted case, which is reasonable since we use a new
optimization objective which is not directly aimed at minimizing the PSNR but
a weighted version of it. Besides, the results of bandwidth assignment in the
weighted case were observed to be quite similar to those in the unweighted case
shown in Figure 8.
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We would also like to compare the average PSNR of high-end and low-end
receivers for each video in the weighted case with that in the unweighted case.
As shown in Figure 12, the high-end receivers of Foreman get about 0.7 dB
advantage in average PSNR and low-end receivers of Foreman lose about 1.1
dB average. In addition, it was also observed that the average PSNRs of high-
end and low-end Akiyo receivers get similar amount of differentiation to those
of Foreman. Therefore the weighted approach can provide more differentiation
between two clusters of receivers.

6 Conclusion and Future Work

Both StatMux and MDFEC work synergistically over a useful range of server
bandwidth. The more complex video is assigned more server bandwidth than the
less complex one, and at the same time receivers with greater path bandwidth
get higher PSNR than receivers with lower path bandwidth. Besides, the overall
average performance, which is measured by average PSNR, is also optimized
on a GOP basis. The weighted StatMux-MDFEC approach can provide even
more differentiation between high-end and low-end receivers without hurting
the overall performance very much, i.e. less than 0.2 dB. In the future we may
consider applying the proposed approach in a network environment where the
packet-loss rates vary over time. We also plan to use different weight factors to
better control the Quality of Experience (QoE) of the receivers.
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Abstract. Robust and fast human detection in static image is very important for 
real applications. Although different feature descriptors have been proposed for 
human detection, for HOG descriptor, how to select and combine more 
distinguish block-based HOGs, and how to simultaneously make use of the 
correlation and the local information of these selected HOGs still lack enough 
research and analysis. In this paper, we present a set of Related HOG (RHOG) 
features, including distinctive block-based HOGs (Ele-HOGs) which are 
selected by Adaboost and a global HOG descriptor which is concatenated by 
Ele-HOGs (CSele-HOG). Ele-HOG can discriminatively describe local 
distribution of human object while CSele-HOG contains global information. In 
addition, we propose a novel human detection framework of Cascaded 
Adaboost and SVM classifiers (CAS) based on RHOG features, which 
combines the advantages of Adaboost and SVM classifiers. Experimental 
results on INRIA dataset demonstrate the effectiveness of the proposed method. 

Keywords: Machine Learning, Human Detection, Cascade, Adaboost, HOG. 

1 Introduction 

Human detection is an essential task in visual surveillance, image/video retrieval, and 
video annotation. However, detecting humans is a challenging problem for people’s 
variable appearance, poses, clothes, illumination and complex background, especially 
in static image without motion information. 

Machine-learning and sliding-window based human detection systems are 
presently the predominant methods [1, 5, 7]. In these approaches, each image is 
densely scanned from the top left to the bottom right with a rectangle sliding window 
in different scales. For each sliding window, certain features are extracted and sent to 
a classifier, which is trained offline on labeled training data [5]. It classifies the 
sliding window as human or nonhuman. For accurate human detection in real 
applications, the selection of feature descriptors and the classification algorithm are 
important factors. 

Many feature descriptors have been proposed for human detection. Papageorgiou 
et al. [11] used Haar-like feature to describe different objects, such as faces, people 
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and cars. This feature was proved to be less effective for human detection than for 
face detection. Then some other feature descriptors were proposed [1, 6, 9, 12], 
among which Histograms of Oriented Gradients (HOG) [1] is considered as one of the 
most successful human descriptor. In recent years, many variants of HOG [5, 16, 17, 
19, 21] have been presented to improve performance of accuracy and speed. Besides 
edge and gradient feature, many researchers combined different kinds of features, e.g. 
Duan et al. [10] proposed Associated Pairing Comparison Features to combine color 
and gradient information. Ye et al. [3] designed a set of multi-scale orientation 
features which contains coarse and fine features. Combinations of HOG and Local 
Binary Pattern (LBP) feature were also proposed for human detection [5, 14, 15]. 

Although different feature descriptors have been proposed for human detection, for 
original HOG descriptor, how to select and combine more distinguishable block-
based HOGs, and how to simultaneously make full use of the correlation and the local 
information of these selected HOGs lack enough research and analysis. 

Besides the feature descriptor, the classifier also has great influence on the 
performance of human detection. The Support Vector Machine (SVM) and variants of 
boosted decision tree are two leading classifiers due to their good efficiency [5]. Oren 
et al. [8] firstly introduced machine-learning technology into human detection. They 
used SVM to train human detector, which was frequently adopted [1, 5, 18]. 
However, high dimensional features were needed for guaranteeing detection 
performance, which were time-consuming in sliding-window based detection system. 

To improve processing speed, many approaches have been proposed [2, 4, 12, 19-
22]. One of the most important methods was proposed by Viola et al. [4]. They used 
Haar-like features and Adaboost to train cascaded classifier for face detection. With 
the help of simple features, the integral image technology and the cascaded structure 
of classifier, this method achieved real-time speed with good detection performance. 
Inspired by [1] and [4], Zhu et al. [2] trained a cascaded classifier by AdaBoost based 
on variable-sized and block-based HOGs. Their cascaded classifier was proved to be 
dozens of times faster than the SVM classifier in [1]. In recent years, the idea of 
cascading different kinds of classifiers was also proposed to improve human detection 
performance [3, 14]. Zeng et al. [3] used mi-SVM (Support Vector Machine for 
multiple instance learning) to train the HOG and LBP feature respectively, and then 
cascaded the two mi-SVM classifiers directly. How to select and combine different 
kinds of classifiers and construct cascaded rejecters are important issues in designing 
human detection system for real applications. 

In this paper, inspired by some present research [1, 2, 3, 5], based on 36 
dimensional block-based HOGs [1, 2], we propose a feature selection and 
combination framework to retain discriminative local information and global 
information of human object. Besides, for real applications, we propose a method to 
cascade different kinds of classifiers to gain robust detection performance with fast 
speed. The main work in this paper is listed as following:  

1). We present a set of Related HOG (RHOG) features including Elementary 
HOGs (Ele-HOGs) and Concatenation of Ele-HOGs (CSele-HOG). Ele-HOGs are 
discriminative block-based HOGs [1, 2] selected by AdaBoost, which describe local 
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distribution of human object. CSele-HOG is a vector concatenated by Ele-HOGs, 
which contains global and correlative information. 

2). Based on RHOG features, we propose a novel human detection scheme using 
Cascaded Adaboost and SVM classifiers (CAS). Firstly, Adaboost is used to select 
Ele-HOGs from a huge number of block-based HOGs. The first several stages of 
Adaboost are used as the first part of our CAS scheme. This part can reject most non-
human candidates quickly. Secondly, Ele-HOGs are concatenated to be CSele-HOG 
descriptor and a SVM classifier is trained. This SVM classifier is used as the last part 
of our CAS scheme, which can guarantee a high detection performance. 

3). When RHOG features are used in our CAS scheme, Ele-HOGs discriminatively 
describe the local information of human object while CSele-HOG describes the global 
information. So we simultaneously make use of the local and global information of 
each Ele-HOG. Moreover, it does not need extra time to calculate CSele-HOG 
because it is the by-product of computing Ele-HOGs. Experimental results on INRIA 
dataset show that using RHOG features in CAS framework achieves better detection 
performance compared with the state-of-the-art human detectors [1, 2]. 

2 Related Work 

Dalal et al. [1] proposed HOG descriptor which is considered as one of the most 
successful features for human detection. In this approach, the 36 dimensional block-
based HOG can effectively describe local information of human object. However, the 
extraction of HOGs is restricted to a single square scale (block with size of 16×16 
pixels), so some distinctive HOG information within other variable scales or sizes 
may be omitted. Meanwhile, the HOG descriptor of each scanning window, which is 
constituted by 105 gradient histograms extracted from 7×15=105 blocks [1], may 
contain some redundancy information. Finally, the 3780 dimensional HOG descriptor 
is trained by SVM classifier, which is time-consuming in sliding-window based 
human detection system. 

Zhu et al. [2] adopted Adaboost to select distinctive HOGs from a feature pool 
which is constructed by 5031 variable-sized and block-based HOGs. In this approach, 
many selected HOGs are big blocks which are not contained in the 105 fixed blocks 
in [1]. With the help of Adaboost and integral image techniques, this approach obtains 
faster speed with similar detection performance compared with [1]. However, this 
approach only uses block-based HOGs, which could well describe local distribution 
of human object but lost global information. Moreover, each weak classifier is based 
on 36 dimensional HOGs, which don’t use the correlation information between 
different distinctive HOGs. 

Ye et al. [3] proposed a two-stage classifiers scheme to combine coarse features 
and fine features. Adaboost is used to select coarse features in the first stage to 
guarantee high speed, and SVM is used to train fine features to gain high detection 
accuracy. In this method, the coarse features are the unit orientations while the fine 
features are the pixel orientation histograms of the unit. The fine feature had no 
relationship with the coarse feature. 
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Fig. 1. Description of RHOG features. (a). some selected variable-sized blocks (b). some Ele-
HOGs (c). construction of CSele-HOG descriptor. 

3 Our Proposed Method 

3.1 Related HOG Features (RHOG) 

We propose a set of Related Histogram of Oriented Gradients (RHOG) features, 
which contains Elementary HOGs (Ele-HOGs) and the Concatenation of Ele-HOGs 
(CSele-HOG). Ele-HOG is a vector of block-based HOG with 36 dimensions [1,2] 
which are selected by Adaboost from a huge number of candidate HOGs, and CSele-
HOG is a vector concatenated by Ele-HOGs.  

Ele-HOG Feature. The construction method of Ele-HOG feature is similar to [1, 2]. 
Firstly, each detection window is divided into variable-sized blocks [2] and each 
block is divided into 4 cells; then the orientation over 0◦~180◦ is divided into 9 bins. 
So each cell consists of a 9-bin Histogram of Oriented Gradients (HOG) and each 
block contains a concatenated 36 dimensional HOG feature; finally, all the block-
based HOGs in the sliding window are used to constitute a feature pool, from which 
Adaboost is use to select Ele-HOGs, as shown in Figure 1 (b). In order to obtain Ele-
HOGs quickly, we use integral images technology [4] and Convoluted Trilinear 
Interpolation (CTI) [5] to replace the trilinear interpolation in approach [1]. The 
improved Ele-HOG can train a fast cascaded rejecter by Adaboost. 

CSele-HOG Descriptor. The CSele-HOG descriptor is concatenated by all Ele-
HOGs selected by Adaboost as shown in Figure 1 (c). The dimension of CSele-HOG 
is decided by the number of Ele-HOGs, which can be calculated by the following 
equation: 

              Dconcatenation = N* Dele                             (1) 

Where Dele means the dimension of Ele-HOG, which is 36 in this paper. N denotes the 
number of Ele-HOGs selected by Adaboost. The value of N is decided by the number 
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of stages of the cascaded rejecter. So we can select a proper number of cascaded 
stages to control the dimension of CSele-HOG descriptor. 

Here, from a huge number of variable-sized and block-based HOGs, some 
discriminative ones are selected by Adaboost, which are called Ele-HOGs in this 
paper. These Ele-HOGs describe local distribution of human object discriminatively. 
In order to use the correlation of these distinctive Ele-HOGs, we concatenate them 
into a vector named CSele-HOG descriptor. Compared with Ele-HOGs, CSele-HOG 
descriptor contains discriminative global information, which can be used to train a 
SVM classifier with high detection performance. 

CSele-HOG descriptor is concatenated by Ele-HOGs directly, and they have close 
relationship with each other. Therefore, we call them RHOG features. In the next 
section, RHOG features are used in Adaboost cascaded rejecter and SVM classifier of 
the CAS framework respectively, which can improve detection performance and 
processing speed at the same time. 

3.2 Human Detection Scheme of Cascaded Adaboost and SVM Classifiers 
(CAS) 

Based on RHOG features, we propose a novel human detection scheme of Cascaded 
Adaboost and SVM classifiers (CAS), aiming at achieving high detection 
performance and fast speed. 

Training. We train the cascaded rejecter and SVM classifier on public data set 
INRIA [1]. The training data set of INRIA includes 2476 positive human patches 
(including left-right reflections) and 1218 negative non-human images. 

Firstly, we use linear SVM to train weak classifiers of the cascaded rejecter and 
use Adaboost to select the discriminative weak classifiers to construct strong 
classifiers. The feature pool contains 2346 variable-sized HOGs, from which 5% 
HOGs are randomly sampled to train weak classifiers just as [2]. Here, we choose 
1238 positive samples (the non-left-right ones) and 4000 negative samples randomly 
selected from the 1218 non-human images to construct training data set. The negative 
samples are updated in each round of strong classifier training process. 

Secondly, we combine distinctive Ele-HOGs, selected by Adaboost, to construct 
CSele-HOG descriptor and use it to train SVM classifier with more discriminative 
global and correlation information. Inspired by [1], we use the above Adaboost 
cascaded rejecter to choose hard samples for CSele-HOG SVM classifier training. 
Figure 2 shows the details of the selection process of hard samples and the training 
process of CSele-HOG SVM classifier. First, as the red trace in Figure 2 shows, we 
use cascaded rejecter to detect the 2476 positive patches and choose the right 
detections as initial positive samples, while randomly detect the 1218 negative images 
and choose the wrong detections as initial negative samples. We use these initial hard 
samples to train the initial CSele-HOG SVM classifier. Then, as the blue trace in 
Figure 2 shows, we use the concatenated scheme of Adaboost cascaded rejecter and 
initial CSele-HOG SVM classifier to select more negative hard samples by 
exhaustively search false positives in the 1218 negative images. We combine the 
initial hard samples with the exhaustively searched hard samples to retrain the CSele-
HOG SVM classifier to produce the final SVM classifier. The number of positive and 
negative samples used for the final SVM classifier training is decided by the cascaded 
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rejecter and the scanning parameters of exhaustively searching which will be 
discussed in experimental section. 

The size of all classifiers used in our experiment is 64×128 pixels. On the PC with 
2.93 GHz CPU and 2GB memory, it takes several hours to train CSele-HOG SVM 
classifier, and several days to train cascaded rejecter by Adaboost. Each stage satisfies 
minimum detection rate of 0.999 and maximum false positive of 0.5. 

Detecting. We use sliding-window technology to detect human object. For real-time 
applications, the ideal detection system should ensure the detection accuracy and at 
the same time have high detection speed. In this paper, we propose a novel human 
detection scheme of Cascaded Adaboost and SVM classifiers (CAS). Firstly we use 
the cascaded rejecter, which is trained by Adaboost based on Ele-HOG feature, to 
reject most non-human candidates quickly; then we use SVM classifier, which is 
based on CSele-HOG descriptor, to guarantee detection accuracy. The details are 
shown in Figure 3. 

In the CAS scheme, we use Ele-HOGs and CSele-HOG descriptor in Adaboost 
cascaded rejecter and SVM classifier respectively. Ele-HOGs can be extracted very 
quickly and the cascaded rejecter can guarantee fast speed. CSele-HOG descriptor is 
concatenated by distinctive Ele-HOGs, so CSele-HOG SVM classifier can make sure 
high detection accuracy. Furthermore, we do not need to spend extra time to compute 
CSele-HOG descriptor because it is the by-product of selecting Ele-HOGs. 

Fig. 2. The training process of the final SVM classifier based on CSele-HOG. (the red trace is 
the process of selecting initial hard positive and negative samples by using Adaboost, and then 
using them to train the initial CSele-HOG SVM classifier; the blue trace is the process of 
selecting more negative hard samples by using cascaded Adaboost and the initial CSele-HOG 
SVM classifier to exhaustively search the 1218 person-free images, and then combing them 
with the initial positive and negative hard samples to train the final CSele-HOG SVM 
classifier). 
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Fig. 3. Proposed human detection scheme based on Cascaded Adaboost and SVM classifier 
(CAS) 

4 Experimental Results 

4.1 Introduction of Experimental Condition 

To quantitatively analyze classifier performance, we plot Detection Error Tradeoff 
(DET) curves on a log-log scale, i.e. miss rate (calculated in equation [2]) versus 
FPPW (false positives per window). Lower values are better. In the experiments, we 
use miss rate at 10-4 FPPW as a reference point for results analyzing. 

      miss rate = False Negatives / (True Positives + False Negatives)        (2) 

The details of training process are described in section 3.2. In our experiments, the 
test data set comes from INRIA dataset [1], including 1106 human patches with 
64×128 pixels and 453 non-human images with variable sizes from 320×240 to 
648×748 pixels. We obtain miss rate by using classifiers to detect the 1106 human 
patches, and get FPPW by using classifiers to scan the 453 non-human images with 
the scanning parameters as following: scale = 1.12 and stride = (8, 8). The total 
number of non-human patches is 3,150,775. 

4.2 Experimental Results and Analysis 

For fair comparison, we train an HOG SVM classifier using approach [1]. The only 
difference is that we use integral images [4] and the Convoluted Trilinear 
Interpolation (CTI) [5] to replace the trilinear interpolation in [1]. Results show our 
HOG SVM classifier is 5 times faster than the one provided in OpenCV [1], with 
similar detection accuracy. In the following experiment, we will compare our method 
with this improved HOG SVM classifier. 

We design three sets of experiments to evaluate our approach. 1) We validate the 
effectiveness of CSele-HOG descriptor by comparing CSele-HOG SVM classifier 
with HOG SVM classifier and Zhu’s HOG cascade-of-rejecters [2]. 2) We evaluate 
the performance of our RHOG-based human detection scheme CAS by comparing 
CAS scheme with the scheme which only uses CSele-HOG SVM classifier. 3) We 
evaluate RHOG features by comparing the combination of Ele-HOG cascaded 
rejecter and CSele-HOG SVM classifier with that of Ele-HOG cascaded rejecter and 
HOG SVM classifier. 
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Fig. 4. Comparison of CSele-HOG SVM with HOG SVM [1] and Zhu’s [2] 

CSele-HOG Feature. To compare with HOG descriptor [1], which is extracted from 
105 fixed blocks (105FB), we use Adaboost to select similar number of Ele-HOGs to 
construct CSele-HOG descriptor. As section 3.2 discribes, in our experiment, the 
number of Ele-HOGs selected by the first 4 and 5 stages of the cascaded rejecter is 80 
and 135 respectively. We construct two CSele-HOG descriptors by 80 selected Ele-
HOGs and 135 selected Ele-HOGs, and train two SVM classifiers – CSele-HOG 
SVM (80SB) and CSele-HOG SVM (135SB). 

We compare CSele-HOG SVM with HOG SVM and Zhu’s HOG cascade-of-
rejecter to validating the effectiveness of the proposed CSele-HOG descriptor. The 
result is shown in Figure 4, among which the data of Zhu’s method comes from [2]. 

Compared with “HOG SVM (105FB)” at 10-4 FPPW, our “CSele-HOG SVM 
(80SB)” and “CSele-HOG SVM (135SB)” improve performance by 4.5% and 5% 
respectively. Even using fewer blocks, our “CSele-HOG SVM (80SB)” is more 
discriminative. The reason is that CSele-HOG descriptor is concatenated by 
distinctive Ele-HOGs which are selected by Adaboost from a huge number of 
variable-sized and block-based HOGs. However, HOG descriptor is combined by 
unselected fixed block-based HOGs which may contain several indistinctive ones 
while miss some distinctive ones of other sized blocks. 

Compared with Zhu’s method [2], our CSele-HOG SVM also gain better 
performance at 10-4 FPPW. Though [2] use Adaboost to select distinctive HOGs (Ele-
HOGs), these features only contain local information and ignore the correlation of 
these features. 
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CAS Scheme. We test our human detection scheme by comparing CAS scheme 
which consists of the first 4 stages of Ele-HOG cascaded rejecter and CSele-HOG 
SVM (80SB) with a scheme which only uses CSele-HOG SVM (80SB), and 
comparing the CAS scheme that consists of the first 5 stages of Ele-HOG cascaded 
rejecter and CSele-HOG SVM (135SB) with a scheme that only uses CSele-HOG 
SVM (135SB). 

As Figure 5 illustrates, the detection performance at 10-4 FPPW decreases a little 
by adding 4 or 5 stages of cascaded rejecter before SVM classifier both in the two sets 
of comparisons,. The reason is probably that cascaded rejecter rejects some true 
positives which will not be rejected by the SVM. Meanwhile, at lower FPPW, the 
detection performance declines fewer and even increases, because the cascaded 
rejecter and the SVM classifier may be complementary, resulting in less false 
positives. Moreover, the detection speed gets faster because cascaded rejecter can 
reject most non-human candidates at the first several stages quickly, e. g. the first 4  
 

Fig. 6. Comparisons of “cascaded rejecter + CSele-HOG SVM” with “cascaded rejecter + HOG 
SVM” 

Fig. 5. Results of CSele-HOG SVM and CAS with “cascaded rejecter+CSele-HOG SVM” 
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stages can reject more than 90 percent of detection windows. Consequently, by 
adding several stages of cascaded rejecter before SVM classifier, we combine the 
advantages of Adaboost and SVM methods, achieving faster speed without sacrificing 
detection performance. 

RHOG Features in Our CAS Scheme. We test the performance of RHOG features, 
by comparing the combination of Ele-HOG cascaded rejecter and CSele-HOG SVM 
(“cascaded rejecter + CSele-HOG SVM”) with that of Ele-HOG cascaded rejecter and 
HOG SVM (“cascaded rejecter + HOG SVM”) in CAS scheme. 

In the two sets of experiments shown in Figure 6, compared with “cascaded 
rejecter + HOG SVM”, “cascaded rejecter + CSele-HOG SVM” method improves the 
detection performance by about 3% at 10-4 FPPW while achieves a faster speed. The 
main reason for the higher performance is that CSele-HOG descriptor is more 
discriminative than HOG descriptor. The main reason for the faster speed is that as 
the by-product of selecting Ele-HOGs, CSele-HOG descriptor does not cost extra 
computing time. Some results of “4cascaded rejecter + CSele-HOG SVM(80SB)” are 
shown in Figure 7. 

 

5 Conclusion 

In this paper, we present a set of Related HOG features to describe distinctive local 
and global information of human object, including Ele-HOGs and a CSele-HOG 
descriptor. Meanwhile, we propose a novel human detection scheme of Cascaded 
Adaboost and SVM classifiers (CAS) to combine advantages of Adaboost and SVM. 
The experimental results show that CSele-HOG descriptor is more discriminative than 
original HOG descriptor [1]. Moreover, using RHOG features in our CAS scheme can 
achieve robust and fast detection performance. The Ele-HOG based cascaded rejecter 
in the proposed CAS scheme can reject most non-human candidates very quickly 
while the CSele-HOG based SVM classifier can obtain high detection performance.  

In the future, we want to combine other features, such as LBP, in our scheme and 
try to extend the proposed method to handle variations in views. In addition, we will 
evaluate the proposed method on more public data sets.  
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Fig. 7. Some results of our “4 cascaded rejecter + CSele-HOG SVM (80SB)” on INRIA 
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Abstract. In this paper, we present a novel approach to improve the per-
formance of face recognition. To represent face images, we propose an ef-
fective texture descriptor, i.e., multi-scale ICA texture pattern (MITP).
MITPgeneratesmultiple encoded imagesaccording to theorder of response
images by learned independent component analysis (ICA) filters of various
scales, and then concatenates theMITP histograms from non-overlapping
subregions of the encoded images into a single histogram. Based on a fun-
damental concept that a specific class can be modeled by a single query-
dependent prototype, we introduce a simple classifier without parameter
tuning, in which the decision is made using the farthest prototype rule.
Moreover, a simple feature remapping strategy can further boost the per-
formance.Experiments on twowidely-used face databases demonstrate the
effectiveness of our approach over other methods.

Keywords: face recognition, multi-scale ICA texture pattern (MITP),
farthest prototype rule, feature remapping.

1 Introduction

Nowadays, tons of social media data are being conveyed and shared through
the web, including social networking websites (e.g., Facebook), photo and video
sharing websites (e.g., Flickr, Youtube), etc. Personal photographs captured in
digital form are increasingly a large portion of these social media data. Automatic
face recognition is vital to the content understanding of these pictures, since it
allows photos to be tagged and organized by the identities of the individuals
conveniently. Generally speaking, a typical face recognition system consists of
the following three stages: face detection, face representation (i.e., representing a
face image by an efficient and discriminative feature) and face classification. Face
representation usually includes feature design and feature extraction/selection
[1]. It’s self-evident that the last two stages are crucial for good recognition
performance.

For decades, a great many approaches have been proposed from various an-
gles. Some focus on how to extract robust and discriminative features [1–4],
while others place emphasis on the design of the classifiers [5, 7–9]. Recently,
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local binary pattern (LBP) have been successfully exploited in the facial image
analysis tasks including face identification, due to its robustness to monotonic
illumination variations and computational simplicity [2]. Jabid et al. [3] pro-
posed a more compact facial descriptor named local directional pattern (LDP),
which has gained impressive results in face recognition. Gabor-based feature was
reported to greatly increase the recognition rates because Gabor features make
it feasible to extract local image directional features at multiple scales (lev-
els) [1, 4]. However, one limitation of these features is that their adopted masks
are hand-crafted (e.g., LDP uses eight Kirsch masks.). Besides, Gabor feature is
computationally cumbersome, since it usually boasts of a high dimension even
after a down-sampling procedure.

In terms of classifier design, Wright et al. [5] proposed a sparse representation
based classifier (SRC) stemming from sparse coding mechanism, and the state-
of-the-art performance has been obtained in face recognition. But in the practical
implementation, an exhaustive search of the optimum sparsity controlling pa-
rameter of SRC is not feasible. To avoid the difficulties of parameter selection,
many classifiers without tuning any parameter have emerged henceforth from
the viewpoint of prototype reduction [6]. Linear regression-based classification
(LRC) algorithm adopts least squares to represent a query sample as a linear
combination of class-specific training samples and the decision is ruled in favor
of the class with the minimum reconstruction error [7]. Utilizing the class mean
as the prototype, a mean representation based classifier (MRC) was proposed,
in which the class with the largest coefficient is favored [8]. Xu et al. [9] pro-
posed a classifier (denoted as NTSRC) by selecting the nearest training samples
(NTS) of the test (query) sample from each class as the class prototypes and
the minimal construction residuals using least squares can be used to review
the identity. Obviously, NTS and LRC are query dependent but class mean is
otherwise. Decisions of all the three classifiers are made by the nearest prototype
(subspace) rule. Bearing the aforementioned pros and cons in mind, we propose
both a novel texture descriptor and a parameter-free classifier to improve the
recognition rates while facilitating the process.

The remainder of this paper is organized as follows. Section 2 introduces the
proposed MITP descriptor in detail and the feature remapping strategy. Section
3 presents the farthest prototype representation classification algorithm. Exper-
imental results and conclusion are presented in Section 4 and 5, respectively.

2 Multi-scale ICA Texture Pattern (MITP)

In this section, we expect to create a compact and discriminative feature in-
heriting the merits of previous features. In terms of the definition of the con-
volution masks, we attempt to vary both the sizes and the coefficients of the
masks, thereby obtaining a group of learned filters (basis images) for face rep-
resentation. To adaptively capture such intrinsic variations, we learn the filters
from a bunch of textured patches which are randomly sampled from the train-
ing images. Assuming these patches follow a certain distribution, we anticipate
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an appropriate model to describe this distribution. Principal component analy-
sis (PCA) regards patches as random variables with the Gaussian distribution
and only minimizes the second-order statistics. However, for any non-Gaussian
distribution especially in the application of face image analysis, the largest vari-
ance would not correspond to PCA basis vector. To counteract this, we resort to
independent component analysis (ICA) [10] for learning data dependent filers,
which takes both second-order and higher-order statistics into account and is
more capable of capturing detailed information. The model of ICA is given by

xp =
N∑
i=1

siai = As (1)

where xp is a vectorized patch, s = [s1, s2, . . . , sN ]T is the component vector,
and the basis images ai are the columns of matrix A. ICA tries to estimate the
statistically independent components si by computing the (pseudo) inverse of A,
say W. The row vectors in W are the learned basis images, i.e., the ICA filters
we anticipate. Obviously, the number of the basis images is controlled by the
size of the sampled patches. PCA is often used to reduce the dimension before
performing ICA, which will accordingly determine the eventual number of basis
images. Some examples of ICA basis images learned from two face databases are
shown in Figure 1. It can be observed that the basis images are frequency and
orientation selective. In this paper, we only retrieve the first eight basis images,
i.e., M = 8.

(a)

(b)

Fig. 1. First eight multi-scale ICA basis images learned from: (a) AR database; (b)
Extended Yale B database (Top row and bottom row correspond to sizes 5 × 5 and
7× 7, respectively.)

Given M learned filters Rm
l of size l × l, M response images are obtained by

convolving a raw image with these filters. To generate a compact feature while
remaining the discriminative information, we adopt a similar way as LDP [4]. We
sort all the corresponding response images Om

l at the same pixel location and
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select K (K = 3 in this paper) most prominent responses to form the encoded
image El, which is expressed in decimal form as

El(i, j) =
M−1∑
m=0

δ(Om
l (i, j))2m,

δ(x) =

{
1 x ∈ TK(i, j)
0 x /∈ TK(i, j)

(2)

where TK(i, j) is the set of top K responses at location (i, j), Om
l = I⊗Rm

l , and
I is the raw image. It is evident that MITP is compact since it only produces

M !
K!(M−K)! different patterns.

For a group of filters of certain size (scale), we can get an encoded image. To
capture richer information, ICA filters of P different sizes are used to generate P
encoded images. In our work, we merely choose the filters of two scales as shown
in Figure 1. Each encoded image is then divided into non-overlapping subregions
for economic use and the subregion histograms are concatenated into a compact
histogram Hl ∈ R

q. Finally, individual histograms at various scales are further
concatenated to form the proposed feature F ∈ R

d, where d = Pq. The whole
process of extracting the proposed MITP feature is illustrated in Figure 2.

lO lE

F

I
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.lH

Fig. 2. The whole process of our proposed multi-scale ICA texture pattern (MITP)
feature extraction

Since MITP belongs to histogram-based features, a simple α-exponentiation
feature remapping F → Fα with α < 1 may improve the performance in view
of its success in image classification [11]. We simply adopt the square-rooting
feature, i.e., α = 0.5, considering that similar results by feature remapping are
achieved when α varies in (0, 1). Although square-rooting feature corresponds
to an exact mapping of the Bhattacharyya kernel, we regard it as one possible
nonlinear remapping of the feature at zero cost.
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3 Farthest Prototype Representation Classification

As we have mentioned before, these parameter-free classifiers do not need deli-
cate tuning and have attained satisfying results. The advantages of these classi-
fiers motivate us to develop a simple but effective classifier, called the farthest
prototype representation based classifier (FPRC).

Constructing an appropriate prototype model can gain significant speed-up
without compromising much accuracy. In our opinion, the query-dependent pro-
totype is more robust than query-independent one since the former is closely
related to the query image, thereby capturing more intra-class variances. There-
fore, we prefer NTS to class mean for constructing the prototype. Let Fc

i denote
the i-th training sample from the c-th class on the feature space, i = 1, 2, . . . , nc,
and c = 1, 2, . . . , s. Given a test sample y, the prototype of NTS is computed by

NTSc = argmin
i

‖Fc
i − Fy‖22 (3)

where n =
∑s

c=1 nc is the number of total training samples, and Fy denotes the
MITP feature of y.

It is assumed that a test sample on the feature space can be approximately
represented by a linear combination of all the NTSs, which is formulated as

Fy =

s∑
c=1

βcNTSc = Sβ (4)

where S = [NTS1, . . . , NTSs], and the coefficient vector β = [β1, . . . , βs]
T .

Given that d ≥ s holds true in our case (feature dimension is usually larger than
the number of classes), Eq.(4) is well conditioned, thus its least squares solution
is given by

β = (STS)−1STFy (5)

On the testing phase, the nearest prototype rule identifies the face image based
on a single class prototype, which is unreliable in our case. To tackle this issue,
we resort to other prototypes except a specific class prototype to incorporate
more available information. The identity of a test sample is disclosed by the
farthest prototype rule considering the fact that there is only one sample for
each class, which is expressed as

ID(y) = argmax
c

‖
∑
i�=c

βiNTSi − Fy‖22 (6)

4 Experimental Results

4.1 Databases and Parameter Setting

To fully compare the algorithms, we have conducted the experiments on two
benchmark face databases: AR and Extended Yale B (EYaleB) databases [12,13].
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For a fair comparison, we duplicate the experimental set-up in [4, 5] for all the
experiments and the best recognition rates with the corresponding feature di-
mension are reported. The AR database consists of over 4,000 images of 126
individuals. For each individual, 26 images were taken in two separate sessions.
We choose a subset of the database consisting of 50 male individuals and 50 fe-
male individuals. For each subject, the seven images from Session 1 are selected
for training, and the other seven images from Session 2 are used for testing.
The Extended Yale B database contains 2,414 frontal face images of 38 subjects,
captured under various controlled lighting conditions. For each subject, we ran-
domly select half of the images for training (i.e., about 32 images per subject)
and the other half for testing.

In the experiments, we will validate each part of our approach by compar-
ing performance of various combinations of different types of features and the
classifiers. Specifically, we compare our MITP feature with four related features,
i.e., raw pixel, Gabor, LBP and LDP, while we compare the proposed classifier
FPRC with three related classifiers: LRC [7], MRC [8] and NTSRC [9]. The
subregion division is 5 × 5 for images on AR and Extended Yale B databases
and principal component analysis (PCA) serves as the dimensionality reduction
tool. Experiments on the Extended Yale B database are repeated 10 times with
random split of training and testing sets.

4.2 Results and Discussion

Tables 1 and 2 tabulate the best recognition accuracy with the corresponding fea-
ture dimension for various features, in conjunction with four different classifiers:
LRC, MRC, NTSRC, and FPRC on the AR and Extended Yale B databases.
It can be clearly observed that our MITP feature performs best among all the
features using any classifier (MRC in particular). We attribute this largely to
the adaptively learned ICA masks that enables MITP to capture the invari-
ances within a class as much as possible. As to classifier, MRC yields rather
unsatisfying results especially in the case of huge intra-class variations. Because
the prototype of class mean is query-independent, it fails to reflect large illumi-
nation changes on Extended Yale B. Although LRC can do well on Extended
Yale B in the case that there exist enough samples per class, it performs much
worse than NTSRC and FPRC on AR. NTSRC and FPRC are sparse classifiers
in some sense for they discard many irrelevant samples beforehand. FPRC is
a bit superior to NTSRC in most cases, which verifies the effectiveness of far-
thest prototype rule. Note that the proposed MITP feature using FPRC achieves
the highest recognition accuracy among all the various combinations on either
database.

Table 3 shows the results of our proposed approach by feature remapping
on two databases. Overall, our method achieves 99.86% accuracy on AR and
99.20% accuracy on Extended Yale B, which validates that the feature remapping
strategy does ameliorate the results.
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Table 1. Best recognition accuracy with the corresponding feature dimension for var-
ious combinations on the AR database (%)

Feature
Classifier

LRC MRC NTSRC FPRC

Raw pixel 76.68 (450) 71.82 (550) 84.55 (500) 83.12 (600)

Gabor 83.55 (500) 87.12 (500) 92.56 (600) 94.85 (600)

LBP 85.84 (200) 82.40 (500) 94.99 (400) 95.57 (600)

LDP 89.56 (150) 54.08 (400) 87.70 (550) 81.55 (550)

MITP 91.85 (250) 95.28 (550) 98.28 (400) 98.71 (300)

Table 2. Best recognition accuracy with the corresponding feature dimension for var-
ious combinations on the AR database (%)

Feature
Classifier

LRC MRC NTSRC FPRC

Raw pixel 95.14 ± 0.23 (400) 47.64 ± 2.67 (600) 94.00 ± 0.50 (600) 94.29 ± 0.48 (600)

Gabor 90.82 ± 0.38 (600) 57.59 ± 1.97 (600) 90.39 ± 0.44 (600) 91.60 ± 0.59 (600)

LBP 91.25 ± 0.44 (600) 50.12 ± 3.32 (600) 91.63 ± 0.47 (600) 92.17 ± 0.38 (600)

LDP 96.52 ± 0.57 (300) 52.83 ± 2.69 (600) 95.06 ± 0.63 (450) 95.13 ± 0.69 (550)

MITP 97.63 ± 0.62 (500) 80.84 ± 2.98 (600) 98.06 ± 0.26 (600) 98.60 ± 0.21 (600)

Table 3. Best recognition accuracy with the corresponding feature dimension for MITP
+ FPRC using feature remapping (%)

Dataset Accuracy Dimension

AR 99.86 500

EYaleB 99.20± 0.21 200

5 Conclusion

We propose a novel approach for face recognition from the perspective of face
representation and classifier design. First, we propose a distribution-based fea-
ture by applying the learned ICA filters of various scales and encoding the order
of the response images. Second, we incorporate the farthest decision rule into the
prototype-representation-based classifier to improve the recognition rates while
reducing the computational complexity. Third, the feature remapping strategy
is exploited to further improve the effectiveness of MITP feature. Extensive ex-
periments conducted on the AR and Extended Yale B face databases indicate
the superiority of our proposed MITP feature and FPRC classifier.
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Abstract. We propose a method for detecting biased-highlights in a
broadcast sports video according to viewers’ attributes obtained from
a large number of tweets. Recently, Twitter is widely used to make
real-time play-by-play comments on TV programs, especially on sports
games. This trend enables us to effectively acquire the viewers’ interests
in a large mass. In order to make use of such tweets for highlight de-
tection in broadcast sports video, the proposed method first performs
an attribute analysis on the set of tweets issued by each user to classify
which team he/she supports. It then detects biased-highlights by refer-
ring to the number of tweets made by viewers with a specific attribute.

Keywords: Twitter, broadcast sports video, highlight detection, play-
by-play comments.

1 Introduction

Today, due to the enormous amount of programs broadcast on TV, video sum-
marization techniques are needed. Many methods have been proposed on sum-
marizing various types of broadcast videos, such as news [1], sports [2], and
cooking [3]. In these works, videos were mostly summarized based only on the
audio-visual information that could be extracted from the video contents them-
selves. This approach is simple, but its output does not always match a viewer’s
interest, for example, a viewers’ interest in a sports game may only be on their
favorite team. This drawback was mostly due to the difficulty in establishing a
general framework to obtain information on such interests only from the video
content itself.

On the other hand, a micro-blogging service “Twitter1” is rapidly growing
the number of its users. A post on Twitter “tweet” consists of a user name, a

� Presently with Canon Inc.
1 http://twitter.com/
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comment (maximum 140 characters), and a time stamp. It is said, as of 2012, over
100 million people use this service as a real-time communication tool because of
its ease of use. Recently, as one style of Twitter usage, tweeting while watching
TV is becoming popular. This enables us to exchange play-by-play comments
on contents of a TV program in real-time with many other users sharing the
experience while watching the same program. In case of popular programs, tens
of thousands of tweets are posted during the broadcast. These tweets reflect the
viewers’ interests, opinions, and comments to the TV program and its contents.

Our goal is the summarization of TV programs from the viewers’ viewpoints.
Aiming at this goal, in this paper, we propose a method for biased-highlights de-
tection from a broadcast sports video referring to information on user attributes
obtained by analyzing their tweets. We considered that compared to other kinds
of video contents, in case of team sports, viewers’ interests are relatively simple;
which of the two teams they support. The proposed method first performs an
attribute analysis on the set of tweets issued by each user to classify which team
he/she supports. It then detects biased-highlights by referring to the number
of tweets made by viewers with a specific attribute. The benefit of the viewer
classification is that the proposed method can provide different sets of highlights
biased by supporters of each team, whereas using all tweets without the viewer
classification only provides a set of highlights for both teams.

2 Related Work

Miyamori et al. [4] have proposed a broadcast video summarization method
based on viewer’s perspectives posted on a live chat forum in a Japanese BBS; 2-
channel2. However, a live chat forum is not sufficient to obtain interests of general
viewers in a large community because only limited users in a small community
participate.

On the other hand, tweets posted on Twitter are recently focused as a resource
to obtain the viewers’ interests on a TV program. There is already a commercial
service that visualizes tweets posted on current TV programs and ranks them in
real-time according to their popularity. Shamma et al. [5] analyzed the viewers’
attention of a TV debate from the contents and the number of tweets during the
broadcast. In order to summarize broadcast TV videos, only few researches [6,7]
made use of Twitter up to now, but even they do not consider the difference of
viewers’ interests.

3 Proposed Method

In this paper, we focus on video highlight detection of team-sports where two
teams participate in a game, such as baseball and soccer. Therefore, we expect
to obtain two different sets of highlight scenes biased according to the viewer’s
interest; which team he/she supports.

2 http://2ch.net/

http://2ch.net/
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Real-time comments on the video Sports video

Viewer attribute 

classification

Biased highlight scenes

Biased highlight detection

KEY VALUE

Dragons 1.0

hit 0.3

Pen -1.0

Attribute dictionary

Fig. 1. The flow diagram of the proposed method

Below, we explain the proposed algorithm in the case of a game between teams
A and B. Before the main process, a preprocessing is applied to tweets obtained
during the period of the broadcast, in order to filter-out real-time comments by
Twitter users who are presumably not watching the program.

Figure 1 shows the flow diagram of the proposed method. The proposed
method detects biased-highlights of the video by an attribute-based analysis
of the tweets, by mainly the following three steps:

– Creation of an attribute dictionary
– Viewer attribute classification based on their tweets
– Biased highlight detection

Below, we describe the above process in detail.

3.1 Preprocessing

First, tweets related to the actual game are extracted by using their time stamps,
keywords including teamnames, player names, andhash-tags.We consider that the
Twitter users whose tweets were included in the extracted tweets are candidates of
viewers. Then the bag-of-words obtained from the set of tweets issued by each user
is input to a SVM (Support Vector Machine) classifier that is trained to classify
viewers and non-viewers. The classifier is trained from tweets on other games.
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3.2 Creation of an Attribute Dictionary

This process creates an attribute dictionary that is needed to classify the at-
tribute of each viewer; which team he/she supports. The dictionary consists of
pairs of a term and its attribute value. The attribute value is defined in pro-
portion to the frequency of the corresponding term that appeared in tweets by
viewers supporting one of the two teams.

Here, the dictionary is renewed per short time period in the video that is being
analyzed, because the meanings of a term greatly change according to the context
of each game and the plays that occur in it. To create this, we make use of the
SO-PMI (Semantic Orientation from Pointwise Mutual Information) method [8],
which is a method for unsupervised learning of semantic orientation of a phrase.
In this method, the authors classified reviews of products (recommended / not
recommended), using semantic orientations of phrases in the reviews that were
learned with only two initial given terms; “excellent” for positive orientation and
“poor” for negative orientation.

Meanwhile, Twitter users sometimes include hash-tags in the form of “#topic”
in their tweets for the purpose of informing other users the topic of their tweets.
In case of sports, team names that they support are very often used as hash-tags.
Therefore, the hash-tags including the team names were used as the initial terms
for the SO-PMI method for the creation of the dictionary in our method. Here, we
set the attribute values of hash-tags including team names ofA andB to 1 and−1,
respectively. The values of other termsw are calculated by the following equations:

VA(w) =
FA(w) − FB(w)

FA(w) + FB(w)
(1)

FA(w) =
∑

TA∈Dt,s

WTA(w) (2)

WTA(w) =

{
1 w ∈ TA

0 otherwise
, (3)

where TA represents a tweet including team A’s hash-tags, and Dt,s, the set of
all the viewers’ tweets posted in a short time period (s seconds starting from
time t). The value FB(w) is calculated by replacing A of Eqs. (2) and (3) with
B. Thus, a term with positive values (VA(w) > 0) could be used for a term
supporting team A, and that with negative values (VA(w) < 0), for team B.
Although there are many common terms used to support both teams, the values
of these terms become small by Eq. (1).

3.3 Viewer Classification Based on the Attribute Analysis on Their
Tweets

Using the attribute dictionary, the attribute of each viewer is classified according
to the set of their tweets during a certain period. The attribute of each viewer
u is judged by the following equations:
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L(u) =

⎧⎨⎩
A NA(u) > 0
B NA(u) < 0
Neutral NA(u) = 0

(4)

NA(u) =
∑

Tu∈D

sign
∑
w∈Tu

VA(w), (5)

where Tu represents a tweet by viewer u, and D, the set of all the viewers’ tweets
posted in the game. The viewers that post tweets including terms with positive
values (VA(w) > 0) are classified as team A’s supporters.

3.4 Biased Highlight Detection

Based on the viewer attribute classification result, this process first divides the
tweets into two sets. Each set contains tweets made by viewers labeled as sup-
porting the same team. For each set of tweets, this process then finds the local
maxima of the temporal change of the number of the tweets during each short
time range as candidates of highlights. The biased highlight scenes are then de-
tected as video segments around the candidates where the number of the tweets
is greater than a threshold.

4 Experiment

We applied the proposed method to the fifth game of the annual Japanese
baseball championships between “Chunichi Dragons (Hereafter, Dragons)” and
“Lotte Marines (Hereafter, Marines)” on November 4, 2011. A total of 20,524
real-time tweets made by 1,424 viewers were obtained after the preprocessing of
the proposed method introduced in section 3.1.

4.1 Highlight Detection Accuracy

To evaluate the detection accuracy, we compared the results obtained by the
proposed method with the actual highlight scenes that were edited and broad-
casted by a local broadcasting station supporting one of the teams; Dragons,
their local team.

Figure 2 shows the highlights biased towards the Dragons supporters’ view-
points that were detected by the proposed method. The horizontal axis represents
elapsed times from the play-ball, and the vertical axis represents the number of
tweets that were posted around the time by users classified as Dragons’ sup-
porters. The blue circles and the red triangles represent the biased highlights
detected by the proposed method and the broadcasted highlights, respectively.
Two of three actually broadcasted highlights were successfully detected by the
proposed method when a certain value was used for the detection threshold.
Although we determined the threshold manually in this experiment, we will
develop a method for automatic determination of the threshold in the future.
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Fig. 2. The highlights biased towards the “Dragons” supporters’ viewpoints obtained
by the proposed method

Tables 1 and 2 describe the events that occurred around these moments. Six
of the seven detected highlights corresponded to the actual runs in the game.
From this, we can confirm that the proposed method successfully detected the
highlights. However, the proposed method could not detect the first highlight
scene “Dragons score the first run on a sacrifice fly.” As one of the main rea-
sons for this, we consider that the number of tweets around the time was fewer
compared to that for other highlights. This is because, for this game, not all
TV stations started broadcasting immediately after play-ball. Therefore, only a
limited number of viewers that were either on-site, or had access to CATV or
satellite TVs could post tweets around the time. To detect highlights accurately
including such cases, a method is required that uses not only the number of
tweets but also its means and variations.

4.2 Analysis of Viewers’ Interests

We analyzed the difference of the viewers’ viewpoints depending on the teams
they support. As the result of the viewer attribute classification based on the
attribute of their tweets, the 1,424 viewers were classified into 684 Dragons’ sup-
porters and 740 Marines’ supporters. Figure 3 compares the transitions of the fre-
quency of tweets issued by the viewers with each attribute. Several peaks where
the tweets largely increased was observed in the case of Dragons’ supporters.



370 T. Kobayashi et al.

Table 1. Biased highlights obtained by the proposed method for Dragons’ supporters

Time Event Score

18:54 Marines hits with the bases full and turns the game. 4 vs. 1
18:59 Marines adds runs. 6 vs. 1
20:08 Marines hits a two-run home-run. 9 vs. 1
20:34 Marines adds a run. 10 vs. 1
20:45 Dragons adds a run. 10 vs. 2
21:31 Dragons hits a two-run home-run. 10 vs. 4
21:54 The game ends in a win for Marines. 10 vs. 4

Table 2. Highlights broadcasted by a local TV station supporting the Dragons

Time Event Score

18:39 Dragons scores the first run on a sacrifice fly. 0 vs. 1
18:54 Marines hits with the bases full and turns the game. 4 vs. 1
20:34 Marines adds a run. 10 vs. 1
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Fig. 3. The transitions of the frequency of tweets made by the viewers with each
attribute

On the other hand, in the case of Marines’ supporters, fewer peaks than the
Dragons’ supporters were observed, with many tweets observed towards the end
of the game.

Figures 4 and 5 show the events that occurred around the peaks for each
team. We observed that the figures show the difference of interests between
the supporters of each team; the Dragons’ supporters were interested in scoring
scenes by both teams, whereas the Marines’ supporters showed interest in scoring
scenes of only their team. The reasoning of this difference could be analyzed
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Fig. 4. Interests of the Dragons’ supporters

as follows; the game resulted in that Marines won the game by 10 vs. 4 after
keeping a large lead for a long time. The Marines’ supporters were secure to
their victory in the early stage, so they were probably interested only in the
Marines’ runs that strengthened their feeling of security. On the other hand, the
Dragons’ supporters kept their hopes on their come-from-behind victory until
the last moment, so they were interested in all plays that could affect the game.
From this analysis, we confirmed the effectiveness of the attribute-based viewer
classification for the acquisition of the viewers’ interests.

4.3 Viewer Classification Accuracy

The viewer classification accuracy is one of the most important factors that
determines the performance of the proposed method. To evaluate the accuracy,
we conducted the following experiment.
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Fig. 5. Interests of the Marines’ supporters

First, we chose 200 viewers at random from the 1,424 viewers, and then labeled
them manually with their attributes, namely which team he/she supports. The
classification accuracy was calculated while changing the unit time length s that
was used in the creation of the attribute dictionary. As a result, we confirmed
that the proposed method could classify the viewers with the accuracy of more
than 80% when s was set to 2 seconds. Shortening s improved the accuracy
because the tweets effectively reflected quick responses to each play. On the
other hand, too short s sometimes reduced the number of the terms that could
be registered to the dictionary, which could cause a degradation in the accuracy.

5 Summary

We proposed a method for biased highlight scene detection from a broadcast
sports video based on the interests of viewers obtained through their tweets
on Twitter. To acquire each viewer’s interest, that is which team the viewer
supports, the proposed method performed the viewer classification based on
attributes of their tweets. Biased highlights were detected for each team by
referring to the transition of the number of tweets by viewers supporting the
team. In an experiment, we applied the proposed method to highlight detection
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of an actual baseball game broadcasted on TV. From the result, we confirmed
that the proposed method could effectively detect highlights biased towards the
viewers’ interests.

Acknowledgments. Parts of this work were supported by the Grants-in-Aid
for Scientific Research.
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Abstract. In this paper, we propose a novel approach of video segmen-
tation into scenes based on the technique of conditional random fields
(CRFs). This approach is built upon the design in which scene segmen-
tation is transformed into a label identification problem by defining three
types of shots. To implement our algorithm, three middle-level features
including shot difference signal, scene transition graph and audio type
are extracted to depict the label properties of each shot, and then CRFs
model is employed to identify the labels sequence. The advantage of
CRFs model lies in its facility in integrating context information of neigh-
boring shots, which produces accurate results in scene segmentation. The
proposed approach is verified by seven types of data covering the most
major genres of TV program. Experiments on testing data set yield av-
erage 0.88 F-measure, which illustrates that the proposed method can
accurately detect most scenes in different genres of programs.

Keywords: conditional random field, Scene Segmentation.

1 Introduction

Automatic scene segmentation of video is an essential prerequisite for a wide
range of video manipulation applications, such as video indexing, non-linear
browsing, classification etc [1]. Video scene segmentation is a bottom-up process.
The smallest physical unit of a video is the shot that is defined as an unbroken
sequence of frames recorded from the same camera [1]. A scene can be regarded
as a series of shots for which the three properties, event or dramatic incident,
setting, and time, are consistent [1]. This term is most of the time used with
fictional narrative-driven video content, such as movie, TV-series, cartoon and
sitcom.

Several approaches are proposed for the scene segmentation problem. In an
early stage, graph-based approaches received significant attention for recognizing
scene pattern. In [2], Yeung et al. use pair-wise color histogram similarities be-
tween key-frames and time-constrained clustering for building scene transition
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graphs (STG) to represent the scenes. A similar approach is presented in [3],
where Ngo et al. improve the process of shots clustering by normalized cut al-
gorithm [4] to construct the STG. In [5], Rasheed et al. construct a weighted
undirected graph in which the weights are expressed by color histogram simi-
larities and motion information. This graph is iteratively segmented into scene
sub-graphs using normalized cuts. The graph-based methods are very likely to
break a scene into a few segments leading to poor precision in scene segmenta-
tion. To address this problem, some remarkable approaches are presented. In [6],
Yun et al. present a statistical approach, based on selecting an initial set of ar-
bitrary scene boundaries and updating them by a Markov chain Monte Carlo
(MCMC) technique. In [7], Chasanis et al. conduct shot grouping by spectral
clustering, and then a sequence alignment algorithm is applied on the clustering
outcome sequences instead of graph model for identifying the scenes. In work [8],
Sakarya et al. use graph partition model to construct a one-dimensional signal
that is obtained from the similarity matrix in a temporal interval. After filter-
ing the signal, an unsupervised clustering is employed for finding video scene
boundaries.

A common deficiency of the reviewed techniques is that they are based on a
set of production rules of how the program should be composed. For instance,
in home-video scenes, the shots are generally long, and their motion content
is high. On the other hand, the shots are short and the visual appearance is
smooth in TV-series scenes. However, these heuristics are not applicable to the
different genres of videos. Another deficiency is that they ignore the context in-
formation of neighboring shots to segment scenes. Due to semantic connectivity
in scenes, the features of neighboring shots provide important context informa-
tion to judge scene boundaries, which can effectively decrease miss or falseness
of segmentation.

In this paper we propose a novel approach for scene segmentation. The most
important novelty in this paper is that we transform scene segmentation into
label identification problem and employ conditional random fields (CRFs) tech-
nique to predict labels. Based on the idea of supervised learning, we can train
a reasonable CRFs model that adapts readily to the different genres of videos
according to training data. Moreover, in the process of model training, CRFs
technique adequately utilizes the context information of neighboring shots, so
it delivers significantly more accurate results than previous methods. The rest
of the paper is organized as follows: Section 2 describes the proposed frame-
work in details; Section 3 shows some experiment results and analysis; Section
4 concludes our work.

2 Scene Segmentation Algorithm

According to the observations on a great number of actual data, positional prop-
erty of shots in the scene can be classified into three categories: begin shot (BS)
is a start point of the new scene; end shot (ES) indicates that a scene ends in this
shot; middle shot (MS) is the internal shot between BS and ES. Such structures
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Fig. 1. (a)Repeating shot pattern between different scenes (similar shots are connected
by arrows); (b)Sate transition graph of different types of shots in the scenes

are given in Figure 1 (a) in which BS {1,7}, MS {2, 3, 4, 5, 8, 9} and ES {6
,10} construct two typical scenes. In the scene sequence, repeating shot pattern
of one person, a group of persons or the same setting can help identify the types
of shots. BS is only similar with following shots, while the similar shots of ES
only exist in the preceding ones; see shot 7 and shot 6 in Figure 1 (a) (similar
shots are connected with arrows). MS connects with not only following shots
but also preceding shots by visual similarity; see shot 4 in Figure 1. Stated thus,
every shot in a scene has its positional property, so scene segmentation can be
transformed into label identification problem. If we correctly identify all labels,
we can obtain the scene boundaries between ES and BS.

To accurately identify the types of shots in a scene, the proposed method
employs CRFs technique that is an effective algorithm to predict multiple vari-
ables depending on each other. CRFs technique has several advantages on scene
segmentation. Firstly, based on the idea of supervised learning, CRFs technique
trains a reasonable model that reveals the production rules of scene. As stated
above, the shot types can be identified by production rules. It is difficult to enu-
merate all the production rules of the different programs, but these rules can be
simulated by a CRFs model according to training data. Secondly, CRFs model
integrates more statistical information comparing with graph-based method. On
one hand, CRFs model estimates the state transition probabilities, when the
states transform between different types of label. State transition relationship
is given in Figure 1 (b), where direction of arrows indicates the only way of
state transition and state transition probabilities are calculated by training data.
These transition directions and probabilities simulate the retaliation of different
labels in the shot sequence conducting reasonable results of label estimation.
On the other hand, CRFs technique counts all priori probabilities of the three
states, which promote the accuracy of label estimation. For example, if there are
not effective features to identify type of a shot, it will count the most likely label
from training data as the outputting label. Finally, comparing with HMM or
other models, features of neighboring shots are taken into account when predict
the current label. In Figure 1 (a), shot 4 is similar with shot 1 and shot 6, so the
features of these shots provide context information to judge it as a MS. CRFs
model integrates the above advantages, so it can accurately predict label of shots
for scene segmentation.
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Fig. 2. Flow chart of our algorithm

In Figure 2, we summarize the main steps of our approach. The video is
divided into shots using algorithm in [9]. Next, visual and audio features are
extracted based on shot units, and then those features are discretized to train a
CRFs model or predict the labels. In learning process, we choose a certain range
of neighboring features and build a list of feature vectors that map answer tags
to train a model against scene segmentation. In the predicting process, we use
the model to predict labels in testing data.

2.1 Features

Visual features are directly extracted from key-frames in shot units. To reduce
computational complexity, we employ a common sampling strategy to select key-
frames. Assuming a sampling step is nt, and ns is the number of frames in one
shot. When ns > 3nt key-frames are sampled by step nt, otherwise the first,
middle and last frame are selected as the key-frames. Using this strategy, no less
than three key-frames would be selected to represent each shot, which is enough
to compute features. In this work, we choose three middle-level features: shot
difference signal (SDS), scene transition graph (STG) and audio type (AT).

Shot Difference Signal (SDS) Feature: The first kind of features in our
algorithm is SDS that depicts visual dissimilarity of scene boundary, and this
signal is calculated by the graph partition function. Unlike distance between
low-level features, SDS considers visual information of neighboring shots in a
temporal interval, so it produces a signal with local invariance. Before calculating
SDS, visual distance between each two shots must be defined according to RGB
histogram metric of the key-frames. To be robust to noise, the metric in [10] is
used. The two key-frames form different shots are divided into 16 blocks of the
same size, as shown in Figure 3 (a). A 48-bin RGB normalized color histogram
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Fig. 3. (a) Eight regions of the two key frames with similar RGB histograms; (b)
A typical graph-based representation of a temporal interval; (c) Flow chart of audio
classify

for each region with 16 bins in each color space is extracted. Distance between
corresponding blocks is calculated as follows:

d = 1−
48∑
i=1

min(Hi
m, Hi

n) (1)

Eight regions with the largest d are discarded to reduce the effects of object
motion and noise, and the metric Dk between two key frames is defined as
the mean of the distances of the remaining regions, as shown in Figure 3 (a).
Visual distance of shots Ds equals to the minimum Dk between two groups of
key frames. The graph partition model of computing shots difference signal is
explained as min-max cut [8]. All shots V in the temporal interval are partitioned
into two disjoint subsets A and B, A ∪ B = V and A ∩ B = φ. Min-max cut
criterion is defined as follow:

Mcut(A,B) =
cut(A,B)

assoc(A)
+

cut(A,B)

assoc(B)
(2)

where cut(A,B) and assoc(A/B) are defined as follows:

cut(A,B) =
∑

i∈A,j∈B

Ds(i, j) (3)

assoc(A/B) =
∑

i,j∈A/B

Ds(i, j) (4)

If a 2l shot sequence is considered, the signal of min-max cut is calculated as
follows:

score(i) = Mcut(A,B) = Mcut {{Si−l, . . . , Si−1} {Si, . . . , Si+l−1}} (5)
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where integer i is an index of shot that between [i − l, i+ l − 1]. Figure 3 (b)
illustrates a typical graph-based representation of a temporal interval when l = 2.

The SDS must be discretized in order to input CRF++ tools [11] that are
open source tools for CRF application. Since the scene boundaries are probably
obtained at its local maximum and this value should be bigger than median
or mean, the discrete features must reflect these characteristics. On one hand,
range of the signal is divided into thirteen equal subintervals to map each value in
signal sequence. On the other hand, each value is labeled three attribute: above
or below median, above or below mean and local maximum or not. Therefore,
SDS is transform into 4 dimensional discrete features to input into CRFs model.

Scene Transition Graph (STG) Feature: In contrast to shot difference
signal depicting visual dissimilarity, STG [2] clusters similar shots for purpose
of constructing connecting graph that depicts repeating shot pattern in a scene.
The cut-edges of this graph are candidates of scene boundaries. To calculate this
feature, shot difference Ds in SDS is employed. In clustering step, we choose
a minimum spanning tree (MST) clustering in which time-constraint is easily
added in clustering process. For the MST clustering, the distance matrix AN×N

and element a(i, j) in the matrix are expressed as follow:

a(i, j) =

{
Ds(i, j) if |i− j| < σ
1 if |i− j| � σ

(6)

If temporal distance between shots i and j is larger than threshold σ, they must
belong to different scenes a(i, j) = 1, which is time-constraint in MST clustering.
Object clusters can be grouped through the following steps:

1. Calculate the minimum spanning tree (MST) of matrix AN×N .

2. Cut the edges whose weights exceed a threshold γ in the MST forming a
forest.

3. Find all the trees contained in the forest and consider each tree as a potential
cluster.

STG can be constructed by backward searching in the same cluster as [2].
According to result of STG analysis, each shot is classified into two categories:
boundary of STG and interior node of STG, which are discrete STG features.

Audio Type (AT) Feature: A change between scenes in the TV-program
commonly accompanies a certain audio type. Therefore, AT is an effective clue
that indicates a starting point of new scene. For example, there may be a si-
lence or music appearing between different scenes. A helpful audio classification
algorithm in [12] is used to classify sound types. Features are extracted from
audio data across two shots during half second in each one. Then, all sounds are
classified into silence, speech, music and noise by two cascaded SVMs, as shown
in Figure 3 (c).
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2.2 Scene Model Based on CRFs

There are many articles to introduce principle of CRFs, such as [13] [14], and
due to the limited space, we will not go into these details of CRFs in this pa-
per. To implement our algorithm, we use CRF++ tools to train the model and
predict labels. We use 6 dimensional features in which 4 components are SDS, 1
component is STG and 1 component is AT. To train a CRFs model, each feature
vector must map a tag to indicate the type of shot. In predicting process, we
only input a feature vector list to obtain scene boundaries between ES and BS.

Let S = {si, i ∈ n} represent n labels of shot sequence, and X = {xi, i ∈ n}
is corresponding feature vector sequence. Each xi in X represents a group of
audio and visual features extracted from shot i. The goal of scene segmentation
is to maximize the number of labels si that are correctly classified, which need
to learn an independent per-position classier that maps X = {xi} → S = {si}
for each shot i. The solution of CRFs to this problem is to model the conditional
distribution p(S|X). The probability assigned to a label sequence for a particular
sequence of shots by a linear-chain CRFs is given by the equation below:

p(S|X) =
1

Z (X)
exp

(
n∑

i=1

m∑
k=1

λkfk (si−1, si, xi)

)
(7)

where Z (X) is a normalization function:

Z(X) =
∑
si∈S

exp

(
n∑

i=1

m∑
k=1

λkfk (si−1, si, xi)

)
(8)

function fk (·) ∈ {0, 1} represents empirical function which depends on input
variable. In theory, current label si can depends on the feature vectors of all shots,
but the feature vectors of neighboring shots are only considered in practice.
In formula (8), m donates range of neighboring feature vectors to predict si .
CRF++ tools use a template to control the value of k, and the details can
refer to [11]. Using λ = {λk, k ∈ m} that is estimated in learning process, the
maximum probability of the label sequence S = {si, i ∈ n} in the condition
X = {Xi, i ∈ n} can be calculated, which S = {si, i ∈ n} is desired of label
sequence.

3 Experiment Results

We choose about 3 hours and 50 minutes data to train CRFs model and 6 hours
and 30 minutes data to evaluate the performance of our method. Training data
set and testing data set are same style but there are not overlap between them.
The data sets that contain seven kinds of TV-program can verify the effectiveness
of our method in scene segmentation. Table 1 summarizes the information of
training and testing data set. As shown in Table 1, feature film contains a lots of
conversation; action film contains car chases and gun fights; sitcom is situation
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Table 1. The information of data set

Testing data Training data

genre segment time(min) shots scene segment time(min) shots scene

cartoon 2 36 551 19 1 20 232 11

feature-film 2 60 477 26 1 30 258 14

action-film 2 61 1239 34 1 30 620 18

sitcom 4 84 1510 39 1 22 363 12

TV-series 2 60 1239 42 1 30 542 19

home-video 2 50 47 12 2 40 36 12

documentary 2 40 571 62 2 60 613 21

total 16 391 5634 234 9 232 2664 107

comedy; TV-series is a series of long television play; home-video is the personal
or consumer video. For each video, ground-truths of the scene boundaries are
obtained by a human observer in accordance with definition in work [8]. Recall,
precision, and F-measure are selected following the work [8] to evaluate the
performance. In addition to use CRF++ tools, we also implement our method
and comparative methods by C++ language and Opencv tools.

3.1 Comparison of Different Templates

As mentioned above, the template is employed to control the range of neighbor-
ing features used to predict current label in CRF++ tools. In the first experi-
ment, we compare the results using different templates on scene segmentation. In
Figure 4, the performance of our algorithm are respectively presented by varying
the template from 1 to 4. It can be observed that the algorithm yields better
results with template increasing. The probable reason for this phenomenon is
that large template provides more context information on predicting labels than
small one. For example, repeating shots are usually separated by other shots in
the same scene, as shown in Figure 1 (a). The large template is more possible
to contain these features that are important clues to identify shot types.

Fig. 4. Comparative results of scene segmentation using different templates in CRFs
model
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3.2 Comparison of Different Methods

To prove the effectiveness of our approach in scene segmentation, we have also
compared with two other methods [8] and [2], as shown in Table 2. Algorithm [2]
is a classical method that is compared with many works, such as [7,5,3] et al, so
it can be seen as a baseline. This method groups the shots by time-constrained
clustering and use grouping results for building a STG. Algorithm [8] uses graph
partition model to construct a one-dimensional signal and recognizes video scene
boundaries by clustering on this signal, which represents the state-of-the-art
technique of scene segmentation. In comparative methods, we get a compromise
between precisions and recalls listing the best F-measures in Table 2. Excluding
the results of home-video, the averages of recall in three methods, 0.85, 0.81 and
0.83 respectively, are very close. By manually browsing the results in the video,
we found that most right scenes were same. A possible explanation is that the
features in three methods depict similar scene patterns. However, precisions of
our method have obvious improvement. For CRFs model, if a pattern of a shot
does not appear in training data, it tends to predict the label as the most likely
type that is counted according to training data, so CRFs model can effectively
control false detections and provide better precisions than other methods.

For home-video, both precisions and recalls in our method are better than
other two methods. Scenes in home-video have some strong own pattern ex-
pressed by features. Algorithm [2] and [8] do not design against this pattern
leading to the results not as good as other data. In our method, we train rea-
sonable model against home-video, so the results have obvious improvement.

Results of action-film and documentary in our method are below the average.
Weak efficacy of the features to depict scene patterns in action-film is responsible

Table 2. Comparative results with other methods in scene segmentation using preci-
sion, recall and F-measure

Our method Method in [2] Method in [8]

PrecisionRecallF-measurePrecisionRecallF-measurePrecisionRecallF-measure

cartoon01 1 0.9 0.95 0.82 0.9 0.86 0.82 0.9 0.86

cartoon02 1 0.89 0.94 0.73 0.89 0.8 0.73 0.89 0.8

feature-film01 1 0.91 0.95 0.83 0.91 0.87 0.91 0.91 0.91

feature-film02 1 0.87 0.93 0.85 0.73 0.79 0.92 0.8 0.86

action-film01 0.63 0.71 0.67 0.79 0.88 0.83 0.83 0.88 0.86

action-film02 0.73 0.65 0.69 0.73 0.65 0.69 0.77 0.59 0.67

sitcom01 1 0.88 0.93 0.67 0.75 0.71 0.67 0.75 0.71

sitcom02 1 1 1 0.56 0.83 0.67 0.55 1 0.71

sitcom03 1 0.85 0.92 0.71 0.77 0.74 0.77 0.77 0.77

sitcom04 1 0.92 0.96 0.69 0.75 0.72 0.64 0.75 0.69

telepaly01 1 0.86 0.92 0.86 0.9 0.88 0.91 0.95 0.93

telepaly02 1 0.95 0.98 0.86 0.86 0.86 1 0.95 0.98

home-video01 1 0.8 0.89 0.5 0.4 0.44 0.5 0.4 0.44

home-video02 1 0.86 0.92 0.4 0.29 0.33 0.6 0.43 0.5

documentary01 0.77 0.74 0.75 0.85 0.81 0.83 0.81 0.78 0.79

documentary02 0.78 0.71 0.75 0.7 0.66 0.68 0.74 0.66 0.7

average 0.93 0.84 0.88 0.72 0.75 0.73 0.76 0.78 0.76
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for this phenomenon. For example, few repeating shots cause the invalidation of
SDS and STG. It is concluded that performance of CRFs model depends on the
effectiveness of features. The ideal performance on action-film and documentary
can be obtained by adding other effective features. Fortunately, CRFs model has
ability to accept a large number of input features for prediction.

3.3 Accuracy of Scene Boundaries

In the last experiment, we compare accuracy with different methods. In scene
segmentation, a reasonable boundary error tolerance is no more than two shots.
Average length of the shots near two seconds, so average of boundary error is no
more than five seconds, which is acceptable according to audience experience.
However, if a method can provide more accurate results, the feeling of audience in
browsing video will be better. In the experiment, we find that CRFs model tends
to miss the boundaries, but accuracy of right labels is better than other methods,
as shown in figure 5. When error tolerance becomes more rigorous, there are
slight F-measure declines using CRFs model. The reason of this phenomenon is
that CRFs model chooses the global optimum solution during inference.

Fig. 5. Comparative results (using F-measure) with different error tolerances in scene
segmentation

4 Conclusion

In this paper a novel scene segmentation method, making use of CRFs technique,
is presented. As the contribution of this method, algorithms is developed for
scene segmentation by transforming it into label identification problem, and
CRFs modal is exploited to identify labels sequence by three kinds of middle-
level features that depict the properties of the shot. Since the context information
of neighboring shots is taken into account, CRFs model delivers accurate results
on scene segmentation. In experiment, our method is successfully validated on
various types of video and the encouraging experimental results demonstrate its
effectiveness to scene segmentation.
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Abstract. Quality assessment of audiovisual files is an important tool in many 
steps of the preservation workflow, as well as for use and access of archive 
material. Today mainly technical properties of the files can be checked, e.g. file 
integrity or standards compliance of file wrappers and encoded streams. 
Checking the audiovisual quality manually results in extremely high labor costs. 
In this work we present a semi-automatic quality assessment approach that 
combines the efficiency of fully automatic detection with the interpretation 
capability of humans to provide verified high quality assessment results. We 
also address the issue of interoperable metadata for quality assurance, 
discussing the state of the art and the gaps, and propose a framework for 
describing visual quality analysis results, which fills one of these gaps. 

Keywords: multimedia preservation, visual quality analysis, preservation 
metadata. 

1 Introduction 

Quality control for audiovisual (AV) files is an important tool in several steps of the 
preservation and access processes of audiovisual archives, including ingest, 
restoration and delivery. In these processes AV files need to be checked on different 
levels. On the file level data integrity is checked by means of fixity information, e.g. 
with checksums or hashes implemented within storage, content or preservation 
management systems. On the file wrapper (e.g. MXF) and on the stream encoding 
(e.g. MPEG-4 AVC/H.264 or JPEG2000) level standards compliance is checked by 
means of available industry tools. On the content level only a small set of tools for 
spotting visual or audio distortions is available. Today manual checking of the visual 
and audio quality results in extremely high labor costs or, if these costs cannot be 
afforded, in not assuring the content quality. The transition to file based production 
and preservation environments enables automation of quality assurance tasks with the 
goals of reducing quality assurance costs, increasing the quality of the content 
produced and assuring quality of content ingested in and re-used out of a digital 
archive. 
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The rest of this paper is organized as follows. Section 2 presents use cases for 
content based visual QA in preservation processes. Section 3 provides an overview on 
our novel tools for automatic quality detection and Section 4 discusses a user interface 
for efficient interactive quality verification. In Section 5 we address the issue of 
interoperable metadata for quality assurance, discussing the state of the art and the 
gaps, and propose a framework for describing visual quality analysis results, which 
fills one of these gaps. Section 6 concludes the paper. 

2 Use Cases for Content Based QA in Preservation and Access 

Content based quality assessment can be beneficial in various digital video or movie 
archive related use cases. During archive content ingest or migration, it is useful for 
monitoring the film scanning process, e.g. for white and black points, instability, out 
of focus, flicker, etc., for the monitoring of video player problems like head clogs, 
drop-outs, video breakups, off-lock situations and for checking the encoding or trans-
coding for blocking and blurriness artifacts. Furthermore, for the process of archive 
content selection, access and usage it can be a valuable tool for several tasks like 
selecting the ‘best quality copy’ in case the content is available in more than one 
copy, for selecting a video or movie with minimum quality for a certain usage (e.g., is 
the actual resolution of the content suitable for standard definition to high definition 
up-conversion/broadcast/Blu-ray production) and for selecting a movie where 
additional post processing costs can be avoided (e.g., a movie with low film grain 
noise/flickering/image instability), thereby avoiding restoration costs. Finally, content 
based quality estimation can be used in restoration planning to estimate the cost and 
time of restoration (based on the amount of dust, noise, flicker and image instability 
present in the un-restored content) and to select the most appropriate restoration 
tools/systems. 

Although humans are able to provide very reliable quality assessments, in practice 
this approach is too time-consuming and therefore extremely costly. Alternatively, 
fully automatic QA approaches can be implemented very cost efficiently, but cannot 
provide the same functionality and reliability as human judgments. We thus aim at an 
approach combining the benefits of both worlds, i.e. the cost efficiency of automatic 
tools with the interpretation capability of humans. Fig. 1 illustrates this semi-
automatic approach where audiovisual files are first analyzed fully automatically and 
then these analysis results are verified interactively by humans, providing a final 
quality report. 

An analysis profile defines the type and parameters of automatic impairment 
detectors to be applied for a certain QA task, e.g. film scanning QA, video tape 
migration QA and restoration preparation QA. 
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Fig. 1. Semi-automatic quality assessment workflow consisting of fully automatic quality 
analysis and interactive quality verification 

3 Automatic Content Based Detectors 

Video quality analysis methods can be categorized by the amount of information 
available from the original undistorted video. Full-reference methods need access to 
both, the current copy and the original undistorted video (the reference). Reduced-
reference QA methods work with only partial information of the original video. Non-
reference methods require only the current copy available. In the application areas 
preservation and restoration the original undistorted video is practically unavailable in 
almost any case; therefore non-reference QA methods allow the widest range of 
application. In the following a set of state of the art detectors based on non-reference 
methods is described. 

Electronic noise (of analogue or digital source) or film grain noise is present to a 
different degree in any video or movie content. Also modern digital video cameras 
create a significant amount of noise when shooting e.g. in low-light conditions. The 
noise/film grain detector supports noise level estimation for different types of noise, 
from very fine electronic noise, over different kinds of digital sensor noise up to very 
coarse film grain noise. Interlaced as well as progressive sampled video/movie is 
supported. The signal dependency of noise (different strength of noise in different 
luminance and chrominance channels) is also estimated. The detector is robust against 
a wide range of image degradations including flicker and image instability. The 
noise/grain value is estimated for every nth frame statistically from measurement 
values of a temporal sliding window centered at the frame. A graphics board with 
CUDA1 support is needed for the computationally expensive local motion estimation 
task, allowing the detector to operate in real-time for standard definition (SD) 
material. The detector can be used for determining whether noise restoration/ 

                                                           
1 Compute Unified Device Architecture (CUDA) is a parallel computing architecture developed 

by NVIDIA for general purpose processing on graphics cards. 
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reduction is required, e.g. in post-production, before archive content re-use or before 
play-out. It can also be used to monitor the film scanning process in regard to noise 
produced by the scanner. 

The video breakup detector described in [1] and [2] detects temporal segments in 
the video containing major image disruptions, for example caused by head clogging, 
assemble edits, lost lock, recorded serious digital error corrections, severe TBC hits 
and damaged tapes. A typical video breakup defect is shown in Figure 2 at the lower-
right. Although the detector primarily targets analogue defects (showing horizontal 
line distortions), also severe digital errors (typically exhibiting blocking defects) are 
detected. The output of the video breakup detector is a list of temporal segments 
where video breakups occur, and a severity value for each segment which gives an 
indication of how severe the video breakup defect is. Due to CUDA support for key 
components like the motion estimation, the detector is able to operate in real-time for 
SD material.  

The sharpness detector measures the actual sharpness of the content, relative to the 
nominal video/movie resolution. For the estimation of the image sharpness, the image 
is divided into blocks and a sharpness value is calculated for each block from the edge 
widths of the horizontal and/or vertical edges within the block. From the block 
sharpness values, the image sharpness is then calculated with robust statistical 
methods. Additionally, the detector can take the human perception of sharpness into 
account by focusing only on the most significant edges in the image. The detector is 
robust against common degradations appearing in video and film like noise, flicker 
and instability. The sharpness value is calculated for every nth frame in the video. It 
can be used for example to detect if content has been up-scaled from standard 
definition to high definition video, or to monitor the film scanning process for out of 
focus quality control. 

Freeze frames occur, when no valid content data for the current frame can be 
retrieved due to various reasons. In this case, most video player or transmission 
devices deliver the previous frame (or field) instead, leading to several consecutive 
frames with identical content in the video stream. The freeze frame detector described 
in [3] detects temporal segments where freeze frame defects occur. The detector is 
able to differentiate normal static image content (e.g. titles and caption) from an 
actual freeze frame defect and is robust against noise which can be superimposed on 
frozen frames. The detector operates significantly faster than real-time for SD video 
material. 

Dust, dirt and blotches are very frequent defects in archived film. They appear as 
bright or dark spots of irregular shape and have in common that a single defect of this 
category occurs usually only in one frame. Utilizing this characteristic, the single-
frame defect (SFD) detector described in [4] measures the amount of dust, dirt and 
blotches in a frame as percentage of the image area occluded by these defects. The 
SFD defect amount is calculated on a temporally sub-sampled video, e.g. for every 
20th frame. The SFD detector operates in real-time for material in SD resolution. 
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4 Efficient Manual Quality Verification 

Efficient visualization and verification of impairment analysis results supports an 
operator to get a quick overview of the condition of the material and to allow for 
manual corrections and final quality judgment by the operator. 

In the following we describe the user interface shown in Fig. 2, which is composed 
of these four main parts: Global timeline views (1) show the occurrence of defect 
events for the full temporal range of the video. A global timeline view also shows the 
shot structure and the temporal zoom period for the timeline views in part (3). For 
efficient verification, a defect list component (2) shows defect events and their 
properties. Timeline views showing a zoomed temporal resolution providing a level 
of temporal detail that can be freely adjusted are shown in part (3) of the user 
interface. A video player (4) with frame accurate positioning support and audio 
playback is also provided. 

The video player is the central component of the user interface. All other 
components synchronize with it. The video player can be positioned on an extra 
monitor for full resolution playback. The other components like the event list 
component and the timeline views can also be displayed on a second monitor. 

 

 

Fig. 2. User Interface for efficient interactive verification of automatic detections 
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All components provide additional navigation functionalities. The key frame and 
stripe image timeline views shown in the bottom of part (3) provide a quick visual 
overview of the video content. Key frames and stripe images are aligned on the 
timeline according to their respective time points. Navigation is possible by clicking 
on the timeline, or by moving the scroll wheel for frame accurate positioning. 

Timeline views showing impairment detection results either visualize continuous 
quality measures in form of line or bar charts like the visual activity and the 
noise/grain level within specific time ranges. Detections having an event-like 
character are also visualized on timeline views by indicating the temporal segment of 
the detection. These are for example video breakups, uniform color and test pattern 
segments. The different views appear both over the full video range in part (1) and for 
the selected zoom period in part (3). For uniform color detections the respective 
segments are additionally filled with the color detected. 

The time an operator can spend to verify automatic analysis results is typically 
limited and it may be the case that not all defect detections can be manually verified. 
So the time the operator has available should be utilized best. For this it is very useful 
to be able to handle the most relevant detections first. To support this, the detections 
listed in the defect list view can be sorted by all columns. So when sorting by severity 
an operator can efficiently verify the most relevant detections first. A detection can 
either be approved, discarded, or postponed for later verification by the operator. 
After such a manual verification the next detection in the list not verified yet will be 
selected. This verification process is supported by a special mode where the video 
will play in a loop around the currently selected detection including a configurable pre 
roll and post roll time. 

5 Interoperable Metadata for Quality Assurance 

Interoperable metadata is a key prerequisite for long-term preservation and quality 
assurance of audiovisual content. For preservation purposes, the following two types 
of metadata are most crucial: Structural metadata, i.e., metadata that is needed to 
correctly interpret the stored essence (header structures of containers, technical 
metadata about the type of encoding, etc.), and preservation metadata, which includes 
information about the fixity of the object (i.e., properties that allow checking the 
integrity and quality of the essence), as well as a documentation of the preservation 
actions applied (e.g., devices/tools used and their parameters). 

Here we focus on metadata for describing processing applied in the preservation 
(e.g., digitization) workflow, which might provide valuable information about content 
quality based on measurements from tape recorders, etc., and on the representation of 
information coming from content quality checking tools as described in the previous 
sections. The description of the quality of audiovisual content and the defects it might 
contain is part of the content’s preservation metadata. Thus, the metadata cannot be 
dependent on the specific tools used for quality analysis, but must be understood by all 
the different preservation and restoration tools in the workflow. In addition, preservation 
metadata is only useful if it can still be interpreted many years after its creation. These 
requirements call for a standardized approach for representing quality metadata. 
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The quality description shall allow getting an overview of the condition of the 
audiovisual material. It shall thus be a compact description and contain details only if 
absolutely necessary. The description is mainly produced by automatic tools, only 
validated by the operator, and it shall also be possible to process the description 
automatically. Therefore, the time point or range for which a description is valid must 
be specified, quality has to be quantified numerically or by sets of defined terms, 
defects need to be unambiguously identifiable, and optionally, properties of defects 
may be further described numerically or by sets of defined terms. 

As the descriptions support the user in getting a quick overview of the materials 
condition, they shall be defined in a way that they are easy to visualize. Especially 
quality measures and defect descriptors that represent a larger time range shall allow 
condensed visualization over time. Quantitative descriptions of impairments shall 
correspond to the perceived severity of the defect. 

5.1 State of the Art 

There are several gaps in existing metadata standards for this type of information. 
MPEG-7 [5] is a standard for the description of multimedia content, including 
structuring the content as well as describing a number of low-, mid- and high-level 
features for each of the segments in the structure. In MPEG-7 some impairment 
descriptors and description schemes have already been standardized. The 
MediaQuality descriptor contains (i) a quality rating, expressed as a floating point 
value, (ii) a rating source (iii) a list of perceptible defects, discriminated into visual 
and audio defects, each of them being a term in a classification scheme. Classification 
schemes are MPEG-7 description schemes for defining hierarchies of controlled 
vocabulary. It is however not possible to describe the defect in more detail or its exact 
(spatio-) temporal location. The AudioSignalQualityDS [6] can be added to each 
audio segment and contains some segment-based audio parameters and a list of error 
events. Each of these error events is described by the error class (a reference to a term 
in a classification scheme), time stamp and channel number, detection method 
(manual, automatic), relevance, status and optional text annotation.  

The SMPTE metadata dictionary [7] contains a long list of properties, including 
many describing tools and their settings in production, but lacks comparable 
properties for preservation. First steps to document the knowledge involved in 
preservation processes are simple databases of format properties on obsolescence 
(e.g., PRONOM [8], JHOVE [9]), but they do not sufficiently cover the audiovisual 
domain. The PrestoPRIME project2 has started working on a registry including 
information about the obsolescence of audiovisual formats, which also considers the 
issues of container formats with different encodings inside. Very recently, the MPEG 
Multimedia Preservation Description Information (MPDI) group has identified these 
and a number of related issues in their requirements document. 

5.2 MPEG-7 Extension for Visual Defect and Quality Description 

Based on an analysis of the state of the art and the requirements defined above it 
becomes clear that MPEG-7 is a suitable standard to serve as a basis for the 
                                                           
2 http://www.prestoprime.eu 
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Fig. 3. Top-level classes of the impairment classification scheme 

description of visual impairments. MPEG-7 allows to structure descriptions on 
different levels of granularity and already offers some tools for quality description, 
especially in the audio domain. Thus we have proposed an extension to MPEG-7 for 
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describing visual impairments, similar to that for audio quality and defects defined in 
[6], a set of detailed descriptors for specific quality measures and defect descriptors 
and an extended classification scheme for visual and audio impairments. 

The extension is based on the MPEG-7 Audiovisual Description Profile [10] which 
has been proposed for detailed description of audiovisual content in production and 
archiving. The MPEG-7 extension for defect and quality description is available at 
[11]. 

There is a generic visual descriptor for defects which specifies general properties 
and references in a classification scheme. This is the minimum description of a defect, 
specifying its type and the segment of its occurrence. In addition, specific descriptors 
for a number of defects and quality measures have been defined, which allow to 
describe their respective properties. 

Starting from the Brava broadcast archive programme impairments dictionary [12], 
we have defined a comprehensive impairment classification scheme that provides for 
hierarchical organization and multilingual description of defects. The main 
organization criteria of the classification scheme are the visible and audible effects of 
defects. The top levels of the visual and audio defects in the classification scheme are 
visualized in Fig. 3. This classification scheme of impairments is only a starting point, 
and more work on standardization of taxonomies of impairments, related devices, 
carriers and encoding formats is required. 

6 Conclusion 

Content based quality assessment is a beneficial tool in preservation of audiovisual 
content, covering use cases such as archive content ingest and migration, archive 
content selection, access and usage and restoration planning. Automation of QA is 
essential to reduce costs; a semi-automatic QA approach optimally combines the 
efficiency of fully automatic detection with the interpretation capability of humans to 
provide verified high quality results. A set of tools for automatic content-based 
detection of common video/movie defects like noise & film grain, test pattern, video 
breakup, sharpness, freeze frame and dust & dirt was presented, operating in real-time 
for content in SD resolution. In order to verify results, automatic detections need to be 
checked by human operators. A tool was presented providing various timeline views 
giving a quick overview of the condition of the material and supporting an operator in 
efficient verification and final quality judgment. In order to ensure that preservation 
metadata, including process related information and quality analysis results can be 
exchanged with tools throughout the workflow and remain long-term understandable, 
a description based on the MPEG-7 metadata standard has been proposed. We have 
also proposed a taxonomy for impairments and discussed related open issues for 
standardization. Our future work will focus on the development of automatic quality 
detection and interactive verification functions needed for the large number of 
additional impairments occurring in movie and video production, preservation, 
migration and re-use scenarios. 
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Abstract. Locality Sensitive Hashing (LSH) has been popularly used in 
content-based search systems. There exist two main categories of LSH 
methods: one is to index the original data in an effective way to accelerate 
search process; the other one is to embed the high-dimensional data into 
hamming space and perform bit-wise operations to search similar objects. In 
this paper, we propose a new LSH scheme, called Distribution-Aware LSH 
(DALSH), to address the problem of lacking adaptation to real data, which is 
the intrinsic limitation of most LSH methods belong to the former category. In 
DALSH, a given dataset is embedded into a low-dimensional space with 
projection vectors learned from data, followed by deriving hash functions from 
the distribution of the dimension-reduced data. We also present a multi-probe 
strategy to improve the query performance. Experimental comparisons with the 
state-of-the-art LSH methods on two high-dimensional datasets demonstrate the 
efficacy of DALSH. 

Keywords: Similarity search, Approximate nearest neighbor search, Locality 
sensitive hashing, Distribution-aware hashing. 

1 Introduction 

High-dimensional similarity search is a fundamental problem in many content-based 
search systems. To solve this problem efficiently, many index methods have been 
proposed, such as KD-tree [1] and R-tree [2]. These methods work well for low-
dimensional data, whereas do not scale well with dimensionality because of “the curse 
of dimensionality” [3]. When the dimensionality exceeds 10, these methods are even 
inferior to linear-scan [4]. Fortunately, it is sufficient to find Approximate Nearest 
Neighbors (ANN) in many applications [5]. Many methods for ANN search are 
developed and among these methods, Locality Sensitive Hashing (LSH) [6, 7] and its 
variants [8, 9] are well-known for their efficacy. LSH was first proposed by Indyk et 
al. in [6]. It has been extended to a variety of similarity metrics beyond Euclidean 
distance [7, 20], including hamming distance [5], -norm distance [7] and kernel 
similarity [10, 21]. In general, there exist two main categories of LSH methods: one is 
to index the original data in an effective way to accelerate the search process (we call 
“original” LSH); the other one is to embed the high-dimensional data into hamming 
space and perform bit-wise operations to search similar objects (called binary LSH). 
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A famous “original” LSH method is the Euclidean LSH (E2LSH) [7], which uses 
linear projections to partition a given dataset into several subsets. Some variations [8, 
12] based on multi-probe strategy have been brought forward to reduce the storage 
space. In [13], LSH Forest is proposed to eliminating the different data-dependent 
parameters for which LSH must be constantly hand-tuned. Several other hash 
methods have been proposed to improve the query performance, such as Leech 
lattices [14] and E8 lattices [15]. In lattice-based hashing, any two points in the same 
lattice are separated by a bound distance which only depends on the lattice definition. 
The lattice-based hash functions exploit the vectorial structure of Euclidean space, 
thus outperform E2LSH. In [16], Paulevé et al. use the k-means clustering to partition 
a dataset and propose k-means LSH (KLSH). A given dataset is first clustered into 
several subsets, and then for each subset, its cluster center is used as the identifier. 
Given a query, only the subset with the nearest center to the query is searched. It is 
argued that KLSH is the most effective algorithm of LSH [16]. To our knowledge, it 
is the most effective LSH method which belongs to the “original” LSH methods. 

The other kind of LSH methods, binary LSH, and more generally, binary hashing, 
is becoming increasingly popular for efficient nearest neighbor search. Given a 
dataset, binary hashing generates binary code for each object and approximates the 
distance or similarity of two objects by the hamming distance between their binary 
codes. To generate compact binary code, many algorithms have been proposed. In 
semantic hashing [17], the Restricted Boltzmann Machine is used to map similar 
objects to similar codes. Spectral hashing [18] utilizes the simple analytical 
eigenfunction solution of 1D Laplacians as binary hash function. Shift-Invariant 
Kernel Hashing, a distribution-free method based on the random features mapping for 
shift-invariant kernels, is proposed in [19] and has a comparable performance to that 
of Spectral Hashing. Moreover, to exploit the spectral properties of the data affinity 
(e.g. pairwise similarity) to generate better binary codes, many other algorithms, such 
as Semi-supervised Sequential Projection Hashing [9], Anchor Graph Hashing [11] 
and Kernel-Based Supervised Hashing [21], have been developed and give 
commendable search performance. These methods are generally superior to LSH 
because LSH is simple, always data-independent and has no learning algorithm to 
reveal the underlying information of dataset. Inspired by these research works, we 
introduce a supervised learning algorithm to “original” LSH methods to address the 
problem of lacking adaptation to real data within these methods. 

Hash functions of LSH determine the way a dataset indexed, hence, they are the 
core elements that affect the query performance. In E2LSH, the hash functions are 
quantized linear projections with randomly selected projection vectors. Since each 
projection vector is randomly selected, E2LSH partitions a given dataset without 
taking account of the dataset information. Therefore, the final dataset partition is not 
optimal and this brings some limitations. A main limitation is that multi hash tables 
are needed to guarantee the query accuracy. In lattice-based hashing [14, 15], the hash 
functions only exploit the vectorial structure of Euclidean space, whereas the hidden 
information of the dataset is still discarded. To make the constructed index data-
adaptive, Paulevé et al. [16] have proposed k-means based LSH (KLSH). In KLSH, a 
given dataset is clustered into  subsets, then for each subset, the cluster center is 
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used as the identifier. Given a query , only the cluster with the nearest center to  is 
searched. To reduce the complexity of the clustering stage, the hierarchical k-means 
(HKM) [16] is used. This method consists of a series of k-means with a relatively 
small  and produces a balanced tree structure as follows: a dataset is first clustered 
into  (branching factor ) subsets, then each subset is also clustered into  
sub-subsets using k-means. This process proceeds recursively until obtaining a pre-
defined tree height . 

Since the k-means clustering is performed in the original data space and it 
minimizes the inner class distances, the final dataset partition adapts to the data 
distribution well. It is argued that KLSH is the most effective algorithm of LSH [16]. 
However, -means clustering only ensures to find local minimum, especially in high-
dimensional space, hence the dataset partition is non-optimal when the dimensionality 
is high. Moreover, since a high-dimensional vector is used as the identifier of each 
subset, the memory occupation of KLSH is relatively larger than that of E2LSH. 

In this paper, we propose a new LSH scheme called Distribution-Aware LSH 
(DALSH). It alleviates the problem of lacking adaptation to real data, which is the 
intrinsic limitation of most existing “original” LSH methods. Linear projection, with 
projection vectors learned by a supervised learning algorithm, is used to reduce the 
dimension of the dataset to index. Then, the hash functions are derived from the 
distribution of the dimension-reduced data. Experimental results on two public high-
dimensional datasets demonstrate the efficacy of the proposed method as compared 
with the state-of-the-art “original” LSH methods, Kmeans LSH. The rest of this paper 
is organized as follows. In Section 2, we present our DALSH algorithm and give the 
multi-probe strategy to improve the query performance. Section 3 describes our 
experiments and Section 4 concludes this paper. 

2 Distribution-Aware Hashing 

2.1 Supervised Projection Learning 

The hash functions of DALSH are derived from the distribution of the dataset, hence, 
the dataset distribution is essential. There are several novel methods that can construct 
predictive models for high-dimensional data with high accuracy. However, most of 
them are computationally expensive. To simplify the process of distribution 
modeling, we first use linear projection to embed the original data into a low-
dimensional space. The projection vectors are learned from the data with a supervised 
learning algorithm. 

Given a dataset , , … ,  with a fraction of points associated 
with two categories of relationships:  and . A tuple ,  is denoted as a 
neighbor pair, while ,  is denoted as a non-neighbor pair. Suppose there are   points, each of which is associated with at least one of these two categories. 
The matrix formed by these  data points is denoted as . For a projection 
vector , we want the difference between the projections of a neighbor pair on it 
small while the difference between the projections of a non-neighbor pair large. As a 
result, the empirical accuracy of  can be measured as follows: 



398 L. Zhang et al. 

12 , , , ,   .   (1) 

where , exp /σ [18]. Minimizing  would make the 

difference between projections of a neighbor pair small; the difference between 
projections of a non-neighbor pair large. With simple algebra, (1) can be rewritten as: . (2)

where ,  is a label matrix defined in (3) and . , : ,, : ,0: .  (3) 

Let , , … , , where , , … ,  are projection vectors. 
These  projection vectors are solutions of the following optimization problem: 

arg min arg min . (4)

(4) can be easily solved if the orthogonality constraints are imposed on  (i.e., 
). The solutions are simply the eigenvectors with the top  smallest 

eigenvalues of . However, the orthogonality constraint is not always 
reasonable and relaxing this constraints may lead to a better result [9], thus, we add a 
perturbation matrix , ~ 0,  and set . 

2.2 Distribution-Aware Hashing Function 

The hash value is obtained by partitioning the data space into several subspaces with 
several hyperplanes perpendicular to . In this way, each data point belongs to a 
unique subspace and the identifier of the subspace is used as the hash value. In 
Section 2.1, only the labeled data are used to learn , this may lead to overfitting. 
To alleviate this potential problem, the information entropy of hash function, which 
utilizes both labeled and unlabeled data, is used as the regularizer. Denote the hash 
function associated with  as , the entropy of  is: 

Pr log Pr . (5)
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To maximize , Pr  should be identical for all hash values . 
Denote CDF  the cumulative distribution function of projections on , we have: · . (6)

Each :  maps a  to an integer 0, … , 1 . It maps  to 
a line, and then the line is divided into  slots. The hash value of DALSH is a 

concatenation of  hash values: , , … , . 
It has been reported in the literature that the distribution of projections of high-

dimensional data on a randomly selected direction follows a Gaussian distribution 
[22]. Therefore, we use the Gaussian mixture model (GMM) with EM algorithm to 
estimate the distribution. The probability density function (PDF) of projections on  
is a mixture of Gaussian distributions: PDF ∑ , , where  is the 
number of Gaussian components in PDF . 

There is a hidden problem of this hashing strategy. Since the length of slot is 
relatively small in dense areas, two points ,  with distance  in a 
dense area are less likely to map to the same slot than two other points with the same 
 but in a sparse area. However, the experimental results indicate that this problem 

does not affect the query performance greatly. Moreover, the multi-probe strategy 
proposed in Section 2.3 can alleviate this hidden problem efficiently. 

2.3 Multi-probe Strategy 

A hash perturbation vector is defined as: , , … , . Given a query , not 
only the bucket , but also the buckets  that are likely to contain similar 
objects of , are searched. Given the locality-sensitive of hash function (6), if an 
object similar to  is not in , then it is likely in the bucket with hash value 
slightly different from . Fig. 1 shows the distribution of bucket distances of N 
nearest neighbors. The left of Fig. 1 shows that for a query, more than 90% of the 
single hash values of its top-N nearest neighbors are either same as that of the query 
or differ by just -1 or 1, which indicates a majority of 0, 1,1 . The right of 
Fig. 1 shows that the probabilities of 0 are almost the same at each dimension. 
Hence, we restrict our attention to  with 1,0,1 . For a query , its 
perturbation vectors can be derived based on the probability of finding an similar 
object of  in bucket (denoted by Pr ). Denote Pr  the probability 
of  differs by  from  and assume all the hash dimensions are 
independent, we have: 

Pr Pr , 1,0,1 . (7)
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Fig. 1. Distribution of the bucket distances. The dataset used for illustration is SIFT1M [23], 
hash dim 6. The left is the distribution of single hash value differences ( ), the right is 
the probability of each hash dimension remains unchanged in perturbation vectors. 

Normalize each Pr  by dividing Pr ∏ Pr 0  and take the negative 
logarithm of Pr / Pr , (7) can be rewritten as: 

_ log Pr, . (8)

where Pr Pr Pr 0⁄ , Pr 1 Pr 1 1 Pr 0⁄ 1. _  only depends on the non-zero dimensions of . Therefore, without 
taking account of Pr 0  as [8] dose, we define a score function to measure the 
probability of finding nearest neighbor of  in : 

log, . (9)

where Pr Pr . In , only  with 0  are 
summed, which means in , only the dimensions different from  make 
contribution to . Hence,   can be considered as a “generative 
probability”, and in this case we can set 1 1 1. In the following, we 
show how to get a proper estimation of  with a simple method. 

Fig. 2 illustrates the probability of ’s nearest neighbors falling into the 
neighboring slots. Here ,  is the slot to which  maps. ,  
are the upper and lower boundaries of slot  respectively. Let 1CDF CDF , 1 CDF CDF . Obviously, the 
larger 1  is, the larger Pr 1  is; the lager 1  is, the larger Pr 1  is. 
Since Pr 1 Pr 1  and 1 1  (which is 1/ ,  is the number of 
slots) are both constants, a reasonable assumption of the linear relationship between 

 and Pr  is: Pr 1 1 ; Pr 1 1 . Moreover, we also 
have 1 1 1  and Pr . Therefore, based on the above 
derivations and approximations, we get a reasonable estimation of : 
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1 11 1 , 1 11 1 . (10)

Given a query , its corresponding 1  and 1  for each dimension  is: 1 1 · CDF , 1 1 1 . (11)

 

Fig. 2. Illustration of the probability of ’s nearest neighbors falling into the neighboring slots 

The mathematical form of  (9) is exactly the same as the score function 
defined in [8], hence, we could use the algorithms proposed in [8] to derive the 
perturbation vectors. After deriving perturbation vectors , buckets  are 
searched according to the ascending order of . The complexity of deriving 

 perturbation vectors is almost ∑ 2 log log . 
Note that, some approximations are made to simplify the derivation of , and this 
may cause the final perturbation vectors non-optimal. However, the experimental 
results in Section 3 demonstrate the effectiveness of our multi-probe strategy, which 
indicate the efficacy of the derived perturbation vectors. 

3 Experimental Result 

Two public high-dimensional datasets [23] are used in our experiments, one consists 
of 1M 128-dimensional local SITF features [24] (SIFT1M) and the other one consists 
of 1M 960-dimensional global GIST features [25] (GIST1M). Each dataset contains 
three vector subsets (database, query and learning) and a groundtruth set. For 
SIFT1M, the data points of each vector subset are normalized by dividing each 
dimension by the largest  norm in the database set. 

3.1 Performance Metric 

Search accuracy and Search complexity are used to measure the similarity search 
performance of our method. These two measures reflect the objective which is of 
interest in many practical applications. 
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Search Accuracy.  For ANN query, Recall (12) is used as the performance metric. It 
is the percentage of queries that the true nearest neighbor is in the result list [16]. 

Recall 1| | . (12)

 is 1 if ’s nearest neighbor is in the result list or 0 if not. For k-Nearest 
Neighbor Search (kNN), distance error ratio [8] is used as the performance metric: 

error ratio 1| | . (13)

where  is the distance between  and its k-th nearest neighbor in the result list,  
is the distance between  and its true k-th nearest neighbor. 

Search Complexity. The complexity of search process is of concern to many 
practical applications. Since the search process of our algorithm is similar to that of 
[16], the search complexity model in [16] is applicable to our algorithm. Two major 
phrases for search process are defined in [16] and listed below: 

Phrase 1: query preparation cost (qpc). It measures the complexity of identifying the 
buckets that the search process will subsequently analyze in detail. 

Phrase 2: short-list processing cost: selectivity (sel). It is the fraction of the number of 
data points in the result list to the number of data points in total dataset. 

The overall search cost of our algorithm is: sel · qpc. The acceleration factor ac 
[16] defined in (14) is used to measure the speedup over linear search: ac sel · 1sel / . (14)

3.2 Experimental Setup 

Label Matrix Construction.  We randomly sample  points from the learning set to 
form the neighbor and non-neighbor pairs. The distance between each data point  in 
the sample set  and its 150th nearest neighbor is calculated and averaged ( ). 
For any , : if , , ,  is a neighbor pair; if ,

, ,  is a non-neighbor pair; otherwise, the relationship of  and  is not 
defined. For SIFT1M, =2000, =1.5, and for GIST1M, =5000, =2.5. 

Parameters Settings. There are three key parameters influencing the performance of 
DALSH: the dimensionality of hash value , the number of slots of each hash 
dimension  (  is set to the same value) and the number of Gaussian components 

.  and  are varied in our experiments to get different performance. The KL 
divergence between the actual and estimated distributions is used to adjust . With a 
larger , the estimation is more accurate. However, the performance is not improved 
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much when  exceeds 4, moreover, a larger  may also lead to overfitting. 
Therefore, in our experiments,  is set to 3 in the experiments on dataset SIFT1M 
and 4 on dataset GIST1M. The experimental results are averaged over all queries 
(10,000 for SIFT1M and 1,000 for GIST1M) with one single hash table. 

3.3 Comparisons with “original” LSH Methods 

In [16], Paulevé et al. have evaluated several hash functions of LSH by comparing 
Recall (12) of each hash function at a given selectivity. They argue that the k-means 
based LSH (KLSH) gives the best result. Since recall at a given selectivity reflects the 
effectiveness of a hash function, we do the same evaluation for DALSH with one 
single hash table. Fig. 3 gives the evaluation of distribution-aware hashing (6) 
compared with several other hashing schemes evaluated in [16]1. Note that, each point 
in Fig. 3 corresponds to an optimal parameters setting that gives the best performance 
for a given selectivity. As can be seen from this figure, the distribution-aware hashing 
significantly outperformers the random projection [8] and lattice [15] based hashing: 
the selectivity is almost one order of magnitude smaller for the same recall. Moreover, 
the performance of distribution-aware hashing is almost as good as (even better than) 
that of the k-means based hashing (k-means, HKM) when recall is larger than 40%. 

We evaluate the performance of DALSH for similarity search compared with the 
popularly used E2LSH and the state-of-the-art “original” LSH method, Kmeans LSH 
(KLSH). We report the acceleration factor (14) of each method at the same Recall. In 
DALSH, the complexity of Phrase 1 is almost log . Since , , log , the acceleration is almost 1 sel⁄ . The top row of Fig. 4 gives 
the experimental results for ANN query on SIFT1M and GIST1M respectively. As 
shown, our method gives the best performance on both two datasets: its recall is 
almost 10%-20% higher than those of E2LSH and KLSH, and its query speed is 
almost 6 and 1.2-4 times faster than those of E2LSH and KLSH respectively.  
 

 

Fig. 3. Evaluation of the distribution-aware hash function on SIFT1M, compared with the 
(hierarchical) k-means, random projection and lattice based hash functions evaluated in [16] 
                                                           
1 The dataset used in our experiment is the same as [16], thus the experimental results of us and 

[16] can be compared directly. Only some representative points of the “selectivity-recall” 
curve in [16] are depicted, for more details, please refer to Fig. 2 of [16]. 
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For kNN query, the error ratio (13) is used as the performance metric and we set 
=100. As shown in the bottom row of Fig. 4, DALSH and KLSH give almost the 

same performance (both outperform E2LSH), their query speed are both almost 10 
times faster than that of E2LSH. It is not surprising that KLSH gives the best 
performance for kNN query, since the inner distance of each cluster in minimized 
when clustering. However, in this case, the acceleration of KLSH is relatively small. 

3.4 More Comparisons 

We also compare DALSH with several other kinds of high-dimensional index 
methods, such as optimized KD-tree [26], FALNN [27] and spectral hashing [18]. 
The experimental results are succinctly presented below due to the space limitation. 

When compared with spectral hashing (SpH), the code length is set to 16, 32 and 
64, and the query results are those with hamming distance to the query less than 6. 
SpH’s performance is not improved much with a longer code and the highest recall is 
almost 40% on SIFT1M, which is inferior to that of DALSH. 

The optimized KD-tree is implemented within FLANN. We change the parameter 
“algorithm” and “target_precision” to get different performance. In the experiments 
on SIFT1M, the best recall of optimized KD-tree is 67.35% with a speedup less than 
100, both are inferior to those of DALSH. The best performance of FALNN is 
obtained by setting “algorithm” to “FLANN_INDEX_AUTOTUNED”, and in this 
case, the recall is 80.45% and the speedup is 77.2, while the speedup of DALSH is 
almost 200 at the same recall. On GIST1M, since the dimension is high (960), 
FLANN’s performance degrades greatly, which is consistent with the result in [27], 
while DALSH’s performance is almost unchanged (see. Fig. 4). 

 

Fig. 4. Evaluations of DALSH, compared with E2LSH and KLSH. L is the number of slots in 
DALSH, K is the hash dimension, k is the number of clusters in KLSH. The top and bottom 
row give the acceleration of DALSH over linear search for ANN and kNN query respectively. 
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4 Conclusions 

In this paper, we propose the Distribution-Aware LSH (DALSH) for high-
dimensional similarity search. With a supervised learning algorithm, we generate a 
series of data-adaptive projection vectors, each of which tries to minimize the 
difference between the projections of similar objects, while maximize the difference 
between the projections of dissimilar objects on it. Linear projection is used to reduce 
the dimensionality of the dataset to index, and then the hash functions of DALSH are 
derived from the distribution of the dimension-reduced data. In this way, the problem 
of lacking adaptation to real data, which is the intrinsic limitation of most existing 
“original” LSH methods, is alleviated. In addition, we present an efficient multi-probe 
strategy to improve the query performance of DALSH. The experimental results on 
two public high-dimensional datasets demonstrate the efficacy of DALSH. Compared 
with the state-of-the-art “original” LSH method, Kmeans LSH (KLSH), DALSH 
shows commendable performance gains in terms of search accuracy and search 
efficiency. Moreover, compared with other kinds of index methods (e.g. optimized 
KD-tree, spectral hashing), DALSH still gives a better performance. 
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Abstract. Distance metric learning is widely used in many visual com-
puting methods, especially image classification. Among various metric
learning approaches, Fisher Discriminant Analysis (FDA) is a classical
metric learning approach utilizing the pair-wise semantic similarity and
dissimilarity in image classification. Moreover, Local Fisher Discrimi-
nant Analysis (LFDA) takes advantage of local data structure in FDA
and achieves better performance. Both FDA and LFDA can only deal
with images with simple concept relations, where images either belong to
the same concept category or come from different categories. However,
in real application scenarios, images usually contain multiple concepts,
and relations of concepts and images are complex. In this paper, to im-
prove the flexibility of LFDA on the complex image-concept relations,
we propose a new pairwise constraints method called Cross Concept Lo-
cal Fisher Discriminant Analysis (C2LFDA) for image classification. By
considering the cross concept images as a special case of within-class
samples, C2LFDA models the semantic relations of images for distance
metric learning under the framework of LFDA. We calculate within-class
and between-class scatter matrix based on the proposed re-weighting
scheme and local manifold structure. By solving the objective function
of discriminant analysis using the proposed scheme, a set of projected
representation is obtained to better reflect the complex semantic rela-
tions among images. Experimental evaluations and comparisons show
the effectiveness of the proposed method.

Keywords: Distance metric learning, Multiple concepts, Fisher Dis-
criminant Analysis.

1 Introduction

Distance metric is a crucial issue in visual computing, which serves an important
role in image retrieval and image classification. Distances can be directly used for
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unsupervised clustering - such as spectral methods for example, or for supervised
classification - such as nearest neighbor classification [1].Compared with the
direct distance computing methods, the main goal of distance metric learning
(DML) is to make the processed data having a better ability on compactness
and semantic consistency. DML has been intensively investigated in the literature
and it is a useful way to differentiate images learning problems with different
semantic information.

Supervised distance metric learning is to learn a distance metric according to
images’ label information. Among the existing approaches [2–4] are traditional
supervised distance metric learning methods by using pairwise constraints. Spe-
cially, their works [5–8] are distance metric learning methods that can maintain
samples’ local neighborhood structure according to the visual distance between
samples.

The above mentioned methods are only capable of data with simple concept
relations. However, the situation is not always like that, there might be several
concepts in one image. Two images may belong to one category for the same la-
bel, yet they may have other concepts that do not belong to one category [9, 10].
Researchers have paid attentions to this problem and several solutions have been
proposed, which can be grouped into two main categories: a)problem transfor-
mation methods [11], and b)algorithm adaptation methods [12, 13]. These two
methods either transform multi-label data into single-label or find the optimal
values through methods based on SVM or Boost. These methods can not reflect
the label correlations , their works [14, 15] make use of the label correlations
to improve classification accuracy. Specially in [14], they propose a multi-label
multi-class classification method based on LDA (Linear Discriminant Analysis).
They compute label correlation statistics, and then use this label correlation in
the training procedure of multi-label LDA. Although their method make use of
the label correlation, they didn’t consider the local structure between samples.

In this paper, we propose a method called Cross Concept Local Fisher Dis-
criminant Analysis(C2LFDA) which can describe the similarities in both visual
and semantic domain of training data. The visual similarity is the similarity
in visual feature space. And the semantic similarity means the label correla-
tion of multiple concepts data. Our method deal with image data as shown in
Fig. 1 which not only contain simple concept relations but also multiple and
complex concepts and we also call them label overlapping data. We assign label
overlapping data to each associated class according to the corresponding labels.
Then we redefine the within-class and between-class scatter matrix. Thus label
overlapping data will be calculated in each associated class. However the label
overlapping data is different with simple concept data, we can not train them by
directly using LFDA. We re-weight the within-class and between-class scatter
matrix by a weight which can reflect the influential factor of label overlapping
data in each associated class. Then we calculate the weighted within-class and
between-class scatter matrix based on the proposed re-weighting scheme and lo-
cal manifold structure. And the target transformation matrix can be obtained by
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solving an object function based on our re-weighted within-class and between-
class scatter matrix.

Our contributions in this paper are: first, we propose a distance metric learning
method called C2LFDA which can deal with images with multiple and complex
concepts; second, by re-weighting the within-class and between-class scatter ma-
trix with the similarities in both visual and semantic domain, we can get a better
classification performance than LFDA.

The rest of paper is organized as follows. In section 2, we discuss related works.
In section 3, we briefly review FDA and LFDA. In section 4, we define C2LFDA
and show its fundamental properties. In section 5, we compare C2LFDA with
LFDA and Euclidean distance for the task of image classification, and we obtain
promising results. Finally, we give concluding remarks and future prospects in
Section 6.

2 Preliminaries

2.1 Formulation

Let xi ∈ Rd (i = 1,2...n) be d -dimensional samples and X be the matrix of all
samples:

X ≡ (x1|x2|...|xn) (1)

Where n is the number of samples.
Let zi ∈ Rr (1 ≤ n ≤ d) be embedded samples, where n is the dimension of

embedding space. We focus on classification for this moment, i.e., using a d × r
transformation matrix T. So the embedded space z can be represented as:

zi = T�xi (2)

2.2 Fisher Discriminant Analysis (FDA)

Here we briefly review the definition of Fisher discriminant analysis(FDA) [16] [2]
[5].

Let c be the number of labels and yi ∈ {1,2,...,c} be a class label associated
with the sample xi. Let nj be the number of labeled samples in class j.

Let S(w) and S(b) be the within-class scatter matrix and the between-class
scatter matrix:

S(w) =

c∑
j

∑
i:yi=j

(xi − uj)(xi − uj)
� (3)

S(b) =
∑

i:yi=j

ni(xi − uj)(xi − uj)
� (4)

where uj ≡ 1
nj

∑
i:yi=j xi and μ ≡ 1

n

∑n
i=1 xi Using S(w) and S(b) the FDA

transformation matrix TFDA is defined as follows:

TFDA = argmaxT∈Rd×c tr((T�S(w)T )−1T�S(b)T ) (5)
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That is, we can seek a transformation matrix T such that the between-class
scatter is maximized while the within-class scatter is minimized. Then a solution
of TFDA is given by

TFDA = (ϕ1|ϕ2|...|ϕc) (6)

Where {ϕi}di=1 are the generalized eigenvectors associated to the generalized
eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λd of the following generalized eigenvalue problem:

S(b)ϕ = λS(w)ϕ (7)

The between-class scatter matrix S(b) has at most rank c-1 [2], thus FDA can
find at most c-1 meaningful features which is the limitation of FDA.

2.3 Local Fisher Discriminant Analysis (LFDA)

Local Fisher discriminant analysis (LFDA) overcomes vulnerability of original
FDA against within-class multimodality or outliers [17].

Let S(lw) and S(lb) be the local between-class scatter matrix and the local
within-class scatter matrix defined by:

S(lw) =
1

2

n∑
i,j=1

W
(w)
i,j (xi − xj)(xi − xj)

� (8)

S(lb) =
1

2

n∑
i,j=1

W
(b)
i,j (xi − xj)(xi − xj)

� (9)

Where:

W
(w)
i,j =

{
Ai,j/nk if yi = yj = k

0 if yi �= yj
(10)

W
(b)
i,j =

{
Ai,j(1/n− 1/nk) if yi = yj = k

1/n if yi �= yj
(11)

This weight the values for the sample pairs in the same class according to the
affinity matrix A. Thus, LFDA seeks a transformation matrix T which has the
following properties: 1)nearby data pairs in the same class are made close and
the data pairs in different classes are made apart; 2)far apart data pairs in the
same class are not imposed to be close. Samples in different classes are separated
from each other irrespective of their affinity values. A solution TLFDA is can be
obtained like FDA

S(lb)ϕ = λS(lw)ϕ (12)

The local between-class S(lb) generally has a much higher rank with less eigen-
value multiplicity because of the local factor Ai,j [6].
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Fig. 1. These are three sets of images from our dataset. The set contains apple and ba-
nana concept is within-class with images in apple set as well as the images in banana set.
Yet the relationship of within-class cannot be transmitted, which is to say, apple set and
banana set are not within-class because of this, they are between-class. We re-weight
the within-class and the between-class scatter matrix by using the similarity (affinity
matrix A and B) in both visual and semantic domain. We can get the matrix element
Bi,j between two sets set i and set j through the following procedure: first, calculate the
distances that form all samples in set i to all samples in set j ; then normalize all these
distances and get the mean of this distance: d ; finally Bi,j= (1-exp(-d))/(1+exp(-d)).
Affinity matrix A gets from LPP. We get the target transformation matrix by solving
an object function TC2LFDA = argmaxTRd×ctr((T�S(w)T )−1T�S(b)T ).

3 Cross Concept Fisher Discriminant Analysis

3.1 Basic Idea

Conventional supervised distance learning methods learn a distance metric ac-
cording to images’ labels, and they require every sample has only one label,
which are contradicted by the actual facts. As a matter of fact, samples usually
have more than one label, which may affect the training results inevitably if we
only use one label in the sample. Therefore, what we want to do is to use all
the label information of the image comprehensively. We divide images contain-
ing same label into one category, so there must be an intersection between two
categories. For example, there is a set of images U containing label A and label
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B; I(A) and I(B) represent all the images category A and B, so the intersection
of category A and category B is set U=I(A)∩I(B) . The images included in the
intersection U may not help in two-notion classification between category A and
B, but in multi-class classification between A,B and others. Thus, our method
in this paper is to make use of these image sets like U on the framework of
LFDA training method. Images intersection set U contains multiple concepts,
the importance of every label will not be the same in different feature space. In
order to use images U precisely, we apply different coefficients to distinguish the
importance of different concepts in training.

To be more specific, LFDA minimize within-class distances and maximize
between-class distances in training, however, in this method, there is a little
bit difference when calculating between-class distance and within-class distance
comparing with the former ones. This is because image intersection U has multi-
ple labels. These images in U are involved in the calculation of all the associated
within-class; and they are exempted from the calculation of between-class dis-
tances. More specific formularized expressions will be given in the next section.

3.2 Definition

In LFDA, the formula (8) (9) use affinity matrix Ai,j to weight pairs within
classes. Meanwhile, we need to weight different classes, so we use affinity matrix

B. Finally, the original W
(w)
i,j and W

(b)
i,j turn out to be:

W̃
(b)
i,j =

⎧⎪⎨⎪⎩
Bi,jAi,j/nk if yki = ykj = 1&yi �= yj

Ai,j/nk if yki = ykj = 1&yi = yj

0 if yki �= ykj

(13)

W̃
(w)
i,j =

⎧⎪⎨⎪⎩
Bi,jAi,j(1/n− 1/nk) if yki = ykj = 1&yi �= yj

Ai,j(1/n− 1/nk) if yki = ykj = 1&yi = yj

1/n if yki �= ykj

(14)

Where yi ∈{0, 1}c is a binary vector. yki=1 means that sample xi has the kth la-
bel, otherwise not. And here affinity matrix Bi,j represents the similarity between
the class corresponding to sample i and j. Now, within-class and between-class

W̃
(w)
i,j , W̃

(b)
i,j , turn out to be:

S̃(w) =
1

2

n∑
i,j=1

W̃
(w)
i,j (xi − xj)(xi − xj)

� (15)

S̃(b) =
1

2

n∑
i,j=1

W̃
(b)
i,j (xi − xj)(xi − xj)

� (16)

Using S̃(w) and S̃(b) the C2LFDA transformation matrix TC2LFDA is defined
as follows:

TC2LFDA = argmaxT∈Rd×c tr((T�S̃(w)T )−1T�S̃(b)T ) (17)
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That is, we can seek a transformation matrix T such that the between-class
scatter is maximized while the within-class scatter is minimized.
Then a solution of TC2LFDA is given by

TC2LFDA = (ϕ1|ϕ2|...|ϕc) (18)

Where {ϕi}di=1 are the generalized eigenvectors associated to the generalized
eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λd of the following generalized eigenvalue problem:

S̃(b)ϕ = λS̃(w)ϕ (19)

3.3 Properties

Our method is to apply the traditional LFDA to label overlapping distance
metric learning with the similarity between multiple image sets and the other
sets. It needs to redefine within-class and between-class scatter matrix when
applying LFDA to multiple label data, which is to say if one pair of samples
have the same label, we consider the relationship between this pair as within
class of this label, otherwise between-class. In this case, within-class pairs of
samples must have some same label, though they may have different labels. In
other words, the relationship between sample labels is not like what it is in the
original LFDA, which is either the same or different.

Since relationship between labels of the samples becomes more complicated,
we can use similarity between multi-label sets and other sets to describe the
relationship further. This similarity can represent multi-label sets’ effect as well.
We use affinity matrix B to represent this similarity. The matrix element Bi,j

will be the similarity between set i and set j and it can measure influential factor
between them. Here set i is multi-label set and set j is the corresponding set
with i ’s label. A higher Bi,j represents that set i and set j affect each other more
than other sets in within-class scatter class. It will not work if we set all Bi,j

with value 1. So a proper method to compute affinity matrix B will work better.
It is effective in C2LFDA when combining these two similarities which has been
verified in the experiment results in next section.

4 Experiments

4.1 Dataset

As to our method, we collect labeled data including 45 sets 30 classes and 11294
samples. Three of them are selected from dataset shown in Fig. 1. We try to uti-
lize the relations between label overlapping image sets and other simple concept
image sets, therefore we put those multiple concepts images which share same
labels into same class when we collect data.
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4.2 Distance Metric Learning for Classification

The main idea of testing our method is to learn a transform matrix T with
training samples, according to which we calculate the Mahalanobis distance for
testing samples. Then we can use KNN classifier to classify the testing samples,
getting the accuracy rate of this method and original LFDA.

In our method, the affinity matrix B represents the similarity between the
set of label overlapping images and their associated class according to their
labels. We can get the matrix element Bi,j in Eq.[ 13, 14] between two sets i
and j through the following procedures: first, calculate the distances that form
all samples in set i to all samples in set j ; then normalize all these distances
and get the mean of this distance: d ; finally Bi,j= (1-exp(-d))/(1+exp(-d)). This
indicates the similarity between sets, similar and sharing same labels sets become
much closer.

4.3 Comparison

We use three kind of features on three ways to measure the distance: 1)KNN:

we calculate the Euclidean distance directly then we use KNN. As shown in
Fig. 2 (a);
2)LFDA: we use LFDA to learn a distance metric and then apply KNN. As
shown in Fig. 2 (b);
3)C2LFDA: we use C2LFDA to measure and same as above. It is shown in
Fig. 2 (c).

Fig. 2. Experiment results: (a), (b) and (c) are the experiment result by PHOG, LBP
and HSV respectively. The horizontal ordinate x represents the K from KNN. (d) is
the optimal of the above three images. (e) is the result when K=12.
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It can be observed from Fig. 2 (a)(b)(c) that the result of LFDA is better than
original Euclidean distance in most cases, yet this method is generally superior
to LFDA. Fig. 2 (d) is the statistic of optimal results of these three different
methods using three features. It is clear that our optimal result is better than
both LFDA and Euclidean distance. However, in practical applications, the K
in KNN is usually a fixed value. It is shown in Fig. 2 (e), we can get the best
result in each feature when K=12.

5 Conclusions

This work is focusing on how to use the relationship between different sets of
images for distance metric learning. In this paper, we proposed a new method
called C2LFDA, which redefines within-class and between-class matrix in LFDA
and assign label overlapping samples into their associated classes. To be more
specific, in within-class scatter matrix from C2LFDAsamples are within-class if
only some label of the samples is the same, otherwise they are between-class.
Meanwhile, we put forward an affinity matrix B to represent the similarity be-
tween sets of images.

The distance matrix learned by LFDA trained with multiple concepts data
is better than traditional Euclidean distance in KNN classifier. Yet our method
C2LFDA with the affinity matrix B is better than LFDA. From the result of the
experiment, promising results are achieved through our method. In the future
work, we will investigate more effective methods to compute the affinity matrix
B, in order to further improve the performance C2LFDA.
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Abstract. A task that naturally emerges in recommender system is to improve 
user experience through personalized recommendations based on user’s implicit 
feedback, such as news recommendation and scientific paper recommendation. 
Recommendations dealing with implicit feedback are most thought of as One 
Class Collaborative Filtering (OCCF), which only positive examples can be 
observed and the majority of data are missing. The idea to introduce weights for 
treating missing data as negatives has been shown to help in OCCF. But 
existing weighting approaches mainly use the statistical properties of feedback 
to determine the weight, which are not very reasonable and not personalized for 
each user-item pair. In this paper, we propose to improve recommendation by 
considering the rich user and item content information to assist weighting the 
unknown data in OCCF. To incorporate the useful content information, we get a 
content topic feature for each user and item by using probabilistic topic 
modeling method, and determine the personalized weight of every unknown 
user-item pair by these content topic features. Extensive experiments show that 
our algorithm can achieve better performance than the state-of-art methods. 

Keywords: One-Class Collaborative Filtering, Recommender system, Implicit 
feedback, Topic modeling, Content topic feature. 

1 Introduction 

As living in the age of information explosion, one may find that it is increasingly 
difficult to explore the big data and sometimes even become confused about what he 
really wants. To overcome the information overload, recommender systems are 
attracting more and more attention. Nowadays recommender systems are not only 
widely used to recommend products in e-commerce websites such as Amazon and 
Netflix, what’s more, they are also used to mine user’s personalized preference of 
other useful large-scale information, such as news recommendation in Google news 
and scientific article recommendation in CiteUlike.  

As one of the most popular methods in recommender system [1], Collaborative 
Filtering (CF) approaches aim at predicting the user’s preference of items based on 
the rating history of all users. Neighborhood models [2, 3, 18] to make prediction by 
the performance of neighbors and latent factor models [8, 9] (also called matrix 
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factorization models) to decompose rating matrix by two low rank latent factors are 
the two basic approaches to CF, especially the latent factor models have achieved 
outstanding results in many recommendation competitions, such as the million-dollar 
Netflix competition1. However, most CF methods focus on data sets with explicit 
ratings expressed in different scores (such as Netflix 1-5 scale scores). Such explicit 
ratings are not always available in practice. In real-world recommendation task, the 
data we deal with is often implicit feedback data, for example the users’ click history 
in news recommendation, purchase history in products recommendation and post 
history in scientific articles recommendation. The biggest difference between explicit 
data and implicit data is that the implicit data has no negative feedback. For example, 
in Netflix data, if a user rates an item score 1, we can know the user does not like it, 
while in purchase history, if a user does not buy a product, we cannot determine 
whether he does not like it or even not see it. Thus, in those cases, all the observations 
belong to a single positive class, which leads to a one-class problem.  

Recently, One-Class Collaborative Filtering (OCCF) mainly deals with the 
extremely sparse and unbalanced implicit data in one-class problem. Because the data 
has only a small part of positively labeled feedback, most existing works on OCCF 
focus on how to model the missing examples [4, 5, 6]. The key idea of these 
approaches is to introduce weights for treating missing data as negatives. However, 
most of them use the statistical properties of feedback to determine the weight, which 
are not very reasonable and not personalized for each user-item pair. As we know, 
there are rich user and item content information in real-world data, for example, the 
news content, the article’s content and the product’s text description, along with the 
user’s profession, hometown and search logs. Although the rating record used by CF 
brings much improvement to recommendation [7], the enriched content information 
can assist when we do not have any priori knowledge about the missing data. In the 
research on One-Class Collaborative Filtering, little has been studied to exploit the 
content information to help modeling the missing examples of implicit data. 

In this paper, we incorporate the user and item content information to assist 
weighting the unknown data in OCCF. Probabilistic topic modeling method [8] is 
used to get a content topic feature for each user and item from their content 
information. Different from the latent factor utilized in matrix factorization CF 
models [1, 9, 10], the content topic feature is not used to determine the final user-item 
score, but to determine every unknown user-item pair’s weight to be negative. Then 
we incorporate these weights into the OCCF matrix factorization model and get the 
final user and item latent factor. The experiments on the data of CiteULike show that 
the content topic feature can improve performance of the OCCF method. 

2 Related Work 

Recommender systems are usually classified into three categories [1]: Content-based 
recommendations [11], Collaborative Filtering (CF) [12] and Hybrid approaches [13]. 

                                                           
1 http://www.netflixprize.com/ 
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The Content-based methods make recommendations by analyzing the content of 
textual information and finding regularities in the content. However, the content 
information is difficult to collect sometimes and it cannot recommend items which are 
unseen by user before. Collaborative Filtering methods recommend items to a 
particular user based on other users with similar patterns of selected items and it does 
not use the content information. However, it can discover the useful associations 
between different users and items which Content-based methods ignore. Recently, CF 
methods based on latent factor models [8, 9, 14] have become very popular. In latent 
factor models, users and items are represented in a shared latent low-dimensional 

space of dimension f , that is, user i  is associated with a latent vector f
iu R∈ and 

item j  is associated with a latent vector f
jv R∈ . Then user i ’s rating of item j  

is approximated by the inner product between their latent factors, 
 

= T
ij i jr u v
∧

                                   (1) 
 

To get the rating result the major challenge is to compute each item and user’s latent 
factor vectors given an observed matrix of ratings. The common approach is to 
minimize the regularized squared error on the set of observed ratings, 
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r u v uλ                 (2) 

 

where 
1 2=( , , , )nV v v v , 

1 2=(u ,u , ,u )mU  , 2||  ||F is the Frobenius Norm of a matrix 

and λ is regularization parameter aiming at avoiding overfitting the training data and 
determined by cross validation. Parameters are often learnt by stochastic gradient 
descent (SGD) and Alternating least squares (ALS) [9]. 

However, CF methods are usually faced with the cold start problem when there are 
few ratings for user or item. Hybrid methods combine Content-based methods and CF 
to avoid certain limitations of the two methods. However, most of these methods 
focus on the explicit data, which has obvious difference from the implicit data we 
want to deal with in this paper. 

The most important characteristic of implicit data is that it has no negative 
examples, which leads to extremely sparsity and unbalance. In prior works, there are 
several intuitive strategies to handle this problem. One common solution is to treat all 
the missing data as negative (AMAN), which may bias the recommendation results 
because many missing data may be positive. Another solution is to treat all the 
missing data as unknown (AMAU), which ignores the missing ones and only uses the 
positive ones into the CF models. Instead of these two simple strategies, Pan, et. al [5, 
6] proposed a weighted method, which treat all the missing data as negatives, but with 
weights to respond the confidence to treat them as negative. The loss function is 
defined as follows: 
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,
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A parallel Alternating Least Squares (ALS) method is used to minimize the loss 
function in Eq. (3) and learn the parameters [19], named wALS. In [5, 6], Pan 
proposed three weighting schemes: uniform, user-oriented and item-oriented, which 
mainly use the statistical properties of feedback to determine the weight.  

Instead of using a global weighting scheme without any prior knowledge, a better 
way is to consider the content information of user and item and look at the similarity 
between them. On the other hand, content analysis based on probabilistic topic 
modeling has been developed in many researches [10, 15, 16], among which, Latent 
Dirichlet allocation (LDA) [10] is good at studying latent topic distribution of 
documents. In this paper, we will use LDA to learn the content topic features from the 
user and item content information and incorporate them into the weighted OCCF 
models. Essentially, our approach is a Hybrid method combining weighted latent 
factor models in OCCF and content analysis based on topic modeling. 

3 Our Method 

In this section, we first present our problem definition, and then we show how to use 
the probabilistic topic modeling method to get the content topic feature and 
incorporate them into the weighted OCCF model. At last, we will summarize our 
algorithm process briefly. 

3.1 Problem Definition 

The task in this paper is to find the most interesting recommendations with the 
implicit feedback data, which is referred to as a top-N recommendation task [17]. 
Supposing we have m users and n items, the implicit feedback can be expressed by an 
m×n matrix R. Taking the CiteUlike data for example, if a user i posted a paper j, the 
matrix element rij should be positive and we set it the number 1, naturally we set 
negative examples as 0. As mentioned before, the implicit data does not have negative 
examples, thus the matrix R contains only the positive ones originally. Our approach 
will model the missing examples and decompose the newly modeled matrix R to find 
the top N sorted items which may be potential positive examples. 

3.2 Content Topic Feature Extraction 

There usually exists much content information in real-world data. As mentioned in the 
prior sections, we want to incorporate them into OCCF to assist modeling the missing 
negative data in implicit feedback. For this purpose, we abstract a content topic 
feature for each user and item, which describe the latent topic distribution of their 
content. Latent Dirichlet Allocation (LDA) [10] is a popular probabilistic topic model 
to discover a set of “topics” from a large collection of documents. It assumes a 
generative probabilistic model in which documents are represented as random 
mixtures over latent topics, where each topic is characterized by a distribution over 
words. We utilize LDA to get the content topic feature in this paper. 
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In this paper, we consider the CiteULike2 “who post what” data as recommended 
object. The article content information we used here are title and abstract. For each 
user, the abstract of the article he/she posted before formed a larger article, which is 
the information for us to learn the user’s content topic feature here.  

 

Fig. 1. The graphical model for LDA 

Assume there are J words in the vocabulary, K latent topics and N articles. As 
shown in Figure 1, we denote per-article topic distribution as θ , each a K-

dimensional vector, and per-topic word distribution as φ , each a J-dimensional 

vector. The generative process of LDA can be summarized as follows. For each 
article j in the corpus, 

1. Choose topic distribution j ~ ( )Dirichletθ α . 

2. Choose word distribution ~ ( )k Dirichletφ β . 

3. For each of the word n, 
(a) Choose a topic assignment , ~Multinomial( )j n jz θ . 

(b) Choose a word 
,, ~Multinomial( )

j nj n zw φ . 

For the corpus of articles, we can estimate the parametersθ andφ by variational EM 

[10] or Gibbs sampling method [20]. For each item, 
jθ is the content topic feature we 

want to get, which abstract the topic distribution from the content. Further, for each 
user, given the user’s content information described before, we can use variational 
inference to situate its content in terms of the topics and get the content topic feature 
for user. For simplicity, we note the item content topic feature as q  and user content 

topic feature as p  in the rest of the paper. 

Similarity between the user and item content topic feature can be measured by the 
cosine similarity: 

                      
2 2
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×

                          (4) 

                                                           
2 http://www.citeulike.org/ 
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3.3 Content Topic Feature Based Weighted OCCF  

As mentioned before, Pan, et.al [5, 6] proposed the weighted method in OCCF. He 
treated all the missing data as negatives and gave them a weight to respond the 
confidence to treat them as negative. But existing weighting approaches mainly use 
the statistical properties of feedback to determine the weight, which are not very 
reasonable and not personalized for each user-item pair. Instead, a better way is to 
consider the similarity between the user and item content information, that is more 
similar they are, more likely the user will like the item, thus the less confidence we 
treat that missing user-item pair as negative. The content topic feature we learned in 
section 3.2 abstract the topic distribution of the user and item’s content, and it’s 
reasonable that the content topic feature’s similarity represent the user and item’s 
content similarity. So we assign the weight to each negative example as: 

 
                         1- ( , )ij i jc s p q∝                               (5) 

 
Notice that we set the weight of each positive example as 1. We define the loss 
function as follows: 
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A parallel Alternating Least Squares method [19], which rotates between fixing user 
latent factors and item latent factors, is efficient for solving these low rank 

approximation problems. When all iu are fixed, the system recomputes the jv by 

solving a least squares problem, and vice versa.  

Fixing V and solving ( , )
=0

i

Loss U V

u

∂
∂

, we have 
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where 
1 2=( , , , ) R f n

nV v v v ×∈ , iuC is a n n× diagonal matrix with the elements 

=iu
jj ijC c , I is an f f× identity matrix, and ( )iR u  is a n dimensional vector that 

contains the ratings by iu for all the item. Similarly, given fixed U, we can recompute 

V as 
 

                    -1=( + ) ( )j jv vT
j jv UC U I UC R vλ                (8) 

 

where 
1 2=(u ,u , ,u ) R f m

mU ×∈ , jvC is a m m× diagonal matrix with the elements 

=jv

ii ijC c  and ( )jR v  is a m dimensional vector that contains all the users’ ratings for 

item jv . We repeat these iterative update until convergence to get the final user and 

item latent factors. For a particular user i , we will recommend the N items with the 

largest value of T
i ju v . 
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As discussed before, the implicit data is unbalanced with no negative feedback. If 
we treat all the missing data as negative, it’s still unbalanced with too many negative 
examples, which is costly to learn the user and item latent factor and may bias the 
result. Thus, we sample negative examples from missing data before weighted OCCF. 
The sampled probability for a missing user-item pair is also based on the content topic 
feature similarity: 

 
                          1/ ( , )ij i jP s p q∝                               (9) 

 
That is, the more similar between the user and item content information, the lower 
probability we should sample them as negative. Based on this sampling scheme, we 
sample comparable number of negative examples to positive examples. 

To summarize our algorithm process, the detailed process can be depicted by 
Figure 2. 

 

Fig. 2. The flowchart of our algorithm 

From the flowchart of the proposed algorithm, our method incorporates the content 
information by probabilistic topic model LDA to assist modeling the missing negative 
examples in implicit feedback. When there is no prior knowledge, the content 
information may help us to decide the negatives. We use CTF-wOCCF (Content 
Topic Feature based weighted OCCF) to denote our method in the following sections. 

4 Experiments 

To evaluate the proposed method, we conducted experiment on a subset of CiteUlike3 
“who post what” data. CiteUlike is a scientific article sharing service where users 
create personal libraries by posting the articles they like. Each article has information 
such as title, abstract, authors, publications and keywords. As mentioned before, the 
content information we used contains the title and abstract. The subset we used 
contains 5551 users and 16980 articles with 204,986 observed user-item pairs, which 
is very sparse. In this subset, every user has at least 10 articles posted in the library, 
93% of the users have no more than 100 articles, and 97% of the articles appear in 
fewer than 40 libraries. 
                                                           
3 http://www.citeulike.org/faq/data.adp 
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In our experiment we randomly divide the datasets into training and testing sets in 
the ratio of 80% to 20% and repeat the random splits 20 times to get the average 
result. 

We compared our approach with the following baselines. Most of the baselines 
have been discussed in section 2. We present them here briefly. 

1. AMAN: treating all missing data as negative. Solving the equation 2 with all 
the positive examples assigned to 1 and all the missing examples assigned to 
0. Alternating least squares (ALS) optimization procedure is adopted to solve 
the factorization. 

2. AMAU: treating all missing data as unknown. Solving the equation 2 with all 
the positive examples assigned to 1 and ignoring the missing ones. Stochastic 
gradient descent optimization procedure is adopted to solve the factorization. 

3. wALS (uniform): Weighted method in OCCF described in section 2. The 
weight is uniform with value less than 1 [6, 5]. 

4. wALS (item-oriented): The weights are not uniform and the j th item has the 

weight proportional to - iji
m r , which takes the intuition that if an item is 

viewed by less users, the missing data for this item is negative with higher 
probability [6, 5]. 

5. wALS (user-oriented): The weights are not uniform and the i th user has the 
weight proportional to 

ijj
r , which takes the intuition that if a user has 

viewed more items, those items that he has not viewed could be negative with 
higher probability [6, 5]. 

6. LDA: Here, LDA represent a content-based model that only uses LDA-
content topic features as we discussed in section 3.2. The ratings are 
computed by the similarity of user and item content topic features p and q. 

4.1 Evaluation Criteria 

As top-N recommendation task, we present each user with N articles sorted by their 
predicted rating and evaluate based on the articles actually posted in the user’s library. 
Our testing methodology is similar to the one described in [17], after training the 
model over training data, we compute the predicted ratings over a probe set to find the 
top N articles of the probe set. This probe set is obtained by randomly selecting 2000 
additional articles unrated for each user and adding the test set. For each training-
testing splitting, the probe set is sampled 20 times and the results reported are 
averaged over them. 

As described in [17], to evaluate our top N results, we assume that most of the 
unrated items in probe set are not interesting to users, thus the Precision and Recall 
are computed as follows, 

 

             
# ( )

( )=
TestsetHits N

Precision N
N

                   (10) 
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# ( )
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#

TestsetHits N
Recall N

TestsetPositives
                   (11) 

 
where N is the number of recommended items, # ( )TestsetHits N is the number of 

items contained in test set in top-N recommended results, #TestsetPositives is the 
total number of items the user likes in the test set. 

MAP (Mean Average Precision) assesses the overall performance based on 
precisions at different recall levels. It calculates the mean of average precision (AP) 
over all users in the test set. AP for user u is the average of precisions computed at all 
positions with a preferred item: 

 

                 =1

( ) ( )
=

# of preferred items

N

i
u

Precision i pref i
AP

×
                 (12) 

 
where ( )Precision i is the precision at ranked position i , ( )pref i is a binary 

indicator returning 1 if the i -th item is preferred or 0 otherwise. 

4.2 Experimental Results  

Table 1 show the Precision, Recall and MAP results when return 20 top articles for 
each of the 6 baselines, and compare them with our method CTF-wOCCF (Content 
Topic Feature based weighted OCCF). We try different number of final latent factor 
dimension f from 50 to 200, and find that the performance increases with 

the f increasing. f =200 is set in reporting the results. For CTF-wOCCF we set the 

content topic feature dimension k=50 while the final latent factor dimension is the 
same as other baselines. 

Table 1. Comparison of all methods in terms of MAP, Recall and Precision 

Methods MAP Recall Precision 
AMAU 0.0161 0.0417 0.0185 

LDA 0.1193 0.3659 0.1099 
AMAN 0.1735 0.3943 0.1350 

wALS(uniform) 0.2324 0.4563 0.1358 
wALS(item) 0.2129 0.4347 0.1305 
wALS(user) 0.2114 0.4372 0.1306 

CTF-wOCCF 0.2840 0.5399 0.1630 

 
As expected, since it only uses a small number of positive examples, AMAU 

returns the worst performance. Even the content-based method LDA outperforms 
AMAU, which shows that the content information helps much in article 
recommendation. AMAN performs better than AMAU and LDA, shows that negative 
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examples are necessary for recommendation with implicit data. The three weighted 
methods all increase the result of AMAN, demonstrates that it’s useful to model the 
negative examples in implicit data. However, the user-oriented and item-oriented 
weighting schemes do not perform as well as simple uniform scheme. The reason may 
be that our article posting data is very sparse with most users have few articles and 
most articles appear in few libraries, which leads that weighting scheme based on the 
number of ratings for each user or item become very weak. However, compare to the 
best baseline (uniform wALS) results, our method leads to significant improvements 
of 0.0516 in MAP, which suggests that the content information is useful in article 
recommendation and our method to incorporate the useful content information into 
weighted OCCF by content topic feature is suitable for implicit data.  

In Figure 3, we show the MAP of all methods in different number of recommended 
articles. The results demonstrate that our method is better than the compared 
algorithms varying with the number of recommended articles. Thus the conclusion we 
get from Figure 3 is consistent with that of table 1. 
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Fig. 3. Performance varying the number of recommended articles 

5 Conclusions 

In this paper, we proposed a novel weighted one-class collaborative filtering (OCCF) 
method. The proposed method integrates the useful content information into OCCF to 
deal with the one class problem in implicit data based recommendation. To 
incorporate the content information, we learn a content topic feature for each user and 
item by probabilistic topic model LDA to assist modeling the missing negative 
examples in the weighted one-class collaborative filtering. Experiment on CiteUlike 
data shows that our method outperforms state of the art algorithms, which suggests 
that the content information is useful to overcome the sparsity and unbalance in 
OCCF and our method to incorporate the useful content information into weighted 
OCCF by content topic feature is effective. 
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Abstract. Tag ranking and saliency detection are two key tasks for
image understanding, and have attracted much attention in the past
decades. In this paper, we investigate how to iteratively and mutually
boost tag ranking and saliency detection by taking the outputs from one
task as the context of the other one. Our method first computes an initial
saliency value based on fusing multiple feature maps, and then iteratively
refines saliency map based on the contextual information from image tag
ranking. As a result, an integrated framework for tag saliency ranking
which combines both visual attention model and multi-instance learning
to investigate the saliency ranking order information. We show that this
mutual reinforcement of saliency detection and tag ranking improves the
performance by using this combined approach. Experiments conducted
on Corel and Flickr image datasets demonstrate the effectiveness of the
proposed framework.

1 Introduction

The tag ranking task aims to rank tags according to their semantic relevance
with respect of the given image, whereas the goal of saliency detection is to find
the image areas where one or more of their features differ from those in the
surroundings. Traditionally, these two tasks are considered individually.

Visual saliency has been extensively studied in signal processing, com-
puter vision, machine learning, psychology and vision research literatures (e.g.,
[4,2,3,8,5,6]). The traditional paradigm that determines saliency by only using
the visual properties of the image. These methods suffer from a limitation in that
cluttered background may produce higher saliency because such backgrounds
possess high global energy in the cases of complex scenes. Meanwhile, object
borders are often assigned higher saliency than the salient regions and thus they
may not produce satisfactory results. The rapid popularization of digital cam-
eras and mobile phone cameras has led to an explosive growth of social image
sharing websites, such as Flickr. Such social images are annotated with tags[14].
As shown in Figure1, from the perspective of human perception, one can ob-
serve that the tag building is apparently salient than the tag sky. And people
tend to pay more attention to the region with ”building” tag than the others.
Intuitively, the tag can be used as outside-image context for saliency detection.
While previous methods usually define saliency as image regions whose features
differ from those in the image, we treat the saliency of the image as the regions

S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 428–435, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. The flowchart of our contextual method for tag ranking and saliency detection.
We propose a novel method to iteratively and mutually boost tag ranking and saliency
detection by taking the outputs from one task as the context of the other one.

differ from those in the image and correspond to visual content described by the
first tag.

Social images are annotated with orderless tags, which limited the effective-
ness of image search and retrieval applications[15,16,20]. So automatic image
tag ranking which aims to rank tags according to their semantic relevance with
respect of the given image, has attracted a lot of attention [9,19]. Existing tag
ranking methods focused on ranking the tags from the relevance aspect. Li et
al. [11] introduced an approach that learns the relevance scores of tags by a
neighborhood voting method. Given an image and one of its associated tags, the
relevance score is learned by accumulating the votes from the visual neighbors
of the image. More recently, Liu et al. [10] utilized the Kernel Density Estima-
tion (KDE) to estimate the relevance score of each tag individually, and further
performed a random-walk based refinement to boost tag ranking performance
by exploring the relationship of tags. In general, users often pay much atten-
tion to the first one or two tags that annotated on the image, since these tags
might describe the main content of the image and can assist users easily manage
and access large-scale image dataset. Intuitively, a tag is visually salient (repre-
sentative) if all the images annotated with the tag are visually similar to each
other. The essential idea behind the tag ranking is to find the most representa-
tive images with respect to a given tag. In contrast to the tag relevance ranking
algorithm, we have proposed the tag saliency ranking algorithm [12], which is
able to rank tags according to their saliency values to an images content. The tag
saliency ranking algorithm firstly locates tags to the corresponding regions with
a multiple-instance learning approach, and then analyzes the saliency values of
these regions. It can provide more comprehensive information when an image is
relevant to multiple tags. As to the tag saliency ranking, the main disadvantage
lies in that such algorithm heavily relies on the saliency map constructed by the
visual attention model.
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In this paper, we firstly propose a new paradigm on saliency detection, which
aims at producing more reliable results by mining the context information from
ranked tags, namely modeling the cross-media information from images with
ranked tags. Then, we propose an iterative framework such that the performance
of saliency detection and tag ranking can be iteratively and mutually boosted
as shown in Figure 1.

2 Tag Saliency Ranking Combining MIL with Visual
Attention Model

Firstly, we adopt our tag saliency ranking strategy previously proposed in [12].
Given an image and its associated tags, we first estimate the relevance between
each tag and segmented region individually through the multi-instance learning
(MIL) algorithm. Then each segmented region can be assigned a saliency value
to reflect the importance in the given image. Finally, the tags of the image can
be ranked according to the corresponding regions saliency value. We utilize a
reinforced DD algorithm [18] to accomplish the label propagation from image-
level to region-level. Specifically, the concept of instance prototypes (IPs) is
proposed to denote the semantic concept instead of one single target concept.

Given a specific tag w ∈ V , we denote a certain positive bag for tag w as
Bw+

i and its j-th instance (region) as rw+
ij (j = 1, . . . , nw+

i ). The negative bag

and the corresponding instance are defined similarly as Bw−
i ,rw−

ij respectively.

We denote the total training set L = Lw+ ∪ Lw− according to whether the tag
w is associated with the image. Given the training set L = Lw+ ∪Lw−, for each
bag Bw+

i ∈ Lw+(i = 1, . . . , lw+) , the DD value of each instance rw+
ij ∈ Bw+

i (j =

1, . . . , nw+
i ) is defined by:

DD
(
rw+
ij , L

)
=
∑|L|

m=1max
n

{
1−∣∣ym−exp(−dist2(Bmn, r

w+
ij ))

∣∣} (1)

Once the DD values of all the instances are computed, all the instances satisfying
the DD values larger than the pre-defined threshold are selected as instance
prototypes for each tag w, Gaussian mixture model (GMM) is employed here
to learn the class-conditional density P (x |w ) for w. Then, a feature mapping
strategy is developed to measure the likelihood that these Gaussian components
are present in each positive bag. For each instance rw+

ij ∈ Bw+
i with respect

to the tag w, the probability that region rw+
ij is assigned to the given tag w is

defined as:

P
(
w
∣∣rw+

ij

)
=

M∑
i=1

πiP (rw+
ij |w ) (2)

Once given the image I =
{
rI1 , . . . , r

I
m

}
and the associated tag list

W =
{
wI

1 , . . . , w
I
n

}
, we can utilize the aformentioned algorithm to perform label-

to-region task. Each segmented region rIi (i = 1, . . . ,m) will be assigned a unique
tag wI

j (j = 1, . . . , n) according to the probability value that it belongs to. And
finally, tags can be ranked by the averaged saliency scores of the corresponding
regions in the given image in descending order.
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3 Saliency Detection with Image-Level Ranked Tag
Priors

We seek the context information from the ranked tags in order to improve the
performance of the initial bottom up saliency detection models. In this section,
we propose to model the relationship between tag and saliency by approximating
the joint density with a Mixture of Gaussians.

For the image I =
{
rI1 , . . . , r

I
m

}
and the associated ranked tag list W ={

wI
1 , . . . , w

I
n

}
, we can be interpret the saliency in terms of different mechanisms

that contribute to the guidance of attention as:

S(x) = P (s|x)P (sw∗ |x)P (sw∗ |w∗, �) (3)

For each pixel x ∈ I, the first term does not depend on the tag context, and
therefore is a pure bottom-up factor. This term fits the definition of saliency
[1]. And the second term P (sw|x) represents the tag saliency. The hypothesis
underlying is that the regions corresponding to the first tag are considered more
informative and therefore will attract attention. We denote the tag saliency as
P (sw∗ |x) = P (w∗|rIi ), x ∈ rIi . Besides the tag saliency, we model the relationship
between first tag and saliency by approximating the joint density with a mix-
ture of gaussians and we seek the global-context priors in order to improve the
performance of the saliency detection. Hence, the third term can be denoted as
global-context priors by mining from the image subset for the tag w∗. The role
of this term in the model is to activate the locations most likely to contain the
region with the tag w∗ and reducing the saliency of image regions not relevant
for the tag.

Formally, let � and S represent the location of the region with tag w∗ and
fixation map of the image I, respectively. For the vector sw∗ , larger (smaller)
magnitude implies that the pixel is more salient (less salient). The joint density
between saliency response and location distribution is written as

p(sw∗ , �|w∗) =
K∑

k=1

P (k)p(sw∗ |w∗, k)P (�|w∗, k), (4)

where k indicates the kth component of the GMM. From the joint distribution
we calculate the conditional density required for the location modulated saliency:

p(sw∗ |�, w∗) =
P (sw∗ , �)∑K

k=1 P (k)P (�|w∗, k)
(5)

=

K∑
k=1

πkN (sw∗ ;μk, Λk)N (�; νk, Υk),

The parameters of the model are obtained from the training dataset and the
EM algorithm is applied for fitting Gaussian mixtures. For the image It, its
corresponding saliency map can be defined as the predicted saliency stw∗ .
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4 Experiments and Results

4.1 Experiment Setup

To evaluate the effectiveness of the proposed method, we tested the perfor-
mance on COREL and NUS-WIDE-Object dataset. The vocabulary of COREL
contains 371 different keywords and each image is associated with 4-5 keywords.
The NUS-WIDE-Object Flickr dataset [17] includes 30,000 images and their
associated tags. For images which do not contain any distinct object, the tag
saliency ranking algorithm may not get satisfactory results. Two students are
selected to manually label each image in the Corel5K and NUS-WIDE-Object
datasets as attentive or non-attentive. We conduct our experiment on the at-
tentive image set. Since the collected tags are rather noisy, we keep tags that
belong to the noun-tags and tags appear with too low frequencies are filtered
out. Finally around 500 tags are kept after these processes. Images with no tag
are not used and thus we obtain a subset with 6,850 images, and in average 4
tags associated with each image.

Images in both datasets are segmented into image regions using JSEG al-
gorithm, and the 64-D color histogram and 73-D edge direction histogram are
extracted for both global and region level. As to the ground-truth generation,
we observe that the ranking order of each tag-list annotated on the image in the
Corel5K dataset can well fit human perception, so we just use the existing tag
ranking orders released along with the dataset as the ground truth for compar-
ison. As to the NUS-WIDE-Object Flickr dataset, three students are selected
as volunteers to rank the tag list from the perspective of human perception.
The voting results are considered as the ground truth. All approaches in the
experiments are executed on a PC with Intel 3.0GHz CPU and 4G memory.

The performance is evaluated by averag precision (AP) and mean average
precision (MAP), which are commonly adopted in the evaluations. Average pre-
cision measures ranking quality of the whole list. Since it is an approximation
of the area under the precision-recall curve, AP is commonly considered as a
good combination of precision and recall. To calculate AP for one image tag
ranking result, given an arbitrary image I in the dataset with the ranked tag
list T = {t1, t2, . . . tN} based on the proposed method, the average precision
of the ranking result as compared with the ground-truth tag list is defined as

AP (I, T ) = 1
N

N∑
i=1

Riδ(i)
i , where N is the length of the tag list annotated on the

given image, Ri the number of corresponding correct tags in the top i ranked
tag list. Here δ (∗) is an indicate function, i.e., δ (∗) returns a value of 1 if i-th
tag ranked by the proposed method equals to the ground-truth in the same posi-
tion and 0 otherwise. To evaluate the overall performance, we use mean average
precision (MAP) which is the mean value of the AP over all images in the tag
ranking experiment.

4.2 Experimental Results

We compare our proposed tag ranking method with the following methods in
terms of MAP. One is purely tag relevance ranking via kNN based (kNN-NV).
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Fig. 2. Examples of tag ranking results based on the proposed method

Table 1. Precision comparison with different algorithms on COREL & NUS-WIDE-
Object dataset

Algoithms Precision(Corel5K) Precision(NUS-WIDE)
KNN-NV 55.32% 50.24%

TSR 65.73% 59.27%
The Proposed 68.65% 62.13%

Fig. 3. Visual comparison of saliency maps. From top to bottom: the input image,
saliency map generated by method GBVS, SR, and our method, respectively

And the other one is tag saliency ranking method (abbreviated as TSR) only
using initial saliency map. We choose k equals to 100 in our experiment, i.e., 200
nearest images are used to learn tag ranking by kNN-NV. Our method can be
deemed as an iterative and mutual framework to boost tag ranking and saliency
detection by taking the outputs from one as the context of the other one. In this
experiment, the mutual contextualization is conducted for 3 iterations.
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Figure 2 illustrates several exemplary ranking results, from which we can
clearly see that the tag ranking lists are better than the original ones. From
the figure, we can see that the tag saliency ranking strategy is utilized and tags
corresponding to the salient part are emphasized. The performance comparison
is shown in Table 1. From the results, we can conclude that, since the visual
neighbor voting technique is utilized on a relatively small image dataset, the
ranking performance is not very satisfying as compared with our method.

Furthermore, we present comparisons with our saliency detection method
against the two leading methods in the field of saliency map computation. One
is the classical center-surround based salient model presented by Harel [3], de-
noted as GBVS. Another approach is Hous method [7], which is based on the
spectral residual analysis, and we call it “SR”. Figure 3 gives some of the pre-
dicted saliency maps. It can be seen that our proposed method exhibits stronger
consistence with human eye fixations. These results validate with confidence the
effectiveness of our proposed method, which integrates both the image features
and context information from ranked tags into inference procedure.

5 Conclusions and Future Work

In this paper, we introduce an iterative and mutual framework to boost tag
ranking and saliency detection by taking the outputs from one as the context
of the other one for social images. Firstly, the tag saliency ranking approach is
proposed by emphasizing distinct objects in the image. On the other hand, a
new paradigm is presented on saliency detection, which aims at producing more
reliable results by mining the context information from ranked tags. In future
work, we are interested in how to integrate two tasks into a joint inference
procedure instead of the current iterative model.

Acknowledgements. This work is partially supported by National Nature Sci-
ence Foundation of China (61272352, 61100142,60972145); Beijing Jiaotong Uni-
versity Science Foundation (No. 2011JBM218, 2011JBM219); and the Doctoral
Fund of Ministry of Education of China(20110009120005).
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Abstract. This paper focuses on enhancing Sparse Representation
based Classifier (SRC) in single-sample face recognition tasks under vary-
ing illumination conditions. The major contribution is two-fold: firstly,
we present an interesting observation based on Lambertian reflectance
model: the identity information will be canceled out by the pair-wise
difference images from the same subject in logarithmic domain, and
only the subject-independent illumination variation retains. Secondly,
inspired from this observation, we propose to “borrow” illumination vari-
ations from any generic subject by constructing an illumination variation
dictionary composed of pair-wise difference images of generic subjects in
logarithmic domain to cover the possible illumination variations between
test and gallery samples. Experimental results on Extended Yale B and
FERET face databases demonstrate the superiority of our method.

Keywords: Face recognition, single-sample problem, sparse representa-
tion, illumination variation dictionary.

1 Introduction

During the last two decades, face recognition remains a very active topic in
computer vision communities. Although a lot of effective methods have been
proposed [1] [2], robust face recognition under variant illumination conditions is
still challenging [3], especially when there is only a single sample per subject [4],
which is common in many face recognition applications, e.g., law enforcement
and access control, either due to the laborious work to collect multiple samples
or the heavy cost to store and process them.

One of the most exciting breakthroughs for face recognition in recent years is
the Sparse Representation based Classifier [5]. However, robust face recognition
via SRC needs a large set of training samples for each subject to span the variant
variations (e.g., illumination, expression) for the test sample of that subject.
Wagner et al. proposed to acquire multiple samples for each subject under variant

S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 436–445, 2013.
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illumination conditions [6]. Experimental results have shown SRC degrades a lot
when there is only single sample per subject [6]. To improve the robustness of
SRC in single sample face recognition applications, Chang et al. [7] propose to
enlarge the training samples by generating virtual samples via image shifting and
PCA-based reconstructing. In a similar manner, Wang et al. [8] take advantage of
geometric transformation and svd decomposition for virtual sample generation.
Generally speaking, these methods need prior knowledge for the generation of
virtual samples. However, it’s still an open problem to guarantee the quality and
reality of the generated virtual samples.

Very recently, Extended SRC (ESRC) proposed by Deng et al. [9] takes ad-
vantage of the pair-wise difference images from a generic database (outside the
gallery) consisting of multiple generic subjects, each with multiple samples with
variant variations, to construct the intra-class variation dictionary, which is fur-
ther incorporated into the framework of SRC to cover the variations between
gallery and test samples. The basic idea of ESRC is that the intra-class vari-
ation of each subject can be “borrowed” from a sparse linear combination of
the intra-class difference from sufficient number of generic subjects, in which it’s
assumed that the faces with similar shape to the test subject could be found.
Therefore, towards large-scale face recognition applications, ESRC requires a
generic database with relatively large size. However, building such a generic
database is not only laborious but also will result in heavy computation cost
(l1-minimization solver) in the recognition stage.

In this paper, we lift the aforementioned assumption and propose to construct
the illumination variation dictionary by pair-wise difference images in logarith-
mic domain rather than those in pixel domain, with whose help we can extend
ESRC from “borrowing illumination variation from similar generic subjects”
to “borrowing illumination variation from any generic subjects”, thus make it
much easier to build a suitable generic database. This is motivated by the obser-
vation based on the Lambertian reflectance model: the identity information of
a specific subject will be canceled out by the pair-wise difference images in log-
arithmic domain, which implies that the illumination variation of each subject
can be approximated by a sparse linear combination of the illumination variation
from a generic database with relatively small size, resulting in the reduction of
both the computation cost to solve the sparse solution and the laborious work
in constructing large-scale generic database. The experimental results show that
incorporating the proposed illumination variation dictionary designing scheme
into the ESRC framework can largely enhance the performance of single-sample
face recognition tasks under varying illumination conditions. Particularly, com-
pared with original ESRC proposed in [9], with only one generic subject, our
proposed method notably improves the recognition rates on Subset 4 and 5 of
Extended Yale B dataset, which are under harsh illumination conditions, from
49.28%, 8.54% to 84.06%, 71.89%, respectively.
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2 Illumination Variation Dictionary

For single-sample face recognition, we denote the gallery samples as A = [u1, u2,
· · · , uc] ∈ R

d×c, in which d = w×h is the image dimension, and c is the number
of subjects, and ui is the gallery sample for subject i. A new test sample y ∈ R

d

belongs to subject i can be expressed as:

y = y0 + e0 = Ax0 + e0, (1)

where e0 ∈ R
d is the intra-class variations between gallery and test samples,

and x0 ∈ R
c is a sparse vector whose nonzero entries are only associated with

subject i.
We are merely concerned the illumination variations in this paper. Typically, in

face recognition, the gallery image is usually normally illuminated, while the test
imagemaybe arbitrarily illuminated. The illumination cone theory suggests that a
wide range of illuminations can be represented by a smaller number of illumination
[10]. Therefore it’s reasonable to assume that the illumination variation e0 has a
sparse representation with respect to some dictionary Ae ∈ R

d×ne , which we call
the illumination variation dictionary. Eq. (1) could be re-expressed as:

y = y0 + e0 = Ax0 +Aeγ0. (2)

Compressive sensing theory implies that if the solution is sparse enough, it could
be recovered by solving the following l1-minimization problem:[

x̂0

γ̂0

]
= argmin

∣∣∣∣∣∣∣∣[xγ
]∣∣∣∣∣∣∣∣

1

,

s.t.

∣∣∣∣∣∣∣∣[A Ae

] [x
γ

]
− y

∣∣∣∣∣∣∣∣
2

≤ ε.

(3)

The identity of y could be determined by:

Identity(y) = argmin
i

∣∣∣∣∣∣∣∣y − [
A Ae

] [ δi(x̂0)
γ̂0

]∣∣∣∣∣∣∣∣
2

, (4)

where i = 1, ..., c, and δi(x̂0) ∈ R
c is a vector whose only nonzero entries in x̂0

are associated with subject i.
Deng et al. [9] proposed ESRC to utilize the pair-wise difference images from

a generic face database with multiple samples per subject to construct the illu-
mination variation dictionary:

Ae = [D1, D2, · · · , DNg ],

Di = [vi,1 − vi,0, vi,2 − vi,0, · · · , vi,Ni
g−1 − vi,0],

(5)

in which Ng is the total number of generic subjects, and N i
g is the sample num-

ber of generic subject i. vi,j , j ≥ 0 refers to the j-th sample for generic subject
i, and vi,0 usually refers to the sample image for generic subject i with normal
illumination conditions. The ESRC can be used for single-sample face recogni-
tion, as it can recover the variation of a test sample by “borrowing” the image
differences from the subjects in a generic database.
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3 Proposed Illumination Variation Dictionary

3.1 Analysis on ESRC via Lambertian Reflectance Model

Lambertian reflectance model suggests that a face image F can be expressed by

F (x, y) = R(x, y)I(x, y), (6)

in which F (x, y) is the image pixel value, and R(x, y) is the reflectance, and
I(x, y) is the illuminance at each pixel (x, y). I depends on the lighting source,
while R depends only on the characteristics of the facial surface, which includes
both the albedo (surface texture) and the surface normal (3D shape), and thus
can be regarded as the intrinsic part for human identity.

For test and gallery sample belong to subject i, assuming the only variation
between the two samples are caused by illumination condition, we could denote
them as Fi,t = RiIt, and Fi,g = RiIg, respectively. In ESRC [9], to sparsely
represent Fi,t correctly, the nonzero coefficients should lie on Fi,g and the atoms
in Ae corresponding to the following variations:

Fi,t − Fi,g = RiIt −RiIg = Ri(It − Ig). (7)

For a generic subject p, the difference image for two samples under two illumi-
nation conditions, denoted as I1 and I0, could be represented by

Fp,1 − Fp,0 = RpI1 −RpI0 = Rp(I1 − I0). (8)

As seen from Eq. (7) and Eq. (8), the identity information, denoted as Ri or
Rp, still exists in the difference image. In Deng’s work [9], they assume that:
If the generic database is large enough, intuitively, one will find a generic sub-
ject p having similar face shape with gallery subject i, i.e., Rp ≈ Ri, and then
the illumination variation of subject i can be sparsely represented by that from
generic subjects (illumination cone theory [10]). However, for a particularly face
recognition task, designing such a generic face database is not easy. Moreover,
the larger the generic database is, the larger the illumination variation dictio-
nary is and the more computation cost (i.e., l1-minimization solver) we have.
Without enough number of generic faces, the identity information contained
in the reflectance part is difficult to be covered. We can conclude that under
harsh illumination conditions where the illumination variation between test and
gallery sample is large, with a relatively smaller size generic face database, the
illumination variation dictionary constructed by pair-wise difference images can-
not sparsely represent the illumination conditions, and have to resort to other
gallery subjects, resulting in poor performance.

An intuitive illustration is given in Fig. 1, in which only one generic subject
with 64 samples under varying illumination conditions are included. In this case,
ESRC misclassified a test sample of subject 1 in harsh illumination condition to
subject 14. We can also see that due to the existence of the identity information,
several coefficients corresponding to the gallery dictionary have larger value than
subject 1.
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Fig. 1. Sparse representation for a sample face image with the help of illumination vari-
ation dictionary calculated from one generic subject with the samples under several
illumination conditions. In this case, the test sample is misclassified because illumina-
tion variation dictionary calculated from generic database with small size is difficult to
cover the identity variation.

3.2 Proposed Dictionary Designing

Based on the above analysis, to release the above assumption, an ideal illumina-
tion variation dictionary should exclude the identity information and retain the
illumination variations only. This could be achieved from the following interest-
ing observation:

With the assumption that the only variation between different samples from
the same subject is caused by illumination, the identity information of a specific
subject will be canceled out by the pair-wise difference images in logarithmic
domain.

Proof

logFi,t − logFi,g

= log(RiIt)− log(RiIg),

= log(Ri)− log(Ri) + log(It)− log(Ig),

= log(It)− log(Ig).

(9)

Likewise we have logFp,1−logFp,0 = log(I1)−log(I0). Therefore, we can see that
the difference images in logarithmic domain for face images of the same subject
under the variant illumination conditions cancel out the identity information and
retain the illumination variations only. This allows us to release the assumption of
the existence of similar face shape in generic database in [9], and we can extend
ESRC from “borrowing illumination variations from similar generic subjects”
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Fig. 2. Sparse representation for a sample face image with the help of illumination
variation dictionary calculated in logarithmic domain from one generic subject with the
samples under several illumination conditions. In this case, the test sample is correctly
classified.

to “borrowing illumination variations from any generic subject”. Theoretically,
with only one generic subject p, by capturing multiple samples under all possible
illumination conditions and constructing the illumination variation dictionary:
Ae = [log vp,1− log vp,0, log vp,2− log vp,0, · · · , log vp,Np−1− log vp,0], where Np is
the sample number for generic subject p. We can cover the illumination variations
for all subjects and largely enhance the recognition performance. This interesting
conclusion will be verified experimentally in the following section.

For the ease of discrimination, we will denote Deng’s original ESRC by
ESRC(diff), and denote our proposed approach by ESRC(log-diff). From the
aforementioned analysis, our proposed ESRC(log-diff) scheme requires generic
face database with smaller size, and thus will be more computationally efficient
than ESRC(diff). Moreover, the collection of the generic face database appears
much easier. An intuitive illustration is given in Fig. 2, in which the same test
sample as in Fig. 1 has been correctly recognized in this case. Note that the coef-
ficients corresponding to the subject 1 clearly have much larger value compared
with the other coefficients in gallery dictionary.

4 Experimental Results

4.1 Experiment Setting

In this section, experiments are conducted on two publicly available face
databases with large illumination variations, namely, Extended Yale Face
Database B [10] and FERET face database [15] to illustrate the effectiveness
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Fig. 3. Sample face images in Extended Yale B face database. (a) Gallery (b) Subset
1 (c) Subset 2 (d) Subset 3 (e) Subset 4 (f) Subset 5.

of our proposed method. All face images from the two databases are properly
aligned, cropped and resized to 128×128. To solve the l1-minimization problem,
we adopt the Homotopy method (the matlab implementation are downloaded
from [14]) with the error tolerance ε = 0.05.

We will also compare our method with three commonly used illumination
preprocessing methods: Logarithmic transform (LOG) [13], Relative Gradient
(RG) [12], WeberFace [11]. For these preprocessing based method, we use the
nearest neighborhood rule with l2 norm as the classifier. We also give the result
of original images without any preprocessing (ORI) as the baseline.

4.2 Results on Extended Yale B

Extended Yale B face database includes 38 subjects under 9 poses and 64 illu-
mination conditions. Only the frontal images were chosed in our experiments.
Totally there are 2, 414 frontal images of 38 subjects under 64 illumination con-
ditions. They are divided into five subsets according to the angle between the
light source directions and the central camera axis : subset 1 (0 ◦ to 12 ◦, 263
images), subset 2 (13 ◦ to 25 ◦, 456 images), subset 3 (26 ◦ to 50 ◦, 455 images),
subset 4 (51 ◦ to 77 ◦, 526 images), subset 5 (above 78 ◦, 714 images). Figure 3
shows samples of the same person from the five sets.

In our experiments, we partition the 38 subjects into two non-overlapped
parts, the first 8 subjects, each with 63 difference images in pixel domain (ESRC
(diff)) or logarithmic domain (ESRC(log-diff)) are the candidates for the illu-
mination variation dictionary. For the remaining 30 subjects, images with the
most neutral light condition (‘A+00E+00’) were used as the gallery, and the
images from subset 3 − 5 were taken as the probes, since almost all methods
achieve high recognition performance on subset 1 and 2. Figure 4 shows a plot
of recognition rate versus the number of generic subjects on subset 3 − 5. As
can be seen, when illumination condition is not so harsh, both ESRC(log-diff)
and ESRC(diff) achieves high accuracy with a small number of generic subjects.
When face images under harsh illumination conditions presented as probe (as
in subset 4 and 5), ESRC(log-diff) largely outperform ESRC(diff). Particularly,
compared with ESRC(diff), with only one generic subject, the recognition rates
of ESRC(log-diff) for subset 4 and 5 notably increase from 49.28%, 8.54% to
84.06%, 71.89%, respectively.

The corresponding recognition rates of each methods for the three subsets
are illustrated in Table 1. The recognition rates for ESRC(diff) and ESRC(log-
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Fig. 4. The recognition rates versus the number of generic subjects for ESRC(log-diff)
and ESRC(diff) on Subset 3-5 of Extended Yale B

diff) are given when all 8 generic subjects are used to construct the illumination
variation dictionary. From the table, we could see that ESRC(log-diff) achieves
the best performance, significantly better than SRC and ESRC(diff), even better
than several representative preprocessing based methods.

Table 1. Recognition rates (%) on Extended Yale B

Methods Subset 3 Subset 4 Subset 5 Average

l2(ORI) 49.03 10.87 4.98 18.65

l2(LOG) [13] 54.87 24.40 24.02 32.43
l2(RG) [12] 88.02 50.24 42.35 57.08

l2(WeberFace) [11] 72.70 91.06 80.96 81.88
SRC [5] 55.43 9.42 4.30 19.85

ESRC(diff) [9] 95.82 66.43 17.08 53.56
ESRC(log-diff) 97.77 93.72 85.19 91.21

4.3 Results on FERET

The face images in Extended Yale B face database are captured in highly con-
strained conditions. To further testify our proposed method on practical appli-
cations, we conduct experiment on FERET database, one of the most commonly
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Fig. 5. Sample face images in FERET face database. (a) Fa (b) Fb (c) Fc (d) Dup I
(e) Dup II.

used large-scale face database. We use the standard FERET protocol to conduct
our experiments. The training set consists of 1, 002 images of 429 subjects and
is used as the generic database to construct the illumination variation dictio-
nary. The gallery set Fa consists of 1, 196 images of 1, 196 subjects. There are
four probe sets: Fb (different expressions with gallery, 1, 195 images of 1, 196
subjects), Fc (different illumination conditions with gallery, 194 images of 194
subjects), Dup I (images taken later in time, 722 images of 243 subjects), Dup
II (images taken at least 18 months after the corresponding gallery, 234 images
of 75 subjects). Figure 5 shows samples of the same person from the five sets.

We notice that the face images from Fc, Dup I, and Dup II have different illu-
mination conditions with the gallery, and thus should benefit from our method.
Table 2 illustrates the performance of SRC, ESRC(diff) and ESRC(log-diff), and
the best results for FERET97 evaluation are given as a baseline. From the table
we could see that our proposed method still performs the best.

Table 2. Performance evaluation of ESRC(log-diff) on FERET database

Methods Fb Fc Dup I Dup II

FERET97 Best [15] 96.0 82.0 59.0 52.0
SRC [9] 85.3 76.3 63.7 55.6

ESRC(diff) [9] 92.8 79.4 77.0 66.2
ESRC(log-diff) 92.8 83.0 78.5 70.9

5 Conclusion

The proposed illumination variation dictionary designing method is inspired
from a simple observation from the Lambertian reflectance model: by calculating
the difference image from two face images of the same subject under different
illumination conditions in logarithmic domain, the identity information can be
canceled out and only the illumination variation retains, which implies the illu-
mination variation could be “borrowed” from any generic subject. To facilitate
single-sample face recognition under varying illumination conditions, the illumi-
nation variation dictionary constructed in logarithmic domain is incorporated
into the framework of ESRC. Face recognition experiments on Extended Yale B
and FERET face databases demonstrate the superiority of our proposed method.
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Abstract. Recent popular applications like online video analysis or im-
age exploration techniques utilizing content-based retrieval create a serious
demand for fast and scalable feature extraction implementations. One of
the promising content-based retrieval models is based on the feature sig-
natures and the signature quadratic form distance. Although the model
proved its competitiveness in terms of the effectiveness, the slow feature
extraction comprising costly k-means clustering limits the model only for
preprocessing steps. In this paper, we present a highly efficient multi-GPU
implementation of the feature extraction process, reaching more than two
orders of magnitude speedup with respect to classical CPU platform and
the peak throughput that exceeds 8 thousand signatures per second. Such
an implementation allows to extract requested batches of frames or images
online without annoying delays. Moreover, besides online extraction tasks,
our GPU implementation can be used also in a traditional preprocessing
and training phase. For example, fast extraction allows indexing of huge
databases or inspecting significantly larger parameter space when search-
ing for an optimal similarity model configuration that is optimal according
to both efficiency and effectiveness.

Keywords: similarity search, feature extraction, GPU, parallel.

1 Introduction

The traditional approaches to themultimedia retrieval rely on the well-established
fulltext search. However, as the amount of new multimedia data grows immensely
nowadays, there often appear scenarioswhere data annotations cannot be provided
and so the content-based retrieval techniques in connection with the similarity
search paradigm is the only viable possibility for computer-aided image retrieval
[8]. The content-based retrieval approach requires an effective similarity model
that should mimic a user’s perception of which images are similar and which are
not [22]. More specifically, the similarity model consist of features extracted from
the original images (formed into image descriptors) and a total similarity function
(oftenmodeled as a distance function) providing a similarity ranking (ordering) on
the descriptors. The similarity model is effective if the ranking corresponds to user
preferences, that are often provided in the form of so-called ground truth testbed.

S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 446–456, 2013.
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For example, the ground truth can be represented as an annotated sample of the
database, and is often utilized to train or verify the similarity model [7].

While the traditional content-based retrieval applications use a slow prepro-
cessing phase to prepare feature representations, recent applications calls for
faster feature extraction tools enabling immediate online analysis of the picture
content. Examples of such systems can be, e.g., camera systems producing a lot
of video streams that have to be processed frame by frame or image exploration
techniques that create exploration structures from a given set of images during
the interaction with users [14]. Furthermore, the fast feature extraction can be
utilized also in traditional tasks, e.g., for fast indexing of huge datasets or for
training of similarity models, where significantly larger parameter space can be
considered and tested.

In this paper, we focus on the similarity models based on feature signa-
tures, that can be effectively compared via the signature quadratic form distance
(SQFD) [4,6]. This model is competitive in the terms of the effectiveness and at
the same time provides many parameters to tune. We provide efficient GPU im-
plementation of the expensive feature extraction process resulting in two orders
of magnitude speed up. The contributions of this paper can be summarized as:

• Description of the feature signatures extraction process with emphasis on
performance issues.

• Proposal of a fast GPU implementation of this extraction process.

• Experimental results expressing the power of our GPU feature extraction.

The paper is organized as follows. In Section 2, we describe the similarity model
based on feature signatures and the basics of feature extraction process. In Sec-
tion 3, we recall GPU platform basics and describe details of our GPU implemen-
tation of the feature extraction process. The experimental results are presented
and discussed in Section 4 and Section 5 concludes the paper.

2 Similarity Model Based on Feature Signatures

In this section, we sketch the recently studied similarity model based on feature
signatures and the Signature Quadratic Form Distance, that can be utilized to
solve the content-based image retrieval tasks [5,3]. Especially, we describe in
detail the employed feature extraction method, where we highlight parameters
influencing many aspects of the resulting similarity space. We also remember
recent works focusing on efficient query processing in this model – the metric
and ptolemaic indexing of the Signature Quadratic Form Distance.

2.1 Feature Signatures

The traditional object representation approaches utilizing feature histograms ag-
gregate features within predefined bins of fixed-sized vectors. Unlike the feature
histograms, the feature signatures allow a more flexible object representation
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within a utilized feature space [9,18,8], where the size of resulting feature signa-
tures is not fixed. Hence, complex multimedia objects can be represented by a
feature signature consisting of many centroids, while simple multimedia objects
have just few centroids in their feature signatures.

Definition 1 (Feature Signature). Given a feature space F, the feature sig-
nature So of a multimedia object o is defined as a set of tuples from F × R

+

consisting of representatives ro ∈ F and weights wo ∈ R
+

In order to compare feature signatures, the SQFD, which is a generalization of
the conventional QFD, is employed. In contrast to the well-known Earth Mover’s
Distance, the SQFD makes it possible to balance the tradeoff between indexabil-
ity and retrieval quality [2]. The authors have demonstrated that the parameters
of the similarity functions affect the indexability of the underlying data space,
thus allowing to balance the tradeoff between indexability and retrieval quality.
It was shown that even a very simple metric pivot table approach [23] can reach
a speedup factor of up to 170 with respect to the sequential scan. In addition,
the combination of the SQFD and ptolemaic pivot tables has shown a speedup
factor of up to 300 [15]. In the meantime, Krulis et al. [13] came up with the
idea of processing the SQFD on many-core GPU architectures. By implement-
ing the query evaluation process on many-core GPUs and also multi-core CPUs,
they have shown a significant improvement in efficiency compared to the serial
approaches.

2.2 Extraction of the Feature Signatures

The feature extraction process determining a feature signature from an image
consists of several consecutive steps, each of them providing several options with
various sets of parameters. The basic overall schema for this process is depicted
in Figure 1. The image is preprocessed first by common image algorithms. After
that, a suitable sampling method is selected and several features are extracted for
every sampled point. Finally, all features are clustered via the k-means clustering.
In the following paragraphs, we explain details of the feature extraction and the
k-means algorithm used in our implementation.

In the feature extraction step, the sampled points are mapped into the re-
quested feature space F. We utilize seven-dimensional representatives fo

i =
(x, y, L, a, b, c, e) ∈ F ⊆ R

7, where (x, y) are the coordinates of the sampled
point, (L, a, b) represent the color of the sampled point mapped into the CIE Lab
color space [12], and (c, e) are contrast and entropy values computed from the
neighborhood of the point in the corresponding gray-scale image. We compute
texture information from the gray level co-occurrence matrix G [10] extracted
from the neighborhood of the point, where each point is assigned an intensity
i ∈ I1. Since the value ranges of utilized features differ significantly, we also
normalize values from each dimension into [0, 1] interval.

1 More specifically, the contrast c and entropy e are evaluated as c =
∑

i,j∈I

(i − j)2 ×
G(i, j)/n and e = − ∑

i,j∈I

(G(i, j)/n) × log(G(i, j)/n), where n =
∑

i,j∈I

G(i, j).
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Fig. 1. Extraction schema for feature signatures

In the last step of the overall feature extraction process, all the extracted
representatives fo

i ∈ F are aggregated using the k-means clustering algorithm
[17] employing the weighted Lp norm distance. The weights change the impact
of each utilized feature and thus fundamentally influence the result of the clus-
tering. By setting a weight to zero, we can even totally ignore the effect of a
particular feature. The k-means clustering is an iterative method, where the
number of iterations is defined by the user. In each iteration, all representatives
fo
i ∈ F are distributed within the actual set of centroids roi ∈ F of the clusters
Co
i ⊆ F. Then, for each cluster a new centroid is created by averaging all the

points in the cluster, which can be depicted as a shift of the old centroid to
the clusters center of gravity. When using an adaptive version of the k-means
clustering, we can also remove some too close or too small clusters and thus
influence the number of the resulting clusters. As a result of the k-means clus-
tering algorithm, the feature signature consisting of representatives roi ∈ F and
weights wo

i ∈ R
+ is created, where each representative roi ∈ F corresponds to the

centroid of the cluster Co
i ⊆ F obtained in the last iteration of the k-means, i.e.,

roi =

∑
f∈Co

i
f

|Co
i | , with relative frequency wo

i =
|Co

i |∑
i |Co

i | .

3 Implementation

Before we introduce the details of our GPU extractor, let us briefly revise cur-
rent GPU architecture. Our implementation was developed and tested on the
NVIDIA Fermi architecture [20], however, it should work on the new Kepler
architecture as well as on the current AMD GPU devices. GPU architectures
differ from CPU architectures in multiple ways. The most important two are
rather specific thread execution model and complex memory model. The CPU
is designed so that each core process one independent thread at a time. Threads
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running on GPU all execute the same program and small groups of threads even
execute the same instruction at a time (Single Instruction Multiple Threads).

The GPU is a rather independent device, so it has its own memory. This
means that all input data must be transferred to the device and computed results
must be transferred back to memory of the host system. Furthermore, there are
multiple types of memories – the global memory (of several GBs), the local (or
shared) memory (tens of kBs), and the private memory (registers of each core).
Each memory has some specific limitations which are inevitably inherited from
the parallel nature of the architecture.

We would like to summarize some of the architecture implications and best
programming practices suggested by the vendor [19]:

• The latency of data transfers between the host system and the GPU devices
needs to be inhibited. Therefore, we should bulk the transfers and try to
overlap them with GPU computations.

• Data structures must be designed according to memory limitations of the
GPU. The data placement must be considered carefully as different types of
memories have different properties (especially the size and speed).

• The algorithm must embrace the SIMT execution model, at least for the
parts of the work being processed by one thread group. This usually requires
significant modifications of the algorithm or selection of a different algorithm
solving the same problem.

• A multitude of threads (at least thousands) needs to be spawned in order to
utilize all available cores and balance the load efficiently.

3.1 GPU Extractor

Our GPU extractor implementation is quite complex. In this section, we will
focus on the key details that allowed us to achieve such excellent performance.

The extractor exploits two approaches to parallelism. Each signature is com-
puted by a SIMT parallel algorithm and multiple signatures are computed con-
currently. The CPU code ensures the loading of images from persistent data
store, create blocks of images of appropriate size, and dispatch these blocks
to the available GPUs. Each block is transferred to the GPU, then the GPU
computes signatures for all images in the block, and the block of signatures is
transferred back to the host memory. The blocks are dispatched so there are
always two blocks assigned to one GPU. One block is being computed while the
data of the other block are transferred. Furthermore, there are two CPU threads
allocated for each GPU device. These threads are responsible for feeding the
GPU, waiting for the GPU to terminate, and consolidation of the results.

Images in the block are processed as depicted in Figure 2. Each thread group
(assigned to one SMP2) processes one image and all threads in the group synergi-
cally cooperates to compute the signature. The optimal block size was empirically
determined as 2× number of SMPs on the GPU (in our case 2× 16 = 32).

2 Symmetric Multi-Processor unit, which contains 32 synchronously running cores.



Efficient Extraction of Feature Signatures Using Multi-GPU Architecture 451

cores 

SMP 

local 
memory 

instruction 
decoder 

x, y 

L, a, b 

c, e 

x, y 

L, a, b 

c, e 

x, y 

L, a, b 

c, e 
cores 

SMP 

local 
memory 

instruction 
decoder 

extracted features signature 
(clusters) RGB to Lab conversion, 

contrast and entropy  
k-means clustering 

(fixed # of iterations) 

global 
memory 

… … 

block of images initial points block of signatures 

GPU 

Host System 

Fig. 2. Schema of the extraction process of one image

Different approaches are clearly suboptimal. Computing multiple signatures
by one thread group would be highly complicated as the size of the local memory
is very limited and its utilization is very important to overall performance of both
feature extraction and k-means clustering. Computing one signature by multiple
groups would be even more complicated as the groups have limited means of
communication and synchronization.

Feature Extraction Process. The first phase of the signature creation is
the feature extraction and normalization process (see Section 2.2). The sam-
pling points (whole set) are provided by CPU and uploaded into constant global
memory before the extraction is started. The extraction of the first 5 dimensions
of the feature space (x, y, L, a, b) is quite straightforward. The (x, y) coordinates
are computed from the sampling points coordinates as a simple linear combina-
tion. The RGB value of the corresponding pixel is taken and converted into the
CIE Lab color space by transformation equations from the CIE Lab specification.

The computation of contrast and entropy features is slightly more compli-
cated. The bitmap is converted to gray-scale using all threads in the group. Since
each pixel is represented with only a few bits and the GPU natively processes
data in 32-bit words, we use simple bit-packing technique that stores multiple
pixels in one word. We convert the entire bitmap and keep it in the local memory
of the SMP for the sake of simplicity and parallelism even though only sampled
pixels and their surroundings are required for the computation.

To compute contrast and entropy, the co-occurrence matrix G must be con-
structed for each pixel. The matrix is rectangular |I| × |I|, where I is the set of
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possible intensities. Since we use 4-bit gray-scale in our experiments, the |I| = 16
and the matrix has 16×16 items. We allocate as many matrices as possible in the
local memory and assign one thread to each matrix. These threads iteratively
process initial points, construct corresponding co-occurrence matrices, and com-
pute contrast and entropy. The time complexity of this step depends on the size
of the matrix G and size of the neighborhood of the pixel, which are constant
for all points. Therefore, each thread performs almost the same amount of work.

Described algorithm was designed under the assumption that it is possible
to fit at least as many G matrices to local memory (along with the gs-bitmap),
as there are cores on SMP, or (better) as there are threads in the correspond-
ing group. This assumption holds in our case3 as we are able to accommodate
approximately 150 matrices in the local memory. On the other hand, if we use
more bits per pixel in the gray-scale bitmap, the bitmap itself and the matrices
will be significantly larger and a different algorithm could be more suitable for
the problem.

K-means Clustering. The second phase is the k-means clustering performed
on the points from a feature space (see Section 2.2). Since the k-means algorithm
has many variations, we need to specify several details:

• We use fixed number of iterations and this number is a configurable pa-
rameter of the extractor. This way more complex images end up with more
centroids in their signatures than the simple images.

• The clusters that have centroids closer than specified threshold (which is
also a parameter) are merged together.

• After each iteration, clusters that are smaller than s × i, where i is the
number of the iteration and s is a parameter of the extractor, are thrown
away. Points from these clusters are not dismissed, but rather reassigned in
next iteration.

• Our algorithm does not care for the final assignment of points to clusters, but
only for the final centroids and weights (number of points in each cluster).

All the threads in the group follow the algorithm steps together waiting on an
explicit barrier after each step of the algorithm. One k-means iteration consists
of the following steps:

1. The closest centroid is found for each point and coordinates of the point are
atomically added to the new centroid coordinates (per dimension). Also the
weight of the closest centroid is atomically incremented.

2. New centroid coordinates are computed dividing sums from previous step by
number of points in the corresponding cluster (computing an average).

3. The clusters with centroids closer than joining threshold are merged.

4. The clusters smaller than s× i limit are disposed of.

First two steps are embarrassingly parallel. Each point may be processed inde-
pendently and we assume that there are more points than threads in a group.

3 SMP has 48 kB of local memory, thumbnails are 150 × 150 px in 4-bit gray-scale.
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The only interesting issue is the optimal data representation. We represent each
set of N d-dimensional points4 as d arrays of N values rather than an array of
N structures with d values. This representation better fits the properties of both
global memory and local memory where the points and centroids are stored.

It is possible to use kd-trees or other geometric data structures to accelerate
the nearest neighbour problem (the first step) [11]. We can also use an approxi-
mative approach to k-means [21]. However, these techniques are faster only for
large number of centroids, and kd-trees do not perform well in the GPU memory.
As we use only hundreds of centroids, empirical results show that it is better to
pursue raw power of parallelism with the simplest algorithm.

The third step tests the distance of every centroid pair. The centroid pairs are
iterated using the nested two-level for-loop, where only the inner loop is paral-
lelized and the explicit barrier synchronization is performed after each iteration
of the outer loop. This way the parallelism is slightly reduced, however, we do not
require any means of data synchronization. In order to avoid expensive merging
and array compacting, this step just sets the weight of one of the merged clusters
to 0, so the cluster will be disposed of by the last step. More elaborate methods
did not show any measurable speedup as the third step is significantly cheaper
than the remaining steps.

The last step filters out small clusters and compacts the set of centroids, so the
arrays does not contain empty elements. First, the compacting step computes
new offset for each nonempty element. The offsets are computed by standard
binary reduction tree algorithm performed by all available threads. Finally, all
nonempty elements are copied into new compacted array at their new positions.

4 Experimental Results

In the experiments we focused on the efficiency of the extraction and the MAP
evaluation process using GPU architecture, where we measured the speed up
according to the CPU platform.

4.1 The Testbed

The Thematic Web Images Collection (TWIC) database of 11, 555 images di-
vided in 200 classes [16] was employed for basic experiments and approximately
17.5 mil. images from the profimedia dataset [1] were used for large-data tests.

Our experiments were performed on a server with special motherboard (FT72-
B7015) designed to embrace up to 8 GPUs. The server was equipped with Xeon
E5645 processor that contains 6 physical (12 logical) cores running at 2.4 GHz,
96 GB of DDR3-1333 RAM, and 4 NVIDIA Tesla M2090 GPU cards (Fermi
architecture). Each GPU chip has 512 cores (32 cores per 16 SMPs) and 6 GB of
memory. We also tested the implementation on commodity PC with two NVIDIA
GTX 580 which have also 512 cores, but only 1.5 GB of memory. We have found
that in our case the gaming GTX 580 cards have similar performance as the
much more expensive Tesla cards, thus we do not provide detailed comparison.

4 As described in 2.2, the d = 7 in our case.
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4.2 Performance Tests

Since the major contribution of this paper is a fast GPU extraction implementa-
tion, we provide performance test results and comparison to the CPU extractor.
All the times were measured using the system real-time clock. We are aware
that this method is not entirely precise and there are many both technical and
philosophical issues regarding performance benchmarks. However, these tests are
designed to give the reader a general idea about the performance rather than
provide an accurate comparison. All tests were conducted using parameters that
produced the highest precision results.
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Fig. 3. Time, speedup, and throughput comparisons

Figure 3 summarizes the times and speedup of the experiments conducted on
CPU (using different numbers of threads) and GPU (using different numbers of
devices). The cpu t methods designate tests running on CPU with t threads5

and the gpu d methods designate tests running on d GPU devices. The times
depicted in the first graph are separated into two columns – the extraction
process of 11, 555 images (TWIC dataset [16]), which we used for tests designed
to explore the parameter space of the extractor.

The tests were evaluated 233× faster on 4 GPUs than on single-core CPU
and 21.7× faster than on 12 core CPU. Thanks to this speedup, we were able to
conduct all experiments presented in previous section in the matter of hours. The
same experiments would take days on 12 CPU cores and weeks on single-core.

We have also considered using the GPU extractor for the indexing and video
stream processing techniques. For testing purposes, we have extracted a database
of 1, 000, 000 images [1] and created signature index by both GPU and CPU
extractors. The extractor running on 4 GPUs can extract 8244 signatures per
second while on 12 CPU cores the throughput is only 303 signatures per second.
These tests were conducted so that all images were pre-cached in RAM, hence
the extractor has not been slowed down by loading data from persistent storage.
Since each image has size of approximately 33.9 KB, the system would require a
persistent storage that is capable of reading data at the minimum rate of 273.3
MB/s, which cannot be easily achieved by common hard disk drives. Previous

5 The tests run up to 12 threads as we have 12 core CPU.
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tests were focused on the speed of the extractor. If the extractor is employed as
an indexing service, the performance of the persistent data storage cannot be
ignored. We have equipped our server with two RAID 0 arrays both containing
two common hard disks One array kept the input images and the other array
was used for storing signatures. We have used the same data source as for the
previous experiment, but we took 17.5 millions of images to ensure that the data
nor the result will fit the RAM. The throughput of the extractor is depicted in
the third graph of the Figure 3. The speed of the extractor has dropped to 3661
signatures per second on four GPUs. It is 2.25× slower than previous experiment,
in which the images were cached in RAM (denoted gpu4* in the graph). Based
on the empirical data, we speculate that the feature extraction system would
require at least 4 modern SSD drives connected to RAID 0 in order to match
the speed of 4 GPU devices.

5 Conclusions

In this paper, we present a highly efficient GPU implementation of the feature
extraction of image signatures, reaching more than two orders of magnitude
speedup with respect to classical CPU platform. It also achieves a throughput of
8244 signatures per second, which is far beyond the throughput of common hard
drives or network devices. Fast feature extraction implementation is critical in
many recent applications like video stream processing or image exploration tech-
niques, where for user interaction scenarios the low response times are essential.
Our GPU implementation can be used also in traditional indexing or training
tasks, where huge datasets have to be extracted or broad parameter spaces have
to be inspected.
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Abstract. This paper addresses the problem of long-term tracking of unknown 
objects in a video stream given its location in the first frame and without  
any other information. It’s very challenging because of the existence of several 
factors such as frame cuts, sudden appearance changes and long-lasting 
occlusions etc. We propose a novel collaborative tracking framework fusing 
short-term trackers and long-term object detector. The short-term trackers consist 
of a frame-to-frame tracker and a weakly supervised tracker which would be 
updated under the weakly supervised information and re-initialized by long-term 
detector while the trackers fail. Additionally, the short-term trackers would 
provide multiple instance samples on the object trajectory for training a 
long-term detector with the bag samples with P-N constraints. Comprehensive 
experiments and comparisons demonstrate that our approaches achieve better 
performance than the state-of-the-art methods. 

Keywords: collaborative tracking, online learning, samples selection. 

1 Introduction 

Long-term tracking in unconstrained environments is a very active topic in  
computer vision due to its wide-ranging applications in video indexing, surveillance, 
human-computer interaction, augmented reality, etc. [1, 2]. A tracking system usually 
consists of three components: 1) an appearance model, used for evaluating the likelihood 
that the object of interest is at some particular location; 2) a motion model, which relates 
the locations of the object over time; 3) a search strategy for finding the most possible 
location in the current frame [3]. However, the problem and difficulty in a tracking 
system depend on several sources of varieties such as changes in appearance, varying 
lighting conditions, cluttered background, partial or complete occlusion, and frame-cuts.  

Nowadays, various tracking algorithms have been proposed [13, 14, 17, 4, 6]. 
Template tracking [13, 14, 15] is the most straightforward approach that estimates the 
objects’ motion between consecutive frames. Templates have limited modeling 
capability as they represent only a single appearance of the object. To deal with more 
appearance variations, the generative models [17, 18, 19, 20, 21] have been proposed. 
However, the generative trackers only model the appearance of the object and as such 
often fail in cluttered background. In order to alleviate this problem, training an 
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adaptive discriminative classifier in an online manner to distinguishing the object from 
the background has shown promising results [3, 4, 5, 6]. The essential phase of adaptive 
discriminative trackers is the update: the close neighborhood of the current location is 
used to sample positive training examples, distant surrounding of the current location is 
used to sample negative examples, and these are used to update the classifier in each 
frame. It has been demonstrated that this updating strategy handles significant 
appearance changes, short-term occlusions, and cluttered background. However, these 
methods suffer from drift and failure if the object leaves the scene for a long time. To 
address the problems, the update of the tracking classifier has been constrained by an 
auxiliary classifier trained in the first frame [7] or by training a pair of independent 
classifiers [8, 9]. 

In this paper, we focus on the problem of long-term tracking an arbitrary object with 
no prior knowledge other than its location in the first frame. To develop a robust 
updating adaptive appearance models, we would like to handle partial occlusions or 
disappearance without significant drift through exploring the interrelationship between 
the short-term tracker and the long-term detector. Here, the adaptive short-term trackers 
consist of a frame-to-frame tracker and a weakly supervised tracker which would be 
updated under the weakly supervised information and re-initialized by long-term 
detector while the trackers fail. Simultaneously, the adaptive short-term trackers would 
provide multiple instance samples on the object trajectory for training a long-term 
detector. Unlike previous methods, we exploit the steady local information of object 
and develop the adaptive short-term trackers. Our algorithm dynamically fuses 
adaptive trackers and detector, which can deal with the appearance model and the 
motion model in a novel framework. Experimental results on the public available 
datasets demonstrate the effectiveness of our method. 

The rest of the paper is organized as follows. In the next section, we introduce our 
tracking algorithm; in Section 2, we present qualitative and quantitative results of our 
tracker on a number of challenging image sequences. We draw the conclusion in 
Section 4. 

2 The Proposed Approach 

We present details of the robust visual tracking framework by fusing adaptive 
short-term trackers and long-term detector, as shown in Fig.1. 

The components of the framework are characterized as follows: the frame-to-frame 
tracker estimates the object’s motion between consecutive frames. Adaptive short-term 
tracker estimates the object’s location under the assumption that the object is visible or 
partial visible. If the object moves quickly or is occluded partially abruptly, the 
adaptive short-term tracker may recover when the frame-to-frame tracker is likely to 
fail and never recover by itself. The adaptive short-term trackers could provide multiple 
instance samples on the object trajectory for training a long-term detector. 

The trained detector will scan full of the frame to localize all possible candidate 
patch that is similar to all appearances observed. Learner evaluates the performance of 
trackers and detector, estimates detector’s errors and generates the credible templates 
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Fig. 1. The block diagram of our approach 

and training data. The training data consists of bag samples to reinforce the detector’s 
capability. For alleviating the effect from the condition that both the frame-to-frame 
tracker and the detector fail, we introduce adaptive short-term tracker and P-N 
constraints for bag samples selection to improve the detector’s generalization 
capability. Additionally, because of the existence of object templates learned from the 
past, the learning strategy makes the detector have strong ability to discriminate the 
object against background. 

2.1 Short-Term Trackers 

Adaptive short-term trackers contain a frame-to-frame tracker and an approximate 
multiple instance learning tracker (MIL) [3]. Frame-to-frame tracker is used for 
exploring the motion of consecutive frames. We adopt the approach of Kalal et al. [21] 
for recursive tracking which bases on Lucas-Kanade tracker (KLT) [13].  

The approach of KLT bases on three assumptions. The first assumption is referred to 
as brightness constancy [23] and is   

( ) ( )I X J X d= +                             (1) 

Eq. (1) states that a pixel at the two-dimensional location X in an image I might change 
its location in the second image J but retains its brightness value. The vector d will be 
referred to as the displacement vector. The second assumption is referred to [22] as 
temporal persistence. It states that the displacement vector is small. Small in this case 
means that ( )J X can be approximated by  

( ) ( ) '( )J X I X I X d≈ +                          (2) 

where '( )I X  is the gradient of I at location X .  
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The third assumption, known as spatial coherence, alleviates this problem. It states 
that all the pixels within a window around a pixel move coherently. By incorporating 
this assumption, d is found by minimizing the term 

   2

( , )
( ( ) ( ) '( ) )

x y W
J X I X I X d

∈
− −                      (3) 

which is the least-squares minimization of the stacked equations. The size of 
W defines the considered area around each pixel. Additional implementation details 
are in [22]. 

According to the forward-backward error measure [21], Lucas-Kanade method is 
applied twice on points 1bP in the bounding box of the object and measured based on the 
similarity of the patches 1P surrounding points 1bP and the patches 2P surrounding the 
tracked points 2bP . Since the normalized correlation coefficient is invariant against 
uniform brightness variations [23], the similarity of these two patches 1P and 2P is 
calculated by the Normalized Correlation Coefficient (NCC) as  

1 1 2 2
1 2

1 1 2

( ( ) )( ( ) )1
( , )

1

n

x

P x P x
NCC P P

n

μ μ
δ δ=

− −
= 

−
                (4) 

where 1μ , 2μ , 1σ and 2σ are the means and standard deviations of 1P and 2P .  

Under the three assumptions of Lucas-Kanade, this frame-to-frame tracker could 
provide samples for the long-term detector. If any of the three assumptions are not met, 
the frame-to-frame tracker would have a failure so that it couldn’t provide the enough 
training samples for long-term detector, which has enormous influence on the tracked 
results. If the object is occluded quickly, the assumptions will be violated. For solving 
this problem, we introduce a weakly supervised tracker which could mine the 
discriminative local patch information and estimate the object effectively in short term, 
especially when the long-term detector isn’t trained sufficiently. 

In this paper, we use weakly supervised multiple instance learning tracking 
(WSMILT) as our weakly supervised tracker. Unlike MIL Track [3], WSMILT will use 
the weakly supervised information from frame-to-frame tracker. The basic flow of 
adaptive short-term tracker in this work is illustrated in Fig.1 and summarized in 
Algorithm 1. Like MIL Track [3], we extract a set of Haar-like features for each image 
patch [11, 24]. Then the appearance model is composed of a discriminative classifier 
which is able to return ( 1| )p y x= ,where x is an image patch and y is a binary variable 

indicating the presence of the object of interest in that image patch. At every time 
step t , our weakly supervised tracker maintains the object location *

tl . Let ( )l x denote 

the center location of image patch x. For each new frame, if the frame-to-frame tracker 
has tracked the object, we crop out a set of image patches *

1{ :|| ( ) || }s tX x l x l s−= − < that 

are within some search radius s of the current tracker location, and compute ( 1| )p y x=  

for all sx X∈ .We then use a greedy strategy to update the tracker location:  
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* arg max ( 1 | ) )
s

t
x X

l l p y x
∈

 = = 
   

(5)
 

In other words, we don’t maintain a distribution of the target’s location at each frame, 
and our motion model assumes that the location of the tracker at time t  is equally 
likely to appear within a radius s of the tracker location at time (t-1):  

{* *
1

1( | ) 0t tp l l − ∝   
* *

1|| ||

.
t tif l l s

otherwise
−− <

                         (6) 

Algorithm 1. Weakly Supervised Multiple Instance Learning Tracking 
Input: Video frame number k 
Method: 
   1: Crop out a set of image patches, *

1{ :|| ( ) || }s tX x l x l s−= − <  and compute 

feature vectors. 
   2: Use multiple instance learning classifiers to estimate the probability 

( 1| )p y x=  for sx X∈ . 

   3: Update the tracker location * arg max ( 1| ) )
s

t
x X

l l p y x
∈

 = = 
 

. 

   4: Crop out two sets of image patches *{ :|| ( ) || }r
tX x l x l r= − < and 

, *{ : || ( ) || }r
tX x r l x lβ β= < − < , where r s β< < . 

   5: If the frame-to-frame tracker has tracked the object, we update MIL 
appearance model with one positive bag rX and ,| |rX β  negative bags, each 

containing a single image patch from the set ,rX β . 
Output: Object bounding box tA  

 

 

2.2 Long-Term Detector 

Object detection enables us to re-initialize the frame-to-frame tracker since it doesn’t 
maintain an object model and unable to recover from failure. While the frame-to- frame 
tracker depends on the location of the object in the previous frame, the object detection 
mechanism presented here employs an exhaustive search in order to find the lost object.  

Due to the efficiency of randomized ferns classifier [27] which is widely used in 
object recognition [2, 25, 26], we employ it as long-term detector to find possible object 
location. Ferns classifier consists of a number of ferns which are evaluated in parallel 
on each patch and fast. Each leaf in a fern records the number of positive p and 

negative n examples using Binary Pattern features during training. For a test sample, 
its evaluation by calculating the binary pattern features leads to a leaf in the fern. After 
that, the posterior probability for that input testing sample in feature vector ix to  
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be labeled as an object ( 1)y = by a fern j is computed as maximum likelihood 

estimator Pr ( 1 | ) / ( )j iy x p p n= = + , or is set zero if the leaf is empty. The final 

probability is calculated by averaging the posterior probabilities given by all ferns:  

 1
Pr( 1 | ) Pr ( 1 | )

T
i j i

j
y x y x

=
= = =

 
(7)

 

where T is the number of ferns. Short-term trackers controls the posterior by adding its 
positive and negative samples to the ferns according to P-N constraints as [2] and 
multiple instance bag [3]. The P-constraints force all samples close to the validated 
trajectory to have positive label, while N-constraints have all patches far from the 
validated trajectory labeled as negative. Differently from [2], we bring in multiple 
instance bags around the validated trajectory so as to avoid the following problems. 
Slight inaccuracies in the tracker can therefore lead to incorrectly labeled training 
examples, which will further lead to the classifier resolving the ambiguities by itself to 
yield robust tracking results. 

2.3 Samples Selection 

A good classifier needs to have high prediction accuracy and generalization capability. 
The training samples’ quality is crucial, especially for the training of online classifiers. 
In this paper, we introduce the bag samples selection to enhance the robustness of P-N 
constraints, which is able to use both weakly labeled and unlabeled bags.  

The P-N constraints explore the latent information that there are some spatial 
structure and temporal structure information among different patches in video 
sequences. The constraints assume that a single object appears in one location only and 
therefore its trajectory defines a curve in the spatial-temporal volume. The trajectory 
curve is not continuous and generated by adaptive Lucas-Kanade [13] tracker and 
evaluated by the patch selected in the first frame using NCC measure to evaluate the 
confidence. P-constraints require that all patches that are close to validated trajectory 
have positive label. N-constraints require all patches in surrounding of a validated 
trajectory have negative label. In this paper, to mine and use the latent information 
effectively, especially to improve the generation capability of long-term detector, we 
sample the positive bag based on the patches close to validated trajectory and training 
online detector with the instance of the positive bag with soft-label. For detail, in our 
weakly supervised multiple instance learning tracker, training data has the 

form 1 1{( , ),...( , )}n nX y X y , where a bag 1{ ,..., }i i imX x x= and iy is a bag label. The bag 

labels are defined as: 

max( )i ij
j

y y=                                (8) 

where ijy  are the instance labels, which are not known during the training. Since we 

assume the patches in or very close to validated trajectory as positive instance, the bag 
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which contains the patches is positive bag. The bag samples could be used for training 
the long-term detector. 

2.4 Collaborative Training and Online Update 

Frame-to-Frame tracker is used for motion estimation and collects the new templates 
which have high confidence with the old templates in the past validated trajectory of 
object appearance resized patches. It will be re-initialized by the final result fusing the 
trackers’ and detector’s result in the previous frame. 

Adaptive weakly supervised tracker will be trained under the weakly supervised 
information coming from Frame-to-Frame tracker so that it could adapt to more 
cluttered background and prevent from drifting. Additionally, it could recommend 
more likely training samples for detector learning selection, especially in the case that 
detector hasn’t been trained enough so as to fail to detect the possible candidates. 

Learner will select the appropriate training data to train the long-term detector. For 
improving the detector’s generalization capability, we generate multiple instance bags 
based on the predicted object location which is in the validated trajectory. For 
simplicity, we relax the condition of positive training examples and think that the 
instances’ label is same to the bag’s label:  

ij iy y=                                (9) 

where ijy  is the label of the jth instance in the ith  bag and iy  is the ith bag’s label. 

Additionally, the instances in one same bag should be satisfied that:  

*{ :|| ( ) ( ) || }i tX x l x l x s= − <                         (10) 

where iX  is the ith bag, * ( )tl x  is the predicted object location which is in the validated 

trajectory, ( )l x  is the image patch’s location, s is the bag’s radius. 

2.5 Result Fusion of Trackers and Detector   

To fusing the results of the frame-to-frame tracker tF , the weakly supervised tracker 
tA  and the confident detections tD  into a final result tB  is given. The decision is 

based on the number of detections, the detector’ confidence values 
tDP+  and the 

confidence of the tracking results
tRP+ , 

tAP+ . The latter is obtained by running the 

template matching method on the tracking results. If the detector yields exactly one 
result with a confidence higher than the result from the trackers, then the response of 
the detector is assigned to the final result. The frame-to-frame tracker will be 
re-initialized by the final result. If the frame-to-frame tracker produced the most 
confident result, the result will be assigned to the final result. If their confidents are all 
high, we combine them by median selection. If 

tRP+  and 
tDP+  is low, we choose to 

believe the adaptive tracker. If 
tAP+  is bigger than a threshold, the tA  is assigned to the 
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final result. In other cases the final result remains empty, which suggests that the object 
is not found in the current frame. 

3 Experimental Results 

In order to evaluate the performance of the proposed tracking approach, we test  
our system in C++ on several challenging image sequences. Nine videos (David, 
Jumping, Animal, Shaking, Cliffbar, Faceocc, Faceocc2, Surfer, Sylv) [10, 20, 3] are 
collected from the public dataset. The challenges of these videos include illumination  
variation, partial occlusion, pose variation, background clutter and scale change.  
For cross-validation, the center position error is compared with that of current 
state-of-the-art methods (FT[12], L1[29], MIL[3], and TLD[10]). We implemented 
these trackers using publicly available source code or binaries provided by the authors. 
They were initialized using their default parameters. 

Table 1. Average center location error (pixels). The best performance is in bold, the second best 
is in underlined.  

Sequence #Frames FT[12] L1[29] MIL[3] TLD[10] OURS 
David 761 90 51.9 39.9 14.9 5 
Jumping 313 58.2 50.8 12.6 5.6 4.7 
Animal 71 91.2 160.5 27.9 86.6 12.1 
Shaking 365 61.7 117.7 51.4 231.8 23.3 
Cliffbar 328 17.7 43.3 13.8 50.7 16.5 
Faceocc 886 5.7 6.6 35.3 11.3 13.7 
Faceocc2 812 15.5 30.4 12.2 14.8 6.8 
Surfer 376 139 37.7 16.1 18.1 15.9 
Sylv 1344 13.3 34.5 14.7 9.4 13.3 

The performance of visual trackers is evaluated according to the average per-frame 
distance (in pixels) between the center of the tracking result and that of ground truth. 
Clearly, this instance should be small. In Fig.2, we can see that our tracker consistently 
produce s a smaller distance than other trackers. This implies that our method can 
accurately track the target despite illumination changes. 

At the same time, performance evaluation on public datasets is measured by 
Precision/Recall [2]. The results are displayed in Table 2. 

The David sequence has large illumination changes. The initialized box makes many 
generative models fail in several frames. TLD and our method add the motion 
estimation information so as to prevent the target from missing. It’s also very important 
for one appearance model updating. In the Shaking sequence, the tracked object is 
subject to changes in illumination and pose. TLD will fail in frame 58 because of abrupt 
powerful light. Our method will work because of the short-term tracker. When abrupt 
motion and large appearance changes simultaneously, our algorithm may fail. 
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Fig. 2. Representative frames on sequences David under illumination changes. Blue, red, yellow, 
magenta and green bounding boxes were generated by FT, L1, MIL, TLD, and ours, respectively. 

Table 2. Performance evaluation on public dataset measured by Precision/Recall. Bold numbers 
indicate the best score. The dataset is same as Table 1. 

Sequence FT[12] L1[29] MIL[3] TLD[10] OURS 
David 0.158/0.158 0.309/0.309 0.143/0.143 0.999/0.999 1.000/1.000 
Jumping 0.204/0.204 0.179/0.179 0.978/0.978 1.000/0.997 1.000/1.000 
Animal 0.042/0.042 0.056/0.056 0.887/0.887 0.981/0.746 1.000/1.000 
Shaking 0.397/0.397 0.063/0.063 0.825/0.825 1.000/0.156 0.893/0.893 
Cliffbar 0.393/0.393 0.305/0.305 0.909/0.909 0.942/0.591 0.893/0.893 
Faceocc 1.000/1.000 1.000/1.000 0.997/0.997 1.000/1.000 1.000/1.000 
Faceocc2 1.000/1.000 0.702/1.000 1.000/1.000 1.000/1.000 0.974/0.974 
Surfer 0.221/0.221 0.093/0.093 0.646/0.646 0.774/0.774 0.787/0.787 
Sylv 0.885/0.885 0.467/0.467 0.858/0.858 0.949/0.949 0.955/0.955 

The whole quantitative comparisons are shown in Table 1 and Table 2. From the 
tables, we can see that our tracking algorithm is better than the others in most cases. 

4 Conclusion 

In this paper, we propose a novel framework exploring their mutual relationship of 
adaptive trackers and detector and fusing them to act on visual tracking. Our method 
combines the flexibility of multiple instance learning on where to select positive 
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updates, the effectiveness of frame-to-frame tracking on object motion estimation and 
the robustness of detector towards partial occlusion and disappearance. In order to 
alleviate the drift of adaptive multiple instance tracker, we use the weakly supervised 
information coming from the frame-to-frame tracker. For improving the detector’s 
generation capability, P-N constraints for bag samples selection are introduced to train 
the detector. Experimental results show the superiority of our approach over 
state-of-the art methods. 

Acknowledgments. This work was supported by 973 Program (2010CB327905) and 
National Natural Science Foundation of China (61070104，61273034，61202325, 
60905008). 

References 

1. Yilmaz, A., Javed, O., Shah, M.: Object tracking: A Survey. ACM Computing 
Surveys 38(4) (2006) 

2. Kalal, Z., Matas, J., Mikolajczyk, K.: P-N Learning: Bootstrapping Binary Classifiers by 
Structural Constraints. In: Conference on Computer Vision and Pattern Recoginition (2010) 

3. Babenko, B., Yang, M.H., Belongie, S.: Visual Tracking with Online Multiple Instance 
Learning. In: Proc. CVPR (2009) 

4. Grabner, H., Bischof, H.: On-line boosting and vision. In: CVPR (2006) 
5. Collins, R., Liu, Y., Leordeanu, M.: Online Selection of Discriminative Tracking Features. 

IEEE Transactions on Pattern Analysis and Machine Intelligence 27(10), 1631–1643 (2005) 
6. Avidan, S.: Ensemble Tracking. IEEE Transactions on Pattern Analysis and Machine 

Intelligence 29(2), 261–271 (2007) 
7. Grabner, H., Leistner, C., Bischof, H.: Semi-supervised On-Line Boosting for Robust 

Tracking. In: Forsyth, D., Torr, P., Zisserman, A. (eds.) ECCV 2008, Part I. LNCS, 
vol. 5302, pp. 234–247. Springer, Heidelberg (2008) 

8. Tang, F., Brennan, S., Zhao, Q., Tao, H., Santa Cruz, U.C.: Co-tracking using semi- 
supervised support vector machines. In: ICCV (2007) 

9. Yu, Q., Dinh, T.B., Medioni, G.G.: Online Tracking and Reacquisition Using Co-trained 
Generative and Discriminative Trackers. In: Forsyth, D., Torr, P., Zisserman, A. (eds.) 
ECCV 2008, Part II. LNCS, vol. 5303, pp. 678–691. Springer, Heidelberg (2008) 

10. Kalal, Z., Mikolajczyk, K., Matas, J.: Tracking-Learning-Detection. IEEE Transaction on 
Pattern Analysis and Machine Intelligence 6(1) (2010) 

11. Viola, P., Jones, M.: Rapid object detection using a boosted cascade of simple features. In: 
CVPR (2001) 

12. Adam, A., Rivlin, E., Shimshoni, I.: Robust fragments-based tracking using the integral 
histogram. In: CVPR (2006) 

13. Lucas, B.D., Kanade, T.: An iterative image registration technique with an application to 
stereo vision. In: International Joint Conference on Artificial Intelligence, vol. 81 (1981) 

14. Shi, J., Tomasi, C.: Good features to track. In: CVPR (1994) 
15. Matthew, I., Ishikawa, T., Baker, S.: The Template Update Problem. IEEE TPAMI (2004) 
16. Black, M.J., Jepson, A.D.: Eigentracking: Robust matching and tracking of articulated 

objects using a view-based representation. IJCV (1998) 
17. Ross, D., Lim, J., Lin, R., Yang, M.: Incremental Learning for Robust Visual Tracking. 

IJCV (2007) 



 Dynamically Fusing Short-Term Trackers and Long-Term Detector 467 

18. Wang, S., Lu, H., Yang, F., Yang, M.-H.: Superpixel Tracking. In: CVPR (2009) 
19. Kwon, J., Lee, K.M.: Visual Tracking Decomposition. In: CVPR (2010) 
20. Liu, B., Huang, J., Yang, L., Kulikowsk, C.: Robust Tracking Using Local Sparse 

Appearance Model and K-Selection. In: CVPR (2011) 
21. Kalal, Z., Mikolajczyk, K., Matas, J.: Forward-Backward Error: Automatic Detection of 

Tracking Failures. In: ICCV (2010) 
22. Bradski, G., Kaehler, A.: Learning OpenCV: Computer Vision with the OpenCV Library, 

1st edn. O’Reilly Media (2008) 
23. Lewis, J.P.: Fast normalized cross-correlation. In: Vision Interface. In: Canadian Image 

Processing and Pattern Recognition Society (1995) 
24. Dollar, P., Tu, Z., Tao, H., Belongie, S.: Feature Mining for Image Classification. In: Proc. 

IEEE Conf. CVPR (2007) 
25. Bosch, A., Zisserman, A., Muoz, X.: Image classification using random forests and ferns. In: 

ICCV (2007) 
26. Dinh, T.B., Vo, N., Medioni, G.: Context Tracker: Exploring Supporters and Distracter in 

Unconstrained Environments. In: CVPR (2011) 
27. Ozuysal, M., Fua, P., Lepetit, V.: Fast keypoint recognition in ten lines of code. In: CVPR 

(2007) 
28. Viola, P., Platt, J.C., Zhang, C.: Multiple Instance Boosting for Object Detection. In: Proc. 

Neural Information Processing Systems (2005) 
29. Mei, X., Ling, H.: Robust Visual Tracking using L1 Minimization. In: ICCV (2009) 



A Real-Time Fluid Rendering Method

with Adaptive Surface Smoothing
and Realistic Splash

Pengcheng Wang, Yong Zhang, Dehui Kong, and Baocai Yin

Beijing University of Technology
kdh@bjut.edu.cn

Abstract. We present an adaptive approach in particle-based fluid sim-
ulation to smooth the surface rendered using splatting in screen space.
A real-time effect of surface smoothing and edge preserving is achieved
in both the situations that camera is close to or far away from the fluid.
This method is based on Bilateral filtering and using an adaptive range
coefficient according to the viewing distance, so that the filter offers more
blurring effect while the camera is approaching the surface and more edge
protection when the viewpoint is maintaining a long distance to the fluid.
We also introduce a physics-based splash model in turbulent flow for
real-time simulation with a corresponding rendering method. The local
density of particles in SPH simulation and Weber number are used to
determine the formation and breakup of splash particles. Based on the
splash breakup regime in physics, a pattern is proposed to organize the
shape formed by the newly generated breaking up particles.

1 Introduction and Related Work

For the real-time representation of fluid, particle-based simulation method, such
as Smoothed Particle Hydrodynamics (SPH) [1] [2], is usually preferred to Eu-
lerian fluid representation, not only because particle-based representation (or
Lagrangian representation) is simpler and faster, but also the method allows
fluid to flow anywhere and interact with other objects in the scene. However,
since the results obtained from particle-based simulation are discrete points, it
is difficult to extract a surface for rendering.

In [3], a screen space point splatting method is proposed. This approach in-
tegrates screen space rendering presented in [4], which generates a surface only
where it is visible, with a point splatting method to eliminate the generation of
a mesh. Although this approach provides credible effect, real-time performance
and inherent level-of-detail, there are still some apparent artifacts. Due to the
spherical shape of the particle, it is an essential job to smooth the surface to
make it look like real fluid. Cords et al. [3] use a Binomial filter which is able
to smooth the surface but can’t preserve the edges. A curvature flow filter is
introduced in [5] to smooth the fluid generated in the same way, getting a rel-
atively smoother surface, but needing to set an artificially controlled threshold
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(a) (b)

Fig. 1. (a) Fountain without splashes, (b) Fountain with splashes

to prevent blurring over silhouette. Bagar et al. [6] improve the curvature flow
filter with an adaptive method to control the iteration times of blurring, leading
to a proper smoothing extent in both near and far viewing distance, but still
with the difficultly of setting an edge preserving threshold.

Some special effects of fluid, like splashes, bubbles and foam can significantly
improve the appearance of turbulent fluid. Most of these elements have been
seen in offline rendering method [12], and some of them have been successfully
transplanted into real-time rendering [5] [6] [11]. Van der Laan et al. [5] bring in
a foam effect to SPH fluid simulation using a grayish noise texture. A physics-
based foam model proposed in [6] produces a beautiful underwater foam effect.
However, these methods are not physically suitable for modeling splashes in a
turbulent flow.

In this paper, we present a real-time rendering method for particle-based fluid
simulation with the following advantages:

– We introduce an Adaptive Bilateral filter to obtain a smooth fluid surface
with a good preservation of edges regardless of the viewing distance.

– We introduce a physics-based splash model using the local density andWeber
number, getting a vivid splash breaking up effect in a turbulent flow.

– All the effects can be achieved in real-time with tens of thousands of particles
in SPH simulation.

– The method is simple to be implemented directly on graphics hardware.

2 Adaptive Bilateral Filter

Our method is based on SPH fluid simulation which we assume has already of-
fered us locations, velocities and densities of a set of particles. The rendering
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approach we use is a screen space rendering method that has a similar process
with it in [5], which can be generally summarized as following: First, we draw
all the particles as point sprites into two separated textures, one for the depth
of particles, from which the fluid surface can be extracted, and the other for the
thickness of the fluid at each pixel, by using point splatting algorithm. Second,
a blurring pass is executed in order to smooth the surface to prevent a bobbly
appearance. Then, the normal at each pixel is calculated by reversing the coor-
dinates in depth texture into view space. Finally, all the intermediate results are
composited into a final one by appropriate illumination calculation.

In this process, surface smoothing is a vital step, because a spherical appear-
ance for particles would significantly reduce the sense of reality. Some ordinarily
used filters in Image Processing like Gaussian filter and Binomial filter will cause
blurring over silhouette edges. In [5], the curvature flow method is used to ad-
just the depth value iteratively according to the curvature, meanwhile setting
a threshold on depth difference when calculating the curvature to prevent from
blurring edges. However, the confirmation of that special threshold makes it
difficult to use, even for its adaptive edition in [6].

An obvious choice for not only smoothing but also edge preserving is using
the Bilateral filter, like the one proposed in [7]. Although complained for non-
separable and time-consuming, Bilateral filter offers a relatively good processing
result. A spiral Bilateral filter in [7] is defined as follow:

h(a0) = k−1
n−1∑
i=0

f(ai)× g(ai)× r(ai) (1)

where h(a0) denotes the new depth value after filtering at pixel a0, f(ai) rep-
resents the original depth value in pixel ai, g(ai) and r(ai) are the domain and
range coefficient respectively which are determined by the distance and depth
difference between pixel a0 and ai, and computed as follows:

g(x, y, t) = e−
x2+y2

2t (2)

where t is a scale parameter, and

r(ai) = e
− [f(ai)−f(a0)]2

2σ2
r (3)

where σ2
r is the variance of depth value in the texture. The parameter k acts as

a normalization constant and is defined as

k =

n−1∑
i=0

g(ai)× r(ai) (4)

However, after a careful observation on the two aims we want to achieve, a
contradiction in Bilateral filter can be found. If a smoother fluid surface is in-
tended, we need a bigger range coefficient r(ai) (in Equation 1). By contrary,
if a sharper edge is wanted, a smaller range coefficient r(ai) approaching to 0
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is better. In case we calculate r(ai) as in Equation 3, artifact caused by this
contradiction that a jelly-like surface or blurring over silhouette edges can be
observed apparently when the viewpoint is quite near or far from the fluid(see
Figure 2 and Figure 3). This phenomenon can be explained as follows: After the
perspective projection, those particles closer to the camera will have a relatively
larger radius in screen space, while those further from the viewer will appear
comparatively smaller on the screen, although they all have the same radius in
a common reference coordinate system. So, with a range coefficient computed
as in Equation 3, the same extent of blurring executed in the homogeneous clip
space would bring an unqualified effect in screen space.

Therefore, we propose an approach to confirm the range coefficient r(ai) adap-
tively based on the viewing distance to the fluid, namely the depth value. For
the same pixel a0 on the screen, the larger depth value it has, the smaller range
coefficient r(ai) it will obtain for its surrounding pixels; and the smaller depth
value it has, the larger r(ai) it will have. If r(ai) increases to 1, the range coeffi-
cient would totally lose its impact, then our Adaptive Bilateral filter degenerates
into Gaussian filter, which will bring the best blurring effect without any consid-
eration of edge preserving. So, in our method, the range coefficient is calculated
as follow:

r(ai) = e−[f(ai)−f(a0)]
2×C(depth) (5)

Here we define C(depth) as a piecewise function with a subsection point that is
between 0 and 1.

C(depth) =

{
sin(depth−k

2k × π) + 1 0 < depth ≤ k

B · sin(depth−k
2(1−k) × π) + 1 k < depth < 1

(6)

In Equation 6, k determines whether more smoothing or more edge preserving is
needed in a particular depth, and B is a constant larger than 1. When the depth
value ranges from 0 to k, more smoothing is performed with C(depth) returning
a small value approaching to 0. If the depth value is larger than k, C(depth)
will return a large value approaching to B + 1 which preserves more unapparent
edges. We choose to use a sin function because when the depth value is very
small or very large, an extremely smoothing or edge preserving effect is wanted.
It is not a transition that a simple function, like a linear function can offer. The
constants k and B are confirmed by experiments.

In our method, we choose a fixed number of pixels as ai in x and y direction in
the range of the particle’s diameter in screen space. Although it’s not an efficient
way considering data reading from the texture, the iteration step as in [5] could
be eliminated. So, computation time caused by smoothing is not that much.

3 Real-Time Splash

A method of incorporating splashes into real-time fluid simulation and rendering
is introduced in this section. We define splashes here as air bubbles trapping into
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(a) (b) (c)

Fig. 2. Comparison between different filters in a near viewing distance. (a) Adaptive
Bilateral filter, (b) Bilateral filter, (c) Gaussian filter.

(a) (b) (c)

Fig. 3. Comparison between different filters in a far viewing distance. We place a close-
up view of the separated particles on the top-left corner. (a) Adaptive Bilateral filter,
(b) Bilateral filter, (c) Gaussian filter.

high-speed flow and causing fluid drops breaking up into smaller ones. This kind
of phenomenon can often be observed in a fountain, waterfall or some turbulent
flows.

3.1 Splash Formation and Breakup

First, we focus on how splashes form and break up. The two conditions we use
here are particle’s local density and Weber number [8]. In SPH algorithm, we can
obtain a variable representing the local density of a particle. This variable reflects
a regional quantity of particles near the center one. If a particle is surrounded by
a large quantity of other fluid particles, it will get a high local density; while a
particle only gets a low local density value when there are just a few or none fluid
particles around it. So, having a low local density means a fluid particle can have
access to much air, which is a fundamental condition for a water particle to turn
into splash. In our method, we set a threshold on local density to distinguish
those particles having possibilities to turn into splashes from those which are
totally encircled by other fluid particles. We mark those particles as candidate
splash particles for the final rendering, in which stage we will finally determine
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whether these particles will be rendered as splashes or not. This is a direct and
efficient way to do so.

After electing candidate splash particles, a more interesting phenomenon has
to be paid attention to. We are aware that in a turbulent flow, those splashes
cannot keep their shapes. In their moving process, they break up into small
droplets when merging into the air. A lot of researches and experiments have
been done on the splash (spray) breakup regimes, like in [9] and [10], which reveal
that Weber number is a direct reflection of the splash foaming and breaking up
occasions. Weber number, as defined in [8], is a dimensionless number in fluid
mechanics as follow:

We =
ρv2l

σ
(7)

where ρ is the density of the fluid (this one is a constant describing the property of
the fluid, not the same with the local density as described before), v is the relative
velocity between the liquid and its surrounding air, l is the characteristic length
which is taken as the particle’s diameter in our simulation, and σ represents the
surface tension of the fluid, which we assumes as a constant too. Weber number
represents the ratio between inertial and surface tension forces. According to [10],
fluid drop breakup occurs when its Weber number reaches to a threshold, as the
kinetic energy of the liquid exceeds its surface energy to a certain extent. And
the higher the Weber number is, the smaller the size and the larger the quantity
of the breakup droplets will be. And from the experiment result in [10], with
a certain Weber number, the shape of the breakup droplets looks like a comet
with its tail pointing to the opposite direction to its velocity. Depending on these
theories and experiments, we build such a splash model in SPH simulation. The
entire splash breakup process will follow a pattern, which is an iterative process.
If a candidate splash particle iterates once for breaking up, eight smaller splash
particles will be generated. These eight particles will be located around the
original one, and arranged into a comet shape as in Figure 4:

To get a comet shape, four particles are generated in the direction along or
perpendicular to the original particle’s velocity direction. The other four particles
are distributed symmetrically in between the previous four. The distances from
the new particles to P0 are arranged from Ra to Rc and Rd to Re in ascending
order. Ra to Re would shrink in a certain extent after one iteration to keep the
new particles generated in the next iteration encircled in the comet shape this
time, if there are any. We just consider the velocity of P0 in x and y coordinates
in screen space to keep the comet plane always facing to the camera.

In order to determine how many times this breakup process would iterate for,
we define the following equation:

T = �We/C� (8)

in which an empirical constant C is defined as a criterion. C should not be set
to a exceedingly small constant, for too many new particles will tremendously
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Fig. 4. The shape arranged by the newly generated particles in splash breaking up for
one iteration. P0 represents the original particle, P1 to P8 are the particles generated
after breakup, Ra to Re are their respective distance to P0. The velocity direction of
P0 is marked by v.

affect the rendering efficiency. To determine the size of the new particles after
breakup, we use the following equation:

R = R0/sqrt(We) (9)

where R0 is the original radius of P0, We is P0’s Weber number. Attention
should be paid to those particles with a small Weber number under 1.0, because
it will have a deviant large radius after the computation in Equation 9. So we
should guarantee the denominator in Equation 9 is in a rational range by some
additional examination. Other properties of the newly generated particles should
be the same as those of P0 before breakup.

So, in a conclusion, our splash formation and breakup model works in the
following steps:

– To all the particles in a SPH simulation, we set a threshold of the local density
to label those particles who have a chance to contact with surrounding air
and turn into splashes as candidate splash particles.

– Calculate the Weber number of those candidate particles. Determine the
iteration times of the breaking up process, the distance to the original particle
and the size of the newly generated particle according to the Weber number.

– Generate eight new particles for one iteration step in the comet shape, set
all the properties of the new particles and finish all the rest iterations.

3.2 Splash Rendering

In our approach, we choose to not consider the splash forming and breaking up in
SPH simulation, but only in the rendering steps. Some reasons here can support
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our decision. First, splash particles after breaking up will have a relatively small
quality and size, which means they will have a very little influence on other
particles. If we ignore those influences, no obvious artifacts can be observed.
Second, if we just shrink the radius of the splash particles in rendering process,
but not in SPH simulation, the particle P0 will have the same influence on other
particles as before the breaking up, which makes it look like having much more
influence compared with the size of the shrunk particle after breakup. That could
be a visual compensation for the new particles’ impact in interactions among the
fluid. Also, SPH simulation can’t handle an arbitrarily large amount of particles
if we intend to run the simulation in real-time. Sometimes we could generate up
to 24 new particles from one candidate splash particle. And adding new particles
occasionally to a SPH simulation is difficult and not inefficient. So, we just do
all the work in rendering process.

Our splash breakup method can be naturally mapped to geometry shader
operation. We examine the local density of each particle, compute the Weber
number of each candidate particle, and break them up into new splash particles
totally in geometry shader. These processes should be done in the depth and
thickness computation passes in rendering.

Suppose that we have obtained the fluid surface rendering result without
a splash effect, by integrating those intermediate results in depth, thickness,
blurring and normal computing passes into a final one with Blinn-Phong shading
model and Fresnel equation. If splash particles are on top of the fluid surface,
which means Weber number is up to an extent there, we will mix the splash
color into the fluid surface color. We can notice that the higher Weber number a
particle has, the more new particles it will break into, which means the thicker
the splashes will be there. So according to this conclusion, the final color of the
fluid surface with splash should be determined by

C = Cf × (1− coe) + Cs × coe (10)

coe = We/N (11)

where Cf is the color of fluid without splashes, CS is the color of splash, coe is a
coefficient between 0 and 1, determined by Weber number We and an empirical
constant N . To increase the sense of reality, we also use motion blur as a post-
processing step, which can offer a better effect of the turbulent flow.

4 Results

We have tested our approach in two scenes. In the water pool scene, a giant
water ball falls into a pool beneath it. Our Adaptive Bilateral filter is tested in
this scene, where a peaceful water surface and isolated particles are both easy
to be observed. The fountain is an excellent scene to test our splash formation,
breakup and rendering method. All benchmarks were performed on an NVidia
Quadro FX 5800 graphics card with 240 shader cores and 4G graphics memory.
The SPH simulation is done by NVidia PhysX 2.8.1. In all the computation time
listed below, the simulation time is not included.
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(a) (b) (c)

Fig. 5. Comparison of the effect with different splash breakup iteration times. (a) No
splash breakup, (b) Half of the iteration times, (c) Full breakup iterations.

Table 1. Performance comparison between different smoothing method

Filter Rendering
Time (33371
particles) (in
ms)

Rendering
Time (65517
particles) (in
ms)

Adaptive Bilateral 26.81 42.25
Bilateral 26.53 42.00
Gaussian 26.53 41.52
None 25.77 40.00

Table 1 shows the respective rendering time using our blurring method, Bi-
lateral filter and Gaussian filter in the water pool scene. Figure 2 and Figure 3
show the comparison of the effects in this simulation. According to this group of
contrast, we can see our smoothing method offers a preferable effect compared
to Bilateral filter, whose effect is very close to the smoothed imaged blurred by
Gaussian filter in a very near viewing distance. Meanwhile, the edges between
the front water surface and back water surface are better preserved compared to
Bilateral filter in a far view distance in our approach, and of course better than
them with Gaussian filter due to Gaussian filter’s ignoring of edge protection.
The increased computing time in our method is acceptable, only 1.06% longer
than it with Bilateral or Gaussian filter and 4.04% longer than it without any
blurring in a 33371 particles scene. In a 65517 particles scene, the rendering time
in our method is 0.60% longer than it with Bilateral filter, 1.81% longer than it
with Gaussian filter, and 5.63% longer than it with none of filters.

In the fountain scene, our splash formation and breakup method is tested.
Coming with the great improvement on appearance is a relatively big growth
in the rendering time. The total amount of particles is 65000 and the rate of
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Table 2. Performance comparison between rendering of the fountain with or without
splashes

Splashes Rendering Time
(65000 particles) (in
ms)

With Splashes 16.63
Without Splashes 22.27

Screen Full of Splashes 26.25

emitting is 6000 particles per second in this scene. As revealed in Table 2, com-
pared to the method without a splash effect, our method’s rendering time is
33.91% longer. When the screen is full of splash particles with a near viewpoint
to the fountain, like in Figure 6, the rendering time is especially long, because the
newly generated vertexes covers more pixels in this kind of situation. However,
the reinforce of the rendering effect due to splashes is worth of the computation
cost, like showed in Figure 1 and Figure 5.

Fig. 6. A close-up view of the splashes. Along with the velocity increment from the
top down, the dispersing of the splashes becomes more apparent.

5 Conclusions and Future Work

In this paper, we present an Adaptive Bilateral filter which controls the extent
of surface smoothing based on the viewing distance to the fluid. This method
can lead to a smoother surface when the camera is close to the fluid, and pre-
serve the edges at a far viewing distance. The second contribution of this paper
is a physics-based splash model in real-time rendering of particle-based fluid. A
splash breakup regime in aerodynamics is used to control the formation, breakup
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occasion and shape formed by newly generated splash particles, which will in-
crease the sense of reality of the rendering significantly.

Future work may involve looking at the method of modeling foam under water
and integrating it into our splash model. Rendering of splashes behind other fluid
surfaces efficiently is also an effect we want to achieve.
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Abstract. Multi-document summarization techniques aim to reduce the 
documents into a small set of words or paragraphs that convey the main meaning 
of the original documents. Many approaches for multi-document summarization 
have used probability based methods and machine learning techniques to 
summarize multiple documents sharing a common topic at the same time. 
However, these techniques fail to semantically analyze proper nouns and newly-
coined words because most of them depend on old-fashioned dictionary or 
thesaurus. To overcome these drawbacks, we propose a novel multi-document 
summarization technique which employs the tag cluster on Flickr, a kind of 
folksonomy systems, for detecting key sentences from multiple documents. We 
first create a word frequency table for analyzing the semantics and contribution 
of words by using HITS algorithm. Then, by exploiting tag clusters, we analyze 
the semantic relationship between words in the word frequency table. The 
experimental results on TAC 2008, 2009 data sets demonstrate the improvement 
of our proposed framework over existing summarization systems. 

Keywords: Multi-Document Summarization, Tag Cluster, Semantic Analysis. 

1 Introduction 

Recently, the rapid growth of Internet and smart multimedia devices such as smart 
phones and tablet PCs makes users to find information easily through diverse media 
(e.g., document, image, video, and music) from the Web. Especially, in Web 2.0 
environment, users can take more general and common information from the 
folksonomy system where general users can add tags to describe the contents of 
multimedia. The most important and distinctive feature of the folksonomy system 
(e.g., Wikipedia, Flickr, del.ici.ous) is the creation of contents by general users 
without any restriction. Users are now able to create, share, and search multimedia 
contents anytime and anywhere by using their smart devices. As a result, the amount 
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of documents (news, blog, Web page, email, etc) created on the Web has been rapidly 
increasing day by day. In these environments, in order to find the necessary 
information, users have to manually review all of the searched documents without any 
assistance of search engines, and it requires too much time and effort. To address this 
problem, various document summarization techniques have been studied to efficiently 
summarize the core of single original document. More recently, multi-document 
summarization techniques have been researched to summarize multiple documents 
sharing a common topic at the same time. 

Most existing multi-document summarization techniques analyze the semantic 
relationships between the words in the documents by exploiting probability theory, 
machine learning techniques, and external knowledge-bases such as WordNet. 
However, these techniques suffer from high computational cost in learning and 
summarization processes. Furthermore, WordNet-based approaches fail to analyze 
proper nouns (e.g., person’s name, product, firm name) and newly-coined words due 
to the absence of these words in WordNet[7]. 

In this paper, we propose a novel multi-document summarization technique using 
tag clusters of the folksonomy system to detect key sentences in multiple documents. 
For this purpose, we exploit the tag cluster serviced by Flickr, one of the most 
representative folksonomy systems, for summarizing multiple documents. Using tag 
clusters, we analyze the importance of each word and the semantic relatedness among 
them, and finally make a summary. 

The rest of this paper is organized as follows: In Section 2, we briefly review the 
related works. The proposed multi-document summarization system is presented in 
Section 3. In Section 4, we describe the experimental results using TAC 2008, 2009 
dataset. Finally, we conclude our work in Section 5. 

2 Related Work 

Multi-document summarization techniques can be classified into two approaches. One 
is extractive summarization approach and the other is abstractive summarization 
approach [1]. Extractive summarization approach involves assigning saliency scores 
to some units (e.g. sentences, paragraphs) of the documents and extracting those units 
with the highest scores. In contrast, abstractive summarization approach takes the 
essence of the source document to build a summary by using natural language 
processing techniques. 

Although the abstraction-based method can summarize a document more 
accurately than the extraction-based method does, it is much more difficult and 
complex than extraction-based summary because it requires the use of high-costly 
natural language processing technologies such as information fusion [2], sentence 
compression [3], and reformulation [4]. 

Hennig et al. [5] proposed a multi-document summarization method based on 
Probabilistic Latent Semantic Analysis (PLSA), which represents sentences and 
queries as probability distributions over latent topics. They combine query-focused 
features and thematic sentence features into an overall sentence score. Xiaojun [6] 
proposed two novel summarization models to make use of theme cluster in the 
document set. The first model incorporates the cluster information in conditional 
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markov random walk model and the second model uses Hypertext Induced Topic 
Search (HITS) algorithm. Although the these model had show good performance, 
however, they need a high cost and more time when performing the clustering 
algorithm in the preprocessing step, and also employ  the probability method which 
requires a complex computation. 

Chenghua et al. [7] proposed a method to detect key sentences by using the 
keyword extraction based on statistics and synsets. They used WordNet for extracting 
the most relevant sentences from the original document. However, it is not easy to 
analyze the relationship between the semantics of the words in Web documents 
because there are many proper nouns and new words in the original documents which 
are not defined in WordNet. 

Zhu et al. [8] proposed a tag-oriented Web document summarization approach by 
using both document itself and the tags annotated on the document. This approach has 
limitations on the semantic analysis between words in the document because they 
only analyze the relationships between users and tags in the folksonomy system. 

To overcome these drawbacks, we propose a novel multi-document summarization 
technique using tag clusters of the folksonomy system to detect the key sentences in 
multiple documents. For this purpose, we exploit the tag cluster serviced by Flickr, 
one of the most representative folksonomy systems, for summarizing multiple 
documents. Using tag clusters, we analyze the importance of each word and semantic 
relatedness among them, and finally make a summary. 

3 The Proposed System 

Fig. 1 shows the framework of our multi-document summarization system. Given 
multiple documents that need to be summarized, first, we perform a pre-processing step 
so that the documents can be analyzed at different granularities (i.e., word-level and 
sentence-level). Afterwards, the words analysis module calculates the word frequency 
and analyzes the semantic importance of each word by exploiting tag clusters from 
Flickr. Then we compute the contribution of each word using HITS algorithm. The 
computed semantic importance score and contribution are used for rating each sentence 
in multiple documents. Finally, the sentence analysis module generates the final 
summary of multiple documents by selecting top-k ranked sentences. The main phase of 
the framework will be described in the following subsection.  

3.1 Preprocessing 

The preprocessing module extracts sentences from the input documents, and then 
performs tokenization and stopword elimination. A set of words generated after 
preprocessing are used by the word analysis module to compute the semantic 
importance and contribution of each word in the documents. Also, the extracted 
sentences will be given a weighted score based on the importance and contribution of 
the words in each sentence.  
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Fig. 1. System Overview 

3.2 Word Analysis 

To analyze how much each word contributes to the document, we construct Word 
Frequency Table (WFT) using tag clusters and exploit HITS algorithm. 

Creation of Word Frequency Table. First of all, we construct Word Frequency Table 
to calculate the frequency of each word in the documents, which can be represented as: 

 1 1 2 2 1 1{( , ), ( , ), ... ( , ), ( , )}T
n n n nWFT w c w c w c w c− −=

. (1) 

In (1), wi = (w1, w2, …, wn) is i-th word in documents, and ci = (c1, c2, …, cn) is the 
frequency of i-th word. After the construction of WFT,  it is sorted by the frequency 
c. However, it is hard to assertively say that the word with high frequency is surely 
important in the documents. Therefore, in addition to the frequency, we exploit the 
tag cluster that can be obtained from Flickr, which is one of the folksonomy systems, 
to analyze the semantics of words. A folksonomy is a system of classification derived 
from the practice and method of collaboratively creating and managing tags to 
annotate by user. The tag cluster in Flickr is a list of tags considered semantically 
similar in a tag space, so that tag clusters can provide useful information for semantic 
analysis of words. Also, one additional advantage of using Flickr is the coverage of a 
tag space. The tags from Flickr can cover most of the words such as proper nouns and 
newly-coined words that are not defined in WordNet. 

Fig. 2 shows the procedure to construct the final WFT. Given the initial word 
frequency table, we obtain tag clusters of each word in WFT from Flickr. For 
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example, a tag cluster of word ‘airbus’ contains social tags such as ‘airport’, ‘plane’, 
and ‘a380’. It means that ‘airport’, ‘plane’ and ‘a380’ have high semantic closeness 
with ‘airbus’ in the tag space. Then, we collect every tag that corresponds with each 
word existing in original WFT and count the frequency of the collected tags to update 
the frequency of each word in WFT. 
 

 

Fig. 2. A procedure for constructing WFT’ using tag cluster from Flickr 

The tags in each tag cluster are also stored together in WFT. The updated word 
frequency table (WFT’) in Fig. 2 shows the final table generated by this procedure, in 
which the count and WordCluster information are updated. The final word frequency 
table WFT’ is represented as follows: 

 1 1 1 2 2 2 ,' {( , , ),( , , ), ...,( , )}T
n n nWFT w c wc w c wc w c wc= . (2) 

where wci is the WordCluster of wi. WFT’ is used for analyzing the contribution of 
each words in the documents in Section 3.3. 

Analyzing Contribution of Word by Using HITS.  For calculating the contribution 
of each word in WFT’, we apply HITS algorithm to our system [9]. Originally, the 
HITS is a kind of link analysis algorithm to rate Web pages. The HITS algorithm 
classifies each Web page as a hub and authority. A good hub represents a page that 
pointed to many good authorities, and a good authority represents a page that was 
linked by many good hubs. For analyzing the contribution of each word, we consider 
the WordCluster as an authority, and the words in WFT’ as a hub. The HITS 
calculates a contribution score for every word in WFT’ as follows: 

 ( ) ( ) ( ).i i iHITS w a w h w= +  (3) 



484 J.-U. Heu et al. 

Let an authority score of wi be a(wi) and a hub score of wi be h(wi). If wj in WFT’ 
exists in WordCluster of wi, authority score a(wi) increase by 1, otherwise gets zero. 
In contrast, if wj in WordCluster of wi exists in WFT’, then hub score h(wi) increases 
by 1, otherwise gets zero. Finally, the HITS score is calculated by summing an 
authority score and a hub score. 

3.3 Sentences Analysis 

After analyzing the contribution of each word, we calculate the sentence score and 
rank each sentence with WordCluster. Algorithm 1 shows the procedure for 
computing a sentence score. The importance of a sentence is determined by its 
corresponding score. In Algorithm 1, we define rel-gram as a contiguous sequence of 
k words without duplicates. 

Table 1. Difference between n-gram and rel-gram 

k n-gram rel-gram 
1 A, B, C A, B ,C 
2 AB, BC, BA, BC, CA, CB AB, BC, AC 
3 ABC, ACB, BAC, BCA, CAB CBA ABC 

Table 1. shows the difference between N-gram and rel-gram. N-gram does consider 
the sequence of words, thus when k=2, ‘AB’ and ‘BA’ are different from each other. 
However, in case of rel-gram, they are same 2-gram because real-gram does not 
consider the sequence of words. 

 

 

We assume that S is a set of sentences in the documents. First of all, Algorithm 1 
calculates the scores of sentences that include single words (line 2-7). Afterwards, it 
calculates the scores of sentences that contain k rel-grams (line 9-13). The sentences are 
stored in Score Table along with their sentence scores (line 6 and line 12). These 
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sentences are sorted by their scores for selecting the sentences which more contribute to 
summarize multiple documents(line 15). The most remarkable feature of our sentence 
scoring method is to consider the semantic relationship among words in a sentence.  

Fig. 3 shows an illustrative example of computing the relationship between words. 
Assume that there are three words ‘A’, ‘B’, C’, and each word has its own 
WordCluster ‘ClusterA’, ‘ClusterB’, ‘ClusterC’. As shown in Fig. 3, ClusterA includes 
word ‘B’, but does not include word ‘C’. And ClusterB includes both words ‘A’ and 
‘B’ while ClusterC has no words. 

 

Fig. 3. A procedure for computing the semantic relationship between words 

In this case, word ‘A’ and ‘B’ have high semantic relationship, because their 
WordCluster  include both words. But word ‘B’ and ‘C’ have medium semantic 
relationship, because only ClusterB includes ‘C’. Word ‘A’ and ‘C’ have no 
relationship because their WordCluster do not include each other word, respectively. 
We calculate the semantic relationship between rel-gram as follows: 

 
,

, '

( ) i j
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∈
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. 
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And we compute the score of a sentence as follows: 

 

' '

( , )

{ ( )} { ( )} ( ).i i
i WFT i WFT

Score s rel gram

Freq w HITS w Rel rel gramα β γ
∈ ∈

−
= ⋅ + ⋅ + ⋅ − 

   (6) 

where s is the sentence which includes the rel-gram. And Freq(wi) is the frequency of 
wi. HITS(wi) is a score of contribution for each word. And Rel(rel-gram) is the score 
of the semantic relationship between rel-grams. Also, ‘α’, ‘β’, ‘γ’ are the weights of 
the each term (where α+β+γ =1).  Finally, our system generates the final summary 
based on the top k scored sentences in Score Table. 



486 J.-U. Heu et al. 

4 Experiments 

4.1 Data Set and Evaluation Metric 

We use TAC 2008 and TAC 2009 data sets to test our proposed method empirically. 
Both data sets are open benchmark data sets from Text Analysis Conference (TAC) 
for automatic summarization evaluation. TAC 2008 provides 48 document sets and 
TAC 2009 provides 44 document sets. And we used ROUGE [10] toolkit for 
evaluations, which has been widely adopted by Document Understanding 
Conference(DUC) for automatic summarization evaluation. It measures the quality of 
document summarization by counting overlapping units such as n-gram, word 
sequences, and word pairs between the candidate summary (a summary by 
summarization techniques) and the reference summary (a summary by human 
experts). Several automatic evaluation methods are implemented in ROUGE, such as 
ROUGE-N, ROUGE-L, ROUGE-W and ROUGE-SU. ROUGE-N is an n-gram recall 
measure computed as follows: 

{ }

{ }

( )

.
( )

match
S Ref n gram S

S Ref n garm S

Count n gram

ROUGE N
Count n gram

∈ − ∈

∈ − ∈

−
− =

−

 
 

                (7) 

In (7), n is the length of the n-gram, and Ref stands for the reference summaries, 
Countmatch(n-gram) is the maximum number of n-grams co-occurring in a candidate 
summary and a set of reference summaries. Count (n-gram) is the number of n-grams 
in the reference summaries. We show ROUGE-SU(skip bigram plus unigram) metrics 
in the experimental results.  

4.2 Experimental Results  

In our first experiment, we varied the weight α, β, γ of (6) from 0 to 1, and Fig. 4 and 
Fig.5 show the F-Measure of ROUGE-SU4 on TAC 2008 and TAC 2009 datasets, 
respectively. On TAC 2008, generally, our proposed system shows good performance 
 

 

Fig. 4. Study of weight α, β, γ using ROUGE-SU4 on TAC 2008 
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Fig. 5. Study of weight α, β, γ using ROUGE-SU4 on TAC 2009 

regardless of β and γ when α = 0.2. We can see that as the value of α increases, the 
performance gets worse. It indicates that the frequency of the word mainly affects the 
performance of summarizing documents. However, on TAC 2009, the performance of 
our proposed approach is mainly influenced by β and γ. This indicates that the quality 
of document summarization is mainly influenced by the contribution of words and 
semantic relationship between words. From our analysis, we found that the reference 
summary of each data set (i.e., TAC 2008 and TAC 2009) has different 
characteristics, so that the experimental results show different patterns. 

In the second experiment, we set the weight α, β, γ to the values that showed the 
best performance in the first experiment (TAC 2008: α=0.2, β=0.7, γ= 0.1 and TAC 
2009: α=0.2, β=0.1, γ=0.7). Then we varied the value of k of rel-gram from 3 to 5. We 
also varied the number of words where rel-gram is computed from 10 to 20. Fig. 6 
and Fig. 7 demonstrate the influence of summarization by changing the number of rel-
gram. On TAC 2008, our proposed system shows good performance when k = 3, 
while shows good performance when k = 4 on TAC2009.  

 

 

Fig. 6. Study of rel-gram words ROUGE-SU4 on TAC 2008 
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Fig. 7. Study of rel-gram words ROUGE-SU4 on TAC 2009 

Table 2 and Table 3 show the results when comparing our proposed system with 
related techniques using ROUGE-2 and ROUGE-SU4 on TAC2008 and TAC2009, 
respectively. In this experiment, the system NIST, ceaList1, LPN1and Veness Team1 
are used as baselines. These result of other system is provided by TAC2008 and 
TAC2009. As we can see from Table 2 and Table 3, our proposed system outperforms 
other baseline systems on both TAC 2008 and TAC 2009 datasets.  

Table 2. Comparison results on TAC 2008 

 

Table 3. Comparison results on TAC 2009 
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5 Conclusions 

In this paper, we proposed a novel multi-document summarization technique using 
tag clusters of the folksonomy system to detect the key sentences in multiple 
documents. Our proposed system exploits Flickr to acquire tag clusters for analyzing 
the semantics of words. It efficiently summarizes the documents by detecting 
meaningful words and their semantic relatedness.  The remarkable advantage of our 
approach for multi-document summarization is to consider proper nouns and newly-
coined words because we exploit tag clusters of the folksonomy system when 
detecting key words or analyzing the semantic relatedness among them. Finally, 
through various experiments on TAC 2008 and TAC 2009 datasets, we demonstrate 
the superiority of our multi-document summarization technique. 
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Abstract. Lifelogging is the automatic capture of daily activities using
environmental and wearable sensors such as MobilePhone/SenseCam.
The potential to capture such a large data collection presents many chal-
lenges, including data analysis, visualisation and motivating users of dif-
ferent ages and technology experience to lifelog. In this paper, we present
a new generation of lifelog system to support reminiscence through in-
corporating event segmentation and group sharing.

Keywords: Multimedia System, Group Sharing, Lifelogging, Touch
Screen.

1 Introduction

With the recent availability of wearable sensing technologies and an acceptance
of personal data gathering and on-line social sharing (e.g, on Facebook timeline),
lifelogging has become a mainstream research topic. We now have the ability to
gather and store large volumes of personal data using an inexpensive smart
phone. However, with many available lifelogging tools, how to collect, organize
and represent lifelog data is still under much discussion [1,2].

Furthermore, people have always collected mementos over lifetime. With the
digitization of mementos (photos and videos etc.), researchers have begun to
realize the benefit of this to support reminiscence[3]. Sharing digital information
is already commonplace, through emails, mobile phones and social networks.
However, sharing lifelog data between family members, to our knowledge, has
not yet been looked at. Shared reminiscence between family members can serve
many functions such as maintaining memories of past relatives, creating bonds
and teaching younger family members from the elders’ experiences. We believe
that sharing lifelogs within a family would enrich reminiscence and story-telling.
In this paper we describe a novel software system to support sharing lifelog.

2 ShareDay

A previous study on intergenerational sharing [4] has shown that both older and
younger people were more likely to wear a lifelogging device for the purpose of

S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 490–492, 2013.
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sharing images rather than simply wearing a lifelog device for private browsing or
reminiscence. ShareDay was designed to support browsing and sharing through
lifelogs on cross-platforms. To support family reminiscence we have designed the
system to be used on a touch screen device displayed in a communal area at
home so that all family members can upload, view and share their lifelogs. Users
can also view specific person’s shared data by clicking on their profile (see Figure
1). The lifelog data can be viewed in two modes: personal and family. In family
view, all group members can see all daily events and images in an overall, shared
or favourite view. In personal view, only the logged-user can upload data and
view their data. If logged, users can manage (share, mark as favourite or delete)
and browse their visual lifelogs. There are three main functions incorporated
into the ShareDay system: managing personal data, shared data and favourite
data. Fig.1 is the main view of the system, which shows all events gathered by
all family members in that day. These functions will be described as follows.

Fig. 1. ShareDay System Overview: Family View

2.1 Managing Personal Lifelog Data

To collect a personal lifelog, the user must initially capture images and upload
them to the system. Visual lifelogs present a challenge for developers as they
need to represent the users day accurately and in a user-friendly manner, without
requiring the user to browse through up to 5,000 images per day. We integrated
an event segmentation model[5], which organizes a sequence of SenseCam images
into a set of events. Events represent daily activities such as walking, eating,
shopping, talking, etc. Keyframe images representing events are selected and
displayed for each event, with six large keyframe images being selected for each
event. When a user is logged in they can manage (share, favourite or delete)
and browse through their visual lifelog. With regard to sharing, logged user can
share/mark favourite their daily events/images, so other family members can
see shared data, which is designed under the concern of privacy.
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2.2 Sharing Lifelog Data

The initial screen of the system displays shared lifelog of each family member.
The user can touch on the name of their family member to view lifelogs. A user
can also browse through shared lifelogs organized chronologically by touching the
Shared tab. Group sharing to support family reminiscence is the primary aim of
the proposed lifelog management system. However, we also wanted to ensure that
users had control over their own lifelogs as the content can be extremely personal.
To accommodate for this users can select to share images/events when they are
logged into their accounts. These images will automatically be transferred to
communal lifelog data set which all members of the family can view.

2.3 Favourite Lifelog Data

In our previous studies the participants reported that when they wanted to
share images they had difficulty finding the images due to the vast data set
accumulated[2,4]. An easy fix for this was to provide users with a Favourites
button. These selected images are automatically duplicated into a favourites
folder which users can find on the main menu bar.

3 Discussion and Conclusion

We demonstrate a novel lifelogging system for group sharing, which emphasizes
on sociability of SenseCam users. In future, we will conduct more user studies
on influence of group sharing/favourite to personal lifelog and reminiscence.
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Abstract. Given the increasing broadcasting data and the ever decreas-
ing spare time that we can spend on consuming this data, systems are
required that assist us in identifying important content. Following a use
case of a fictional social worker, we introduce a video retrieval system
that is designed to assist special interest groups in their information
gathering task.
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1 Introduction

“Patrick Murphy is an Irish-American street worker from a small town
in the American West. Due to the critical financial situation in his state,
the local government is forced to cut the annual budget significantly.
His supervisor told him that right now, various boards discuss on which
social programs will be shut down forever. Being aware that his clients,
mostly poor and homeless people who hardly voice their opinion, will
suffer most from these financial cuts, he decides to raise awareness of
their needs, thus lobbying for the prosecution of the most important
programs. Unfortunately, being on the street every day, he hardly can
find time to attend all publicly accessible board meetings. Luckily, the
government of his town runs a television channel where they provide an
overview over every day activities of the government and their boards.”

In this demo, we showcase our video content organization system that allows
fictional Patrick Murphy to easily assess the recordings of these board meetings.
In Section 2, we introduce the data corpus that is used. Section 3 describes
the required data processing steps. In Section 4, we describe the graphical user
interface of our system. Section 5 concludes this demo paper.

2 Data Corpus

Addressing our user scenario, we focus on a city-wide government television
channel based in California. Programs include, amongst others, coverage of board
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meetings, local press conferences, and commission meetings. Further, information
about government services are televised.

3 Data Processing

An important step for easing access to a video corpus is to segment it into seman-
tically coherent segments. In a data corpus that mainly consists of meetings and
press conferences, we consider speaker changes to be the semantic segmentation
unit and segment the broadcasts accordingly. Further, we detect shot boundaries
within these speaker segments and extract the middle key frame to visualize the
content of the shot. Similar to Hopfgartner and Jose [1], we extract named enti-
ties (persons, locations, organizations) from the recorded closed caption signal,
since they provide the highest content load, thus indicating the main subject of
the segment. We argue that these entities can be used to filter search results.
Moreover, applying subjectivity cues identified by Wilson et al. [2], we determine
contextual sentiments on a textual phrase-level. Finally, we use Solr to index all
segments, treating the textual transcript, metadata, sentiments, key frame and
video URIs and named entities as separate fields in the index.

4 Interaction Using a Graphical User Interface

Figure 1 shows a screenshot of the developed graphical user interface. On the
top of the interface, the users can type in a textual search query. Search results,
ranked using TF.IDF, are displayed on the right hand side of the interface. Each
result is displayed by a representative key frame and a query-biased text snippet.
This allows the user of the system to get an initial impression of the content
of the retrieved segment. By clicking on one of the results, another window
will be opened (not shown on the screenshot) where the video can be played
back and neighbored shots are displayed. Further, a color-coded time line is
displayed, visualizing passages in the video with negative and positive sentiment,
respectively. This display allows the user to assess the general sentimental tone
of the video. For example, if our fictitious Patrick Murphy views a board meeting
about one of his social projects, the sentiment bar allows him to easily identify
those board members who speak in favor and those who speak against it. On the
left hand side of the interface, the user can re-define their search query. Given the
importance of broadcasting time in the channel, the interface provides facilities
to set the broadcasting time. Further, on the bottom left hand side, the users
can exclude search results that contain certain named entities. Further down,
not visible on the screenshot, is a tag cloud which displays the most frequent
entities of the search results. This allows the user to gain a quick overview over
the retrieved search results without inspecting them in detail.
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Fig. 1. Screenshot of the Search Interface

5 Conclusion

In this paper, we introduced a video browsing system which is designed to assist
users in accessing audio-visual recordings of board meetings. The system allows
to access the data corpus of a small video collection. Filtering techniques such
as broadcasting time, the appearance of certain named entities and a sentiment
analysis ease access to this heavily speech biased data corpus.
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Abstract. In this paper, we describe an interactive video browsing system based 
on a graph of linked video objects. The system automatically organizes 
unstructured video archives by exploiting visual content similarity between 
objects in the videos. By generating a video link graph, the system can 
conceptually groups the videos that contains same objects together for 
searching and browsing. Both the chosen measures of video object similarity 
and the video data mining technologies are discussed here and included in the 
related software demonstrator. In addition, the software offers a query-by-
image-example video search capability to jump into the video graph at a certain 
point to begin browsing the archive. 

1 Introduction 

Recently, various research efforts have been carried on developing new approaches to 
object retrieval in large image collections [1]. By applying the efficient text-based 
query mechanisms, videos containing similar objects can be accurately retrieved from 
a large dataset in an efficient manner. In this work, we examine new opportunities to 
study the relationship of videos in a large collection. Instead of using a conventional 
semantic concept classifier to identify the semantic concepts from videos, our 
technique links videos based on the presence of objects/feature points within the 
keyframes of the video content. Automatically linking these videos can support 
efficient and extensible indexing, fast linkage generation and gives users both links to 
related content as well as a complete and clear picture of the relationship graph for the 
entire video collections. Useful information can consequently be summarized together 
to help users understanding, browsing, and searching of these videos. 

2 Indexing 

Our aim is to link videos that contain the similar visual entities together, taking into 
account variances in terms of scale, capture angle, illumination or color appearance. 
An efficient and accurate indexing and searching algorithm is needed. In this section, 
the methods and algorithms we employed to address these problems will be discussed 
in detail. 
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2.1 Dataset 

For this work, a subset of the video collection (about 5,000) for the TRECvid 2012 
instance search task was employed, which is composed of user generated videos; 
hence it is unstructured video data and is likely to have few descriptive annotations. It 
was originally designed for the task of finding more video segments of a certain 
specific person, object, or place, given a visual example. This was considered an ideal 
archive for this prototype video browser for linked archives. 

2.2 Video Structure Parsing and Keyframe Selection 

In order to automatically organizing a large and unstructured video data collection 
such as the archive we use here, a shot based segmentation method has been 
employed to logically divide each video to different shots and one keyframe is 
selected to represent each shot. This set of keyframes extracted from videos can then 
be used as still images in large database and will be the subject of the feature 
extraction and linkage techniques described below. 

2.3 Keyframe Representation 

By employing a “bag of visual words” model [1], each keyframe is represented as a 
vector of visual words. For each keyframe in the archive, the affine-invariant Harris-
Laplace regions are detected using the technique provided by VLFeat [2]. These 
regions are the stable areas that are invariant to viewpoint, illumination and scale 
changes. A 128 dimension SIFT descriptor [3] is then generated based on these 
regions which will be used in the vector quantization process. We randomly select 20 
million descriptors to generate the codebook. The approximate k-means algorithm of 
[1] has been employed to do the clustering. Each descriptor in keyframes is then 
assigned with the nearest visual word (cluster center) using the approximate nearest 
neighbor method. It is important to mention that there will be a quantization error 
during assignment of descriptors to visual words. Two descriptors that have no 
similarity could be assigned to same visual words and a link at the keyframe level. 
This problem will be addressed in detail in next section. 

2.4 Link Two Videos with Spatial Verification  

Based on the visual words, the link between any keyframe and another will be 
calculated using L2 distance. Using a conventional TF-IDF weighting scheme, we can 
tune the performance by reducing the contribution of commonly occurring visual 
words. For each keyframe, we retrieve the top 1,000 ranked keyframes. Random 
Sample Consensus (RANSAC) [1] algorithm is applied to solve the quantization error 
by verifying the spatial consistence between frames. False matching visual words will 
be filtered out because they don’t follow the affine transform rule that the true 
matches will. To implement RANSAC, we randomly choose 4 match pairs to estimate 
the affine transformation parameters, and do this for 100 times to get the best model. 
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Abstract. We demonstrate an egocentric human activity assistant system that has
been developed to aid people in doing explicitly encoded motion behavior, such
as operating a home infusion pump in sequence. This system is based on a ro-
bust multi-camera egocentric human behavior detection approach. This approach
detects individual actions in interesting hot regions by spatio-temporal mid-level
features, which are built by spatial bag-of-words method in time sliding window.
Using a specific infusion pump as a test case, our goal is to detect individual hu-
man actions in the operations of a home medical device to see whether the patient
is correctly performing the required actions.

Keywords: Multi-camera egocentric, action detection, assistant system.

1 Introduction

In order to maintain aging patients independence, individuals and/or their at-home com-
panions must be able to prepare and apply medical devices accurately and reliably.
Since the consequences of making an error in the operating procedure can be literally
life-threatening, our system was developed to detect errors and eventually alert patients
when patients are preparing or operating medical devices.

Egocentric action analyzing, which aims to employ computers for assisting individ-
uals in everyday life, has become feasible for a broader range of applications due to
the increased processing capacity of mobile and wearable devices as well as computers
embedded in everyday objects [1,2]. One of typical egocentric capture paradigms is to
mount a camera on the head of a subject and record activities from an egocentric per-
spective (i.e. from the subject’s own point of view) [1]. Another is to mount multiple
cameras around the person, including ahead, front, side and higher position for more
accurate activity understanding results [2]. Our system aims to understand what the
user is working on at the present time and what goals the current activities are directed
towards. Such as in home medical devices using scenario(as showed in Fig. 1).

There are two key problems to be solved. One is detection accuracy, the other is that
the system needs to alert in time when wrong operation happens. For the first problem, a
flexible mechanism is required so that the system could learn and refine representations
of high-level tasks from observation and interaction with a human operator, based on
a set of underlying primitive actions that the system already understands [3]. In this
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(a) (b) (c) (d)

Fig. 1. Examples of egocentric actions with MoSIFT feature points from infusion pump dataset:
(a) is from the “Front” camera, (b) is from the “Veryhigh” camera, (c) is from the “Above” camera
and (d) is from the “Side” camera. Red rectangles are the hot regions. Arrows in green and red
circles are MoSIFT points.

case, spatial selection of attention [4] can help us to locate these actions in spatial when
we build spatial bag-of-words event detecting model. For the other problem, a well
designed GPU enhanced programming framework is needed.

The technical work in this paper consists of two components: (1) training the multi-
camera egocentric action model by recording a set of operations, (2) observing a new
instance of the operation actions and recognizing what operation is being performed.

2 Egocentric Action Detection

Algorithm 1 gives the details of our approach.

Algorithm 1. Multi-camera egocentric action assistant model.

The input is a egocentric video sequence V = (V0, V1...Vk). The output is a respond of
operation R(Y,N). Hands are initialized to a color and HOG histogram H . Define
M = (M0,M1..Mm) as category of action. Back projection is performed to find the hot
region in egocentric video.
Initialize q =1, H ;
repeat

Step1. construct hot region aq
0 by back projection algorithm with histogram H , aq

0

belongs to A, A = (aq
0, a

q
1..a

q
k).

Step2. extract MoSIFT points pq0 inside aq
0.

Step3. construct bag-of-words br0 inside temporal sliding window tr0, r = 1..k − 1.
Step4. classify the br0 as a Mi.
Step5. get R(Y,N)k if Mi is not in right operating sequece.

until q =k ;
Step6. Fuse R(Y,N)k to R(Y,N)k to get the finial decision R(Y,N)
Return R(Y,N)

In our approach, we convert the video from a volume of pixels to compact but de-
scriptive interesting points. We employ Chen’s MoSIFT detector [5] to detect and de-
scribe spatio-temporal interesting points.

For each key frame, the number of extracted key points can be different. A spa-
tial bag-of-words (BoW) approach, which is based on a selective sampling k-means
clustering and hot region detecting, is used to quantize the combination of motion and
appearance features to a fixed length vector for each frame. A χ2 kernel SVM classifier
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is applied because it has been shown to be better for calculating histogram distances
and directly compare to previous work [2].

We briefly introduce the MoSIFT [5] as follows. The MoSIFT feature integrates SIFT
and optical flow in multiple scales to represent spatio-temporal information. MoSIFT
feature point, which is generated by combining SIFT RANSAC matching and optical
flow computing, is more robust to describe the motion information than traditional op-
tical flow.

3 Experiments

The core ability of our system is to monitor patients egocentric operatings and eventu-
ally alert them when errors happen. We use infusion pump operation as a test case and
the Pump dataset as training dataset.

In the Pump dataset [2], there are 6 subjects. When operating the infusion pump,
subjects are required to follow a protocol with 22 operations. Four cameras record ac-
tivities from different views (as showed in Fig. 1): front, side, overhead and diagonally
above the head, which is labeled as “Veryhigh”. Classification results from 4 cameras
are fused and finally the averaged recognition rate is over 60% with average frame rate
over 10 FPS (Frame per second).

4 Future Plans

We are currently working on improving the interesting region detection especially ac-
tion objects detection automatically and optimizing action patterns. Specifically to the
focus of this demonstration, we are exploring an approach based on learning by demon-
stration that allows the user to perform the activities without initialization. Ongoing
work seeks to improve the robustness, reduce the respond times of the action detection
and make the user interface friendly.

Acknowledgments. This material is based in part upon work supported by the National
Science Foundation Grant IIS-0917072, and by the National Institutes of Health Grant
1RC1MH090021-0110. Any opinions, findings, and conclusions or recommendations
expressed in this material are those of the author(s) and do not necessarily reflect the
views of the National Science Foundation or the National Institutes of Health.
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Abstract. In this paper, we presents a novel music search engine with
query by playing the virtual musical instruments. Different from the pre-
vious query-by-keywords or query-by-hamming methods, the proposed
search engine provides a new input interface, which allows the user to
play simulated musical instruments to obtain the audio clip to do search.
Since the sounds by playing certain musical instrument have the com-
mon standard, query-by-playing can effectively reduce the gap of users’
intention and input signals. In the other hand, search in this way can
provide more possibilities for different kinds of people especially for the
professionals to accurately retrieve more different types of music.

1 Introduction

With the rapid development of the audio industry, music information retrieval
(MIR) has been an active research area in multimedia communities in recent
years. Many previous works have been done on MIR system for content-based
music searching, however the problems are still challenging.

Among most existing music information retrieval systems, multiple novel in-
put modalities have been used to fill users intention gap [1,5]. For example,
in query-by-example application [3], users can record a piece of song as query
and the system then retrieves the identical songs from the server. In query-by-
humming system [4], a user can sing into the microphone and the system can
search for a song that is similar to the user’s humming. Query-by-tapping [2]
system allows a user to tap the mouse or clap into microphone to search based
on the rhythmic pattern. In these methods, query by humming/sing favorab1y
fits the practical need, especially when the user forgets the title and the singer
of the song they would like to find them in a large music database. It proba-
bly was one of the core techniques in content-based music information retrieval.
There are always two steps to search similar music after the singing or hamming
audio signals obtained. The first one is to extract an abstract description fea-
tures of the audio signal which reflects the perceptionally relevant aspects of the
signals, followed by the step to match the extracted information based on the
distance function. However, considering the casual and unprofessional singing
process, some uncertain factors and noise will be naturally introduced into the
user’ input, such as the inconsistent tune, inaccurate tone, insufficient duration
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Fig. 1. The input interface of the proposed music search engine

and so on, which will greatly harm the accuracy of feature extraction and feature
matching, leading to the inaccurate retrieval results.

In recent, touch screen technology has been widely used in the popular digital
equipments such as tablet devices, IPAD or large-screen telephones. The touch
screen technology provides the practicality for the user to simulate playing dif-
ferent kinds of musical instruments on these equipment smoothly. At the same
time, the MIDI standards and protocols give support to receive, analyze and
output the simulated playing signals.

Based on these technologies, in this paper, we propose a novel music search
engine with query by playing the virtual musical instruments. Different from the
previous work, which input the keywords such as song name, singer name, or
hamming signals to search music, the proposed search engine provides a new
interface, which allows the user to play different virtual music instruments to
achieve the music clip to do search. Since the sound of the same instrument
have the common standard, query-by-playing can effectively reduce the noises
introduced in the casual and unprofessional singing/hamming process, corre-
spondingly reducing the gap of users intention and input signals and improving
the retrieval performance. Although the proposed interface increase some pro-
fessional demand for the user. However, in the other hand, search in this way
can provide more possibilities for different kinds of people especially for the the
people with musical foundation to accurately retrieve more different types of mu-
sic. For example, some people with music foundation can search classical music,
which is not well handled in the previous search engines.

2 System Implementation

The proposed search engine mainly consists of three parts: input interface, fea-
ture extraction and feature matching. Fig. 1 illustrates our search input interface.
There are three panels in the interface. The upper left is the instrument selec-
tion panel. The upper right is the command button panel. The center is the
instrument playing region. An example of the simulated piano is provide in the
figure. The user first selects the favorite instrument, and then clicks the “play”
button. In the instrument playing region, the music clip will be played and input.
Finally, after clicking the “Search” button, the search results ranking with the
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feature matching distance will be returned to the user. The detailed information
will be introduced in the following.

Input Interface: we provide some simulated musical instruments that are
easy to be played with touch screen, for example piano, gita and guzheng. We
implement the virtual instruments based on MIDI technology. Taking piano as
an example, we bind the simulated piano key to the MIDI channels. When the
user playing, the notes will be sent to the corresponding channels, and then we
can obtain the music clip with MIDI format.

Feature Extraction: in this part, we extract the abstract description fea-
tures of the audio signals. We parse input MIDI file and then extract the pitch,
melody information, and then obtain the feature vector.

Feature Matching: here we use DTW [6] algorithm for distance matching.
When matching with the MIDI file in the music collections, we extract the same
type of features with the same method. While matching with other formats (mp3,
wma and so on), we can convert other types to MIDI format first or extract the
features directly from the music files. Query-by-playing can effectively reduce
the noise induced by the hamming process, so the matching accuracy will be
improved significantly.

3 Conclusion

In this paper, we proposed a music search engine with query by playing the vir-
tual musical instruments. Different from the previous work, the proposed search
engine provides a new input interface, which allows the user to play different
simulated musical instruments to obtain the audio clip to do search.

Acknowledgments. This work was partially supported by the Natural Science
Foundation of China Grant No.61103046, the Natural Science Foundation of
Shanghai Grant No.11ZR1401200.
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Abstract. We developed a computer vision-based mobile museum guide
system named “Navilog”. It is a multimedia application for tablet de-
vices. Using Navilog, visitors can take a picture of exhibits, and it identi-
fies the exhibit and it shows additional descriptions and content related
to it. It also enables them to log their locations within the museum. We
made an experiment in the Railway Museum in Saitama, Japan.

1 Introduction

Recently, information technology for museum navigation is advancing: Wi-Fi
based localization is utilized in some museums, and the visitors can easily choose
the exhibits using their smartphones, and read the additional information. How-
ever, the museum needs to implement additional equipment that is many Wi-Fi
stations, for the localization.

We made a system named “Navilog” which works on small tablet devices.
The functions of system are identifying exhibits by image processing and show-
ing additional information for users. Navilog performs those tasks by analyzing
photos of exhibits taken by users.

2 A Museum Guide Prototype

In our system, the tablet device performs all image processing. The image
database of museum exhibits is not large, so it can be stored in storage of the
mobile device. This enables to make search executable without network connec-
tion. Such standalone implementation makes operation easy. We can use existing
high performance descriptors without addition of data compression.

We made a prototype (Fig. 1) and asked museum visitors to evaluate its
usability. Guide device runs along following steps.

1. Take query photograph of the museum exhibit (by the user)
2. Select region of interest (by the user)
3. Detect interest points in query
4. Extract descriptors
5. Match feature of query with those in database
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First, the user takes photo of exhibition by camera in a tablet. Photos in
database we took when the museum is closed, so these photos contain only
exhibit without visitors. However, the photos taken by users are likely to in-
clude other visitors. Then, the query photo might not match with those in the
database. To resolve this problem, the user trims the exhibit region of the photo.
After photo is taken, the device shows its picture on the display and the user
interactively selects the region of interest. The user marks the exhibit using a
touch operation (Fig. 2) and the system determines its bounding box of this
region.

The system searches for the query image in the database. The pictures in the
database have been taken from various positions and angles for each exhibit.

First, the system detects interest points in the query image. We use oFAST
detector in ORB[1]. It is multi-scale fast detection algorithm.

Next, it extracts the feature descriptor around the interested points. We use
SURF[2] which uses box filter and integral image, and is faster than SIFT.
SURF describes image patch as 64 dimensional vectors. One query image has
some hundred interested points. So it is computationally intensive to match
descriptors of the query with these from database.

We use Bag-of-Features[3] method. We made “Visual word” vectors from im-
ages in the database. The pictures in database are converted to visual words
histograms. These histograms are stored in the storage in the tablet device.

When the query image is shot, the system calculates its BoF histogram and
compares those in database. Feature vectors common in most images are useless
for image categorization so these should have less emphasis. tf-idf is a weighting
method based on frequency.

When histograms are compared, these are weighted by tf-idf and then com-
pared by L1 norm. System sorts these results in order of distance, allows the
user to select proper one (Fig. 3).

When a user selects an exhibit from the list of results, Navilog shows the
corresponding contents (e.g. its title, factory and guide movie).

Taken photos are showed in thumbnail view. The viewer displays photos and
brief captions of exhibits. In order to read detailed explanation, the user taps
button on the bottom of photo (Fig. 4).

Fig. 1. Museum guide prototype “Navilog”
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Fig. 2. Selection of region of interest Fig. 3. Result of image search

Fig. 4. User’s photos and descriptions Fig. 5. Camera icons show visited

The database also has coordinates of exhibition in exhibition room. The sys-
tem shows the user’s location history on the museum map (Fig. 5).

3 Conclusion

We developed a new museum guide using image recognition and conducted a
user study to evaluate it.

In this research, the system determines foreground and background by touch-
screen operation and reduces computational cost as all operations are done in
mobile device. It requires neither networks nor servers.

We intend to improve this system for smaller devices such as smartphones.
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Abstract. We propose a fast early skip mode detection approach by ex-
ploiting extra skip patterns that are missed by previous research. With
a larger early skip candidate set, a larger number of macroblocks at the
enhancement layer could be detected as skipped mode. Experimental
results demonstrate that, the proposed method achieves higher encod-
ing time reduction with negligible quality loss compared with previous
research results.

1 Introduction

SVC requires coding of both base layer (BL) and enhancement layer (EL) com-
pared with H.264 single layer video coding. In the literature, various fast mode
decision (FMD) algorithms have been proposed to reduce H.264 computational
complexity. Recently, Shen et al. focused on efficient SKIP mode detection for
CGS as this mode is very popular in SVC EL [1]. Their approach decided a MB
at EL to be a SKIP MB if the co-located MB at BL, the top MB and the left MB
are all encoded as SKIP mode. We find there is still much room for improvement
in SKIP mode detection for CGS. In this paper, we propose a fast early SKIP
mode detection by considering other skip patterns, RD costs and CBP values.

2 Proposed Early SKIP Algorithm

we define SKIP RD cost as the RD cost resulting from only checking SKIP
mode. C(x) is used to represent the SKIP RD cost for any MB x. Please note
that C(x) is not the RD cost of the best mode (minimum RD cost) after the
mode decision procedure is finished. It is equal to the minimum RD cost only
when SKIP mode has been chosen as the best mode.We define a 3-tuple Vs =
(bskip(Bc), bskip(El), bskip(Eu)), where bskip(Bc) is a binary variable that is
set to one if Bc is a skipped MB and zero otherwise. Our observation could be
conveyed by the following equations:

C(Ec) ≤ α

2
(C(El) + C(Eu)) (1)

S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 508–510, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Early Skip Mode Detection by Exploring Extra Skip Patterns 509

|C(Ec)− C(El)| ≤ α|C(Ec)− C(Eu))| (2)

|C(Ec)− C(Eu)| ≤ α|C(Ec)− C(El))| (3)

In these equations, α is a configurable parameter and offers performance trade-
offs. Based on the analysis of many experimental results, we found α can be set
to 1.5 to balance the encoding speed and video quality. Eq.1 is for the case of
Vs = (1, 1, 1), i.e., all the Bc, El, Eu are skipped. In this case, if Ec is skipped,
its SKIP RD cost is usually smaller than the average SKIP RD cost of the top
and left MBs. Eq.2 and Eq.3 correspond to Vs = (1, 1, 0) and Vs = (1, 1,
0), respectively. The whole procedure is summarized as follows. We use a flag
SKIP FLAG to denote whether this MB can be early skipped or not.

Step 1) For each MB, if Vs = (1, 1, 1) or (1, 1, 0) or (1, 0, 1), initialize
SKIP FLAG to true and goto STEP 2; otherwise goto to STEP 10 for
the normal mode decision process.

Step 2) Calculate the RD cost of SKIP mode. Note that for B frames, Di-
rect16x16 mode is performed first and the SKIP mode could be deduced
if the resulted CBP is zero.

Step 3) If Vs = (1, 1, 1) and the current slice is B-slice, goto STEP 4; otherwise,
goto STEP 5.

Step 4) If CBP is non zero, goto STEP 10; otherwise, goto to STEP 8.
Step 5) If Vs = (1, 1, 1) and the current slice is P-slice, goto STEP 6; otherwise

goto STEP 7.
Step 6) Set SKIP FLAG to false if Eq.1 is not satisfied. Goto STEP 8.
Step 7) If Vs = (1, 1, 0), set SKIP FLAG to false if Eq.2 is not satisfied. If Vs

= (1, 0, 1), set SKIP FLAG to false if Eq.3 is not satisfied.
Step 8) If SKIP FLAG is false, goto STEP 10.
Step 9) Check BL SKIP mode, and choose the better mode between SKIP and

BL SKIP. Goto STEP 11.
Step 10) Conduct the normal exhaustive mode decision for the rest of modes

and determine the best mode.
Step 11) Go to STEP 1 to process the next MB.

3 Experimental Results

JSVM 9.19 is used for the two layer CGS encoding. The simulation runs on
a PC of 2.2 GHz CPU and 8 GB memory. We use BDBR and BDPSNR to
measure the average quality change [2].Tab.1 lists the results when comparing
the proposed approach with JSVM and shen’s algorithm. It demonstrates that
in average, the proposed approach achieves 32.81% reduction of encoding time
with 0.011dB BDPSNR loss comparing with JSVM. For slow motion sequences
like ”Akiyo”, the reduction is about 55% for all DQP settings.Comparing with
Shen’s algorithm, the proposed approach achieves 11.42% time reduction, 0.035
dB BDPSNR gain with 0.684% BDRATE decrement on average (Tab. 1). Specif-
ically, the maximum time reduction 22.44% is achieved for sequence ”Salesman”
at DQP = 10 with 0 dB BDPSNR gain and 0.473% BDRATE decrement. Over-
all, in many cases, the time reduction is more than 10% with negligible quality
changes.
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Table 1. Comparing the proposed early skip mode decision with JSVM and shen’s
algorithm

JSVM shen’s algorithm

Sequence DQP BDPSNR BDBR ATS BDPSNR BDBR ATS

Mobile
2 0.002 -0.011 19.01 0.002 -0.047 9.83
5 -0.004 0.173 17.13 0.010 -0.145 7.91
10 -0.018 0.364 11.28 0.010 -0.166 6.29

Coastguard
2 0.000 0.030 30.14 0.016 -0.495 14.54
5 -0.009 0.204 27.76 0.029 -0.748 14.08
10 -0.033 0.745 20.65 0.019 -0.493 11.40

Salesman
2 0.007 -0.076 43.23 0.019 -0.075 21.12
5 -0.015 0.205 42.62 0.009 -0.009 21.03
10 -0.031 0.510 41.31 0.000 -0.473 22.44

Akiyo
2 0.024 -0.246 56.52 0.036 -0.400 15.74
5 -0.028 0.582 56.37 0.025 -0.557 15.51
10 -0.069 1.805 54.40 0.039 -1.022 15.10

Paris
2 0.009 -0.009 36.49 0.084 -1.354 15.47
5 -0.014 0.213 35.33 0.083 -1.278 15.23
10 -0.036 0.641 31.39 0.057 -0.946 13.83

Silent
2 0.014 -0.154 48.43 0.016 -0.206 14.94
5 -0.010 0.196 48.37 0.018 -0.306 14.70
10 -0.056 1.062 44.92 0.015 -0.274 13.58

Vidyo1
2 0.103 0.003 51.85 0.061 -0.893 9.14
5 -0.029 0.923 49.85 0.060 -1.652 9.41
10 -0.058 2.518 41.48 0.054 -2.871 9.89

Shields
2 0.001 0.029 16.05 0.007 -0.250 2.52
5 -0.004 0.216 13.80 0.045 -1.449 1.95
10 -0.025 1.455 7.60 0.120 -1.495 -1.11

mobcal
2 0.011 -0.133 16.58 0.010 -0.303 5.52
5 -0.001 0.135 13.37 0.018 -0.672 4.81
10 -0.025 1.370 9.97 0.064 0.105 3.43

Average -0.011 0.472 32.81 0.035 -0.684 11.42

4 Conclusion

We propose a novel early skip algorithm in this paper. In the future, we are
interested in exploring other mechanisms to speed up SVC encoders such as fast
motion estimation.
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Abstract. Scalable Video Coding (SVC), as an extension of H.264/AVC, has 
been designed to provide H.264/AVC compatible base layer and spatial, 
temporal and quality enhancement layers. Bit-stream rewriting in SVC standard 
makes it possible to convert a quality enhancement layer to a H.264/AVC bit-
stream. So that H.264/AVC decoder users could also experience high quality 
video content when network condition and hardware permits. In this paper, we 
present a scalable video rewriting system which is featured by the ability to 
rewrite spatial enhancement layers and range-of-interest (ROI) of enhancement 
layers. Compared to traditional rewriting, the proposed system is suitable for 
more application scenarios and is more flexible. 

Keywords: SVC, spatial rewriting, ROI. 

1 Introduction 

H.264/AVC has been widely used and achieved great success since it came out in 
2003 [1]. H.264/SVC, which provides coded video stream with spatial, temporal and 
quality scalability, was approved in 2007 as an extension of H.264/AVC [2]. The 
emerging of H.264/SVC offers the possibility that one bit-stream could be adaptively 
transmitted and decoded according to network condition and end user’s demand. In a 
coded SVC bit-stream, only base layer is compatible with H.264/AVC. This means 
that users with H.264/AVC decoders could only get base layer content even if their 
bandwidth and processing power allows higher quality of service. On the other hand, 
when it comes to a specific user, hardware ability is determined and network 
condition is often relatively stable. So there’s no need to transmit a scalable stream to 
such users. These two problems are often solved by transcoding or rewriting SVC bit-
stream to H.264/AVC bit-stream at last routers or media gateways. Rewriting is a tool 
provided by H.264/SVC to convert a SVC bit-stream into AVC bit-stream. Compared 
to transcoding, it provides lossless conversion with lower complexity. However, 
rewriting technique provided by SVC could only be operated on quality enhancement 
layers. Authors of [3] proposed a hybrid bit-stream rewriting approach to support both 
spatial and quality rewriting. Region-of-interest (ROI), which allows encoders to 
encode a specified region of a picture (ROI) as a separate slice, is another tool 
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supported by H.264/SVC. This tool makes it possible for a SVC decoder user to 
request only part of an enhancement layer and get a high quality ROI when receiving 
the whole enhancement layer is not allowed. However, traditional rewriting doesn’t 
support rewriting of ROI, which means that H.264/AVC decoder users could not 
benefit the ROI technique provided by SVC. In this paper, we present a rewriting 
system which is able to rewrite ROI of an enhancement layer into a H.264/AVC bit-
stream. When an AVC user who could not receive the whole enhancement layer is 
more interested in a high resolution version of ROI than the base layer content, he 
could request the ROI of enhancement layer other than the base layer to get a higher 
quality of service. 

2 Spatial Rewriting and ROI Rewriting 

In the proposed rewriting system, spatial rewriting and ROI rewriting are two key 
features. To support spatial rewriting, the scheme proposed in [3] is adopted, which 
was developed base on the principle of residue up-sampling in transform domain. The 
computational complexity of this approach is much lower than that of transcoding 
while RD performance is acceptable. 

We also developed a ROI rewriting scheme. In addition to spatial rewriting, a new 
rewriting technique is proposed to extract ROI from enhancement layer and 
encapsulate it into a single H.264/AVC bit-stream. Several constraints were applied to 
the SVC encoder so that samples in ROI could be reconstructed without any drift 
even if the information of background is totally lost in rewriting process. 

3 System Description 

As shown in Figure 1, the framework of our demo system is almost the same with that 
of a typical SVC bit-stream transmitting system, except that the rewriting part is 
specifically designed to provide spatial rewriting and ROI rewriting as shown in 
section 2. 

First, SVC bit-stream is generated and stored on the video server. In our demo, the 
bit-stream contains two layers with different spatial resolution. Both width and height 
of the enhancement layer is twice as large as that of the base layer. In the 
enhancement layer, a ROI with the same size as the base layer is coded. Positions of 
ROI are the same through all pictures. 

Then, for H.264/AVC decoder users, the SVC bit-stream is transmitted to media 
gateway, on which correspondent H.264/AVC bit-stream is generated according to 
their demand through rewriting process. Users are offered the choices of receiving the 
base layer, enhancement layer and ROI of enhancement layer. If bandwidth and 
hardware permits, rewritten enhancement layer would be sent to users. Otherwise, 
clients could choose between base layer and ROI of enhancement layer according to 
their preference and video content, thus the overall quality of service would be 
improved. 
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Fig. 1. Structure of rewriting system presented in this paper 

4 Conclusions 

In this paper, a novel video bit-stream rewriting system has been presented. By 
supporting spatial rewriting and ROI rewriting, the proposed rewriting system 
overcomes traditional rewriting technique in both practicability and flexibility.  
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Abstract. This demonstration presents a live observatory system named ‘NExT-
Live’. It aims to analyze live online social media data to mine social 
phenomena, senses, influences and geographic trends dynamically. It builds an 
efficient and robust set of crawlers to continually crawl online social 
interactions on various social networking sites, covering contents from different 
facets and in different medium types. It then performs analysis to fuse these 
social media data to generate analytics at different levels. In particular, it 
researches into high-level analytics to mine senses of different target entitles, 
including People Sense, Location Sense, Topic Sense and Organization Sense. 
NExT-Live provides a live observatory platform that enables people to know the 
happenings of the place in order to lead better life. 

Keywords: Live, Observatory, Monitoring, Social Media, UGC, NExT. 

1 Introduction 

We are living in the midst of a rich social media environment. We freely and 
spontaneously generate contents as part of our daily activities including making 
comments, sharing photos, checking-in to locations, asking and answering questions. 
Through the wide variety of social media channels, more and more such real-time 
social media data, collectively known as User-Generated Content (UGC), are being 
generated. The contents of UGC reflect the pulse of a society and the tone of public 
opinion, and affect our culture and the way we communicate. Aiming to better 
understand and analyze live social interactions[1], social media observation and long-
term digital preservation have become highly relevant and urgent. Thus there is a 
strong need for live data crawling, archiving, access, retrieve and analysis. 

Web science research community has recently proposed the creation of a global 
“Web Observatory Community Group” to establish a global open data resource 
collaboratively by many web observatory nodes across the world [2]. On the other 
hand, there are some commercial social media monitoring tools and platforms that 
claim to be able to help track and monitor business or brand in social media channels 
such as Radian6, BuzzLogic, Visible Technologies, Brandwatch, Brandtology. 
Although some such tools show good marketing performance, they usually suffer 
from the problems of narrow application domain, limited data coverage and data 
types, in which most focus primarily on twitter data. Moreover, most such tools are 
not fully automated and cannot handle live data well. 
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To address the above problems, we propose a livesocial observatory system named 
‘NExT-Live’ to mine multiple social channels automatically. It can continually crawl 
live and semi-structured multimedia UGC data, including text, images, videos and 
user-relation graphs etc. It supports real-time analysis and fusion of these data sources 
to generate multiple social analytics, including People Sense, Location Sense, Topic 
Sense and Organization Sense. 

2 System Architecture and Implementation 

The overall system framework of NExT-Live is illustrated in Fig.1. The system 
comprises three layers: Live Data Crawlers, Big Data Management and Multi-phase 
Observatory. NExT-Live currently runs on a cluster with 17 server nodes within the 
NUS campus. 

 

Fig. 1. The overall system architecture of NExT-Live 

2.1 Live Data Crawler 

NExT-Live tracks multiple social networking sites including Flickr, Foursquare, 
Instagram, Panoramio, TecentWeibo, SinaWeibo, Twitter, Youtube, Amazon, 
Dianping, Fantong, as well as some forum and blog sites. It provides the best real-
time coverage of multi-modality UGC such as text posts, user comments, images, 
videos, user profiles and user relations. In order to ensure continual real-time 
crawling, we build a set of live robust crawlers that works well across different 
platforms, channels, and is easy to maintain and extend. The crawlers are made 
intelligent and robust by supporting IP proxy, heuristically crawling, noise filtering, 
exception handling, as well as multiple threads and distributed crawling. Table 1 
presents a glimpse of the size and variety of live UGC data that we have crawled over 
a 4½ month period. 

Table 1. The crawled User-Generated Content and their sizes (1 May 2012 - 15 Sep 2012) 

Data Types Number of Posts Size 
Micro-blog Posts 1,402,948,496 988 GB 
User Comments 175,732,324 178 GB 

User Profiles 132,715,138 129 GB 
Images 242,913,348 21 TB 
Videos 92,277 3.2 TB 
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2.2 Big Data Management 

The live data steam is sent to Big Data Management module to perform: 

Data Archiving: It utilizes MangoDB and NFS to store text and media data in 
distributed servers. MongoDB stores JSON-like documents with dynamic schemas 
and shows good scalability and agility in handing huge data set.  

Data Indexing: It then triggers indexing function automatically to build the 
distributed index in real time for data access and retrieval. The text index is created 
with SOLR and visual index is generated with hashing and inverted files based on the 
extracted visual features.  

Data Analysis: It carries out the analysis and fusion of multiple UGC sources to 
generate higher order analytics. 

2.3 Multi-phase Observatory 

NExT-Live offers multi-phase observatory that helps users better understand the 
trends and pulses of a society. It builds tools to perform content analysis, data fusion, 
topic mining, user community discovery, sentiment analysis, as well as the integration 
of multiple social signals to track and mine events and senses in society. In particular, 
given a target topic, it mines the evolution of relevant contents, user community and 
events and integrates them to infer the sense of the entity. The entity can be a person, 
location, topic or an organization, thus giving rise to observatory for people, location, 
topic and organization senses. For example, the “Organization Sense Observatory” 
will analyze relevant UGCs to uncover both emerging and hot events, as well as user 
community and key users, related to the target organization; while the “People Sense 
Observatory” will return and analyze what other people post and say about the target 
person. Collectively, it provides valuable observatories to help us better understand 
ourselves and the larger environment that we live in. 
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Abstract. We propose a novel method combining online boosting and fragment to 
overcome the drifting problem in on-line boosting tracking. We find that in 
previous on-line boosting method, the voting weights of the first few selectors are 
so big that the remainders can not affect the final strong classifier. This problem 
occurs because the voting weight of selectors are passing globally to adapt to the 
object variation, but usually only parts of object changes significantly in short 
time, and the changing part only affect its neighborhood, not the whole target 
area. So we divide the selector into fragments to get spatial information. The best 
weak classifier in each selector is combined linearly to get the final strong 
classifier and then find the location of the object in next frame. Experiments show 
robustness and generality of the proposed method.  

Keywords: on-line boosting, fragment, voting weight, drift.  

1 Introduction 

Research in tracking plays a key role in understanding motion and structure of 
objects. It finds numerous applications including surveillance, human-computer 
interaction, traffic pattern analysis, recognition, medical image processing. It is a great 
challenge to design robust visual tracking methods which can cope with the inevitable 
variations that can occur in natural scenes such as partial occlusions, illumination 
variations, poses and appearance changes.  

To cope with the problems mentioned above the tracker needs to be adaptive. 
Collins and Liu [1] first proposed a method to adaptively select color features that 
best discriminate the object from the current background. Lim et al. [2] used 
incremental subspace learning for tracker updating and Avidan [3] used an adaptive 
ensemble of classifiers. Grabner[4,5] have designed an on-line boosting classifier that 
selects features to discriminate the object from the background. The on-line boosting 
algorithm demonstrates excellent real-time performance on the tracking task but faces 
drifting as the key problem. Thinking error accumulation is the major reason of 
drifting, Semi-supervised [6] and re-detect method [7] has been proposed to cope with 
drifting problem by combine the tracking method with a detector.  

                                                           
* Corresponding author. 
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In this paper, we focus on the drifting problem in online boosting tracking, show 
three shortcomings of original online boosting tracking algorithm which may cause 
the drifting problem and seek a solution by using fragment based methods.  

2 On-line Boosting Tracking with Fragment  

The goal of On-line boosting tracking is to combine  weighted  selector  
into an adaptive strong classifier , which can be refined with each new sample, to 
find the object location[4,5]. 

From the experiment and analysis, we find out that there are three shortcomings in 
the original online boosting tracking.(1)The voting weight of the first few selectors 
are too big so only few of the weak classifiers can affect the final strong classifier. If 
there are mistakes in the first few selectors, drift will occur. (2)The importance 
weight , which is used to compute error rate, then is used to compute the voting 
weight, is passed globally. But in fact, the variation only occur in local area of the 
target and only affect the neighborhood, not the whole area of the target. (3)The 
tracking results are not stable because the weak classifiers are selected randomly from 
the global feature pool. The algorithm may work very well this time but drift seriously 
next time.  

In [5], the weak classifier with the lowest estimated error is selected; the 
corresponding voting weight and the importance weight are updated and passed to the 
next selector. The above steps are processed in global object area and the correct or 
wrong result of previous selector will affect the voting weight of next selectors. But 
we know that the result of a selector should only affect its neighborhood, not the 
global area, because usually only some parts of the object change significantly. So the 
computation of voting weight should be modified to a more reasonable way.  

We combine the online boosting tracking with fragments. In each fragment we 
build a selector, importance weight are only passed in fragment, not in global area. 
The final strong classifier is computed by linear combination of all the selected weak 
classifiers in all fragments.  

Each patch in the object area has one selector, and the final strong classifier is 
linearly combined by the selected weak classifiers with corresponding voting weights. 
Each selector has M weak classifiers (features) and selects the best one (with the 
lowest estimated error).Selected weak classifier can represent the state of its patch. 
Once one new frame come, the lowest estimated error  , corresponding voting 
weight  , and the passing importance weight   are all changed correspondingly 
(Note: we pass the   in patch n, not in the global area, so we have   ,not only 
one   ). Different from method in [5], we use number of correctly classified 

classifiers to compute the passing importance weight  λ  .  ,  ,    ,    ,,           ,                (1) 

             ·       (2)  = ·                (3) 
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We show the shots of tracking results of our Tracker, Frag Tracker, and OAB Tracker 
in Fig.1.  

3 Conclusion and Future Work 

A novel approach to overcome the drifting problem in online boosting tracking was 
presented. Our tracker combines on-line boosting and object fragment to adapt the 
tracker to local variance. We pass the importance weight through local patches, not 
globally as in OABTracker, and get better result.  But when there are dramatically 
rotations and illumination changes, our method should be improved to work better. 
 
 

 

 

 
 

Fig. 1. Screen shots of tracking results 
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Abstract. This paper introduces an automatic approach of nonrigid object 
modelling and visualization for hepatic surgery planning, in particular, for live 
donor liver transplantation and accurate liver resection for cancer in e-health 
application. The proposed approach can build a system that supports radiologists 
in data preparation and gives surgeons precise information for making optimal 
decisions. It provides 3D representation of liver parenchyma and vasculature, and 
3D simulation of patient specific data. The system is realized in four major stages, 
including registration of multimodal images; segmentation of liver parenchyma; 
extraction of liver vessels; and modelling and visualization of liver parenchyma 
and vessels. The approach is unique in that it integrates advanced techniques such 
as machine learning algorithm with a knowledge base of the organ. The details of 
these stages are described along with experimental results and discussions of the 
advantages of the approach over other approaches.          

Keywords: visualization, modeling, segmentation, machine learning, surgery 
planning. 

1 Introduction 

Computer aided surgical planning (CASP) uses computer technology to conduct pre-
surgery planning and in-surgery guiding and intervention. It has been widely used in 
many fields such as neurosurgery, orthopaedic surgery, hepatic surgery, etc. [1]. A 
CASP system is typically composed of four components including image registration, 
object segmentation, object modeling, and simulation. The focus of this research is to 
build a system of CASP for liver where live donor liver transplantation and accurate 
liver resection for cancer will be performed.  

There exist a few computer aided surgical planning systems for liver [2-3]. These 
systems can present the structures of various liver vessels, generate resection 
proposal, offer 3D visualization, provide surgical simulation with cutting. However, 
among these systems, the most serious problems are the accurate segmentation of 
liver from its surrounding organs and extraction of liver vasculature in CT images.  

This paper introduces an automatic approach of nonrigid object modelling and 
visualization for hepatic surgery planning, in particular, for live donor liver 
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transplantation and accurate liver resection for cancer in e-health application. In 
section 2, we describe the system. Finally in section 3, we conclude by summarising 
the approach and pointing out possible future pursuits in the area. 

2 The Approach 

The proposed nonrigid object modelling and visualization for hepatic surgery 
planning is realized in four major stages (see Fig. 1), including (1) registration of 
multimodal images, (2) segmentation of liver parenchyma, (3) extraction of liver 
vessels, and (4) modelling and 3D visualization of liver parenchyma and vessels.  
 

Extraction 
of liver  
vessels 

(3) 

Registration 
of multimodal  
images   

(1) 

Modelling & 
visualization  
of liver  
parenchyma 
and vessels 

(4) 

Segmentation 
of liver 
parenchyma 

(2) 

 
Note: the icon image at the left indicates the system input – patient-specific 

abdominal CT images; the one at the right indicates the 3D model of the liver.
 

 

Fig. 1. Block diagram of the liver modeling and visualization for hepatic surgery planning 
system 

(1) Registration of multimodal images 

Image registration is the process of transforming different sets of images into one 
coordinate system so that these images can be compared or integrated as needed. In 
liver transplantation and resection, aligning all the CT image series to a global best fit, 
i.e., registration of multimodal images, is needed. Our registration algorithm performs 
optimal selections of the important components of registration, including transform, 
metric, mapper, optimizer, etc.  

(2) Segmentation of liver parenchyma 

An advanced liver parenchyma segmentation algorithm is developed. It integrates 
texture analysis and machine learning with deformable surface model. The algorithm 
starts with wavelet-based [4] texture analysis on abdominal CT images to extract 
pixel level features. Then support vector machines (SVMs) [5] are used to classify 
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each pixel into either liver or non-liver. Finally an advanced 3D dynamic gradient 
vector flow (GVF) snake is developed to delineate the liver.  

Fig. 2 presents an example of the output of SVM classifier. Left, is an original slice 
of abdominal CT image, where the liver is at the top-left corner, indicated with the 
white curve. Right, shows the output of SVM. From the figure, it can be seen that the 
SVM can classify most of the liver pixels correctly as a cluster of pixels. 

(3) Extraction of liver vessels 

A knowledge-based vasculature segmentation algorithm is developed to extract 
liver vessels. It segments liver vasculature in two major steps. Step one is mainly 
vasculature candidate calculation using local intensity distribution, where the 
knowledge of image properties is used to derive possible vascular pixels or voxels. 
Step two is a knowledge-based region growing process that is guided by the anatomy 
of the vasculature. This involves the selection of parameters for region growing 
including starting seeds, size of neighborhood, and resultant topology.  

 

Fig. 2. An example of the output of SVM classifier 

(4) Modelling and visualization of liver parenchyma and vessels 

After the liver parenchyma and vessels are well segmented, 3D modelling and 
visualization of liver is performed to provide surgeons with useful information for 
understanding complex liver anatomy. It is done in three major steps: forming an 
RGBA volume from the data, reconstruction of a continuous function from this 
discrete data set, and projecting it onto the 2D viewing plane (the output image) from 
the desired point of view.  

3 Conclusions 

This paper presents a system of computer aided surgical planning for liver where live 
donor liver transplantation and accurate liver resection for cancer is performed. The 
approach is unique in that it integrates advanced techniques such as machine learning 
algorithm with a knowledge base of the organ. Outputs of some stages, such as the 

 corresponding output of SVM an original slice of abdominal CT image 
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liver parenchyma segmentation, have demonstrated that the system can deliver an 
automatic solution of nonrigid object modelling and visualization for hepatic surgery 
planning. Possible further work is to provide facilities and tools for exploring data, 
specifying surgical path, checking donor eligibility, assessing organ condition, 
predicting graft volume, and monitoring donor and recipient outcome. 
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Abstract. Privacy region scrambling is an effective method to protect privacy 
information in videos. In this paper, we present an encoder/decoder system for 
privacy protection video. On the encoder side, the privacy region in video is 
automatically extracted and scrambled while encoding. On the decoder side, users 
can exactly restore the original video with a legitimate key otherwise only non-
privacy part can be decoded correctly but the privacy regions are encrypted. 

Keywords: private protection, video scrambling, privacy region detection. 

1 Introduction 

With the rapid development of information technology and people’s widespread 
concern about public safety, video surveillance systems have penetrated into all 
aspects of our lives. However, incessant monitoring makes people begin to pay more 
attention to personal privacy. Privacy region scrambling is one of the major 
technologies for private protection video [1]. Generally, the scrambling process is 
driven by a key. Anyone without the key can only see non-privacy region with the 
privacy region scrambled. When necessary, descrambler can exactly restore the 
original video with a legitimate key. 

Encoder of privacy protection video mainly involves three parts: privacy region 
extraction, privacy region scrambling and video coding. Face or motion detection 
methods are commonly used to extract private regions. And the detected region is 
scrambling either before video coding or during video coding. 

2 Encoder for Privacy Protection Video  

Fig.1 illustrates the framework of the proposed Encoder of privacy protection Video. 
There are mainly three parts of the system. First, by utilizing data generated during 
video encoding, the privacy region is extracted. Then the detected regions are directly 
protected by quantized coefficients scrambling. To prevent drift error, a coding 
restricted scheme is employed.  
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Fig. 1. Encoder for Privacy Protection Video 

2.1 Motion Detection with Encoding Information 

Motion is important information in video, which is critical for privacy protection. So 
moving objects are detected and protected in our system. In privacy protection video, 
video encoding is very time consuming [2] and all process must be finished in real 
time with additional motion detection. So fast motion detection must be adopted. 
Different from pixel domain detection and compressed domain detection, we 
proposed motion detection with encoding information. This method can extract 
moving objects directly during video encoding, so the computation time is reduced, 
which is attractive for real-time applications.  

2.2 Transform Domain Scrambling 

After obtaining the privacy regions, transform domain scrambling is applied to data 
related to these regions. The random sign inversion method is used in our system. In 
encoder, a pseudorandom number generator (PRNG) initialized by a key is used to 
produce random number sequences. Then the sign of quantized coefficients (defined 
as qC[i], i=0…15) of each 4×4 block in privacy region is pseudo-randomly flipped for 
each i as follows: 
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2.3 Drift Error Prevention 

To improve coding efficiency while preventing drift error, mode restricted intra 
prediction (MRIP) and search window restricted motion estimation (SWRME) are 
proposed in our early work [3]. 

2.4 Decoder for Privacy Protection Video 

Because the video bitstream is compliant with video coding standard, it can be 
displayed by a standard decoder but the privacy region scrambled. If we want to 
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decode the whole original image, the encoded video must be decoded by the specific 
video decoder. Anyone without the key can only see non-privacy data with the 
privacy region scrambled. Authorized users can exactly restore the original video with 
a legitimate key.   

3 Demonstration 

Fig.2 illustrates the encoder/decoder of private protection video user interface. Firstly, 
we choose a video to encrypt and input a key, then click the “encrypt” button, and the 
private region will be scrambled while the video encoding. Fig.2(a) shows the 
decoded image with the right key and Fig.2(b) shows the scrambled image with a 
wrong key. 

 
 

         

Fig. 2. (a) Decoded image with the right key  (b) Scrambled image with a wrong key 
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Abstract. This demo presents a TV-tagging system named TVEar based on 
audio fingerprint. It is a content-based audio information retrieval system, and 
has the ability to listen to a couple seconds of a TV show and determine what 
show is being watched. TVEar is robust to noisy environments, such as 
office/street/car environments. This system is designed to make a remarkable 
entry into social media. 

Keywords: Audio fingerprint, TV-tagging, audio information retrieval. 

1 Introduction 

With the increase of smartphone’s and table PC’s popularity, more and more users 
keep their device in hand while watching TV. These device owners have the engage 
with content related to the TV, either by looking up information related to the show or 
looking for deals and general information on products advertised on TV. TV-tagging 
is new version of social media. People have a desire to share their idea about the TV 
show with their friends. They also have curiosity about what their friends watching 
now. Both the desire and the curiosity have a time limit, and would be lost soon. It is 
not a smart way to join a talk group corresponding to the TV show by a TV guide. 
There are so many TV channels that it may take several seconds to find the correct 
one from the directory. TV-tagging is also a new advertising mode and sales mode. 
The customers could get a promotion for tagging a selected TV advertisement. 
IntoNow[1] from Yahoo is a popular TV-tagging application, and it successfully 
connects the TV screen with second screen. TVEar provides the friendly user 
interface which is similar to the one of IntoNow. 

The kernel of our product is a content-based audio information retrieval (AIR)  
[2, 3] system based on audio fingerprint. With this AIR system, TVEar can identify 
which TV channel is being watched. It also can recognize the music and movie 
playing during TV shows, down to the individual episode, within second. TVEar can 
recognize a show even if it's airing live for the first time. 

TVEar is robust to noisy environments, such as office/street/car environments. The 
fingerprints of the audio signal would be masked or distorted in these noisy 
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environments. With a longer record to take more fingerprints, TVEar could also give 
the correct results. 

2 System Overview 

TVEar can identify both live TV channel and historical audio data which come from 
music, movie, episode or any other audio clips. Live audio data and historical one 
cannot be recognized in the same way. The number of TV channel is limit, and each 
of them only requires several minutes audio record. The search space for live audio 
data contains only several thousand seconds audio record which should keep fresh 
and be updated all the time, while that for historical audio data contains million 
minutes audio record which do not need a frequent update. For the enormous 
difference in search space and update frequency, the audio information retrieval of 
TVEar is divided into two retrieval platforms, as is shown in Figure 1. One of them is 
for the live TV channel recognition, and another one is for historical audio data. 
These two parts do not share the same audio feature or retrieval algorithm. The 
recognition procedures of these two parts are parallel. There is no prior knowledge of 
that the query audio clip comes from live TV channel or historical audio data. 

 
 

 

Fig. 1. Overview of TVEar 

Due to limit search space and real-time update, the live TV channel recognition 
does not need an index. There is also not enough time to build it. In this recognition 
process, each channel keeps several minutes audio record as its template. The record 
is transformed to a time series feature vector, named channel-vector. The query audio 
clip is several seconds and also transformed to a vector, named query-vector. The 
query-vector slides on channel-vector, and the similarity between them is calculated 
frame by frame. The query clip has an offset with the channel record, which is shorter 
than half a frame. Two or more frames shift would lead to a low recall rate. 

Due to enormous search space of historical audio data, an index is necessary to 
speed up its search. The index building needs the spare representation of audio  
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fingerprint. Wang A.L. provides a proper one[4] which is used in the popular music 
recognition application--shazam[5]. An inverted file implemented as a sorted array 
structure stores the list of audio fingerprint in a sorted array, including the ID of audio 
clips associated with each audio fingerprint and a link to the audio clip containing that 
audio fingerprint. The recognition process is similar to a search engine with a 
temporal rule. As is shown in Figure 1, music data and speech data, such as movie/TV 
show/episode, have their respective database. Music data carries richer information 
than speech data, and contains more audio fingerprints than it.  

3 Demonstration 

Figure 2 shows two examples of TVEar, which includes 20 live TV channels and 3 
million music songs. The smart phone records an audio clip coming from TV. Then 
the clip is coded at a low rate and sent to TVEar. Two retrieval platforms recognize 
this clip independently, and both of them can return their own recognition result. (A) 
is a live TV channel recognition. (B) is a music recognition. The paly time to the 
music is also determined. 

 

 

(A) Live TV channel recognition 

 
(B) Music recognition 

Fig. 2. Two examples of TVEar recognition 
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Abstract. This demo presents a distributed video transcoding platform named 
VTrans, which utilizes the technology of distributed video transcoding. It can 
realize the fast transcoding of videos. The fast video transcoding method used 
in this platform is a video GOP-level and slice-level combined parallel mode, 
which can accelerate the process of video transcoding in time and space 
respectively. By using the system, users’ waiting time of transcoding a video is 
reduced, and the use ratio of system resource is enhanced. 

1 Introduction 

Along with the development of Internet technology, video has become an 
indispensable part of people's daily life, as an example, there are roughly 24 hours of 
new videos uploaded to YouTube every minute, and YouTube hits over a billion daily 
video views [1]. At the mean time, users have different requirements for video 
qualities, codecs and formats, etc. Especially, most Internet videos are PC oriented 
[2], not fit for mobile devices. Since a mass of demands of video transcoding exist, a 
kind of high performance video transcoding system is desired. 

In this presentation, the VTrans transcoding platform can exactly meet the tremendous 
transcoding demands, it adopts distributed video transcoding technology in the 
background of the transcoding system, supporting various common video formats, which 
can realize rapid video transcoding and reduce the user's transcoding waiting time. 

2 System Overview 

2.1 System Architecture 

Fig.1 shows the architecture of the VTrans transcoding platform, the system mainly 
contains four parts, namely video download module, video transcoding module, video 
management module and message notification module. The four modules are all data-
driven, which communicate with each other through the message queue in the 
database, as a result, the four modules are fairly loose coupled. The process of that an 
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Internet video enters the system is as follows, video download  video transcoding 
 video information extraction  message notification, which is a 4 parts pipeline. 

 

Fig. 1. The architecture of VTrans 

2.2 Distributed Transcoding 

The architecture of the video transcoding module is distributed. There is a controller 
and many transcoders, the controller fetches video transcoding tasks from DBMS, 
then analyses the video and divides the source task into some sub-tasks, after that, the 
transcoders get the sub-tasks from controller and do the transcoding work, after all the 
sub-tasks have been completed, a merge task must be done to combine the multiple 
video clips into a integrated video. The task splitting procedure is not trivial, many 
factors must be taken into account, such as the video duration, the codecs and 
resolutions of source videos and target videos, etc. For example, the hierarchical 
structure of H264 has six levels: sequence, groups of pictures (GOPs), pictures, slices, 
macroblocks (MBs) and blocks [3][4]. Theoretically, the parallel transcoding can be 
realized on the above six levels, but not all the codecs supporting the parallel 
transcoding on the all the six levels and for the sake of simplicity of realization, we 
adopt only the GOP level parallel transcoding, while, if the target codec is H264, just 
as Fig.2 shows, the GOP level and slice level parallel transcoding will be used 
together, and we will have a significant gain in transcoding speed. 

 

Fig. 2. GOP level and slice level combined parallel mode 



534 Z. Ouyang et al. 

3 Demonstration 

Fig.3 shows the task management page of VTrans, we can create multiple video transcode 
tasks one time and have a centralized control of them. For example, we can cancel a 
running task or restart a stopped task. The statuses of tasks are clearly displayed, it’s 
convenient for us to monitor the transcoding process and estimate the time remained. 

 

Fig. 3. Task management page of VTrans 

Acknowledgments. This work is supported by National Nature Science Foundation 
of China (61102101, 61272323), National Key Technology Research and 
Development Program of China (2012BAH06B01), Co-building Program of Beijing 
Municipal Education Commission. 

References 

1. Davidson, J., Liebald, B., Liu, J., Nandy, P.: The YouTube Video Recommendation System. 
In: RecSys 2010, Proceedings of the Fourth ACM Conference on Recommender Systems, 
pp. 293–296 (2010) 

2. Li, Z., Huang, Y., Liu, G., Wang, F., Zhang, Z.L., Dai, Y.: Cloud Transcoder: Bridging the 
Format and Resolution Gap between Internet Videos and Mobile Devices. In: Network and 
Operating System Support for Digital Audio and Video, NOSSDAV (2012) 

3. Franche, J.-F., Coulombe, S.: A Multi-Frame and Multi-Slice H.264 Parallel Video 
Encoding Approach with Simultaneous Encoding of Prediction Frames. In: Consumer 
Electronics, Communications and Networks (CECNet), pp. 3034–3038 (2012) 

4. Zhang, Y., Yan, C., Dai, F., Ma, Y.: Efficient Parallel Framework for H.264/AVC 
Deblocking Filter on Many-core Platform. IEEE Trans. on Multimedia, 510–524 (2012) 



S. Li et al. (Eds.): MMM 2013, Part II, LNCS 7733, pp. 535–537, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Fast ASA Modeling and Texturing Using Subgraph 
Isomorphism Detection Algorithm of Relational Model 

Feng Xue1,2, Xiaotao Wang1, Feng Liang1, and Pingping Yang1 

1 School of Computer Science and Information, Hefei University of Tech., Hefei, China 
2 State Key Lab of Virtual Reality Tech. and System, Beihang University, Beijing, China 
{iamxuefeng,wangxiaotaolhc,liang.feng366,iamyangping}@163.com 

Abstract. In this paper, a new method based on Subgraph Isomorphism 
Detection (SID) algorithm was proposed to automatically construct 
Anhui-Styled Architecture(ASA) models. Firstly, by analyses intrinsic features 
of ASA, we setup architecture module database. Then use SID algorithm to get a 
topology graph and traverse each node of the topology graph. Finally, render 
these graph nodes to get 3D model of ASA.  

Keywords: Anhui-Styled Architecture(ASA), module construction, SID, 
Texture. 

1 Introduction 

In recent years, automatically and rapidly modeling of large scene becomes a hot topic in 
the fields of virtual reality research. To deal with this problem, researchers have proposed 
many modeling algorithms, which can be divided into two categories: rule based 
modeling method[1,2] and parametric and modular based modeling method[3-5] which 
have made a lot of contributions in rapid 3D modeling. However, ASA models often have 
its highlighted architectural styles, and the constraints between different function 
modules are much stricter than those box-like city buildings, and most of previous 
methods are not applicant for ASA. To construct ASA building models quickly and 
automatically, we present a fast modeling method based on the SID algorithm. 

2 Outline of Proposed Algorithm 

We proposed an automatic modeling method which base on modules decomposition 
and subgraph isomorphism detection algorithm, as shown in Fig. 1  

3 Rapid Modeling Using SID Algorithm of Relational Model 

The construction of topology database of ASA is the base of our SID algorithm. In the 
database we store information of a graph and its subgraph, including node number of  
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Fig. 1. Outline of the proposed algorithm 

each subgraph, the degree number of each nodes, ids of each graph and subgraph etc. In 
order to make the algorithm more accurate, each subgraph we stored in database should 
have more than three nodes. This is because a subgraph that with little nodes (less than 
3 nodes) may be matched by most of input graph.  

There are many algorithms used for subgraph isomorphism detection, such as 
FG-Index, C-Tree and Graph Decomposition Index, but most of them are and 
time-consuming. To speed up graph search phase of modeling, we present a subgraph 
isomorphism algorithm based on Relational Graph Decomposition Index(RGDI). 

In our SID algorithm, two graphs are supposed to be matched when: DNa>=DNi 

Where DNa is the degree number of a topology graph in database, and DNi represents 
the degree number of input topology graph.  

4 Experimental Results 

When 3D models generated by our SID algorithm are constructed, we use texture 
synthesis and texture mapping techniques to render some classic ASA style textures to 
the building model surfaces, as shown in Fig. 2, where individual building has different 
layout patterns, geometry shapes and texture styles from each other given different 
initializations and layout patterns. Like [6], we can make a video by linking each step of 
node module construction to show the dynamic inference process of SID. 

 

Fig. 2. Automatic modeling results of ASA with textures 
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5 Summary 

In this paper, we analysis the structural feature and module decomposition of ASA, use 
SID algorithm to get a matched topology, traverse each node of the topology graph, 
construct the model of ASA automatically.  
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Abstract. This paper describes a video browsing tool for media (post-)
production, enabling users to efficiently find relevant media items for re-
dundant and sparsely annotated content collections. Users can iteratively
cluster the content set by different features, and restrict the content set
by selecting a subset of clusters. In addition, similarity search by differ-
ent features is supported. Desktop and Web-based variants of the user
interface, including temporal preview functionality, are available.

1 Introduction

The proposed video browsing tool attended the Video Browser Showdown (VBS)
2012 [3]. The tool has been designed for applications in (post-) production phase
of movie and broadcast production. In this application scenario, users typically
deal with large amounts of audiovisual material with a high degree of redundancy
and need to select a small subset for use in a production. Newly shot material is
typically sparsely annotated, thus the browsing tool has to rely on automatically
extracted features. The content sets in this application are typically larger than
those used in the Video Browser Showdown, reaching about 100 hours.

Automatic content analysis is performed during the ingest of content. Cur-
rently, camera motion estimation, visual activity estimation, extraction of global
color features and estimation of object trajectories are performed. The extracted
features are represented using the MPEG-7 Audiovisual Description Profile [1]
and indexed in an SQLite database.

In order to select content, the user follows an iterative selection process, con-
sisting of alternating steps of clustering and selecting subsets of the current data
set. Users cluster content by one of the automatically extracted features and
can then select relevant clusters to reduce the content set. Further clustering by
the same or other features can then be applied to the reduced set. In addition,
items similar to one of the items in the cluster can be retrieved. A more detailed
description of the tool and the browsing process can be found in [2].

2 Browsing User Interface

The central component of the video browsing tool’s user interface is a light table
(cf. Figure 1). The light table shows the current content set and cluster structure
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Fig. 1. Screenshot of the Web-based video browsing tool

using a number of representative key frames for each of the clusters. The clusters
are visualized by colored areas around the images. The size of the images in the
light table view can be changed dynamically so that the user can choose between
the level of detail and the number of visible images without scrolling. By clicking
on a key frame in the light table view, a video player is opened and plays the
segment of the video that is represented by that image. The temporal context
of a key frame is shown by a time line of temporally adjacent key frames that
appears when the user moves the mouse over a frame. This time line shows one
line of key frames which is limited by the width of the screen. If the user wants
to get a broader range of temporally adjacent key frames, it is possible to zoom
in. Therefore, a larger list of key frames is shown in the light table.

The tool provides support for performing similarity search based on following
features: camera motion, motion activity, color layout, multi-view media item
and multi-view camera. To execute a similarity search, the user drags a key
frame into the similarity search area (see also Figure 2), selects a similarity
search option and executes the search. In addition, segments from the temporal
proximity of a result segment can be retrieved. The latter supports the user in
cases where a presented item is topically similar to the wanted item and might
thus be nearby in the programme, but is not similar in terms of visual features.

On the left side of the application window the history and the result list are
displayed. The history window automatically records all clustering and selec-
tion actions done by the user. By clicking on one of the entries in the history,
the user can go back to a previous point. Then users can choose to discard
the subsequent steps and use other cluster/selection operations, or to branch
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Fig. 2. Executing the similarity search

the browsing history and explore the content using alternative cluster features.
The result list can be used to memorize video segments and to extract segments
of videos for further video editing, e.g. as edit decision list (EDL). Users can drag
relevant key frames into the result list at any time, thus adding the corresponding
segment of the content to it.

The user interface is available both as desktop and as a Web-based version,
offering the same functionality. Both use the same backend implementation,
which is accessible as a SOAP Web service for the Web-based client.
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Abstract. This paper describes a handheld video browser that in cor-
porates shot boundary detection, key frame extraction, semantic content
analysis, key frame browsing, and similarity search.

Keywords: video browser showdown.

1 Introduction

In last year’s MMM Video Browser Showdown we participated with a handheld
based video browsing system that supported two methods of search: concept
search and key frame similarity [1]. Building on the experience that we gained
while participating in this event, we compete in the next showdown with a more
advanced browsing system. This paper provides a short overview of the features
and functionality of our new system.

2 Data Processing

2.1 Video Segmentation

To ease access to the video data, we segment the video into its shots following
Pickering et al. [2]. To avoid including similar frames, we remove duplicates by
comparing the global color layout of all key frames within each shot.

2.2 Visual Concept Classification

An important feature of our browsing system is the ability to filter search re-
sults based on the appearance of certain concepts such as persons, vehicles, on
screen text, or landscapes. This filtering approach, also referred to as concept-
based search, is an effective method to bridge the semantic gap between low-level
features and high-level semantics. We trained a set of concept detectors using
the popular Bag-of-Visual-Word (BoVW) feature representation and Support
Vector Machine (SVM) classifiers.
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2.3 Visual Similarity Search

Similarity search is implemented on the key frames by aggregating local descrip-
tors to form a low dimensional global image descriptor. We use sparse SIFT [3]
as the local descriptor and perform aggregation using the VLAD method pro-
posed in [4]. This method is a simplification of the Fisher kernel representation
[5], but is lower dimensional and less costly to compute. VLAD descriptors will
be computed by first performing k-means clustering (with k = 64) on the entire
set of SIFT descriptors extracted for each video, then aggregating the differences
between each local descriptor in an image and its nearest neighbor, and finally
concatenating these local differences to form a d × k descriptor, where d = 128
is the dimension of the local SIFT descriptors. PCA is then used to reduce the
dimension of the VLAD descriptors to 128 dimensions. Since this representation
allows us to represent all the key frames a video in less than 50MB of memory,
we omit the product quantization step and perform search by exhaustively com-
puting the distance between the query VLAD vector for the image and all other
key frames in the dataset, rather than using approximate nearest neighbors [6].

2.4 Visual Similarity-Based Clustering

To reduce the cognitive load associated with scanning through a large number
of heterogeneous key frames, we implemented functionality that allows the user
to group together visually similar key frames and browse the resulting groups.
Grouping is achieved by performing agglomerative clustering on the VLAD de-
scriptors extracted for similarity search.

2.5 Face Browsing and Search

We anticipate that providing functionality to allow users to get a high-level
overview of all the human faces appearing in a video will be useful for queries
involving people. To this end, we provide a face view that shows all the faces
found in the video, and allow users to quickly navigate to the locations in the
video in which selected faces appear. We use the Viola-Jones face detector [7]
to first locate faces in the videos, and then to cluster these faces by using ag-
glomerative techniques. This clustering also allows face-based search to be easily
implemented: when the user chooses to search for similar faces on a given key
frame, all images associated with the clusters containing any faces that appear
in the key frame are retrieved and displayed.

3 Graphical User Interface

Figure 1 depicts a screenshot of our graphical user interface. It is designed to be
used on a tablet PC: either an iPad or any Android tablet. As can be seen in the
screenshot, clustered results (shots) are represented by their key frame. On the
top of the interface, users can apply different filters and enable similarity search
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in the title bar. After tapping (or clicking) on one of the key frames in the result
list, a content menu appears and the user has the choice to (a) start playing the
video shot, (b) find similar shots in the whole video, or (c) find shots containing
similar faces.

Fig. 1. Screenshot of the Video Browsing Interface
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Abstract. We present an improved version of last year’s winner of the
Video Browser Showdown. In a preprocessing step video segments are
detected and clustered in several latent classes of similar content based on
color and motion information. The navigation bars of our video browser
are then augmented with different colors indicating where elements of the
detected clusters are located. As humans are able to classify the content
of clusters fast, they can benefit from this information when browsing
through a video.

1 Introduction

The Video Browser Showdown (VBS) 2012 showed that certain Known-Item-
Search (KIS) tasks can be performed effectively and efficiently with our AAU
Video Browser[1]. It is solely based on intelligent interaction means and refrains
from content analysis, but it takes use of the human abilities to recognize and
classify items very fast. Therefore, scenes that are significantly different from
the other scenes in a video or scenes that are expected at certain locations of
a video (e.g. in most cases weather reports are at the end of news videos) can
be found fast. On the other hand, specific tasks exist where it is difficult to find
the searched scene with the same approach. In particular, in videos that show
similar content from the beginning to the end (e.g. TV shows) or videos that
consist of repeating similar situations (e.g. videos where anchorpersons or some
sports acts are shown again and again) scenes are hard to find only by human
observation.

This year we present an improved version of our video browsing tool, which
combines automatic content analysis with human cognition to overcome the
problems mentioned above. We present a video browsing tool that augments the
navigation bars with additional information that indicates where certain content
classes are located. The users still have to look for the searched items manually,
but the search effort can be reduced by taking advantage of the additional in-
formation provided by the augmented navigation bars.

2 Augmented Navigation Bars

Augmented navigation bars are annotated with colored blocks, where each color
represents a certain class of video content. An example is shown in Figure 1.
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The idea is (1) to automatically detect repeating segments within videos, (2) to
cluster them in groups of similar content and (3) to annotate the navigation
bars with colors indicating the location of the clusters in the video. Each cluster
is visualized by a different color. A large number of analysis methods can be
used for step 1. For this approach we only rely on the color information and
the motion information, which are extracted from the videos in order to cluster
video segments into groups of similar color or motion. A latent indexing of the
content is performed, thus no predefined classes are used.

Fig. 1. Example of an augmented navigation bar

The classification of the emerging clusters is the part where the user comes
into the loop. A preview panel is provided to the users, which shows the cluster
centers of each cluster. Each preview is surrounded by a border colored with the
same color that is used for marking all segments of the corresponding cluster
on the navigation bar. The preview panel is shown next to the video windows
in Figure 2. It helps the users to quickly make a basic discrimination of the
content of a video. If the representative frames are not discriminative enough,
users can load all segments that belong to a cluster in an own playlist by clicking
on the cluster center in the preview panel. The elements of a playlist are ordered
chronologically, thus scanning the items of a playlist from the beginning to the
end is also an option to search for a certain video segment. An example of a
playlist can be seen in the right part of the window in Figure 2.

The most important point regarding the presented video browsing application
is that users are still interacting with videos and not only with static key-frames.
Therefore, they experience videos in the same way as usual, but in addition the
amount of time needed for certain KIS tasks can be reduced.

3 Conclusion

We improved our AAU Video Browser for the Video Browser Showdown 2013
with augmented navigation bars. The idea is to reduce the search space for
users by coloring the navigation bars with different colors that indicate different
clusters of video content. At the competition we want to investigate whether the
problems that occurred in videos with recurring similar scenes can be overcome
with this new approach.

The combination of well-known video interaction concepts with the results of
content analysis has several advantages. The presented solution preprocesses the
content and suggests classes of similar content to the users, thus they get a first
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Fig. 2. The four windows at the left side can be used to browse four parts of a video
in parallel. Next to them the preview panel is displayed. At the right side the playlist
view is showing the segments of one cluster.

overview of the content of a video. Moreover, users can interact with videos as
they were always used to. Compared to other key-frame-based tools they can
still watch and interact with a video stream. The augmented information is only
an additional help for them. Furthermore, the temporal order of the content
gets preserved, thus users always have an overview of the temporal correlation
of different segments.

We are going to investigate the integration of further analysis methods, such
as local feature descriptors or face detection methods, and also the combination
of different methods in future.
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Abstract. This paper introduces a video browsing tool for the known
item search task. The key idea is to reduce the number of segments to fur-
ther investigate by several ways such as applying visual filters and skim-
ming representative keyframes. The user interface is optimally designed
so as to reduce unnecessary navigations. Furthermore, a coarse-to-fine
based approach is employed to quickly find the target clip.

1 Introduction

The rapid explosion of video databases requires efficient tools for management
and searching contents. Therefore, a tool for searching known items that a user
has seen before has many potential applications. In the context of the video
browser showdown competition, video browsing tools are evaluated through how
well searchers interactively find a known video clip in one-hour video within a
limited time. Building such a tool is challenging due to the following reasons:

– Time limit: The number of frames for one hour video is large, approx. 90,000
frames, while the allowed time is only 2 mins. Meanwhile, techniques for
selecting candidates using visual information such as clustering and concept
detectors are still not matured, and usually take time to operate, especially
when the number of concepts and clusters are large.

– Space limit: The popular screen resolution is 1,024x768, while the minimum
size of a thumbnail should be around 50x38 pixels to capture the content.
Hence the maximum number of keyframes to be displayed is limited to ap-
prox. 300-400. This number is still much smaller than the total number of
frames in one hour video.
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We propose a system that helps to handle such problems. Specifically, the key
ideas are:

– Coarse-to-fine based approach: At the coarsest level, one keyframe is used to
represent content of each 2 minute-segment. By looking at these keyframes,
some irrelevant segments can be eliminated quicky. At the finest level, 5
keyframes are used to represent content of each 10 second-segment. By look-
ing at these keyframes, the segment that is relevant to the target clip can be
identified and confirmed.

– Using filters to reduce the number of segments to be judged by users: They
include a category-based filter that applies pre-trained classifiers to classify
a keyframe into categories such as Music, Entertainment, Indoor, Outdoor,
Daytime, and Nighttime; a layout based filter that select keyframes having
similar layout with pre-defined layout patterns, and a color based filter that
selects keyframes based on color distributions.

2 Framework Overview

2.1 Pre-processing Steps

The input one hour video is decomposed into short segments of 10 second length.
The total number of such segments is 360. For each segment, 5 keyframes are se-
lected to represent the visual content. These keyframes are grouped into clusters
using a hierarchical clustering method.

For the coarsest level, the 360 segments are grouped into 30 super-segments.
Each super-segment consists of 12 consecutive 10-second segments and is rep-
resented by one keyframe that is selected from the keyframes of the 10-second
segments belonging to that super-segment.

2.2 Filters Using Visual Content

We use KAORI-SECODE [1] to build classifiers for annotation each keyframe
with categories such as Music, Entertainment, Indoor, Outdoor, Daytime, and
Nighttime. In addition to annotate keyframes with pre-define categories, we also
annotate the keyframes with pre-defined color distributions, and layout patterns.

3 Video Browser Showdown Use-Case

The user interface of our browsing tool for the video browser showdown task is
shown in Figure 1.

The top panel shows three filters including category-based filter, color-based
filter, and layout-based filter. Using these filters, a number of of relevant segments
are selected to add to the list of candidates for further investigation. The right
most position of the panel is a video player to play selected segments in fast
forward mode (2x).
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Fig. 1. The user interface of NII-UIT-VBS video browsing tool

The next panel (Super-segments panel) shows keyframes that represent for
super-segments. Users will match these keyframes with the target clip content
to select a subset of super-segments to add to the list of candidates.

The middle panel (Candidate-segments panel) shows segments that have been
selected either manually by users or automatically by applying the filters.

The left panel shows segments that are randomly picked from the initial set
of all segments. If one segment of interest is found, it can be added to the list of
candidates.

By clicking on any segment in the list of candidates shown in the middle
panel or the left panel, users will perform further investigation to check whether
it matches the target clip.

The bottom panel (Preview panel) shows the finest level of the segment se-
lected in the candidate list. The first row of the panel shows keyframes of the
selected segments and the lower row shows keyframes of segments that are ad-
jacent to the selected segment.
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Abstract. VideoCycle is a candidate application for this second Video
Browser Showdown challenge. VideoCycle allows interactive intra-video
and inter-shot navigation with dedicated gestural controllers. MediaCy-
cle, the framework it is built upon, provides media organization by sim-
ilarity, with a modular architecture enabling most of its workflow to
be performed by plugins: feature extraction, clustering, segmentation,
summarization, intra-media and inter-segment visualization. MediaCy-
cle focuses on user experience with user interfaces that can be tailored
to specific use cases.

1 The MediaCycle Framework

The MediaCycle framework has been developed at the numediart Institute1 of
the University of Mons since 2008. Its scope is to provide tools to create applica-
tions for the navigation by content-based similarity into multimedia databases,
currently audio, image, video, text, sensor signals and files. It focuses “by design”
on fostering new artistic practices (the numediart Institute aims at improving
new media arts technologies) and stresses on providing a tailored user experience.

MediaCycle yields to modularity through a plugin architecture, from media
types to all the steps of the workflow of organization by similarity: feature extrac-
tion, clustering, segmentation, summarization, visualization. Similarly to tools
for computer-aided design, the generic graphical user interface of MediaCycle
provides a main “canvas-like” space with browser and timeline views, and con-
trol panels associated to plugins. Some panels are generated automatically from
plugin parameter serialization. We will describe in the following subsections all
steps of the workflow of organization by similarity as offered by MediaCycle.

1.1 Audio and Video Feature Extraction

MediaCycle provides several algorithms for the extraction of low-level features.
For audio signals, wrapper plugins around the YAAFE library and the Vamp

1 MediaCycle:
http://www.mediacycle.org and numediart: http://www.numediart.org
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audio analysis plugin system2 allow access to verified and acknowledged algo-
rithms from the music information retrieval and audio signal processing commu-
nities.

We initially developed features specific to dance videos [1], aside generic fea-
tures such as: global motion orientation, optical flow, blob pixels speed, color
moments; all based on OpenCV3 Time-dependent features are summarized by
the calculation of their mean and standard deviation.

1.2 Clustering and Neighborhoods

MediaCycle proposes two modes of navigation: “clusters”, where the whole
database is displayed on the screen, and “neighbors” where a user-defined small
scale number of nearest neighbors are presented to the user. For clustering, we
have been using K-Means. MediaCycle suggests neighbors using either an Eu-
clidian distance or Pareto ranking, as explained in [1].

1.3 Segmentation

MediaCycle provides several segmentation methods, based respectively on:

1. the self-similarity matrix to compute a signal of novelty (see [2]);
2. the Bayesian Information Criterion (BIC) with two variants : browsing the

data frame-by-frame or through a “divide-and-conquer” approach (see [2]);
3. a third-party library, Johan Mathé’s shotdetect4, segmenting by shots using

consecutive frame pixel-by-pixel threshold-based color comparison.

Methods 1 and 2 are media-agnostic, 3 requires only video content. Once pre-
computed, segmentation profiles associated to each method can be applied on
the fly and affect the visualization content.

1.4 Visualization: Browser and Timeline

MediaCycle offers two views for navigation into media content: the “browser”
positions media nodes in a 2D space for inter-media navigation, the “timeline”
is dedicated to intra-media navigation. Several visualization techniques can be
chosen for the browser: in clustering mode, the “propeller” tries to spread ef-
ficiently a user-definable number of clusters, a scatter plot (one user-definable
feature dimension per x and y axes), a polar representation (one on radius,
another on angle); in neighbors mode, radial and flat tree views show hierar-
chical nearest neighbors of given media elements. A fisheye distortion highlights
segments hovered in any of both views with propagation to the other view.

2 YAAFE:
http://yaafe.sourceforge.net and VAMP: http://www.vamp-plugins.org

3 OpenCV: http://opencv.org
4 shotdetect: https://github.com/johmathe/Shotdetect
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1.5 Interaction and Devices

MediaCycle allows server-client application through the Transmission Control
Protocol (TCP) [1] and external control through the OpenSoundControl (OSC)
protocol [3] extended to TUIO, a protocol for Tangible User Interfaces. In short,
MediaCycle applications can be displayed on touch-screen interfaces [1] and con-
trolled via USB/HID devices such as jog wheels and multi-touch trackpads [3].

2 Our Approach to Known-Item Search with VideoCycle

We believe that our user interface VideoCycle built upon the MediaCycle frame-
work can be used to browse single video files for known-item search as follows:

– Once the video file is imported (features are extracted and the video file is
segmented), segments of the video are displayed in the browser view and
organized by similarity, the user can choose the weights of the features to
base the similarity on (here by checkboxes) and the positioning methods.

– The timeline view allows to navigate inside the imported video file, with
a video player playing back the file, a “slider” view with an overlaid vi-
sualization technique that the user can choose among several (keyframes
evenly-distributed in time, slit-scan, none), and a focus slider whose time
interval is determined by the span of the aforementioned slider.

– A trackpad offers translation/rotation/zoom/reset gestures for navigation
in the browser and skip/swipe gestures for the timeline. We pair it to a jog
wheel, whose dial scrubs the timeline precisely and spring-loaded wheel ad-
justs the playback speed. Its keys are assigned to: previous/next segment, cue
in/out and send the found “known item”, select features and visualizations.

Fig. 1. The Remote Controller (2003) by People Like Us alias Vicki Bennett in Video-
Cycle: zooming the inter-segment “browser” (up), scrubbing the intra-media “timeline”
(down) with the jog shuttle wheel (down). Yellow dotted lines/arrows are annotations.
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Abstract. We present our efficient implementation of interactive video
search tool for Known Item Search(KIS) using the combination of Se-
mantic Indexing(SIN) and Instance Search(INS). The interaction way
allows users to index a video clip via their knowledge of visual con-
tent. Our system offers users a set of concepts and SIN module returns
candidate keyframes based on userss selection of concepts. Users choose
keyframes which contains the interest items, and the INS module recom-
mends frames with similar content to the target clip. Finally, the precise
time stamps of the clip are given by the Temporal Refinement(TR).

1 Introduction

The task of KIS for Video Browser Showdown (VBS) is interpreted that users can
interactively find the specific video clip in the database. This problem becomes
a crucial issue due to exponential growth of video data.

VBS simulates a real-world KIS scenario. Users look for an item in the video
collection that is known to be there, and the users have knowledge about the

Fig. 1. Real scenario of indexing a video clip about ”White House”
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content. In the task, users are shown the video clip so that they have a good
idea of what should be looked for. Moreover, there is no any metadata. There-
fore automatic matching an not be performed. The aim of VBS is to evaluate
interactive search systems.

2 System Framework

Our approach showcases that we solve the real-world KIS problem by combi-
nation of SIN and INS, as shown in Fig.1. Several concepts are pre-learned
though visual information of training data. Users select corresponding concepts
to retrieve a subset of candidates keyframes based on their knowledge about
the target video clip. Then, they decide several images as the query of instance
search. INS section contains a search loop so that users can refine the search-
ing results. It can be neglected if users can detect the target keyframes in SIN
results. TR is enabled once one target keyframe is retrieved, which decides the
precise time stamps of the clip. The details of each module in our system are
described in the next section

This section presents the details of our approach for real-world KIS problem.
The system framework is illustrated in Fig.2. The keyframe extraction and anal-
ysis module is first described, and then we give details about SIN, INS and TR
modules.

Fig. 2. Overview of our interactive video search system

2.1 Frame Extraction and Analysis

Processing all frames from the database video would be costly and inefficient.
Thus, the frames are sub-sampled temporally. The clip of interest doesnt nec-
essarily start and stop at shot boundaries. Therefore, in our system, we choose
uniform sampling approach with 3 frames per second.Different visual features
are used for frame analysis in SIN and INS module, as listed below:

SIN :Colors Coherence Vector (CCV), Local Binary Patterns (LBP), His-
togram of Oriented Gradients (HOG), Dense Color SIFT, SIFT.

INS :Harlap and Maximally Stable Extremal Regions (MSER).
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2.2 Semantic Index

Details of SIN algorithm can be referenced to our previous study of TRECVID
Semantic Index task[1]. In the SIN module, 346-concept models are pre-learned
through composite-kernel Support Vector Machine(SVM) and training data of
TRECVID SIN 2011 and 2012. Users can chose several concepts based on their
knowledge of the video content. And our system returns reference keyframes
labeled with corresponding concepts. Nowadays, it still lacks of an effective al-
gorithm to bridge the gap between low-level feature and high-level semantic.
We observed that results of sematic labels indexing contain a lot of non-target
keyfames, inconvenient for users to pick up the target frames. Thus, we decide
to adopt the SIN module to get the initial results and introduce INS to optimize
the searching. The INS module is described in the next section. In addition, if
the target keyframes are detected in the SIN module, users can skip the INS
module and enter TR.

2.3 Interactive Instance Search

The aim of INS module is detecting the frames which contains the items of inter-
est. We adopt development data of TRECVID INS 2011 to build a Vocabulary
Tree(VT) with 100 branches and 3 depth[2]. Then all reference keyframes are
represented by projection of their features into the VT. Several images picked up
by users in SIN module are regarded as the query of INS. The similarity between
the tree projections of query images and reference frames are calculated. Fifty
candidate reference keyframes with the highest similarity are shown to users
after the spatial verification and query expansion. The INS section includes a
random walk-based relevance feedback loop so that users can decide whether the
every indexed frame is relevant or not[3].

2.4 Temporal Refinement

The temporal refinement is enabled once users find one target keyframe. The
database video containing the target keyframe is shown to users. Based on the
time stamps of target frame, users can check other nearby frames on the timeline.
The target clip is retrieved when users determine the time stamps of start and
end point.
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Dupont, Stéphane II-550
Dutoit, Thierry II-550

El Saddik, Abdulmotaleb I-24, I-130

Fan, Jianping II-194
Fang, Quan I-92
Fang, Shuai I-272
Fassold, Hannes II-385
Feng, Bailan I-250, II-374
Feng, Songhe II-428
Feng, Wengang I-152
Feng, Xiaoyi II-194
Frisson, Christian II-550
Fu, Haiyan II-293

Gao, Ke I-261
Gao, Yue I-141, II-47, II-499
Gao, Zan I-206, II-517
Goh, Hai-Kiat II-502
Guan, Yue II-263, II-305
Guo, Dongyan I-436
Guo, Jinlin I-479, II-69, II-493, II-496,

II-541
Guo, Junbo I-425, II-532
Guo, Yanqing II-293
Guo, Zongming I-357, I-403
Gurrin, Cathal I-479, I-490, II-69,

II-490, II-493, II-496, II-541

Han, Qi II-272
Hauptmann, Alexander II-499
He, Xuan II-508
Heng, Yue II-176
Heu, Jee-Uk II-479
Hofmann, Albert II-385
Hopfgartner, Frank I-479, II-69, II-493,

II-541
Hou, Dejun II-514
Hsieh, Yung-Huan II-99
Hu, Min-Chun II-99
Hu, Wei II-187
Huang, Chun-Chang I-347
Huang, Qingming II-407
Huang, Yong-Huai II-165

Ide, Ichiro II-58, II-364
Ikenaga, Takeshi I-336
Izquierdo, Ebroul I-185



558 Author Index

Jaimes, Alejandro I-535
Jeong, Jin-Woo II-479
Ji, Rongrong II-47
Ji, Zhong I-217
Jiang, Guang I-174
Jiang, Linhua II-217
Jiang, Shuqiang II-407
Jiang, Tao II-528
Jiang, Xiaolei I-368
Jiao, Licheng I-283
Joo, Young-Do II-479
Jose, Joemon II-251
Jung, Cheolkon I-283

Kaliciak, Leszek I-445
Kankanhalli, Mohan I-106
Kar, Koushik II-334
Katti, Harish I-106
Kawamura, Soichiro II-505
Kawate, Yuta II-110
Kim, Heung-Nam I-24, I-130
Kobayashi, Takashi II-364
Kohara, Yuya I-47
Kompatsiaris, Ioannis I-1
Kong, Dehui II-468
Kong, Xiangwei II-293
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