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Abstract. Scalable Video Coding (SVC) aiming to provide the abil-
ity to adapt to heterogeneous requirements. It offers great flexibility for
bitstream adaptation in multi-point applications. However, transcoding
between SVC and AVC is necessary due to the existence of legacy AVC-
based systems. This paper proposes a fast SVC-to-AVC MGS (Medium-
Grain quality Scalability) transcoder. A quantization-domain transcod-
ing architecture is proposed for transcoding non-KEY pictures in MGS.
KEY pictures are transcoded by drift-free architecture so that error prop-
agation is constrained. Simulation results show that proposed transcoder
achieves averagely 37 times speed-up compared with the re-encoding
method with acceptable coding efficiency loss.

Keywords: low complexity, quantization domain, SVC/AVC transcod-
ing, MGS.

1 Introduction

With the intention of providing scalability to diverse environments in multi-point
applications, SVC enables transmission of a single bitstream containing multi-
ple subset bitstreams. The subset bitstreams are organized in layered structure
efficiently and can be extracted according to different requirements [1, 2]. Three
main scalabilities are provided, i.e., spatial, temporal and quality. Performance
of SVC and key technologies are described in literatures [3–5].

For multi-point applications involving terminals with different network
bandwidth, display resolution and processing ability, SVC is expected to be a
promising solution. Unlike the traditional transcoding-based systems, SVC-based
system only requires lightweight operations for bitstream adaptation. However,
as an undeniable fact, the current applications are mostly adopting legacy AVC-
based systems. To achieve interoperability, transcoding between SVC format and
AVC format is needed. In this paper, we focus on the ultra-low-delay transcoding
from SVC to AVC with MGS Scalability (as will be explained in Section 2).
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Fig. 1. Re-encoding transcoding architecture. (E: entropy coding, Qi(i = 1, 2): quan-
tization, T : DCT transform, Ref.: reference picture buffer, superscript “-1”: inverse
process.)

SVC standard provides a special encoder-side configuration for SVC-to-AVC
rewriting [6], which requires the encoding process modification at the sender
side. It is actually a particular functionality during bitstream generation, rather
than a real transcoder. When the sender side uses normal SVC configuration
(i.e., without the rewriting functionality), this method does not work.

Transcoding has been an important task for bitstream adaptation or format
conversion, due to the continuous progress in video coding standards [7–9]. A
straightforward solution is the “re-encoding” method (Figure 1). It fully decodes
the input bitstream and then fully re-encodes the decoded pictures, consuming
intensive computations. For single layer transcoding, many works have been
done. Literatures [10–17] are based on the motion reuse (MR) transcoding ar-
chitecture. The modes and motion vectors (MVs) of input bitstream are utilized
and refined to accelerate the motion estimation (ME) process of encoder. MR
based works only accelerates the ME part of the re-encoding method, and the
speed-up is restricted by existence of other components such as DCT transforms.
In [18] the authors merge the decoder and encoder MCP (motion-compensated
prediction) loops under the assumption that motion data are the same for de-
coder and encoder, referred as Single-Loop (SL) transcoding architecture (Fig-
ure 2). This architecture is free of drift (error propagation), and one inverse
transform and one picture buffer are reduced. A further accelerated transcoding
architecture is proposed by [19], in which transforms are totally removed and
motion compensation is directly performed on DCT transform coefficients (de-
noted as MC-DCT). MC-DCT needs floating-point matrix multiplication which
is quite costly and diminishes the speed gain. Another common known architec-
ture is the open-loop (OL) transcoding architecture (Figure 3), for which the drift
problem is quite severe. The SL and OL architectures are often referred as
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Fig. 2. Single-loop (SL) transcoding
architecture
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Fig. 4. Hierarchical-P with KEY pictures. (GOPSize = 4)

frequency-domain transcoding methods since there is no transform operations
on the main route. Relatively, the re-encoding and MR architectures are usually
mentioned as pixel-domain transcoding methods.

In this paper, a fast SVC-to-AVC MGS transcoding architecture is proposed.
Significant speed-up is achieved by proposed quantization-domain transcoding
for non-KEY pictures. KEY pictures are transcoded with drift-free SL architec-
ture such that drift will be restricted between KEY pictures.

The rest of this paper is organized as follows. Section 2 describes SVC features.
Section 3 shows proposed quantization-domain transcoding architecture for non-
KEY pictures, and Section 4 explains KEY pictures transcoding. Simulation
results are given in Section 5 and conclusions are drawn in Section 6.

2 Scalable Video Coding

2.1 Medium-Grain Quality Scalability

MGS includes two main features, i.e., coefficients partitioning and KEY picture
concept. Coefficients partitioning allows to distribute the transform coefficients
among several NALUs (Network Abstraction Layer Units). The coefficients are
divided into groups, and each group corresponds to one NALU. Up to 16 NALUs
are possible, and by discarding several of them flexible packet-based quality
scalability is provided. In transcoding, it is very easy to parse the input NALUs
and reassemble the transform coefficients.

Another feature is the KEY picture concept, which is based on hierarchical
prediction structure. Figure 4 shows a hierarchical-P prediction structure for
MGS encoding [20] (we target for low-delay applications where highly delayed B
pictures are rarely used). TID represents the temporal layer ID. Grey-colored
pictures are KEY pictures (TID = 0), which only use other KEY pictures for
prediction. Base layer KEY picture is predicted from previous base layer KEY
picture and MGS layer KEY picture is predicted from current base layer picture.
Non-KEY picture (TID > 0) is predicted by the MGS layer of nearest previous
picture with smaller TID. Such prediction structure can constrain the drift due
to discarded packets within a GOP (Group Of Pictures).



A Quantization-Domain H.264/SVC to H.264/AVC MGS Transcoder 339

2.2 Coding Modes in SVC

SVC introduces inter-layer prediction (ILP) schemes while inheriting the AVC
coding modes (INTER and INTRA). Three kinds of ILPs are introduced to
explore the correlation between base layer (BL) and enhancement layer (EL).
They are inter-layer residual, inter-layer intra and inter-layer motion predictions
(denoted as IL Residual, IL Intra and IL Motion predictions hereafter).

IL Intra prediction predicts the original enhancement layer input picture us-
ing the upsampled base layer reconstructed picture. IL Residual prediction tries
to predict the residual data generated by INTER prediction. The residual gen-
erated by normal INTER prediction is predicted by the upsampled base layer
reconstructed residual signal. IL Motion prediction tries to reduce the size of
motion data for INTER coded MBs. The upsampled base layer mode and MV
information is utilized to predict the enhancement layer motion data. More de-
scriptions about ILPs can be found in [1].

The IL Intra prediction is totally independent from the AVC INTRA or IN-
TER modes, while the IL Residual and IL Motion predictions are additional
refinements based on AVC INTER mode. Thus the coding modes in SVC are
shown in Table 1. It is also possible that IL Residual and IL Motion both ex-
ist for an INTER MB. In such case, it is considered as IL Residual. For short,
“INTER with IL Residual” and “INTER with IL Motion” will be denoted as
IL Residual and IL Motion hereafter.

Table 1. Coding modes in SVC

Inherited modes Newly introduced modes

INTRA
IL Intra

INTER without ILP
INTER with IL Residual
INTER with IL Motion

3 Non-KEY Pictures Transcoding

3.1 Quantization-Domain Single-Loop Transcoding for IL Residual
MBs

In this subsection, a special frequency-domain transcoding architecture is derived
for IL Residual transcoding, namely quantization-domain single-loop (QDSL)
transcoding. Let’s start from the drift-free SL architecture as shown in Figure
2. Two signals sn and tn are shown and the relation between them is shown
in (1).

tn = Q2(sn + T (MC(T−1(sn−1 −Q−1
2 (tn−1))))) (1)

Here the MC(.) represents the motion compensation operation corresponding
to the bottom addition symbol in Figure 3. By assuming a distributive prop-
erty for quantization (which is actually not true; same implication for following
“assuming”), Equation (1) is modified to Equation (2).

tn = Q2(sn) +Q2(T (MC(T−1(sn−1 −Q−1
2 (tn−1))))) (2)
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Then by assuming a commutative property between DCT transform and motion
compensation, Equation (2) is further modified to Equation (3), also based on
the fact that DCT transform is a lossless operation.

tn = Q2(sn) +Q2(MC(sn−1 −Q−1
2 (tn−1))) (3)

By assuming the commutative property between quantization and motion com-
pensation, Equation (3) is changed to Equation (4).

tn = Q2(sn) +MC(Q2(sn−1 −Q−1
2 (tn−1))) (4)

Finally, by applying the previously assumed distributive property of quantization
operation, Equation (5) is obtained.

tn = Q2(sn) +MC(Q2(sn−1)− tn−1) (5)

The second term of Equation (5) implies a motion compensation on quantized
transform coefficients. The first term is easily obtained by quantizing the input
signal sn. A corresponding architecture based on Equation (5) for IL Residual is
shown in Figure 5. Proposed QDSL architecture eliminates DCT transforms and
further reduces one inverse quantization component comparing with reference
[19].

Figure 6 illustrates the motion compensation method in quantization domain.
MBcur is the current MB to be coded and MBref is the reference MB. Dotted
lines are aligned MB boundaries. If the motion vector points to an intersection
of dotted lines, e.g. the intersection near the word “MB1”, then the prediction
signal can be easily decided as the quantized transform coefficients of MB1.
When the MV does not point to an intersection, the prediction is composed
by weighted sum of several related MBs. MBi(i = 1..4) are MBs overrode by
MBref . The right sub-figure in Figure 10 enlarges the overrode area consisting
of 4 regions. The areas of these regions are denoted by Areai(i = 1..4). Let
Coeff(MBi) be the quantized coefficients matrix of MBi. The prediction signal
is generated by Equation (6). Partition or sub-partition motion compensation is
done in a similar way.

PRED =

∑4
i=1[Areai × Coeff(MBi)]

Area1 +Area2 +Area3 +Area4
(6)



A Quantization-Domain H.264/SVC to H.264/AVC MGS Transcoder 341

3.2 Quantization-Domain Intra Prediction for IL Intra MBs

Similar to the derivation in previous subsection, Equation (7) can be obtained in
the context of intra prediction. Here the I PRED(.) is the intra prediction op-
eration. The second term implies quantization-domain intra prediction (QDIP).

tn = Q2(sn) + I PRED(Q2(sn−1)− tn−1) (7)

In the pixel domain, neighboring pixels are used to form an intra prediction. But
in quantization-domain where coefficients are concentrated in upper-left corner,
extracting corresponding coefficients for those neighboring pixels is difficult. In
proposed transcoder, QDIP is accomplished by approximating the prediction
signal using neighboring 4x4 blocks. Figure 7 shows the intra 16x16 prediction in
quantization domain. In the leftmost sub-figure, Bi(i = 1..8) are the neighboring
4x4 blocks containing quantized coefficients. When intra 16x16 prediction mode
is vertical or horizontal, the prediction is formed by extending neighboring blocks
along the prediction direction. For other modes (DC/plane), the prediction is
formed by averaging the vertical and horizontal predictions. Bij(i = 1..4, j =
5..8) is the average of Bi and Bj .

Intra 4x4 predictions are processed as Figure 8.Bcur is the current 4x4 block to
be predicted andBi(i = 1..4) are neighboring blocks. (X,A..L) are positions used
for intra prediction in pixel domain. For mode 0, 1 or 8, the pixels used for intra
4x4 prediction belong to one particular neighboring block. This block is selected
to approximate the prediction signal. For mode 2 which uses the mean value of
(A..B, I..L), the average of B2 and B4 is selected as the prediction. For the rest
modes, a weighted average of neighboring blocks is formed as the prediction.
The weight depends on how much one block contributes to the prediction signal.
For example, Figure 9 shows the mode 3 prediction (each square corresponds
to one pixel position), where there are totally 7 predictor values. Table 2 shows
the corresponding positions using these predictors. Function Con(.) represents
the contribution of block Bi to each predictor. It equals the sum of weights of
Bi pixels used for the predictor, multiplied by the number of blocks using this
predictor. For example, in mode 3 the predictor (C + 2D + E)/4 uses C,D in
B2 and their weights are 1/4 & 2/4. Number of blocks using this predictor is 3
and thus the contribution of B2 for this predictor is (1/4 + 2/4)× 3 = 9/4. The
total contributions for B2 and B3 are 25/4 & 39/4, and thus the prediction is

MBcur

16x16
B1 B2 B3 B4

B5
B6
B7
B8

B8 B8 B8 B8

B7 B7 B7 B7

B6 B6 B6 B6

B5 B5 B5 B5

B1 B2 B3 B4

B1 B2 B3 B4

B1 B2 B3 B4

B1 B2 B3 B4 B15 B25 B35 B45
B16
B17
B18

B26
B27
B28

B36
B37
B38

B46
B47
B48

vertical horizontal DC/plane

Fig. 7. Intra 16x16 prediction
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Table 2. Mode 3 prediction

Pixel no. Predictor Con(B2) Con(B3)

1 (A+2B+C)/4 1 0

2,3 (B+2C+D)/4 2 0

4,5,6 (C+2D+E)/4 9/4 3/4

7,8,9,10 (D+2E+F)/4 1 3

11,12,13 (E+2F+G)/4 0 3

14,15 (F+2G+H)/4 0 2

16 (G+2H+H)/4 0 1

formed by (25/4 × B2 + 39/4× B3)/(25/4 + 39/4) = (25 × B2 + 39 × B3)/64.
The predictions for other modes are calculated similarly, and the final results
are shown in Figure 13.

3.3 Quantization-Domain Copy for Other MBs

For MBs with other coding modes (INTRA/INTER without ILP/IL Motion), a
quantization-domain copy (QDC) method is applied. Different from IL Residual
or IL Intra, for these modes the residual generation process in SVC is identical
to AVC encoding. The input MB is entropy decoded only, and the quantized
residual coefficients along with the motion data are copied into AVC bitstream
directly. In case of IL Motion, the motion data need to be reconstructed first,
which is very easy. Note that no re-quantization is performed here, and thus the
residual is kept accurate.

4 KEY Picture Transcoding

To constrain the propagation of errors caused by the false assumptions in QDSL
deduction and MC/intra prediction approximations , KEY pictures are
transcoded based on drift-free single-loop architecture. In hierarchical-P pre-
diction structure, MGS layer KEY pictures are predicted by base layer KEY
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pictures. However, after transcoding the base layer pictures will be all discarded.
Thus motion re-estimation is necessary for these KEY pictures since a new ref-
erence picture must be selected. In proposed transcoder, the previous MGS layer
KEY picture is selected as the reference picture. Two merits can be obtained
by such selection. Firstly, the prediction structure will remain as a single-layer
hierarchical-P structure, by which the temporal scalability is kept. Secondly, due
to the high correlation between MGS layer and base layer, the motion data from
base layer prediction can be reused for MGS layer.

The above discussion solves INTER MBs in MGS layer (INTER, IL Residual,
IL Motion). For IL Intra MB, the base layer prediction mode of current frame is
reused since there is no mode information transmitted in MGS layer. For INTRA
MB, the MGS layer mode is directly reused. The proposed single-loop based BL-
copy architecture is shown in Figure 10. The EL mode is checked to decide which
motion data to be utilized. Note that EL does not need inverse transform or
motion compensation. Partial decoding is also performed for BL decoding. Only
MBs used for IL Residual and IL Intra predictions will be decoded. Besides,
decoding of MBs used for IL Residual prediction stops at position a since BL
reconstruction signal is not needed.

5 Simulation Results

In this section, the proposed transcoder is applied to several publicly available
sequences and the results are shown. 6 sequences are encoded with 3-layer MGS
scalability, and then the encoded bitstreams are transcoded into AVC format
with highest MGS layer quality. Akiyo and bus are CIF (352x288) sequences.
cheer leaders and flower garden are VGA (640x480) sequences. vidyo1 and
parkrun are 720p (1280x720) sequences. The main configuration parameters are
shown in Table 3. All experiments are performed on an Intel Core 2 (2.67GHz)
computer with 2.0GB RAM.

Besides the proposed method, 3 methods are used for comparison - re-encoding,
single loop (SL) and open loop (OL). The implementation of re-encoding and
OL methods are straightforward. The SL method is implemented based on refer-
ence [18]. Table 4 shows the computational time comparisons. Three criteria are
shown, i.e., total transcoding time (C1), time saving (C2) and time per frame
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Table 3. Experimental configurations

Parameters SVC encoding AVC encoding

Software Version JSVM 9.18 JSVM 9.18
AVCMode 0 1

FramesToBeEncoded 150 150
SymbolMode CABAC CABAC

Enable8x8Transform disabled disabled
CodingStructure Hierarchical-P Hierarchical-P
NumRefFrames 5 5
SearchMode 4 (FastSearch) 4 (FastSearch)

SearchRange
16 for CIF/VGA, 16 for CIF/VGA

32 for 720p 32 for 720p
Quantization Parameter 28 for BL, 24 for EL 20/24/28/32

Loop Filter enabled enabled
DisableBSlices 1 (B-slice disabled) 1 (B-slice disabled)

GOPSize 4 4
MGSVectorX(X=0,1,2) 3,3,10 -

InterLayerPred 2 (adaptive) -
AVCRewriteFlag 0 (disabled) -

Table 4. Computational time comparisons

Sequence
Re-encoding Single Loop Open Loop Proposal

C1 C1 C2 C3 C1 C2 C3 C1 C2 C3

akiyo 194.1 23.5 87.9 157 1.5 99.2 10 3.1 98.4 21
bus 230.3 26.2 88.6 175 1.9 99.1 13 6.9 97.0 46

cheer leaders 738.0 97.6 86.8 651 6.9 99.1 46 25.2 96.6 168
flower garden 668.8 80.3 88.0 535 5.7 99.1 38 20.3 97.0 135

vidyo1 1942.4 242.3 87.5 1615 14.2 99.3 94 3.9 97.9 266
parkrun 2209.3 281.2 87.3 1875 18.3 99.2 122 73.5 96.7 490

average - - 87.7 - - 99.2 - - 97.3 -

Criteria: C1: time(s), C2: time saving(%), C3: time/frame(ms)

(C3). The re-encoding method is selected as the comparison base, and the time
saving for other methods is calculated by comparing with re-encoding method.
The bolded figures in Table 4 show the time saving for our proposal relative to
the re-encoding method, as well as the processing time per frame. Time saving
ranges from 96.6% up to 98.4%, and the average time saving is 97.3% corre-
sponding to a 37 times speed-up. Processing time per frame ranges from 490 ms
down to 21 ms. Comparing with SL methods, proposed transcoder achieves av-
eragely 4.6 times speed-up. OL method is about 3.4 times faster than proposed
method.

To give intuitive coding efficiency comparisons, Figure 11 is provided which
shows the R-D (rate-distortion) curves for tested sequences. It is obvious that for
all sequences the re-encoding method performs best (topmost curve), following
by SL and proposal curves sequentially with similar small gaps. OL method is
much worse than the other 4 methods, mostly 3 to 4 dB lower.
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Fig. 11. R-D curves comparison

6 Conclusions

This paper proposes a fast SVC-to-AVCMGS transcoder. Non-KEY frames of in-
put MGS bitstream are transcoded using a quantization-domain transcoding ar-
chitecture. KEY frames are transcoded using a drift-free transcoding method to
constrain the error propagation. Simulation results show that proposed method
gains 37 times speed-up comparing with the re-encoding method with acceptable
coding efficiency loss.
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