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Preface

This volume collects research papers on fuzzy implication functions, which are fun-
damental for fuzzy logic systems, fuzzy control, decision theory, expert systems etc.
They play also a key role in fuzzy mathematical morphology and in solving fuzzy
relation equations. Based on the evaluations of our referees, we have accepted 8
manuscripts. These papers aim to present today’s state-of-the-art in this area.

This volume starts with the work by Massanet and Torrens (“An Overview of
Construction Methods of Fuzzy Implications"), which recalls several distinct types
of fuzzy implications and their properties, and then focuses on the construction
methods. The authors discuss implications generated from one or more initial impli-
cations, and implications generated from aggregation functions or fuzzy negations.

It is followed by the work of Shi, Van Gasse, and Kerre (“Fuzzy Implications:
Classification and a New Class"), which focuses on the common properties of im-
plication functions, their dependencies, and on methods of generating new classes
of implications. One new class is presented, based on fuzzy negation.

The article by Qin and Baczyński (“A Survey of the Distributivity of Implications
over Continuous T-norms and the Simultaneous Satisfaction of the Contrapositive
Symmetry") summarizes the sufficient and necessary conditions of solutions for the
distributivity equation of implication I(x, T1(y, z)) = T2(I(x, y), I(x, z)) when T1

is a continuous triangular norm, T2 is a continuous Archimedean triangular norm
and I is an unknown function. The authors characterize also all solutions of the
system of functional equations consisting of the previous equation and I(x, y) =
I(N(y), N(x)), where N is a strong negation. Presented methods can be applied to
other distributivity functional equations of implications.

The following two papers discuss implications defined on lattices, in particu-
lar implications in interval-valued fuzzy set theories. The paper by Deschrijver
(“Implication Functions in Interval-valued Fuzzy Set Theory") gives an overview of
possible extensions of fuzzy implications to interval-valued case, and gives a char-
acterization of such implications that satisfy Smets-Magrez axioms. It also discusses
distributivity of implication functions over triangular norms and triangular conorms
(in interval-valued fuzzy set theory) and mentions a few new constructions.

Bedregal, Beliakov, Bustince, Fernandez, Pradera and Reiser (“(S,N)-Implications
on Bounded Lattices") study natural extension of (S,N)-implications to arbitrary
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bounded lattices, applicable to interval-valued, Atanassov intuitionistic fuzzy logics,
and fuzzy multiset-based logics. This paper focuses in particular on various proper-
ties of implications on bounded lattices. While most properties follow analogously to
the [0, 1]-valued case, some properties must be weakened, so they are not completely
equivalent to the usual fuzzy implications.

The paper by Hlinĕná, Kalina, and Král’ (“Implication Functions Generated Us-
ing Functions of one Variable") presents a survey of construction methods based on
a single variable generating function. This type of construction mimics generation
of the Archimedean t-norms and t-conorms via additive generators. In fact, additive
generators of some t-norms and t-conorms have been used to generate f− and g−
fuzzy implications. Several other new construction methods are also reviewed and
multiple examples are presented.

Drewniak and Sobera (“Compositions of Fuzzy Implications") analyze compo-
sitions based on a binary operation ∗ and discuss the dependencies between the
algebraic properties of this operation and the induced sup-* composition. Under
some assumptions, the sup−∗ composition of fuzzy implications also gives a fuzzy
implication. Specific attention is paid to ordered algebraic structures of fuzzy impli-
cations.

In the last article, Baczyński and Jayaram (“Fuzzy Implications: Some Recently
Solved Problems") discuss some open problems related to fuzzy implications, which
have either been completely solved or those for which partial answers are known.
The recently solved problems are so chosen to reflect the importance of the problem
or the significance of the solution. Some other problems that still remain unsolved
are stated for quick reference.

As editors we wish to thank all the contributors for their excellent work. All the
manuscripts were anonymously peer reviewed by at least two reviewers, and we also
wish to express our thanks to them. We hope that the volume will be interesting and
useful to the entire intelligent systems research community. We also wish to thank
Prof. Janusz Kacprzyk and Dr. Thomas Ditzinger from Springer for their support
and encouragement.

November 2012 Michał Baczyński
Gleb Beliakov

Humberto Bustince Sola
Ana Pradera
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An Overview of Construction Methods
of Fuzzy Implications

Sebastià Massanet and Joan Torrens

Abstract. Fuzzy implications are useful in a wide range of applications. For these
practical purposes, different classes of implications are used. Depending on the con-
crete application the implication is going to perform, several additional properties
have to be fulfilled. In this paper, we recall briefly the most used classes of implica-
tions, (S,N) and R-implications, QL and D-operations, their generalizations to other
aggregation functions and Yager’s implications, and we show the new construction
methods presented in recent years. These construction methods vary from implica-
tions defined from general aggregation functions or fuzzy negations, to implications
generated from one or two initial implications. For every single class, we determine
which additional properties are satisfied.

Keywords: Fuzzy implication, construction method, fuzzy negation, exchange
principle, contrapositive symmetry.

1 Introduction

Fuzzy implications have become one of the main operations in fuzzy logic, play-
ing a similar role to the classical implication in crisp logic. It is well-known that
the fuzzy concept has to generalize the corresponding crisp one, and consequently
fuzzy implications restricted to {0,1}2 must coincide with the classical implication.
Nowadays, it is well settled that fuzzy implications are performed by means of a bi-
nary operation I : [0,1]2 → [0,1] satisfying, in addition of that boundary conditions,
left antitonicity and right isotonicity. The decreasingness in the first variable incor-
porates the idea that a lower truth value of the first variable is more efficient to state
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2 S. Massanet and J. Torrens

more about the truth value of its consequent. On the other hand, the increasingness
in the second variable is connected to the idea that the overall truth value depends on
the consequent directly. Thus, some restrictions are imposed to binary functions in
order to be fuzzy implications but they are flexible enough to allow several classes
of implications with different additional properties.

However, although theoretically different classes of fuzzy implications are pos-
sible, the question that arises immediately is related to the necessity of having so
many different classes. The main reason is because fuzzy implications are used to
perform any fuzzy “if-then” rule in fuzzy systems and inference processes, through
Modus Ponens and Modus Tollens (see [22]). So, depending on the context, and on
the proper rule and its behavior, different implications with different properties can
be adequate. This is also true in other fields where fuzzy implications play an im-
portant role, such as fuzzy mathematical morphology [23] or fuzzy DI-subsethood
measures and image processing [12, 13], among many others.

The logical consequence of this fact is the proposal of several classes of implica-
tions. Among the most used ones, we can highlight the class of (S,N)-implications
[4], that includes the well-known S-implications [40], residual or R-implications
[6, 18], QL-operations and D-operations [25]. From these classes, some generaliza-
tions based on considering now uninorms [7, 15, 26], copulas or quasi-copulas [16]
and co-copulas [42] were proposed generating new classes of implications with in-
teresting properties. Note that all these classes of implications are generated from
aggregation functions [19]. However, there exists a different approach in order to
obtain fuzzy implications based on the direct use of additive generating functions.
In this way, Yager’s f - and g-generated fuzzy implications [41] can be seen as impli-
cations generated from continuous additive generators of continuous Archimedean
t-norms or t-conorms, respectively. Analogously, Balasubramaniam’s h-generated
implications [8, 9] can be seen as implications generated from multiplicative gener-
ators of t-conorms. Most of these classes are notably collected and studied in [27]
and [5].

One step further in the generation of fuzzy implications includes those methods
that generate a new fuzzy implication from some initial implication(s). The preser-
vation of the additional properties satisfied by the initial implication(s) to the gen-
erated one is a desirable fact of these generation methods. The most important of
these methods is the conjugation of a fuzzy implication [3], which preserves almost
all the properties. Other methods are the N-reciprocation (Section 1.6 in [5]), the up-
per, lower and medium contrapositivisation [8, 10, 17], the min or max-generation
(Section 6.1 in [5]) and the convex combination of fuzzy implications (Section 6.2
in [5]).

In the last years, more interesting classes of implications have been proposed
through the different techniques already mentioned. First of all, between the classes
generated from some aggregation functions, (T S,N)-implications generated from
T S-functions [11]; R-implications from representable aggregation functions or RAF
[14]; S-implications from dual representable aggregation functions or DRAF [1]
and R-operations from general aggregation functions [35] have joined the exist-
ing classes. Furthermore, using the additive generators of representable uninorms,
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some generalizations of Yager’s implications, called h, (h,e) and generalized h-
implications have been introduced in [28] (see Chapters [38, 20] of this book for
further details on this class and some more new classes of implications generated
from additive generators). In addition, some classes of implications generated only
from a fuzzy negation have been proposed in [39]. If this was not enough, the thresh-
old generation method and the analogous vertical one, presented in [31, 34] and
[29], respectively, give us new possibilities of generating fuzzy implications from
two initial ones. Thus, it is remarkable the exponential number of new classes of im-
plications presented in the last years and consequently, it is adequate and interesting
to collect them, study their additional properties and how they are related each other,
as we want to do in this chapter.

The chapter is organized as follows. In the next section we recall the basic defi-
nitions and properties of implications needed in the subsequent sections. In Section
3, we briefly recall the definitions and basic properties satisfied by the most usual
classes of implications. Then, in Section 4, we focus into detail with the recently in-
troduced classes of implications, studying their properties and characterizing some
of them. Finally, the chapter ends with some conclusions and future work.

2 Preliminaries

We will suppose the reader to be familiar with the theory of aggregation functions
(all necessary results and notations can be found in [19] and [24] for the partic-
ular case of t-norms and t-conorms). To make this work self-contained, we recall
here some of the concepts and results used in the rest of the paper. First of all, we
introduce the notions of automorphism and conjugate.

Definition 1. A function ϕ : [0,1]→ [0,1] is an automorphism if it is continuous
and strictly increasing and satisfies the boundary conditions ϕ(0) = 0 and ϕ(1) = 1,
i.e., if it is an increasing bijection in [0,1].

Definition 2. Let ϕ : [0,1]→ [0,1] be an automorphism. We say that two functions
f ,g : [0,1]n → [0,1] are ϕ-conjugate if g = fϕ , where

fϕ (x1, . . . ,xn) = ϕ−1( f (ϕ(x1), . . . ,ϕ(xn))), x1, . . . ,xn ∈ [0,1].

Note that given an automorphism ϕ : [0,1]→ [0,1], the ϕ-conjugate of a t-norm T ,
that is Tϕ , and the ϕ-conjugate of an implication I (see Definition 4), that is Iϕ , are
again a t-norm and an implication, respectively.

2.1 Fuzzy Negations

Definition 3. (see Definition 1.1 in [18]) A decreasing function N : [0,1]→ [0,1] is
called a fuzzy negation, if N(0) = 1, N(1) = 0. A fuzzy negation N is called

(i) strict, if it is strictly decreasing and continuous.
(ii) strong, if it is an involution, i.e., N(N(x)) = x for all x ∈ [0,1].
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Example 1. Important negations that will be used throughout this paper are the stan-
dard negation, NC(x) = 1− x, the Sugeno class of negations Nλ (x) = 1−x

1+λ x with
λ ∈ (−1,+∞), the least or Gödel, and the greatest or dual Gödel fuzzy negations
given respectively by

ND1(x) =

{
1 if x = 0,
0 if x > 0,

ND2(x) =

{
1 if x < 1,
0 if x = 1.

2.2 Fuzzy Implications

Definition 4. (Definition 1.15 in [18]) A binary operator I : [0,1]2 → [0,1] is said to
be an implication function, or an implication, if it satisfies:

(I1) I(x,z)≥ I(y,z) when x≤ y, for all z ∈ [0,1].
(I2) I(x,y)≤ I(x,z) when y≤ z, for all x ∈ [0,1].
(I3) I(0,0) = I(1,1) = 1 and I(1,0) = 0.

Note that, from the definition, it follows that I(0,x) = 1 and I(x,1) = 1 for all x ∈
[0,1] whereas the symmetrical values I(x,0) and I(1,x) are not derived from the
definition. The expressions of the basic fuzzy implications are collected in Table 1.3
in [5]. Some properties of fuzzy implications that will be used throughout this paper
are the following:

• The left neutrality principle,

I(1,y) = y, y ∈ [0,1]. (NP)

• The exchange principle,

I(x, I(y,z)) = I(y, I(x,z)), x,y,z ∈ [0,1]. (EP)

• The law of importation with a t-norm T ,

I(T (x,y),z) = I(x, I(y,z)), x,y,z ∈ [0,1]. (LI)

• The ordering property,

x≤ y⇐⇒ I(x,y) = 1, x,y ∈ [0,1]. (OP)

• The identity principle,
I(x,x) = 1, x ∈ [0,1]. (IP)

• The contrapositive symmetry with respect to a fuzzy negation N,

I(x,y) = I(N(y),N(x)), x,y ∈ [0,1]. (CP(N))

Definition 5. (see Definition 1.14.15 in [5]) Let I be a fuzzy implication. The func-
tion NI defined by NI(x) = I(x,0) for all x ∈ [0,1], is called the natural negation
of I.
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3 Main Types of Implications

There exist basically two strategies in order to define fuzzy implications. The most
general strategy is based on some combinations of aggregation functions. In this
way, t-norms and t-conorms were the first classes of aggregation functions used to
generate fuzzy implications. Thus, the following are the four usual models of fuzzy
implications:

1) (S,N)-implications defined as

I(x,y) = S(N(x),y), x,y ∈ [0,1]

where S is a t-conorm and N a fuzzy negation. They are the immediate gener-
alization of the classical boolean material implication p → q ≡ ¬p∨ q. If N is
strong, we recover strong or S-implications.

2) Residual or R-implications defined by

I(x,y) = sup{z ∈ [0,1] | T (x,z) ≤ y}, x,y ∈ [0,1]

where T is a t-norm. When they are obtained from left-continuous t-norms, they
come from residuated lattices based on the residuation property

T (x,y)≤ z⇔ I(x,z)≥ y, for all x,y,z ∈ [0,1].

3) QL-operations defined by

I(x,y) = S(N(x),T (x,y)), x,y ∈ [0,1]

where S is a t-conorm, T is a t-norm and N is a fuzzy negation. Their origin is
the quantum mechanic logic.

4) D-operations defined by

I(x,y) = S(T (N(x),N(y)),y), x,y ∈ [0,1]

where S is a t-conorm, T is a t-norm and N is a fuzzy negation. They are the
contraposition with respect to N of QL-operations when N is strong. Their name
comes from the Dishkant arrow p→ q≡ q∨ (¬p∧¬q) of orthomodular lattices.

Note that R and (S,N)-implications are always implications in the sense of Def-
inition 4, whereas QL and D-operations are not implications in general. A char-
acterization of those cases when QL or D-operations are implications is still open
(Problem 2.7.5 in [5]). However, in both cases a common necessary condition is
S(N(x),x) = 1 for all x ∈ [0,1].

These initial classes have been generalized after considering more general classes
of aggregation functions. Thus, copulas, quasi-copulas and even conjunctions in
general ([16]), but mainly uninorms ([2, 7, 15, 26]) can be successfully used
to generate new classes of fuzzy implications. So, the so-called (U,N) and RU-
implications and the QLU and DU-operations were introduced and deeply studied,
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proving that they satisfy interesting properties, which are the counterparts of the
common properties presented in Section 2 for implications derived from uninorms.
Some of them are listed below for some e ∈ (0,1) (usually the neutral element of
the involved uninorm):

• The left neutrality principle for implications derived from uninorms,

I(e,y) = y, y ∈ [0,1]. (NPe)

• The law of importation with a conjunctive uninorm U ,

I(U(x,y),z) = I(x, I(y,z)), x,y,z ∈ [0,1]. (LIU)

• The ordering property for implications derived from uninorms,

x≤ y⇐⇒ I(x,y)≥ e, x,y ∈ [0,1]. (OPe)

• The identity principle for implications derived from uninorms,

I(x,x) = e, x ∈ (0,1). (IPe)

• The natural negation of I with respect to e given by

Ne
I (x) = I(x,e), x ∈ [0,1].

For further details on these classes of implications, we recommend [5, 26, 27, 36]
and [37].

On the other hand, among the implications generated from additive generators,
we can highlight Yager’s f and g-generated implications which have been recently
characterized in [32] and their intersection with QL and D-implications have been
fully characterized in [30]. However, there are still some other open problems related
to this class of implications such as the characterization of their convex closure
(Problem 6.5.1 in [5]) and the study of the T -conditionality property on this class
of implications. A deep study on this strategy to generate fuzzy implications can be
found in another chapter [38] of this book.

3.1 Methods to Obtain Implications from Old Ones

An interesting fact in the generation of fuzzy implications is that any implication
can be itself modified with some method to obtain a new one. The usual methods to
obtain implications from some old ones are the following:

• The N-reciprocation of a fuzzy implication I

IN(x,y) = I(N(y),N(x)), x,y ∈ [0,1],

where N is a fuzzy negation. The function IN is called the N-reciprocal of I.
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• The medium contrapositivisation of a fuzzy implication I

Im
N (x,y) = min{I(x,y)∨N(x), IN(x,y)∨ y}, x,y ∈ [0,1],

where N is a fuzzy negation.
• The ϕ-conjugation of a fuzzy implication I

Iϕ(x,y) = ϕ−1(I(ϕ(x),ϕ(y))), x,y ∈ [0,1],

where ϕ is an automorphism on [0,1].
• The min and max operations generate new fuzzy implications from two given

ones I, J:
(I∨ J)(x,y) = max{I(x,y),J(x,y)}, x,y ∈ [0,1],

(I∧ J)(x,y) = min{I(x,y),J(x,y)}, x,y ∈ [0,1].

• The convex combinations of fuzzy implications also provides new fuzzy impli-
cations from two given ones I, J and λ ∈ [0,1]:

Iλ
I,J(x,y) = λ · I(x,y)+ (1−λ ) · J(x,y), x,y ∈ [0,1].

There are other methods, such as the lower and upper contrapositivisation but they
are combinations of these listed methods. For example, the lower (upper) contrapos-
itivisation is based on applying the min (max) method to a fuzzy implication I and
its N-reciprocal.

The relevance of these methods is based on their capability of preserving the
additional properties satisfied by the initial implication(s). The preservation of some
properties is studied in [5], but since some of them are missing, let us study the
remaining ones. Let us start with the N-reciprocation method. This method always
preserves (IP), (OP) and the continuity when N is continuous. Then we have that
the N-reciprocal implication satisfies (NP) if, and only if, NI ◦N = id[0,1], and if N is
strong, it is an involution. However, (EP) and (LI) are not generally preserved. Let
us study their natural negation.

Proposition 1. Let I be a fuzzy implication and N a fuzzy negation. The natural
negation of IN is NIN (x) = I(1,N(x)). Moreover,

(i) If I satisfies (NP), NIN = N.
(ii) If I(1, ·) is continuous (and strict), then NIN is continuous (strict).

(iii) If I(1,N(I(1,N(x)))) = x, then NIN is strong.

Proof. The expression of the natural negation comes from

NIN (x) = IN(x,0) = I(N(0),N(x)) = I(1,N(x)).

Now, (i) and (ii) are immediate. Finally, if I(1,N(I(1,N(x)))) = x, then we have

NIN (NIN (x)) = I(1,N(NIN (x))) = I(1,N(I(1,N(x)))) = x.

So, NIN is a strong negation. �
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Next, the medium contrapositivisation preserves (NP), (OP) and (IP). In addition, if
N is strong, then Im

N satisfies (CP(N)) and (Im
N )

m
N = Im

N . Finally, it is easy to show that
it does not preserve either (EP) or (LI).

Example 2. Let us consider the Yager implication IY G and its NC-reciprocal. We
know that IYG satisfies (EP), but its medium contrapositivisation with respect to NC

(see Figure 1) given by

Im
NC
(x,y) =

{
1 if x = y = 1 or x = y = 0,
min{max{yx,1− x},max{(1− x)(1−y),y}} otherwise,

does not satisfy (EP), since

Im
NC
(0.3, Im

NC
(0.7,0.3)) = 0.776597 �= 0.77 = Im

NC
(0.7, Im

NC
(0.3,0.3)).

Fig. 1 Counterexample of the preservation of (EP) by the medium contrapositivisation
method

On the other hand, the ϕ-conjugation of a fuzzy implication preserves (NP), (EP),
(OP) and (IP). In addition, the natural negation of a ϕ-conjugate of an implication
I is given by NIϕ = (NI)ϕ . Furthermore, the following results prove that it also pre-
serves, in some sense, (LI) and (CP(N)).

Proposition 2. Let I be an implication, T a t-norm and ϕ : [0,1]→ [0,1] an auto-
morphism. Then

I satisfies (LI) with T ⇔ Iϕ satisfies (LI) with Tϕ .

Proof. Let us suppose that the pair (I,T ) satisfies (LI). Then we have

Iϕ(Tϕ(x,y),z) = ϕ−1(I(T (ϕ(x),ϕ(y)),ϕ(z))) = ϕ−1(I(ϕ(x), I(ϕ(y),ϕ(z))))
= Iϕ(x, Iϕ (y,z)).

So the pair (Iϕ ,Tϕ) satisfies (LI). Reciprocally, we obtain

I(T (x,y),z) = ϕ(Iϕ(Tϕ (ϕ−1(x),ϕ−1(y)),ϕ−1(z)))
= ϕ(Iϕ(ϕ−1(x), Iϕ (ϕ−1(y),ϕ−1(z)))) = I(x, I(y,z)).

Thus the pair (I,T ) satisfies (LI). �
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Proposition 3. Let I be an implication, ϕ : [0,1]→ [0,1] an automorphism and N a
fuzzy negation. Then

I satisfies (CP(N)) ⇔ Iϕ satisfies (CP(Nϕ )).

Proof. Let us suppose that I satisfies (CP(N)). Then we have

Iϕ(x,y) = ϕ−1(I(ϕ(x),ϕ(y))) = ϕ−1(I(N(ϕ(y)),N(ϕ(x))))
= ϕ−1(I(ϕ(ϕ−1(N(ϕ(y)))),ϕ(ϕ−1(N(ϕ(x))))))
= ϕ−1(I(ϕ(Nϕ (y)),ϕ(Nϕ (x)))) = Iϕ(Nϕ (y),Nϕ (x)).

So Iϕ satisfies (CP(Nϕ )). Reciprocally, we obtain

I(x,y) = ϕ(ϕ−1(I(ϕ(ϕ−1(x)),ϕ−1(ϕ(y))))) = ϕ(Iϕ(ϕ−1(x),ϕ−1(y)))
= ϕ(Iϕ(Nϕ (ϕ−1(y)),Nϕ (ϕ−1(x)))) = ϕ(Iϕ(ϕ−1(N(y)),ϕ−1(N(x))))
= I(N(y),N(x)).

Thus I satisfies (CP(N)). �
The preservation of all these properties implies that the ϕ-conjugate of a (S,N)-
implication IS,N is the (S,N)-implication ISϕ ,Nϕ , the ϕ-conjugate of an R-implication
IT is the R-implication ITϕ , the ϕ-conjugate of a QL-operation IT,S,N is the QL-
operation ITϕ ,Sϕ ,Nϕ (see Theorem 2.6.11 in [5]) and finally, a similar fact happens
for D-operations since

(IT,S,N)ϕ (x,y) = ϕ−1(IT,S,N(ϕ(x),ϕ(y))) = ϕ−1(S(T (N(ϕ(x)),N(ϕ(y))),ϕ(y)))
= Sϕ(ϕ−1(T (N(ϕ(x)),N(ϕ(y))),y))
= Sϕ(Tϕ(ϕ−1(N(ϕ(x))),ϕ−1(N(ϕ(y)))))
= Sϕ(Tϕ(Nϕ (x),Nϕ (y)),y)
= ITϕ ,Sϕ ,Nϕ (x,y).

At this point, let us recall the properties preserved by the min or max-methods.
While both methods preserve (NP), (IP) and (OP), they do not preserve either (EP)
or (LI). Now the following result shows that they also preserve (CP(N)).

Proposition 4. Let I and J be two implications and N a fuzzy negation. If I and J
satisfy (CP(N)), I∨ J and I∧ J satisfy (CP(N)).

Proof. If I and J are two implications satisfying (CP(N)), we obtain

(I∨ J)(x,y) = max{I(x,y),J(x,y)}= max{I(N(y),N(x)),J(N(y),N(x))}
= (I∨ J)(N(y),N(x)).

So, (I∨J) satisfies (CP(N)). Analogously, it can be proved for the min-method. �
Finally, the natural negation of the implications generated by these two methods can
be easily computed.
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Proposition 5. Let I and J be two implications. Then the natural negations of I∨ J
and I∧ J are

NI∨J(x) = max{NI(x),NJ(x)}, NI∧J(x) = min{NI(x),NJ(x)}.

Moreover,

(i) if NI and NJ are continuous (strict), NI∨J and NI∧J are continuous (strict),
(ii) if NI and NJ are strong, NI∨J and NI∧J are strong.

Proof. We will prove the results only for I∨ J. We have that

NI∨J(x) = (I∨ J)(x,0) = max{I(x,0),J(x,0)}= max{NI(x),NJ(x)}.

Next, (i) is due to the fact that the maximum of continuous (strict) functions is
a continuous (strict) function. Now, let us prove (ii). Suppose that NI and NJ are
strong. If NI(x)≤NJ(x), then we have NI∨J(x) =NJ(x) and x≥NI(NJ(x)). Thus we
obtain

NI∨J(NI∨J(x)) = NI∨J(NJ(x)) = max{NI(NJ(x)),NJ(NJ(x))}= max{NI(NJ(x)),x}
= x.

The other case is analogous and consequently, NI∨J is strong. �
Remark 1. In some cases, NI∨J can be strong although NI and NJ are non-continuous
negations. Let us consider

NI(x) =

{
1− x if x≤ 1

2 ,
0 otherwise,

, NJ(x) =

⎧⎨
⎩

1 if x = 0,
1
2 if 0 < x≤ 1

2 ,
1− x otherwise.

Then, NI∨J(x) = 1− x = NC(x) and NI∨J is a strong negation.

The last method considered in this section is the convex combination of fuzzy impli-
cations. As it happens with the previous method, the convex combination preserves
(NP), (OP) and (IP), but it does not preserve either (EP) or (LI). On the other hand,
it also preserves (CP(N)) and the natural negation of Iλ

I,J can be expressed in terms
of the natural negations of I and J.

Proposition 6. Let I and J be two implications, λ ∈ [0,1] and N a fuzzy negation. If
I and J satisfy (CP(N)), Iλ

I,J satisfies (CP(N)).

Proof. If I and J satisfy (CP(N)), then we obtain

Iλ
I,J(x,y) = λ I(x,y)+ (1−λ )J(x,y) = λ I(N(y),N(x))+ (1−λ )J(N(y),N(x))

= Iλ
I,J(N(y),N(x)).

So, Iλ
I,J satisfies (CP(N)). �
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Proposition 7. Let I and J be two implications and λ ∈ [0,1]. The natural negation
of Iλ

I,J is
NIλ

I,J
(x) = λ NI(x)+ (1−λ )NJ(x).

Moreover, if NI and NJ are continuous (strict), NIλ
I,J

is continuous (strict).

Proof. The expression of the natural negation comes from

NIλ
I,J
(x) = Iλ

I,J(x,0) = λ I(x,0)+ (1−λ )J(x,0) = λ NI(x)+ (1−λ )NJ(x).

The rest of the result follows due to the fact that a convex combination of continuous
(strict) functions is a continuous (strict) function. �
Remark 2. Note that if NI and NJ are strong negations, NIλ

I,J
could be not strong.

Consider NI = NC, NJ(x) =
√

1− x2 and λ = 1
2 . Then we have

NIλ
I,J
(x) =

1
2
− x

2
+

√
1− x2

2
,

and taking x = 0.5, we obtain

NIλ
I,J
(NIλ

I,J
(0.5)) = NIλ

I,J
(0.683013) = 0.523697 �= 0.5.

4 New Construction Methods

In this section, the main goal is to collect the new construction methods presented
in the last years and to study which additional properties are satisfied by these new
models. The section is divided according to the strategy and initial functions used to
generate the new implications. We omit the new classes of implications generated
from additive generators, notably studied in the other chapters [38, 20] of this book.

4.1 Implications Generated from Aggregation Functions

As it is stated in the introduction, the usual way to generate fuzzy implications is
through adequate combinations of aggregation functions and/or fuzzy negations.
This strategy is still very active and some new classes of implications have been
introduced. Initially, only t-norms and t-conorms were used to derive fuzzy impli-
cations. A first generalization was done with the use of conjunctive and disjunctive
uninorms for this purpose (main results on this topic were collected in the book [5]).
Residual implications have been also derived from conjunctors in general (see [16])
including quasi-copulas and copulas. In such paper some characterizations and con-
struction methods of R-implications are analysed that will not be included in the
current survey.

The first two classes we are going to study are the new generalizations of (S,N)-
implications taking a different class of aggregation function instead of the usual
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t-conorm S. The first one is the so-called class of (T S,N)-implications, which are
material implications generated from a T S-function and a fuzzy negation.

Definition 6. (Definition 5 in [11]) A bivariate T S function is a function T Sλ , f :
[0,1]2 → [0,1] defined as

T Sλ , f (x,y) = f−1((1−λ ) f (T (x,y))+λ f (S(x,y)))

for any x,y ∈ [0,1], where T is a t-norm, S is a t- conorm, λ ∈ (0,1) and f : [0,1]→
[−∞,+∞] is a continuous and strictly monotone function.

Definition 7. (Definition 10 in [11]) Let T Sλ , f be a T S-function and let N be a
negation. The function IT S,N : [0,1]2 → [0,1] defined as

IT S,N(x,y) = TSλ , f (N(x),y), x,y ∈ [0,1],

will be called the (T S,N)-operation derived from TSλ , f and N.

As QL and D-operations, (T S,N)-operations are not implications in general in the
sense of Definition 4 since I(0,0) = I(1,1) = 1 can fail. However, the following re-
sult shows necessary and sufficient conditions to guarantee that a (T S,N)-operation
is in fact a (T S,N)-implication.

Proposition 8. (Proposition 14 in [11]) Let T Sλ , f be a T S-function and let N be a
negation. The (T S,N)-operation derived from T Sλ , f and N is a (T S,N)-implication
if, and only if, f (1) =±∞ and ( f (0) �=±∞ or f (0)+ f (1) = f (1)).

Example 3. Choosing f (x) = 1
1−x , the following (T S,N)-implication is obtained

ITS,N(x,y) =
λ (S(N(x),y)−T (N(x),y))+T (N(x),y)− S(N(x),y)T (N(x),y)

1− S(N(x),y)+λ (S(N(x),y)−T(N(x),y))
.

In Figure 2, some examples of this family of implications taking N = NC, λ = 0.5
and first, T = TM and S = SM, and then T = TLK and S = SLK are displayed.

(a) IT S,N with T = TM , S = SM , N = NC (b) IT S,N with T = TLK , S = SLK , N = NC

Fig. 2 Plots of some (T S,N)-implications
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This class of fuzzy implications has interesting properties, collected in the next
result.

Proposition 9. (Proposition 20 in [11]) Let ITS,N be a (T S,N)-implication.

(i) ITS,N satisfies (IP) if, and only if, S(N(x),x) = 1 for all x ∈ [0,1].
(ii) ITS,N does not satisfy (NP).

(iii) If N is strong, then IT S,N satisfies (CP(N)).
(iv) ITS,N satisfies (OP) if, and only if, N = NS is strong, where NS(x) = inf{t ∈

[0,1] : S(x, t) = 1}, and S(N(x),x) = 1 for all x ∈ [0,1].

Remark 3. This class of implications does not satisfy (EP) in general. For example,
the first implication of Figure 2 does not satisfy (EP) since taking x = 0.5, y = 0.25
and z = 0.5 we obtain

IT S,N(0.5, ITS,N(0.25,0.5)) = IT S,N(0.5,0.667) = 0.6 �= 0.667 = ITS,N(0.25,0.5)
= IT S,N(0.25, ITS,N(0.5,0.5)).

The other generalization of (S,N)-implications is based on the use of the class of
dual representable aggregation functions.

Definition 8. (Definition 4 in [1]) A binary function G : [0,1]2→ [0,1] will be called
a dual representable aggregation function (DRAF) if there is a continuous strictly
decreasing function f : [0,1]→ [0+∞] with f (1) = 0 and a strong negation N such
that G is given by

G f ,N(x,y) = f−1(max{0, f (x∨ y)− f (N(x∧ y))}), for all x,y ∈ [0,1].

Definition 9. ([1]) Let N be a strong negation and let G f ,N be a DRAF. The function
IGf ,N ,N : [0,1]2 → [0,1] defined as

IGf ,N ,N(x,y) = G f ,N(N(x),y), x,y[0,1],

will be called the (G f ,N ,N)-implication derived from G f ,N and N.

Note that in the previous definition it is considered the same strong negation N that
generates the DRAF G f ,N . There is no impediment to consider other fuzzy negations
N′ (not necessarily strong) different from N. This could be a future research line.

The explicit expression of these implications is the following one

IGf ,N ,N(x,y) =

⎧⎨
⎩

1 if x≤ y,
f−1( f (y)− f (x)) if x > y≥ N(x),
f−1( f (N(x))− f (N(y))) if min{x,N(x)} > y.

Example 4. Let us show some examples of (G f ,N ,N)-implications taking some par-
ticular f and N. Some of these implications are showed in Figure 3.
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(i) If we take f (x) = 1−x and N =NC, we obtain the Łukasiewicz implication ILK .
(ii) If we consider f (x) = cos

(π
2 x
)

and N(x) =
√

1− x2, we get the following im-
plication IGf ,N ,N(x,y) =

=

⎧⎪⎨
⎪⎩

1 if x≤ y,
2
π arccos

(
cos

(π
2 y
)− cos

(π
2 x
))

if x > y≥√1− x2,
2
π arccos

(
cos

(
π
2

√
1− x2

)
− cos

(
π
2

√
1− y2

))
if min{x,√1− x2}> y.

(iii) If we consider f (x) =− ln(x) and N = NC, we get the following implication

IGf ,N ,N(x,y) =

⎧⎨
⎩

1 if x≤ y,
y
x if x > y≥ 1− x,
1−x
1−y if min{x,1− x}> y.

(a) IGf ,N ,N with f (x) = cos
( π

2 x
)
, N(x) =√

1−x2.

(b) IGf ,N ,N with f (x) =− ln(x), N = NC .

Fig. 3 Plots of some (G f ,N ,N)-implications

The material implications derived from DRAFs satisfy interesting properties, col-
lected in the next result.

Proposition 10. (Propositions 8 and 9 in ([1])) Let G f ,N be a DRAF and IGf ,N ,N its
derived (G f ,N ,N)-implication. Then the following properties hold:

(i) IGf ,N ,N satisfies (NP).
(ii) NIG f ,N ,N = N.

(iii) IGf ,N ,N satisfies (OP).
(iv) IGf ,N ,N is continuous.
(v) IGf ,N ,N satisfies (CP(N′)) for some fuzzy negation N′ if, and only if, N = N′.

At this point, let us study (EP) for this class of implications.

Proposition 11. Let G f ,N be a DRAF and IGf ,N ,N its derived (G f ,N ,N)-implication.
Then IGf ,N ,N satisfies (EP) if, and only if, G f ,N is the nilpotent t-conorm with additive

generator f ◦N where f (0)<+∞ and N(x) = f−1( f (0)− f (x)) for all x ∈ [0,1].
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Proof. If IGf ,N ,N satisfies (EP), then it holds

G f ,N(N(x),G f ,N(N(y),z)) = G f ,N(N(y),G f ,N(N(x),z))

for all x,y,z ∈ [0,1]. Now using the commutativity of G f ,N , we obtain

G f ,N(G f ,N(x,y),z)=G f ,N(z,G f ,N(x,y))=G f ,N(x,G f ,N(z,y))=G f ,N(x,G f ,N(y,z)).

Consequently, G f ,N is associative and by Proposition 6 in [1], the result follows. Re-
ciprocally, if G f ,N is a nilpotent t-conorm, then IGf ,N ,N is in fact a (S,N)-implication
and it satisfies (EP). �
Proposition 12. Let G f ,N be a DRAF and IGf ,N ,N its derived (G f ,N ,N)-implication.
Then

(i) IGf ,N ,N satisfies (LI) if, and only if, G f ,N is the nilpotent t-conorm with additive

generator f ◦N where f (0)<+∞ and N(x) = f−1( f (0)− f (x)) for all x∈ [0,1].
(ii) IGf ,N ,N satisfies (EP) if, and only if, IGf ,N ,N satisfies (LI).

Proof. Let us prove (i). If IGf ,N ,N satisfies (LI), then IGf ,N ,N satisfies (EP) and us-
ing Proposition 11, the result follows. Reciprocally, if G f ,N is a nilpotent t-conorm,
IGf ,N ,N is in fact a (S,N)-implication derived from a strong negation and conse-
quently, it satisfies (LI). Finally, (ii) is straightforward. �
Another new class of fuzzy implications is the generalization of R-implications
choosing as conjunctions the so-called representable aggregation functions.

Definition 10. (Definition 2.4 in [14]) A binary function F : [0,1]2 → [0,1] will be
called a representable aggregation function (RAF) if there is a continuous strictly
increasing function g : [0,1]→ [0,+∞] with g(0) = 0 and a strong negation N such
that F is given by

Fg,N(x,y) = g−1(max{0,g(x∧ y)− g(N(x∨ y))}), for all x,y ∈ [0,1].

Definition 11. ([14]) Let Fg,N be a RAF. The function IFg,N : [0,1]2 → [0,1] defined
as

IFg,N(x,y) = sup{z ∈ [0,1]|F(x,z)≤ y}, x,y ∈ [0,1],

will be called the R-implication derived from Fg,N .

The election of a strong negation into the definitions of RAFs and DRAFs ensures
the duality between these two classes of aggregation functions, but RAFs or DRAFs
generated from non-strong negations also generate residual or material implications,
respectively, satisfying the conditions of Definition 4.

As we have already said, it is straightforward that the previous definition always
gives an implication in the sense of Definition 4 since RAFs are conjunctors. A more
detailed expression of this class of implications is the following one
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IFg,N (x,y) =

⎧⎨
⎩

1 if x≤ y,
g−1(g(N(x))+ g(y)) if x > s and y < δ (x),
N(g−1(g(x)− g(y))) otherwise,

where s is the fixed point of N and δ is the diagonal section of Fg,N , that is δ (x) =
Fg,N(x,x) for all x ∈ [0,1].

Example 5. Let us show some examples of R-implications derived from RAFs tak-
ing some particular g and N. Some of these implications are plotted in Figure 4.

(i) If we consider g = id[0,1] and N = NC, we obtain the usual Łukasiewicz impli-
cation ILK .

(ii) If we consider g(x) = x2 and N = NC, we get the following implication

IFg,N(x,y) =

⎧⎨
⎩

1 if x≤ y,√
1+ x2 + y2− 2x if x > 1

2 and y <
√

max{0,2x− 1},
1−

√
x2− y2 otherwise.

(iii) If we consider g(x) = x2 and N(x) =
√

1− x2, we get the following implication

IFg,N(x,y) =

{
1 if x≤ y,√

1+ y2− x2 otherwise.

(a) IFg,N with g(x) = x2, N = NC (b) IFg,N with g(x) = x2, N(x) =
√

1−x2

Fig. 4 Plots of some R-implications from RAFs

Now, let us study which additional properties are satisfied by these implications.
Note that the fulfilment of some important properties such as (EP) or (CP(N)) is
directly connected to consider as a RAF the ϕ-conjugate of the Łukasiewicz t-norm.
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Proposition 13. Proposition 3.3 and Corollary 3.7 in ([14]) Let Fg,N be a RAF and
IFg,N be the R-implication derived from Fg,N. Then the following properties hold:

(i) NIFg,N
= N.

(ii) IFg,N satisfies (NP).
(iii) IFg,N satisfies (OP).
(iv) IFg,N is continuous.
(v) IFg,N satisfies (EP) or (CP(N)) if, and only if, there exists some automorphism ϕ

such that Fg,N = (TLK)ϕ .

From the last point of the previous result, the law of importation for this class of
implications can be solved.

Proposition 14. Let Fg,N be a RAF and IFg,N be the R-implication derived from Fg,N.
Then

(i) IFg,N satisfies (LI) if, and only if, there exists some automorphism ϕ such that
Fg,N = (TLK)ϕ .

(ii) IFg,N satisfies (EP) if, and only if, IFg,N satisfies (LI).

Proof. Let us prove (i). If IFg,N satisfies (LI), then IFg,N satisfies (EP) and using point
(v) in Proposition 13, Fg,N = (TLK)ϕ . Reciprocally, if Fg,N = (TLK)ϕ , IFg,N is in fact
an R-implication derived from a t-norm and consequently, it satisfies (LI). Finally,
(ii) is straightforward. �
Finally, just to mention that a more general attempt to generalize (S,N)-implications
with a strong negation and R-implications to other aggregation functions is made in
[35]. In that paper, the definitions of R-implication and S-implication like operators
are given from a general binary operator A : [0,1]2 → [0,1] and a strong negation N
respectively in the following way

IA(x,y) = sup{z|A(x,z)≤ y},
IA,N(x,y) = A(N(x),y),

x,y ∈ [0,1].

These general operators are not implications in general in the sense of Definition
4. After that, some sufficient conditions in order to obtain fuzzy implications from
these operators satisfying certain additional properties are stated (see [35]).

4.2 Implications Generated from Negations

From now on, we will deal with implications generated only from fuzzy negations.
This approach is quite novel, but in some sense it is related to the generation of
fuzzy implications through the use of additive generators. Note that for example an
f -generator, i.e., a strictly decreasing function f : [0,1]→ [0,+∞] such that f (1) = 0
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that also satisfies f (0) = 1, is in fact a strict negation. However although there exists
some intersections between the implications generated by the two approaches, they
generate different implications in general.

The first method was introduced by Jayaram and Mesiar in [21] while they were
studying special implications. A fuzzy implication I is special if for any ε > 0 and
for all x,y ∈ [0,1] such that x+ ε,y+ ε ∈ [0,1] the following condition is satisfied:

I(x,y)≤ I(x+ ε,y+ ε). (SP)

From this study, they introduced the neutral special implications with a given
negation.

Definition 12. ([21]) Let N be a fuzzy negation such that N ≤NC. Then the function
IN : [0,1]2 → [0,1] given by

IN(x,y) =

{
1 if x≤ y,

y+ N(x−y)(1−x)
1−x+y if x > y,

with the understanding 0
0 = 0, is called the neutral special implication generated

from N.

Remark 4. The condition N ≤ NC was imposed to ensure the generation of a special
implication satisfying (NP). However, any fuzzy negation N can be used in order to
generate this class of implications.

The class of neutral special implications contains some well-known implications as
the following example shows.

Example 6. Let us find some examples of neutral special implications taking dif-
ferent fuzzy negations. The plot of some of these implications can be viewed in
Figure 5.

(i) If we consider N = NC, we obtain the Łukasiewicz implication ILK .
(ii) If we consider N = ND1 , we get the Gödel implication IGD.

(iii) If we take N(x) = (1−√x)2, we obtain the implication given by

IN(x,y) =

{
1 if x≤ y,

y+ (1−√x−y)2(1−x)
1−x+y if x > y.

(iv) If we take the Sugeno negation with λ = 2, the following implication is obtained

IN(x,y) =

{
1 if x≤ y,
y+ 1−x

1+2x−2y if x > y.
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(a) IN with N(x) = (1−√x)2. (b) IN with the Sugeno negation with λ = 2.

Fig. 5 Plots of some neutral special implications

The next result shows which properties in addition to (NP) and (SP) are satisfied by
the neutral special implications.

Proposition 15. ([21]) Let N be a fuzzy negation such that N ≤NC and IN its derived
neutral special implication. The following properties hold:

(i) IN satisfies (NP).
(ii) IN satisfies (SP).

(iii) IN satisfies (OP).
(iv) NIN = N.

Furthermore, some partial results can be proved with respect to the contrapositive
symmetry.

Proposition 16. Let N be a fuzzy negation such that N ≤ NC and IN its derived
neutral special implication. Then if IN satisfies (CP(N′)) with a negation N′ then
N′ = N is a strong negation.

Proof. If IN satisfies (CP(N′)) with a negation N′, since IN satisfies (NP), using
Corollary 1.5.8 in [5] N′ = N is a strong negation. �
However, this condition is not enough to ensure the fulfilment of (CP(NI)) as the
implication obtained in Example 6-(iv) shows. Let N be the Sugeno negation with
λ = 2. Consider x = 0.5 and y = 0.3, then we obtain

IN(0.5,0.3) = 0.657143 �= 0.659091= IN(0.4375,0.25) = IN(N(0.3),N(0.5)).

In addition, the same implication shows that IN do not satisfy (EP) in general. If we
take x = 0.9, y = 0.8 and z = 0.7, we have

IN(0.9, IN(0.8,0.7)) = IN(0.9,0.866667) = 0.960417 �= 0.960618
= IN(0.8,0.771429) = IN(0.8, IN(0.7,0.9)).
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The second method of generation of fuzzy implications from fuzzy negations was
introduced in [39]. This new class of implications appeared while they were study-
ing the dependencies and independencies of several fuzzy implication properties.

Definition 13. ([39]) Let N be a fuzzy negation. Then the function IN : [0,1]2 →
[0,1] is defined by

IN(x,y) =

{
1 if x≤ y,
(1−N(x))y

x +N(x) if x > y.

Example 7. Taking some concrete fuzzy negations, we obtain interesting fuzzy im-
plications. The plot of some of these implications can be viewed in Figure 6.

(i) If we consider N = NC, we obtain the Łukasiewicz implication ILK .
(ii) If we consider N = ND1 , we get the Goguen implication IGG.

(iii) If we take N = ND2 , we obtain the Weber implication IW B.
(iv) If we take N(x) = 1− x2, the following implication is obtained

IN(x,y) =

{
1 if x≤ y,
1− x2 + xy if x > y.

(v) If we take N(x) = 1−√x, we obtain the following implication

IN(x,y) =

{
1 if x≤ y,

1− (x−y)
√

x
x if x > y.

(a) IN with N(x) = 1−x2. (b) IN with N(x) = 1−√x.

Fig. 6 Plots of some IN implications

It is clear that this method provides fuzzy implications in the sense of Definition 4. In
order to study the additional properties, we need to introduce some generalizations
of the negation ND1 and the Sugeno class of fuzzy negations, which are given by
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NA(x) =

{
1 if x ∈ A,
0 if x /∈ A,

, NA,β (x) =

{
1 if x ∈ A,
1−x

1+β x if x /∈ A,

where A= [0,α) with α ∈ (0,1) or A= [0,α] with α ∈ [0,1]. Notice that N{0}=ND1

and N{0},β is the Sugeno class of negations.

Proposition 17. ([39]) Let N be a fuzzy negation and consider the implication IN.
Then the following properties hold:

(i) IN satisfies (NP).
(ii) IN satisfies (EP) if, and only if, N = NA or N = NA,β .

(iii) IN satisfies (OP) if, and only if, N(x) = 1 ⇔ x = 0, that is, N is a non-filling
negation.

(iv) NIN = N.
(v) IN satisfies (IP).

(vi) IN satisfies (CP(N′)) with a strong fuzzy negation if, and only if, N = N′ is a
Sugeno negation.

From the previous result, an interesting consequence related to the dependencies of
these properties emerges.

Corollary 1. (Corollary 1 in [39]) Let N be a fuzzy negation and consider the im-
plication IN. Then the following statements are equivalent:

(i) N is a Sugeno negation,
(ii) IN satisfies (EP) and N is a continuous negation,

(iii) IN satisfies (CP(N)),
(iv) IN is conjugate with the Łukasiewicz implication, that is, IN = (ILK)ϕ for some

automorphism ϕ .

To end this part, it is worth to remind that a simple method to generate fuzzy impli-
cations only from negations is to fix a concrete aggregation function on the methods
based on the use of an aggregation function and a fuzzy negation. For example, if we
take f (x) = 1− x then the associated RAF, G f ,N(x,y) = 1−max{0,N(x∧ y)− (x∨
y)}, where N is any fuzzy negation generates the following family of implications
depending on N (see [14]):

IGf ,N (x,y) =

⎧⎨
⎩

1 if x≤ y,
1+ y− x if x > y≥ N(x),
1−N(y)+N(x) if min{x,N(x)} > y.

4.3 Implications Constructed from a Given Implication

Till the end of the paper, we will deal with methods based on the use of at least
a fuzzy implication to generate a new one. First of all, we present some generation
methods which use a given fuzzy implication and a fuzzy negation to generate a new
fuzzy implication. The first methods were introduced when studying which proper-
ties are preserved by the threshold horizontal and vertical methods of construction
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of a fuzzy implication from two given ones (see Section 4.4). Consider a fuzzy im-
plication I, a fuzzy negation N, e ∈ (0,1), then the following four implications can
be generated.

• If N(x) ∈ [0,e] for all e < x,

I1v
I,N(x,y) =

{
1 if x≤ e,

I
(

N
(

N(x)
e

)
,y
)

if e < x,

I0h
I,N(x,y) =

⎧⎪⎨
⎪⎩

1 if x = 0,
0 if x > 0,y≤ e,

I
(

x,N
(

N(y)
e

))
if x > 0,y > e.

• If N(x) ∈ [e,1] for all x < e,

I0v
I,N(x,y) =

⎧⎪⎨
⎪⎩

1 if y = 1,
0 if x≥ e and y < 1,

I
(

N
(

N(x)−e
1−e

)
,y
)

if x < e,

I1h
I,N(x,y) =

{
1 if y≥ e,

I
(

x,N
(

N(y)−e
1−e

))
if y < e.

The plot of these constructions taking I = ILK and N =NC can be viewed in Figure 7.
Note that all these constructions have a flat zero or one zone and in the other region,
some scaling on the initial implication is performed through the negation N. The
properties preserved by these implications have not been deeply studied, however
an interesting result can be formulated on the contrapositive symmetry involving
some kind of preservation of (CP(N)) scaled by e ∈ (0,1).

Proposition 18. (Lemma 21 in [34] and Lemma 3 in [29]) Let I be a fuzzy implica-
tion and N a strong negation with N(e) = e. Then

(i) I satisfies (CP(N)) ⇔ I1v
I,N

(
x, y

e

)
= I1v

I,N

(
N(y), N(x)

e

)
for all e < x ≤ 1 and 0 ≤

y≤ e.

(ii) I satisfies (CP(N)) ⇔ I0v
I,N

(
x, y−e

1−e

)
= I0v

I,N

(
N(y), N(x)−e

1−e

)
for all 0 ≤ x < e and

e≤ y≤ 1.

(iii) If I satisfies (CP(N)) then I0h
I,N

(
x
e ,y

)
= I0h

I,N

(
N(y)

e ,N(x)
)

for all 0 < x < e and

e < y < 1. Moreover, if I(x,0) = I(1,N(x)) for all x∈ [0,1], the reciprocal holds
too.

(iv) I satisfies (CP(N)) if and only if I1h
I,N

(
x−e
1−e ,y

)
= I1h

I,N

(
N(y)−e

1−e ,N(x)
)

for all x≥ e

and y≤ e.

A quite similar property for (EP) is available for the implications generated from an
initial implication through the following methods introduced also in [29]:
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(a) I1v
I,N . (b) I0h

I,N .

(c) I1h
I,N . (d) I0v

I,N .

Fig. 7 Plots of some construction methods from I = ILK , N = NC and e = 1
2

I0h
I (x,y) =

⎧⎨
⎩

1 if x = 0,
0 if x > 0 and y≤ e,
I
(
ex, y−e

1−e

)
if x > 0 and y > e,

I1h
I (x,y) =

⎧⎨
⎩

1 if x = 0,
I
(
e+(1− e)x, y

e

)
if x > 0 and y≤ e,

1 if x > 0 and y > e.

Notice that these implications also have a flat zero or one zone and some scaling in
the other region. With these implications, we obtain the following property related
to Proposition 18 but now for (EP).

Proposition 19. (Propositions 8 and 9 in [29]) Let I be a fuzzy implication. Then the
following properties hold:

(i) If I(x,y) > 0 when y > 0, then I satisfies (EP) for all x,y < e and z ∈ (0,1] if,
and only if,

I0h
I

(x
e
,e+(1− e)I0h

I

(y
e
,z
))

= I0h
I

(y
e
,e+(1− e)I0h

I

(x
e
,z
))

for all x,y < e and z ∈ [0,1].
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(ii) I satisfies (EP) for all x,y > e and z ∈ [0,1] if, and only if,

I1h
I

(
x− e
1− e

,eI1h
I

(
y− e
1− e

,z

))
= I1h

I

(
y− e
1− e

,eI1h
I

(
x− e
1− e

,z

))

for all x,y≥ e and z ∈ [0,1].

Finally, another method to obtain a fuzzy implication from a given one, a fuzzy
negation and a t-conorm has been proposed in [39]. This method is based on noticing
that the previous method IN of generation of a fuzzy implication only from a fuzzy
negation N can be expressed as

IN(x,y) = SP(N(x), IGG(x,y)).

From this observation, replacing SP for any t-conorm S and IGG for any implication
I, the function

IN,S,I(x,y) = S(N(x), I(x,y)), x,y ∈ [0,1],

is always a fuzzy implication. This topic is worth of further research in the future.

4.4 Implications Constructed from Two Given Implications

The last new methods of generation of fuzzy implication we are going to present are
those based on generating a fuzzy implication from two given ones. The first method
is based on an adequate scaling of the second variable of the two initial implications
and it is called threshold generation method of a fuzzy implication [34].

Definition 14. (Theorem 3 in [34]) Let I1 and I2 be two fuzzy implications and
e ∈ (0,1). The function II1−I2 : [0,1]2 → [0,1] defined by

II1−I2(x,y) =

⎧⎨
⎩

1 if x = 0,
e · I1

(
x, y

e

)
if x > 0 and y≤ e,

e+(1− e) · I2
(
x, y−e

1−e

)
if x > 0 and y > e,

is called the e-threshold generated implication from I1 and I2.

Example 8. If we consider the Łukasiewicz implication and the Fodor implication,
the threshold generated implication from these two implications is given by

IILK−IFD(x,y) =

⎧⎪⎪⎨
⎪⎪⎩

1 if x = 0,
min{e,e− ex+ y} if x > 0 and y≤ e,
max{1− x+ ex,y} if x > 0,y > e and x > y−e

1−e ,

1 otherwise.

In Figure 8, the effect of the choice of the e threshold value is clearly visible.
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(a) IILK−IFD with e = 0.25. (b) IILK−IFD with e = 0.75.

Fig. 8 Plots of some e-threshold generated implications with different values of e

This method always generates fuzzy implications and it allows a certain degree of
control of the increasingness in the second variable of the values of the implication
as the following result shows.

Proposition 20. (Proposition 4 in [34]) Let I1 and I2 be two implications. Then

(i) II1−I2(x,y)≤ e if x > 0 and y < e,
II1−I2(x,e) = e if x > 0,
II1−I2(x,y)≥ e if x > 0 and y > e.

(ii) When x > 0 and y < e then II1−I2(x,y)< e⇔ I1(a,b)< 1 for a > 0, b < 1.
(iii) When x > 0 and y > e then II1−I2(x,y)> e⇔ I2(a,b)> 0 for a,b > 0.

Furthermore, the importance of this method derives from the fact that it allows to
characterize h-implications [28] since any h-implication is the threshold generated
implication of a Yager’s f -generated and a Yager’s g-generated implication (see
Theorem 2 and Remark 30 in [34]). In addition, in contrast to other generation
methods of fuzzy implications from two given ones, it preserves (EP) and (LI) from
the initial implications to the generated one.

Proposition 21. ([31, 34]) Let I1, I2 be two implications. Then the following proper-
ties hold:

(i) I1 and I2 satisfy (NP) if, and only if, II1−I2 satisfies (NP).
(ii) II1−I2 satisfies neither (OP) nor (IP).

(iii) The natural negation of a threshold generated implication is

NII1−I2
(x) =

{
1 if x = 0,
eNI1(x) if x > 0.

(iv) If N is a strong negation with fixed point e ∈ (0,1), then e-threshold generated
implication II1v

I1,N
−I0v

I2,N
satisfies (CP(N)) if, and only if, I1 satisfies (CP(N)) and

I2 satisfies (CP(N)) except perhaps when y = 0.
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(v) II1−I2 satisfies (EP) if, and only if, I1 satisfies (EP) and I2 satisfies (EP) except
perhaps when z = 0.

(vi) II1−I2 satisfies (LI) with a t-norm T if, and only if, I1 satisfies (LI) with T and I2

satisfies (LI) with T except perhaps when z = 0.
(vii) II1−I2 is continuous everywhere except at the points (0,y) with y≤ e if and only

if, I1 is continuous everywhere except maybe at the points (0,y) for all y∈ [0,1],
I2 is continuous everywhere except at (0,0) and NI2 = ND1 .

In addition, all the threshold generated implications can be characterized as the fol-
lowing result shows.

Theorem 1. (Theorem 14 in [34]) Let I be a fuzzy implication and e∈ (0,1). Then I
is an e-threshold generated implication II1−I2 if, and only if, I(x,e) = e for all x > 0.
In this case, the initial implications I1 and I2 are respectively given by

I1(x,y) =

{
I(x,ey)

e if x > 0,
1 if x = 0,

I2(x,y) =
I(x,e+(1− e) · y)− e

1− e
.

The previous threshold method is based on splitting the domain of the implication
with a horizontal line and then scaling the two initial implications in order to be
well-defined in those two regions. An analogous method can be made but now using
a vertical line. This is the idea behind the vertical threshold generation method of a
fuzzy implication.

Definition 15. (Theorem 3 in [29]) Let I1 and I2 be two fuzzy implications and
e ∈ (0,1). The function II1|I2 : [0,1]2 → [0,1] defined by

II1|I2 (x,y) =

⎧⎨
⎩

e+(1− e) · I1
(

x
e ,y

)
if x < e,y < 1,

e · I2
(

x−e
1−e ,y

)
if x≥ e,y < 1,

1 if y = 1,

is called the vertical e-threshold generated implication from I1 and I2.

Example 9. If we consider again the Łukasiewicz implication and the Fodor impli-
cation, the vertical e-threshold generated implication from these two implications is
given by

IILK |IFD
(x,y) =

⎧⎪⎪⎨
⎪⎪⎩

1 if y = 1,
min{1,1− x

e + x+ y(1− e)} if x < e and y < 1,
e if x≥ e,y < 1 and x−e

1−e ≤ y,

max{ e(1−x)
1−e ,ey} otherwise.

In Figure 9, it can be seen how the vertical line x = e splits the domain in two zones.
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(a) IILK |IFD
with e = 0.25. (b) IILK |IFD

with e = 0.75.

Fig. 9 Plots of some vertical e-threshold generated implications with different values of e

As a logical consequence of the definition of the vertical threshold generated
implications, the values of the implication are below e when the first variable is over
e (except when y = 1) and vice-versa.

Proposition 22. (Proposition 1 in [29]) Let I1 and I2 be two implications. Then

(i) II1|I2 (x,y)≤ e if x > e and y < 1,
II1|I2 (e,y) = e if y < 1,
II1|I2 (x,y)≥ e if x < e and y < 1.

(ii) When x < e and y < 1 then II1|I2(x,y)> e⇔ I1(a,b)> 0 for a,b < 1.
(iii) When x > e and y < 1 then II1|I2(x,y)< e⇔ I2(a,b)< 1 for a > 0, b < 1.

This method does not preserve so many properties as the horizontal threshold
method, but some results can be proved. The following ones were presented in [29]
without proofs. An extended version including proofs and additional results is forth-
coming [33].

Proposition 23. ([29, 33]) Let I1, I2 be two implications. Then the following proper-
ties hold:

(i) II1|I2 does not satisfy either (NP), (IP) or (OP).
(ii) The natural negation of a vertical e-threshold generated implication is

NII1 |I2
(x) =

{
e+(1− e)NI1

(
x
e

)
if x < e,

eNI2

(
x−e
1−e

)
if x≥ e.

(iii) Suppose I1 and I2 such that I1(x,y) > 0 for all y > 0 and I1(x,y) < 1 for all
0 < x ≤ e and 0 < y < 1. Then II0

I1
|I1

I2
satisfies (EP) if, and only if, I1 satisfies

(EP) for all 0 < x,y < e and z ∈ (0,1) and I2 satisfies (EP) for all x,y ≥ e and
z ∈ [0,1].

(iv) Let N be a strong fuzzy negation with fixed point e. Then I1 satisfies (CP(N)) for
all (x,y)∈ (0,1)2 and I2 satisfies (CP(N)) if, and only if, the vertical e-threshold
generated implication II0

I1,N
|I1

I2,N
satisfies (CP(N)).
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(v) II1|I2 is continuous everywhere except at the points (x,1) with x≥ e if and only if
I1 is continuous everywhere except maybe at (1,1), I2 is continuous everywhere
except maybe at the points (x,1) with x ∈ [0,1] and I1(1,y) = 0 for all y < 1.

Finally, we can also characterize the vertical threshold generated implications.

Theorem 2. (Theorem 3 in [29]) Let I be a fuzzy implication. Then I is a vertical
e-threshold generated implication II1|I2 if, and only if, I(e,y) = e for all y < 1. In
this case, the initial implications I1 and I2 are respectively given by

I1(x,y) =
I(ex,y)− e

1− e
, I2(x,y) =

{
I(e+(1−e)·x,y)

e if y < 1,
1 if y = 1.

5 Conclusions

In this paper, we have presented the recently introduced methods of generation of
fuzzy implications and we have studied the additional properties which are satisfied
by these new implications. In addition, we have recalled the usual methods to obtain
fuzzy implications analysing some properties which have not been studied yet.

Among the different methods, we have highlighted those methods that generate
new implications from old ones. If we restrict the importance of these methods to
the preservation of the properties of the initial implication(s), two methods stand
out: the conjugation method and the horizontal threshold generation method. These
are the only methods which preserve (EP) and even (LI). On the other hand, simple
methods like the max or min-methods or the convex combination method deserve a
deeper study in order to characterize the generated implications satisfying (EP) or
(LI).
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Fuzzy Implications:
Classification and a New Class∗

Yun Shi, Bart Van Gasse, and Etienne E. Kerre

Abstract. One of the most important and interesting topics in fuzzy mathematics
is the study of fuzzy connectives and in particular fuzzy implications. Fuzzy im-
plications are supposed to have at least some fundamental properties in common
with the classical binary implication. Besides these fundamental properties there
are many additional potential properties for fuzzy implications, among which eight
are widely used in the literature. Fuzzy implications satisfying different subsets of
these eight properties have been constructed and some interrelationships between
these eight properties have been established. This paper aims to lay bare all the
interrelationships between the eight additional properties. Where needed suitable
counterexamples are provided. In our search for these counterexamples we discov-
ered a new class of fuzzy implications that is completely determined by a fuzzy
negation. For this new class we examine the conditions under which the eight prop-
erties are satisfied and we obtain the intersection with the class of strong and residual
fuzzy implications.

1 Introduction

Logical operators consist an important part in the construction of classical logic.
Primary logical operators in classical logic include the negation operator ¬, the
conjunction operator ∧, the disjunction operator ∨ and the implication operator→.
Similarly as in classical logic, logical operators play a very important role in the
framework of fuzzy logic. Corresponding to the negation operator, the conjunction
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operator, the disjunction operator, and the implication operator there are negations,
conjunctions, disjunctions and implications in fuzzy logic, respectively. Contrary to
the operators in classical logic, the logical operators in fuzzy logic are not unique.
They can be generated in different ways. These logical operators in fuzzy logic are
widely studied in the literature of fuzzy mathematics. [1, 2, 3, 4, 5, 6, 7, 8, 9, 10,
12, 13, 15, 16, 17, 20, 21, 22, 23, 24, 25, 26, 29] Our study focuses mainly on the
common properties of implications in fuzzy logic, and methods of generating new
classes of implications.

2 Operators in Fuzzy Logic

2.1 Negations, Conjunctions and Disjunctions

The main principle in generating logical operators in fuzzy logic is that they have to
coincide at the boundary points with the corresponding operators in classical logic.
A negation N in fuzzy logic is a [0,1]→ [0,1] mapping which satisfies N(0) = 1,
N(1) = 0, and x≤ y⇒ N(x)≥ N(y), for all x,y ∈ [0,1]. Moreover, N is strict if it is
continuous and strictly decreasing. N is strong if N(N(x)) = x, for all x ∈ [0,1].

Strong negations are always strict. But continuous negations are not always
strong. The most important strong negation in fuzzy logic is the standard nega-
tion N0: N0(x) = 1− x, for all x ∈ [0,1]. A famous class of strong negations are
the Sugeno negations Na: there exists an a ∈ ]−1,+∞[ such that for all x ∈ [0,1],
Na(x) = 1−x

1+ax . Notice that if a = 0, then Na = N0. Here are two examples of classes
of non-continuous negations:

NA(x) =

{
1, if x ∈ A,
0, if x /∈ A

, for all x ∈ [0,1], (1)

where A = [0,α[, with α ∈ ]0,1], or A = [0,α], with α ∈ [0,1[. Notice that NA is the
class of negations that take values only in {0,1}.

NA,β (x) =

{
1, if x ∈ A,

1−x
1+β x , if x /∈ A , for all x ∈ [0,1], (2)

where A = [0,α[, with α ∈ ]0,1], or A = [0,α], with α ∈ [0,1[, and β ∈ ]−1,+∞[.
Notice that N{0},β is the class of Sugeno negations.

Widely used conjunctions in fuzzy logic are triangular norms (t-norms for
short). A t-norm T is a [0,1]2 ⇀ [0,1] mapping which satisfies T (x,1) = x, y ≤
z ⇒ T (x,y) ≤ T (x,z), T (x,y) = T (y,x) and T (x,T (y,z)) = T (T (x,y),z), for all
x,y,z ∈ [0,1]. Widely used disjunctions are triangular conorms (t-conorms for
short). A t-conorm S is a [0,1]2 ⇀ [0,1] mapping which satisfies S(x,0) = x,
y ≤ z ⇒ S(x,y) ≤ S(x,z), S(x,y) = S(y,x) and S(x,S(y,z)) = S(S(x,y),z), for all
x,y,z ∈ [0,1].
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2.2 Implications

An implication I is a [0,1]2 ⇀ [0,1] mapping which satisfies, for all x,x1,x2,y,y1,y2:

FI1. x1 < x2 ⇒ I(x1,y)≥ I(x2,y) (the first place antitonicity, FA for short);
FI2. y1 < y2 ⇒ I(x,y1)≤ I(x,y2) (the second place isotonicity, SI for short);
FI3. I(0,x) = 1 (dominance of falsity of antecedent, DF for short);
FI4. I(x,1) = 1 (dominance of truth of consequent, DT for short);
FI5. I(1,0) = 0 (boundary condition, BC for short).

Note that this definition coincides with: an implication I is a [0,1]2 ⇀ [0,1] mapping
satisfying FI1, FI2, I(0,0) = 1, I(1,1) = 1 and I(1,0) = 0. ([3], Definition 1.1.1.)
Implications can be generated from negations, conjunctions and disjunctions in
fuzzy logic. Let S be a t-conorm, N a negation and T a t-norm, a strong implication
(S-implication for short) IS,N is a [0,1]2→ [0,1] mapping which satisfies IS,N(x,y) =
S(N(x),y), for all x,y ∈ [0,1]. A residuated implication (R-implication for short) IT

is a [0,1]2 → [0,1] mapping which satisfies IT (x,y) = sup{t|t ∈ [0,1]∧T(x, t)≤ y},
for all x,y ∈ [0,1].

Besides FI1−FI2, there are many potential properties for implications in fuzzy
logic among which the following eight are the most important: for all x, y and z ∈
[0,1],

FI6. I(1,x) = x (neutrality of truth, NT for short);
FI7. I(x, I(y,z)) = I(y, I(x,z)) (exchange principle, EP for short);
FI8. I(x,y) = 1⇔ x≤ y (ordering principle, OP for short);
FI9. the mapping NI defined by NI(x) = I(x,0), for all x∈ [0,1], is a strong negation

(strong negation principle, SN for short);
FI10. I(x,y)≥ y (consequent boundary, CB for short);
FI11. I(x,x) = 1 (identity, ID for short);
FI12. I(x,y) = I(N(y),N(x)), where N is a strong negation (contrapositive principle,

CP for short);
FI13. I is a continuous mapping (continuity, CO for short).

Certain interrelationships exist between these eight properties. Next section aims to
lay bare the interrelationships between these eight properties, the result of which is
instrumental to propose a classification of implications.

3 Dependencies and Independencies between Properties
FI6-FI13 of Implications in Fuzzy Logic

3.1 Getting Neutrality of Truth (NT) from the Other Properties

Theorem 1. ([3], Lemma 1.54(v), Corollary 1.57 (iii)) An implication I satisfying
SN and CP w.r.t. a strong negation N satisfies NT if and only if NI = N.

In the rest of this section we consider the condition that NI �= N.
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Proposition 1. ([1], Lemma 6) An implication I satisfying EP and OP always sat-
isfies NT.

Proposition 2. ([3], Lemma 1.56(ii)) An implication I satisfying EP and SN always
satisfies NT.

Proposition 3. An implication I satisfying EP and CO always satisfies NT.

Proof. Because I satisfies EP, we have for all x ∈ [0,1],

I(1,NI(x)) = I(1, I(x,0)) = I(x, I(1,0)) = I(x,0) = NI(x). (3)

Because I is a continuous mapping, NI is a continuous mapping. Thus expression
(3) is equivalent to I(1,a) = a, for all a ∈ [0,1]. Hence I satisfies NT. �
Proposition 4. There exists an implication I satisfying EP, CB, ID, CP but not NT.

Proof. The implication I1 stated in [6] is defined by

I1(x,y) =

{
0 if x = 1 and y = 0
1 else

, for all x,y ∈ [0,1].

I1 satisfies CB, ID and CP w.r.t. any strong negation N. However, if x �= 1 then
I1(1,x) = 1 �= x. Therefore I1 does not satisfy NT. �
Proposition 5. There exists an implication I satisfying OP, SN, CB, ID, CP, CO but
not NT.

Proof. Define an implication I2 as:

I2(x,y) =

{
1 if x≤ y√

1− (x− y)2 if x > y
, for all x,y ∈ [0,1].

I2 satisfies OP, SN, CB, ID, CP w.r.t. the standard strong negation N0, and CO.
However, if x �= 1 and x �= 0 then I2(1,x) =

√
2x− x2 �= x. Therefore I2 does not

satisfy NT. �
So for NT we have considered all possible combinations of the other seven proper-
ties that imply NT. Moreover, for all other combinations we have given a counterex-
ample.

3.2 Getting Exchange Principle (EP) from the Other Properties

Proposition 6. There exists an implication I satisfying NT, OP, SN, CB, ID, CP, CO
but not EP.
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Fig. 1 The implication I2

Proof. Define an implication I3 as:

I3(x,y) =

{
1 if x≤ y
1− (1− y+ xy)(x− y) if x > y

, for all x,y ∈ [0,1].

I3 satisfies NT, OP, SN, CB, ID, CP w.r.t. the standard strong negation N0, and
CO. However, taking x0 = 0.5, y0 = 0.9 and z0 = 0.3, we obtain I3(x0, I3(y0,z0)) =
0.935138 while I3(y0, I3(x0,z0)) = 0.93581. Therefore I3 does not satisfy EP. �
EP is thus independent of any other of the seven properties FI6, FI8-FI13.

3.3 Getting Ordering Principle (OP) from the Other Properties

Proposition 7. There exists an implication I satisfying NT, EP, SN, CB, ID, CP, CO
but not OP.

Proof. Given a strong negation N(x) =
√

1− x2, for all x ∈ [0,1]. The S-implication
I4 generated by the t-conorm SL(x,y) = min(x+ y,1) and the strong negation N is:

I4(x,y) = SL(N(x),y) = min(
√

1− x2 + y,1), for all x,y ∈ [0,1].

Because I4 is an S-implication generated from a continuous t-conorm and a strong
negation, it satisfies NT, EP, SN, CB, CP w.r.t. the strong negation N and CO [8].
Moreover, for all x ∈ [0,1], I4(x,x) = 1. Therefore I4 also satisfies ID. However,
taking x0 = 0.6 and y0 = 0.3, we obtain I(x0,y0) = 1 while x0 > y0. Therefore I4

does not satisfy OP. �
OP is thus independent of any other of the seven properties FI6, FI7, FI9-FI13.
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Fig. 2 The implication I3

Fig. 3 The implication I4
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3.4 Getting Strong Negation Principle (SN) from the Other
Properties

Proposition 8. ([3], Lemma 1.5.4(v)) An implication I satisfying NT and CP w.r.t. a
strong negation N always satisfies SN. Moreover, NI = N.

Corollary 1. An implication I satisfying EP, OP and CP w.r.t. a strong negation N
always satisfies SN. Moreover, NI = N.

Proof. Straightforward from Propositions 1 and 8. �
Corollary 2. An implication I satisfying EP, CP w.r.t. a strong negation N and CO
always satisfies SN. Moreover, NI = N.

Proof. Straightforward from Propositions 3 and 8. �
Proposition 9. ([1], Lemma 14)([8], Corollary 1.1) An implication I satisfying EP,
OP and CO always satisfies SN.

Proposition 10. ([8], Table 1.1) There exists an implication satisfying NT, EP, OP,
CB, ID but not SN.

Proof. The Gödel implication

IGD(x,y) =

{
1, if x≤ y
y, if x > y

, for all x,y ∈ [0,1]. (4)

is an R-implication generated by the continuous t-norm TM(x,y) =min(x,y). There-
fore IGD satisfies NT, EP, OP, CB and ID [8]. However we have for all x ∈ [0,1]:

NIGD(x) = IGD(x,0) =

{
1, if x = 0
0, if x > 0

.

Thus IGD does not satisfy SN. �
Proposition 11. There exists an implication I satisfying NT, EP, CB, ID, CO but not
SN.

Proof. Given the negation N(x) = 1− x2, for all x ∈ [0,1]. The S-implication gen-
erated from the t-conorm SL and the negation N is defined by

I5(x,y) = min(1− x2+ y,1), for all x,y ∈ [0,1].

I5 satisfies NT, CB, ID and CO. Moreover, because I5 is an (S,N)-implication gen-
erated from the Łukasiewicz t-conorm and the strict negation N(x) = 1− x2, it then
also satisfies EP([3], Proposition 2.4.3(i)). However, we have for all x ∈ [0,1]

NI5(x) = I5(x,0) = 1− x2

which is not a strong negation. Therefore I5 does not satisfy SN. �
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Fig. 4 The implication I5

Proposition 12. There exists an implication I satisfying NT, OP, CB, ID, CO but not
SN.

Proof. Define an implication I6 as:

I6(x,y) =

{
1, if x≤ y

y
1+
√

1−x
+
√

1− x, if x > y , for all x,y ∈ [0,1].

I6 satisfies NT, OP, CB, ID and CO. However, we have for all x ∈ [0,1]

NI6 (x) = I6(x,0) =
√

1− x

which is not a strong negation. Therefore I6 does not satisfy SN �
Proposition 13. There exists an implication I satisfying EP, CB, ID, CP but not SN.

Proof. The implication I1 stated in the proof of Proposition 4 satisfies EP, CB, ID
and CP w.r.t. any strong negation N. However, we have

NI1 (x) = I1(x,0) =

{
1, if x < 1
0, if x = 1

, for all x ∈ [0,1],

which is not a strong negation. Therefore I1 does not satisfy SN. �
Proposition 14. There exists an implication I satisfying OP, CB, ID, CP, CO but not
SN.
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Fig. 5 The implication I6

Proof. Define an implication I7 as:

I7(x,y) =

{
1, if x≤ y√

1− (x− y), if x > y
, for all x,y ∈ [0,1].

I7 satisfies OP, CB, ID, CP w.r.t. the standard strong negation N0, and CO. However,
we have for all x ∈ [0,1]

NI7(x) = I7(x,0) =
√

1− x,

which is not a strong negation. Therefore I7 does not satisfy SN. �
So for SN we have considered all possible combinations of the other seven proper-
ties that imply SN. Moreover, for all other combinations we have given a counterex-
ample.

3.5 Getting Consequent Boundary (CB) from the Other
Properties

Proposition 15. ([4],Lemma 1 (viii)) An implication I satisfying NT always satisfies
CB.

Corollary 3. An implication I satisfying EP and SN always satisfies CB.

Proof. Straightforward from Propositions 2 and 15. �
Corollary 4. An implication I satisfying EP and CO always satisfies CB.
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Fig. 6 The implication I7

Proof. Straightforward from Propositions 3 and 15. �
Proposition 16. ([1],Lemma 6) An implication I satisfying EP and OP always sat-
isfies CB.

Proposition 17. There exists an implication I satisfying EP, ID, CP but not CB.

Proof. Define an implication I8 as:

I8(x,y) =

{
1, if x≤ 0.5 or y≥ 0.5
0, else

, for all x,y ∈ [0,1].

I8 satisfies ID and CP w.r.t. the standard strong negation N0. However, taking x0 =
0.6 and y0 = 0.4, we obtain I8(x0,y0) = 0 < y0. Therefore I8 does not satisfy CB.

�
Proposition 18. There exists an implication I satisfying OP, SN, ID, CP, CO but not
CB.

Proof. Define an implication I9 as:

I9(x,y) =

{
1, if x≤ y
(1−√x− y)2, if x > y

, for all x,y ∈ [0,1].

I9 satisfies OP, SN, ID, CP w.r.t. the standard strong negation N0, and CO. However,
taking x0 = 0.9 and y0 = 0.26, we obtain I9(x0,y0) = 0.04 < y0. Therefore I9 does
not satisfy CB. �



Fuzzy Implications: Classification and a New Class 41

So for CB we have considered all possible combinations of the other seven proper-
ties that imply CB. Moreover, for all other combinations we have given a counterex-
ample.

Fig. 7 The implication I9

3.6 Getting Identity (ID) from the Other Properties

Proposition 19. An implication I satisfying OP always satisfies ID.

Proof. Straightforward. �
Proposition 20. There exists an implication I satisfying NT, EP, SN, CB, CP, CO but
not ID.

Proof. The Kleene-Dienes implication IKD(x,y) = max(1− x,y), for all (x,y) ∈
[0,1]2 is an S-implication generated from the t-conorm SM(x,y) = max(x,y) and
the standard strong negation N0. Therefore IKD satisfies NT, EP, SN, CB, CP
w.r.t. the standard strong negation N0, and CO. However, for x0 = 0.5, we obtain
IKD(x0,x0) = 0.5 �= 1. Therefore IKD does not satisfy ID. �
So for ID we have considered all possible combinations of the other seven
properties that imply ID. Moreover, for all other combinations we have given a
counterexample.
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3.7 Getting Contrapositive Principle (CP) from the Other
Properties

Proposition 21. ([4],Lemma 1(ix)) An implication I satisfying EP and SN always
satisfies CP w.r.t. the strong negation NI.

Proposition 22. ([1]) An implication I satisfying EP, OP and CO always satisfies
CP w.r.t. the strong negation NI.

Proposition 23. There exists an implication I satisfying NT, EP, OP, CB, ID but
not CP.

Proof. According to the proof of Proposition 10, the Gödel implication IGD satisfies
NT, EP, OP, CB and ID. However, for any strong negation N we obtain

IGD(N(y),N(x)) =

{
1, if x≤ y
N(x), if x > y

for all x,y ∈ [0,1].

In case that x > y and N(x) �= y, IGD(N(y),N(x)) �= IGD(x,y). Therefore IGD does
not satisfy CP w.r.t. any strong negation. �
Proposition 24. There exists an implication I satisfying NT, EP, CB, ID, CO but not
CP.

Proof. The implication I5 stated in the proof of Proposition 11 satisfies NT, EP, CB,
ID and CO. However, because for all x ∈ [0,1], NI5 (x) = 1− x2, which is strict but
not a strong negation, according to Corollary 1.5.5 in [3], I5 does not satisfy CP
w.r.t. any strong negation. �
Proposition 25. There exists an implication I satisfying NT, OP, SN, CB, ID, CO but
not CP.

Proof. Define an implication I10 as:

I10(x,y) =

{
1, if x≤ y
y+(x−y)

√
1−x2

x , if x > y
, for all x,y ∈ [0,1].

I10 satisfies NT, OP, SN, ID and CO. If I10 satisfies CP w.r.t. a strong negation N,
then for all x∈ [0,1], we obtain N(x) = I10(1,N(x)) = I10(x,0) =NI10 (x) =

√
1− x2.

However, take x0 = 0.6 and y0 = 0.2, we obtain I10(x0,y0)≈ 0.867 while I10(N(y0),
N(x0))≈ 0.853. Therefore I10 does not satisfy CP w.r.t. any strong negation N. �
So for CP we have considered all possible combinations of the other seven
properties that imply CP. Moreover, for all other combinations we have given a
counterexample.
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Fig. 8 The implication I10

3.8 Getting Continuity (CO) from the Other Properties

Proposition 26. There exists an implication I satisfying NT, EP, OP, SN, CB, ID, CP
but not CO.

Proof. Let N be a strong negation, the R0-implication stated in [20] is defined as:

(Imin0)N(x,y) =

{
1, if x≤ y
max(N(x),y), if x > y

, for all x,y ∈ [0,1].

(Imin0)N is the R-implication generated by the left-continuous t-norm, nilpotent min-
imum [9]:

(Tmin0)N(x,y) =

{
min(x,y), if y > N(x)
0, if y≤ N(x)

, for all x,y ∈ [0,1].

(Imin0)N satisfies NT, EP, OP, SN, CB, ID and CP w.r.t. N, and is right-continuous
in the second place [20] but it is not continuous. �
CO is thus independent of any other of the seven properties FI6-FI12.

4 A New Class of Implications in Fuzzy Logic

In the previous section we have shown the dependencies and independencies of
eight important potential properties for implications in fuzzy logic. In each case
where one property could not be implied from a combination of the other seven, we
have given a counterexample. If we look carefully at counterexamples I6 and I10 we
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find they actually have the same form. Let N be a negation. These two implications
can be represented by IN (with N(x) =

√
1− x and N(x) =

√
1− x2, respectively):

IN(x,y) =

{
1, if x≤ y
(1−N(x))y

x +N(x), if x > y
, for all x,y ∈ [0,1]. (5)

Remark that we obtain the Łukasiewicz implication for N(x) = 1− x; for N{0} we

obtain the Goguen implication: IN{0}(x,y) = IGG(x,y) =

{
1, if x≤ y
y/x, if x > y

, for all

x,y ∈ [0,1]. If IN is always an implication in fuzzy logic, then (5) is an interesting
new class of implications, only determined by a negation. In the following we check
that IN is always an implication and have a further look at this new class.

4.1 Is IN Defined by (5) Always an Implication?

In order to prove that IN is always an implication in fuzzy logic we have to verify
whether the mapping IN defined by (5) takes its values in [0,1] and it at least satisfies
properties FI1-FI5. For convenience we first rewrite IN as:

IN(x,y) = SP(N(x), IGG(x,y)), (6)

where SP is the probabilistic sum (t-conorm): SP(x,y)= x+y−xy, for all x,y∈ [0,1].
Thus straightforwardly IN(x,y) ∈ [0,1], and IN satisfies F1-F5. Therefore, IN is an
implication in fuzzy logic. From (6) we can also see that IN (seen as a function of
N) is increasing. Notice that NIN = N, which implies that different negations result
in different implications. Formula (6) can be generalised to arbitrary t-conorms and
implications, but note that in that case the resulting implication does not necessarily
depend on the used t-conorm, negation or implication. For example, if we start from
the greatest implication, then the resulting implication will be that implication (no
matter which negation and t-conorm are used). If the maximum is used as t-conorm,
different negations do not always result in different implications. And also if we
use the smallest negation, no new implications will be generated (no matter which
t-conorm is used). Although it may very well be worthwhile to investigate this more
general class, in this work we restrict ourselves to the class defined by (6).

4.2 Potential Properties of the New Class of Implications

We find out in this section whether IN defined by (5) also satisfies the potential
properties FI6-FI13. If not always, then under which conditions?

(1)NT: Straightforwardly from the definition (6), IN always satisfies NT.
(2)EP: We obtain the following theorem:
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Theorem 2. The implication IN defined by (5) satisfies EP if and only if N belongs
to one of the following two classes of negations:

(1)NA defined by (1),
(2)NA,β defined by (2).

Proof. Necessity: Suppose IN satisfies EP. We will show that if N is not of the form
NA, N must be of the form NA,β . We will do this in three steps: first we will show
that we can find a y0 such that 0 < N(y0)< y0 < 1. Second we prove that for x≥ y0,
N(x) = 1−x

1+β x for some fixed β . And finally we use this second step to prove that for

x < y0, N(x) = 1 or N(x) = 1−x
1+β x .

Indeed, if IN satisfies EP, then for all x,y,z ∈ [0,1],
IN(x, IN(y,z)) = IN(y, IN(x,z)). Taking z = 0, we obtain

(∀(x,y) ∈ [0,1]2)(IN(x,N(y)) = IN(y,N(x))). (7)

Suppose N �= NA. Then in particular N �= N[0,1[. So there exists a y1 ∈ [0,1[ such that
N(y1) < 1. Now take y0 ∈ ]max(y1,N(y1)),1[, then N(y0) ≤ N(y1) < y0 < 1. We
first show that N(y0)> 0. Indeed, if N(y0) = 0, then for all x ∈ [0,1], we obtain:

N(x) = IN(x,N(y0)) = IN(y0,N(x)) =

{
1, if y0 ≤ N(x)
N(x)

y0
, if y0 > N(x)

,

N(x) ∈ {0,1}, for all x ∈ [0,1],

⇒ N = NA, for a certain A,

which we have already excluded. Therefore N(y0)> 0. For all x ∈ [y0,1[, x > N(y0)
and N(x)< y0. We obtain:

(7)⇒ 1−N(x)
x

N(y0)+N(x) =
1−N(y0)

y0
N(x)+N(y0)

⇒ 1−N(x)− x
x

=
1−N(y0)− y0

y0N(y0)
N(x)

If N(x) = 0, then 1−N(x)−x
x = 0⇒ x = 1, which we have already excluded. Therefore

we obtain:

1−N(x)− x
xN(x)

=
1−N(y0)− y0

y0N(y0)

⇒ N(x) =
1− x

1+β x
(with β =

1−N(y0)− y0

y0N(y0)
, β ∈ ]−1,+∞[).

Now we prove, for any x∈ ]0,y0[, that if N(x) �= 1, then N(x) = 1−x
1+β x . In other words

that, because N is decreasing, N = NA,β defined by (2). Indeed, if N(x) �= 1, then we
can take y in ]max(N(x),y0),1[ such that N(y)≤ x (this is possible because we have
just proved that for y ∈ [y0,1[, N(y) = 1−y

1+β y ). We obtain:
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(7)⇒ 1−N(x)− x
xN(x)

=
1−N(y)− y

yN(y)
= β .

Thus N(x) = 1−x
1+β x .

Sufficiency of NA: We obtain: INA(x,y) =

{
1, if x ∈ A
IGG(x,y), if x /∈ A

for all x,y ∈ [0,1].

Thus

INA(x, INA(y,z)) =

{
1, if x ∈ A or y ∈ A
IGG(x, IGG(y,z)), if x /∈ A and y /∈ A

for all x,y,z ∈ [0,1].

According to [1], IGG satisfies EP. Therefore INA satisfies EP.
Sufficiency of NA,β , A = [0,α[, with α ∈ ]0,1], or A = [0,α], with α ∈ [0,1[: We

obtain: INA,β (x,y) =

{
1, if x≤ y or x ∈ A
1−x+(1+β )y

1+β x , if x > y and x /∈ A
for all x,y ∈ [0,1]. Thus

for all x,y,z ∈ [0,1]:

INA,β (x, INA,β (y,z)) =

⎧⎪⎨
⎪⎩

1, if x ∈ A or y ∈ A
or x+ y+β xy≤ 1+ z+β z

2+β−x−y−β xy+(1+β )2z
(1+β x)(1+β y) , else

= INA,β (y, INA,β (x,z)). �

(3) OP: We obtain the following theorem:

Theorem 3. The implication IN defined by (5) satisfies OP if and only if x > 0 ⇒
N(x)< 1.

Proof. This follows from, for all 0≤ y < x≤ 1,

IN(x,y)< 1⇔ 1−N(x)
x

y+N(x)< 1⇔ 1−N(x)> 0⇔ N(x)< 1. �

(4) SN: Straightforwardly NIN (x) = IN(x,0) is a strong negation if and only if N is
a strong negation, because NIN = N.
(5) CB: Because IGG satisfies CB, IN satisfies CB according to (6).
(6) ID: We see immediately through the definition that IN(x,x) = 1 for all x ∈ [0,1].
(7) CP: We obtain the following theorem:

Theorem 4. The implication IN defined by (5) satisfies CP w.r.t. a strong negation
N′ if and only if N is a Sugeno negation Na, a ∈ ]−1,+∞[, and N′ = Na.

Proof. Necessity: Recall that IN always satisfies NT. If IN satisfies CP w.r.t. N′,
then according to Proposition 8, IN also satisfies SN, and for all x ∈ [0,1], N′(x) =
IN(x,0) = N(x). Therefore, N is strong and IN satisfies CP w.r.t. N. We obtain
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IN(N(y),N(x)) = IN(x,y)

⇒(∀x ∈]0,1[)(∀y ∈]0,x[)(1− y−N(y)
N(y)

N(x) =
1−N(x)− x

x
y)

⇒(∀x ∈]0,1[)(∀y ∈]0,x[)(1− y−N(y)
yN(y)

=
1− x−N(x)

xN(x)
)

⇒(∃a ∈ [−1,+∞])(∀x ∈]0,1[)(1− x−N(x)
xN(x)

= a).

If a =−1 or a =+∞, then N = NA defined in (1) with A = [0,1[ or A = {0}, which
is not a strong negation. Thus N = Na, which is a Sugeno negation.

Sufficiency: If N = Na, then for all x,y ∈ [0,1]: IN(x,y) =

{
1, if x≤ y
(1+a)y+1−x

1+ax , if x > y
,

and

IN(N(y),N(x)) =

{
1, if x≤ y
1−y
N(y)N(x)+ y, if x > y

=

{
1, if x≤ y
(1+a)y+1−x

1+ax , if x > y
.

Hence IN(x,y) = IN(N(y),N(x)). �
(8) CO: We obtain the following theorem:

Theorem 5. The implication IN defined by (5) satisfies CO if and only if N is con-
tinuous.

Proof. It is easily verified that if N is continuous, IN is continuous everywhere.
Therefore by Corollary 1.2.2 in [3], IN is continuous. The converse follows imme-
diately from IN(x,0) = N(x). �
Combining the four theorems in this section and ([1], Theorem 1), we obtain the
following two corollaries:

Corollary 5. For the implication IN defined in (5), the following four conditions are
equivalent:

i. N is a Sugeno negation Na, a ∈ ]−1,+∞[,

ii. IN satisfies EP and N is a continuous negation,

iii. IN satisfies CP (w.r.t. N),

iv. IN is conjugate with the Łukasiewicz implication IL:

IL(x,y) = min(1− x+ y,1).

Notice that if a = 0, then N = N0. Then IN = IL.
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Corollary 6. An implication IN defined by (5) satisfying EP and CO always satisfies
OP.

However, the converse of Corollary 6 is not valid. For example, the implication
IN{0} = IGG: IGG satisfies OP but it is not continuous at the point (0,0).

4.3 Intersection of the New Class of Implications with S- and
R-implications

4.3.1 Intersection of the New Class of Implications and S-implications

Some of the implications from the new class defined by (5) are also S-implications
or furthermore S-implications generated by a t-conorm and a strong negation.

Theorem 6. The implication IN defined by (5) is an S-implication S(N
′
(x),y) if and

only if N = N
′

and N belongs to one of the following two classes of negations:

(1)NA defined by (1) with A = [0,1[,
(2)NA,β defined by (2).

Proof. Necessity: Because for all x ∈ [0,1],
N(x) = IN(x,0) = S(N

′
(x),0) = N

′
(x), i.e., N = N

′
.

According to ([3], Proposition 2.4.6), any S-implication satisfies EP. Then according
to Theorem 2, if IN is an S-implication, then N = NA, A = [0,α[, with α ∈ ]0,1], or
A = [0,α], with α ∈ [0,1[, or N = NA,β . Nevertheless,

INA(x,y) =

{
1, if x≤ y or x ∈ A
y
x , if x > y and x /∈ A

, for all x,y ∈ [0,1], (8)

while

S(NA(x),y) =

{
1, if x ∈ A
y, if x /∈ A

, for all x,y ∈ [0,1]. (9)

If A �= [0,1[, then we can take x and y such that 0 < y < x < 1 and x /∈ A. Then
S(NA(x),y) = y �= y

x = INA(x,y). Thus (8) �=(9) provided A �= [0,1[. Therefore IN[0,α[

(α < 1) and IN[0,α] are not S-implications.
Sufficiency of N = N[0,1[: IN[0,1[ (x,y) = S(N[0,1[(x),y) for any t-conorm S.
Sufficiency of N = NA,β : Take S(x,y) = min(1,x+ y+β xy). We can verify that S is
a t-conorm (for the associativity, for all x,y,z ∈ [0,1]:

S(x,S(y,z)) = min(1,x+ y+ z+β xy+βyz+β xz+β 2xyz) = S(S(x,y),z),)

and that

S(NA,β (x),y) =

{
1, if x ∈ A or x≤ y
1−x+y+β y

1+β x , if x /∈ A and x > y

= INA,β (x,y).
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Consequently, INA,β is an S-implication. �
Connect Corollary 5 and Theorem 6 we obtain the following corollary.

Corollary 7. For the implication IN defined by (5), the following three conditions
are equivalent:

(1)IN is an S-implication generated by a t-conorm and a strong negation,
(2)N is a Sugeno negation Na, a ∈ ]−1,+∞[,
(3)IN is conjugate with the Łukasiewicz implication IL.

4.3.2 Intersection of the New Class of Implications and R-implications

Some of the implications from the new class defined by (5) are also R-implications
generated by left-continuous t-norms.

Theorem 7. The implication IN defined by (5) is an R-implication generated by a
left-continuous t-norm if and only if N belongs to one of the following two classes
of negations:

(1)a Sugeno negation Na, a ∈ ]−1,+∞[,
(2)NA defined by (1) with A = {0}.
Proof. Necessity: If IN is an R-implication generated by a left-continuous t-norm,
then according to ([8], Theorem 1.14), IN satisfies EP and OP. According to Theo-
rem 2, N = NA defined by (1), or N = NA,β defined by (2). According to Theorem 3,
N(x)< 1 provided x > 0. Therefore N = Na, or N = N{0}.

Sufficiency of N = Na: According to Corollary 5, if N = Na, then IN is conju-
gate with IL(x,y) = max(x+ y− 1,0). According to ([1], Theorem 1), IN is an R-
implication.

Sufficiency of N = N{0}: IN{0} = IGG, the R-implication generated by the continuous
t-norm TP(x,y) = xy. �
Notice that although IN[0,1[ is not an R-implication generated by a left-continuous
t-norm, it is the R-implication ILR generated by the non-left-continuous t-norm

TD(x,y) =

{
min(x,y), if x = 1 or y = 1
0, otherwise

, for all x,y ∈ [0,1].

5 Conclusion Remarks

Implications play important roles in fuzzy logic. In the first part of this chapter we
have analyzed the dependencies and independencies between eight potential prop-
erties FI6-FI13 of implications, found for each dependent case a proof and for each
independent case a counterexample, through which we have obtained a new class
of mappings defined by (5). Each of these mapping is determined by a negation
only. In the second part of this chapter we have shown that the mappings defined
by (5) are all implications and analyzed whether the new class of implications also
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satisfies the eight potential properties FI6-FI13 for implications, and if not, under
which conditions the implications from this new class do satisfy these properties.
Furthermore, we have also found the intersection of the new class of implications
with S-implications as well as with R-implications. The new class of implications
can be generalized; this broader class needs further investigation.
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A Survey of the Distributivity of Implications
over Continuous T-norms and the Simultaneous
Satisfaction of the Contrapositive Symmetry

Feng Qin and Michał Baczyński

Abstract. In this paper, we summarize the sufficient and necessary conditions of so-
lutions for the distributivity equation of implication I(x,T1(y,z)) = T2(I(x,y), I(x,z))
and characterize all solutions of the system of functional equations consisting of
I(x,T1(y,z)) = T2(I(x,y), I(x,z)) and I(x,y) = I(N(y),N(x)), when T1 is a continu-
ous triangular norm, T2 is a continuous Archimedean triangular norm, I is an un-
known function and N is a strong negation. We also underline that our method can
be applied to other distributivity functional equations closely related to the above
mentioned distributivity equation.

1 Introduction

The ability to build complex commercial and scientific fuzzy logic applications has
been hampered by what is popularly known as the combinatorial rule explosion
problem, which is associated with the conventional fuzzy rule configuration and its
accompanying rule matrix. Since all the rules of an inference engine are exercised
during every inference cycle, the number of rules directly affects the computational
duration of the overall application. To reduce complexity of fuzzy “IF-THEN” rules,
Combs and Andrews [10] required of the following classical tautology

(p∧q)→ r ≡ (p→ r)∨ (q→ r).
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M. Baczyński et al. (Eds.): Adv. in Fuzzy Implication Functions, STUDFUZZ 300, pp. 53–72.
DOI: 10.1007/978-3-642-35677-3_3 c© Springer-Verlag Berlin Heidelberg 2013

qinfeng923@163.com
michal.baczynski@us.edu.pl


54 F. Qin and M. Baczyński

They refer to the left-hand side of this equivalence as an intersection rule configu-
ration (IRC) and to its right-hand side as a union rule configuration (URC). Subse-
quently, there were many discussions (see [12] [18] and [11]), most of them pointed
out the need for a theoretical investigation required for employing such equations,
as concluded by Dick and Kandel [12], “Future work on this issue will require an
examination of the properties of various combinations of fuzzy unions, intersections
and implications” or by Mendel and Liang [18], “We think that what this all means
is that we have to look past the mathematics of IRC⇔URC and inquire whether
what we are doing when we replace IRC by URC makes sense.” And then, Trillas
and Alsina in [27], in the standard fuzzy theory, turned the about requirement into
the functional equation I(T (x,y),z) = S(I(x,z), I(y,z)) and obtained all solutions of
T when I are special cases of R-implications, S-implications and QL-implications,
respectively. Along the lines, Balasubramaniam and Rao in [8] investigated the other
three functional equations interrelated with this equation. In order to study it in more
general case, Ruiz-Aguilera [24], [25] and Qin [23], in their own papers, generalized
the above equations into uninorms.

On the other hand, from fuzzy logical angle, Türksen et al. [29] posed and dis-
cussed the equation

I(x,T (y,z)) = T (I(x,y), I(x,z)), x,y,z ∈ [0,1], (1)

and then, got the necessary conditions for a fuzzy implication I to satisfy Eq. (1)
when T = TP. Later, Baczyński [1] generalized some Türksen’s results into strict t-
norm T and obtained the sufficient and necessary conditions of functional equations
consisting of Eq. (1) and the following equation I(x, I(y,z)) = I(T (x,y),z). More-
over, he also studied in [2] the system of functional equations composed of Eq. (1)
and the following equation

I(x,y) = I(N(y),N(x)), x,y ∈ [0,1]. (2)

After this, Yang and Qin in [30] got the full characterizations of the system of func-
tional equations composed of Eq. (1) and Eq. (2) when T is a strict t-norm. Recently,
many people (see [6], [3] [22]) investigate again the distributivity of fuzzy implica-
tions over nilpotent or strict t-norms or t-conorms. Specially, we in [21], in the most
general case, explored and got the sufficient and necessary conditions of solutions
for the distributivity equation of implication

I(x,T1(y,z)) = T2(I(x,y), I(x,z)), x,y,z ∈ [0,1], (3)

And then, we in [19], characterized solutions of the system of functional equations
consisting of Eq. (2) and Eq. (3). Along the above line, in this paper, we summa-
rize the sufficient and necessary conditions of solutions for Eq. (3) and the system
of functional equations consisting of Eq. (2) and Eq. (3), when T1 is a continuous
triangular norm, T2 is a continuous and Archimedean triangular norm, I is an un-
known function and N is a strong negation. We also underline that our method can
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be applied to the three other distributivity functional equations closely related to the
above-mentioned functional equation.

The paper is organized as follows. In Section 2 we present some results concern-
ing basic fuzzy logic connectives employed in the sequel. In Section 3 we investigate
Eq. (3) when T1 is a continuous t-norm, T2 is a continuous Archimedean t-norm and
I is an unknown function. In Section 4 we will describe all solutions of Eq. (3)
when T2 is a strict t-norm. In Section 5 we will repeat these investigations but with
the assumption that T2 is a nilpotent t-norm.

In section 6 we discuss the system of functional equations consisting of Eq. (2)
and Eq. (3) when both t-norms T1, T2 are continuous and Archimedean. In section
7 we briefly discuss the solutions when T1 = TM minimum t-norm. In section 8 we
investigate the system of functional equations consisting of Eq. (2) and Eq. (3) when
T1 is a continuous t-norm and T2 is a strict t-norm. In section 9 we repeat the above
investigations but with the assumption that T2 is a nilpotent t-norm.

2 Preliminaries

Definition 2.1 ([13], [14], [15]). A binary function T : [0,1]2 → [0,1] is called a
triangular norm (t-norm for short), if it fulfills, for every x,y,z ∈ [0,1], the following
conditions:

1. T (x,y) = T (y,x), (commutativity)
2. T (T (x,y),z) = T (x,T (y,z)), (associativity)
3. T (x,y)≤ T (x,z), whenever y≤ z, (monotonicity)
4. T (x,1) = x. (boundary condition)

Please note that an element a ∈ [0,1] is called and idempotent element of T if
T (a,a) = a.

Definition 2.2 ([14], [15]). A t-norm T is said to be

1. Archimedean, if for every x,y ∈ (0,1), there exists some n ∈ N such that xn
T < y,

where xn
T = T (x,x, · · · ,x︸ ︷︷ ︸

n times

);

2. strict, if it is continuous and strictly monotone, i.e., T (x,y) < T (x,z) whenever
x ∈ (0,1] and y < z;

3. nilpotent, if it is continuous and if for each x∈ (0,1) there exists some n∈N such
that xn

T = 0.

Remark 2.3. 1. A continuous t-norm T is Archimedean if and only if it holds
T (x,x) < x for all x ∈ (0,1) (see Proposition 5.1.2 in [14]).

2. If T is strict or nilpotent, then it must be Archimedean. The converse is also true
when it is continuous (see Theorem 2.18 in [15]).

Theorem 2.4 ([15], [17]). For a function T : [0,1]2 → [0,1], the following state-
ments are equivalent:
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(i) T is a continuous Archimedean t-norm.
(ii) T has a continuous additive generator, i.e., there exists a continuous, strictly de-

creasing function t : [0,1]→ [0,∞] with t(1) = 0, which is uniquely determined
up to a positive multiplicative constant, such that

T (x,y) = t−1(min(t(x)+ t(y), t(0))), x,y ∈ [0,1]. (4)

Remark 2.5 ([15]).

1. A t-norm T is strict if and only if each continuous additive generator t of T
satisfies t(0) = ∞.

2. A t-norm T is nilpotent if and only if each continuous additive generator t of T
satisfies t(0)< ∞.

Theorem 2.6 ([14], [15]). T is a continuous t-norm, if and only if

1. T = TM (the minimum t-norm), or
2. T is continuous Archimedean, or
3. there exists a family {[am,bm],Tm}m∈A such that T is the ordinal sum of this family

denoted by T = (〈am,bm,Tm〉)m∈A. In other words,

T (x,y) =

{
am +(bm− am)Tm(

x−am
bm−am

y−am
bm−am

), if x,y ∈ [am,bm],

min(x,y), otherwise,
(5)

where {[am,bm]}m∈A is a family of non-over lapping, closed, proper subintervals
of [0,1] with each Tm being a continuous Archimedean t-norm, and A is a finite
or countable infinite index set. For every m ∈ A, [am,bm] is called generating
subinterval of T , and Tm the corresponding generating t-norm on [am,bm] of T .

In the literature we can find various definitions of fuzzy implications (see [6], [9],
[15], [28]). But, in this article, we will use the following one, which is equivalent to
the definition introduced by Fodor and Roubens (see [13]).

Definition 2.7 ([6], [5], [13]). A function I : [0,1]2 → [0,1] is called a fuzzy impli-
cation, if I fulfills the following conditions:

I1: I is decreasing with respect to the first variable;
I2: I is increasing with respect to the second one;
I3: I(0,0) = I(0,1) = I(1,1) = 1, I(1,0) = 0.

In virtue of the above definition, it is obvious that each fuzzy implication satisfy
I(0,x) = I(x,1) = 1 for all x ∈ [0,1]. But we can say nothing about the value of
I(x,0) and I(1,x) for all x ∈ (0,1).

Definition 2.8. A continuous function N : [0,1]→ [0,1] is called a strong negation,
if it is strictly decreasing, involutive and satisfies N(0) = 1 and N(1) = 0. Specially,
when N(x) = 1− x, we call it the standard negation, denoted by N0.

Theorem 2.9 (Trillas [26]). For a function N : [0,1]→ [0,1] the following state-
ments are equivalent:
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(i) N is a strong negation.
(ii) There exists an increasing bijection ϕ : [0,1]→ [0,1] such that

N(x) = ϕ−1(1−ϕ(x)), x ∈ [0,1]. (6)

Finally, let us mention that in the proofs of main results the solutions of the additive
Cauchy functional equation (see [16]) and of similar functional equations are very
important. For these facts with the proofs see [7] and [3].

3 First Solutions to Eq. (3) When T1 Is a Continuous T-norm

In this section, we present first characterizations of function I satisfying Eq. (3)
when T1 is a continuous t-norm and T2 is a continuous Archimedean t-norm. For the
proofs see [21, Section 3].

Lemma 3.1. Let T1 be a continuous t-norm, T2 be a continuous Archimedean t-
norm and I : [0,1]2 → [0,1] be a binary function. If the triple of functions (T1,T2, I)
satisfies Eq. (3) for all x,y,z ∈ [0,1], then either I(x,y) = 0 or I(x,y) = 1 hold for
every x ∈ [0,1] and every y �∈ ∪m∈A(am,bm), i.e., y is an idempotent element of T1,
where m ∈ A and (am,bm) are the symbols in Theorem 2.6.

Lemma 3.2. Let T1 be a continuous t-norm, T2 be a continuous Archimedean t-
norm, I : [0,1]2 → [0,1] be a binary function and y0 be a fixed idempotent element
of T1. If the triple of functions (T1,T2, I) satisfies Eq. (3) for all x,y,z ∈ [0,1], then

(i) if it holds I(x,y0) = 0 for some x∈ [0,1], then it follows I(x,z) = 0 for any z≤ y0.
(ii) if it holds I(x,y0) = 1 for some x∈ [0,1], then it follows I(x,z) = 1 for any z≥ y0.

According to the above analysis, we have the following result.

Lemma 3.3. Let T1 be a continuous t-norm, T2 be a continuous Archimedean t-
norm, I : [0,1]2 → [0,1] be a binary function, y1,y2 be two different idempotent
elements of T1 and assume that the triple of functions (T1,T2, I) satisfies Eq. (3) for
all x,y,z ∈ [0,1]. If both I(x,y1) = 0 and I(x,y2) = 1 are simultaneously true for
some x ∈ [0,1], then we must have y1 < y2.

For any given continuous t-norm T1, binary function I, and fixed x∈ [0,1], we define

U(T1,I,x) = {y ∈ [0,1] | I(x,y) = 0 and y is an idempotent element of T1},
μ(T1,I,x) = supU(T1,I,x),

and

V(T1,I,x) = {y ∈ [0,1] | I(x,y) = 1 and y is an idempotent element of T1},
ν(T1,I,x) = infV(T1,I,x).

We stipulate here that sup /0 = 0 and inf /0 = 1. Obviously, under conditions of
Lemma 3.1, it holds from Lemma 3.3 that μ(T1,I,x) ≤ ν(T1,I,x) for any T1, I and
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x ∈ [0,1]. Since T1 is continuous and monotone, it follows that both μ(T1,I,x) and
ν(T1,I,x) are idempotent elements of T1, too. Now, by the order between μ(T1,I,x) and
ν(T1,I,x), we need to consider two cases: μ(T1,I,x) = ν(T1,I,x) and μ(T1,I,x) < ν((T1,I,x).

Theorem 3.4. Let T1 be a continuous t-norm, T2 be a continuous Archimedean t-
norm, I : [0,1]2 → [0,1] be a binary function and assume that μ(T1,I,x) = ν(T1,I,x) for
some fixed x ∈ [0,1]. Then the following statements are equivalent:

(i) The triple of functions (T1,T2, I(x, ·)) satisfies Eq. (3) for any y,z ∈ [0,1];
(ii) The vertical section I(x, ·) has the following forms:

a. If μ(T1,I,x) ∈U(T1,I,x), then

I(x,y) =

{
0, if y≤ μ(T1,I,x),

1, if y > μ(T1,I,x),
y ∈ [0,1]. (7)

b. If ν(T1,I,x) ∈V(T1,I,x), then

I(x,y) =

{
0, if y < ν(T1,I,x),

1, if y≥ ν(T1,I,x),
y ∈ [0,1]. (8)

Remark 3.5. Note that, in Theorem 3.4, if μ(T1,I,x) = 0, then it means U(T1,I,x) = {0}
or U(T1,I,x) is empty. If U(T1,I,x) = {0}, then I(x,y) has the form in Eq. (7); if U(T1,I,x)
is empty, then I(x,0) = 1 and ν(T1,I,x) = 0, which implies that I(x,y) has the form
in Eq. (8), i.e., I(x, ·) = 1. The case μ(T1,I,x) = 1 is similar and includes the solution
I(x, ·) = 0.

Corollary 3.6. Let T1 = TM (the minimum t-norm), T2 be a continuous Archimedean
t-norm and I : [0,1]2→ [0,1] be a binary function. Then the following statements are
equivalent:

(i) The triple of functions (TM,T2, I) satisfies Eq. (3) for all x,y,z ∈ [0,1].
(ii) For any x ∈ [0,1] there exists a constant cx ∈ [0,1] such that the vertical section

I(x, ·) has one of the following forms

I(x,y) =

{
0, if y≤ cx,

1, if y > cx,
y ∈ [0,1], (9)

I(x,y) =

{
0, if y < cx,

1, if y≥ cx,
y ∈ [0,1]. (10)

Now, let us consider the case μ(T1,I,x) < ν(T1,I,x).

Lemma 3.7. Let T1 be a continuous t-norm, T2 be a continuous Archimedean t-
norm, I : [0,1]2 → [0,1] be a binary function, and fix arbitrarily x ∈ [0,1]. If
μ(T1,I,x) < ν(T1,I,x) and the triple of functions (T1,T2, I(x, ·)) satisfies Eq. (3), for all
y,z ∈ [0,1], then there exists some α0 ∈ A such that [μ(T1,I,x),ν(T1,I,x)] = [aα0 ,bα0 ],
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where A and [aα0 ,bα0 ] are the index set and the subinterval in Theorem 2.6, respec-
tively.

Remark 3.8. So far, we have obtained the fact that

I(x,y) =

{
0, if y < μ(T1,I,x),

1, if y > ν(T1,I,x),

for any fixed x ∈ [0,1], when μ(T1,I,x) < ν(T1,I,x). But we do say nothing about the
value of I(x,y) for any y ∈ [μ(T1,I,x),ν(T1,I,x)]. We will solve this problem in the next
two sections, considering the different assumptions on t-norm T2.

4 Solutions to Eq. (3) When T1 Is a Continuous T-norm and T2
Is a Strict T-norm

In this section, we characterize the fuzzy implication I satisfying Eq. (3) when T1 is
a continuous t-norm and T2 is a strict t-norm. From Lemmas 3.1, 3.2, 3.3, 3.7 and
Theorem 3.4, it is enough to consider the case μ(T1,I,x) < ν(T1,I,x) and T2 is a strict
t-norm. For the proofs see [21, Section 4].

Theorem 4.1. Let T1 be a continuous t-norm, T2 be a strict t-norm, I : [0,1]2→ [0,1]
be a binary function and fix arbitrarily x ∈ [0,1]. If μ(T1,I,x) < ν(T1,I,x) and the corre-
sponding generating t-norm Tα0 of T1 on the generating subinterval
[μ(T1,I,x),ν(T1,I,x)] = [aα0 ,bα0 ] is strict, then the following statements are equivalent:

(i) The triple of functions (T1,T2, I(x, ·)) satisfies Eq. (3) for all y,z ∈ [0,1].
(ii) T1 admits the representation (5), and there exist continuous, strictly decreas-

ing functions tα0 , t2 : [0,1]→ [0,∞] with tα0(1) = t2(1) = 0, tα0(0) = t2(0) = ∞,
which are uniquely determined up to positive multiplicative constants, such that
the corresponding generating t-norm Tα0 of T1 on the generating subinterval
[aα0 ,bα0 ] and T2 admit the representation (4) with tα0 , t2, respectively, and for
the mentioned above x ∈ [0,1], the vertical section I(x, ·) has one of the follow-
ing forms:

I(x,y) =

{
0, if y ∈ [0,aα0 ],

1, if y ∈ (aα0 ,1],
(11)

I(x,y) =

{
0, if y ∈ [0,bα0),

1, if y ∈ [bα0 ,1],
(12)

I(x,y) =

⎧⎪⎨
⎪⎩

0, if y ∈ [0,aα0 ],

t−1
2 (cxtα0(

y−aα0
bα0−aα0

)), if y ∈ [aα0 ,bα0 ],

1, if y ∈ [bα0 ,1],

(13)

with a certain cx ∈ (0,∞), uniquely determined up to a positive multiplica-
tive constant depending on constants for tα0 and t2, i.e., if t ′α0

(y) = atα0(y),
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t ′2(y) = bt2(y) for all y ∈ [0,1] and some a,b ∈ (0,∞), and we assume that

t−1
2 (cxtα0(

y−aα0
bα0−aα0

)) = t ′2
−1(c′xt ′α0

(
y−aα0

bα0−aα0
)), y ∈ [aα0 ,bα0 ], then c′x =

b
a cx.

Remark 4.2. In particular, when T1 and T2 are strict t-norms, then there are only two
idempotent elements of T1: 0 and 1. Therefore, for any fixed x ∈ [0,1] we get three
possible cases:

• If μ(T1,I,x) = ν(T1,I,x) = 0, then the only solution is I(x,y) = 0 for all y ∈ [0,1] (it
follows from Theorem 3.4).

• If μ(T1,I,x) = ν(T1,I,x) = 1, then the only solution is I(x,y) = 1 for all y ∈ [0,1] (it
follows again from Theorem 3.4).

• If μ(T1,I,x) < ν(T1,I,x), then μ(T1,I,x) = 0 and ν(T1,I,x) = 1 and from Theorem 4.1 we
get three possible solutions:

I(x,y) =

{
0, if y = 0,

1, if y > 0,
(14)

I(x,y) =

{
0, if y < 1,

1, if y = 1,
(15)

I(x,y) = t−1
2 (cxt1(y)), (16)

where t1, t2 : [0,1] → [0,∞] are continuous, strictly decreasing functions with
t1(1) = t2(1) = 0, t1(0) = t2(0) = ∞.

Please note that these solutions are exactly the same as in the results already pre-
sented by Baczyński in [1], [2].

Theorem 4.3. Let T1 be a continuous t-norm, T2 be a strict t-norm, I : [0,1]2→ [0,1]
be a binary function and fix arbitrarily x ∈ [0,1]. If μ(T1,I,x) < ν(T1,I,x) and the corre-
sponding generating t-norm Tα0 of T1 on the generating subinterval
[μ(T1,I,x),ν(T1,I,x)] = [aα0 ,bα0 ] is nilpotent, then the following statements are equiva-
lent:

(i) The triple of functions (T1,T2, I(x, ·)) satisfies Eq. (3) for all y,z ∈ [0,1].
(ii) T1 admits the representation (5), and there exist continuous, strictly decreasing

functions tα0 , t2 : [0,1]→ [0,∞] with tα0(1) = t2(1) = 0, tα0(0) < ∞, t2(0) = ∞,
which are uniquely determined up to positive multiplicative constants, such that
the corresponding generating t-norm Tα0 of T1 on the generating subinterval
[aα0 ,bα0 ] and T2 admit the representation (4) with tα0 , t2, respectively, and for
the mentioned above x ∈ [0,1], the vertical section has the following form

I(x,y) =

{
0, if y ∈ [0,bα0),

1, if y ∈ [bα0 ,1].
(17)

Remark 4.4. In particular, when T1 is a nilpotent t-norm, then there are only two
idempotent elements: 0 and 1. Therefore, since T2 is a strict t-norm, then for any
fixed x ∈ [0,1] we get three possible cases:
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• If μ(T1,I,x) = ν(T1,I,x) = 0, then the only solution is I(x,y) = 0 for all y ∈ [0,1] (it
follows from Theorem 3.4).

• If μ(T1,I,x) = ν(T1,I,x) = 1, then the only solution is I(x,y) = 1 for all y ∈ [0,1] (it
follows again from Theorem 3.4).

• If μ(T1,I,x) < ν(T1,I,x), then μ(T1,I,x) = 0 and ν(T1,I,x) = 1 and from Theorem 4.3 we
get the only solution:

I(x,y) =

{
0, if y < 1,

1, if y = 1.
(18)

Please note that these solutions are exactly the same as in the results already
presented by Qin and Baczyński in [20, Theorem 4.2].

Next, let us consider continuous solutions for Eq. (3).

Theorem 4.5. Let T1 be a continuous t-norm, T2 be a strict t-norm and I : [0,1]2 →
[0,1] be a continuous binary function. Then the following statements are equivalent:

(i) The triple of functions (T1,T2, I) satisfies Eq. (3) for all x,y,z ∈ [0,1].
(ii) T1 admits the representation (5), and there exist two constants a < b ∈ [0,1]

such that μ(T1,I,x) = a, ν(T1,I,x) = b for all x ∈ [0,1], and there exist two contin-
uous, strictly decreasing functions ta, t2 : [0,1]→ [0,∞] with ta(1) = t2(1) = 0,
ta(0) = t2(0) =∞, which are uniquely determined up to a positive multiplicative
constant, such that the corresponding generating t-norm Ta of T1 on the gener-
ating subinterval [a,b] and T2 admit the representation (4) with ta and t2 respec-
tively, and I = 0 or, I = 1 or, there exists a continuous function c : [0,1]→ (0,∞),
uniquely determined up to a positive multiplicative constant depending on con-
stants for ta and t2, such that I has the form

I(x,y) =

⎧⎪⎨
⎪⎩

0, if y ∈ [0,a],

t−1
2 (c(x)ta(

y−a
b−a )), if y ∈ [a,b],

1, if y ∈ [b,1],

(19)

for all x,y ∈ [0,1].

Corollary 4.6. If T1 is a continuous t-norm and T2 is a strict t-norm, then there are
no continuous solutions I of Eq. (3) which satisfy axiom I3.

Proof. Let I be a continuous binary function satisfying axiom I3. By Theorem 4.5, I
must have the form in Eq. (19). But in this case we get I(0,0) = 0 because of a≥ 0,
which is a contradiction. �
Remark 4.7. From the above proof it is obvious that we need to look for the solutions
of Eq. (3), which are continuous except at the point (0,0). However, substituting x=
0 and z = 0 in Eq. (3), we know that it follows that I(0,T1(y,0)) = T2(I(0,y), I(0,0))
for all y ∈ [0,1]. That is, I(0,0) = T2(I(0,y),1), which implies I(0,0) = I(0,y). So
it holds I(0,y) = 1 for all y ∈ [0,1]. Thus we have proven the fact that it holds
I(0,y) = 1 for all y ∈ [0,1] if the binary function I satisfying axiom I3 is a solution
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of Eq. (3). On the other hand, applying the method of Theorem 4.3 in [22], we
can further know that there exist only solutions which are continuous except at the
vertical section I(0,y) = 1 for y ∈ [0,a].

Theorem 4.8. Let T1 be a continuous t-norm, T2 be a strict t-norm, I : [0,1]2→ [0,1]
be a continuous fuzzy implication except at the vertical section I(0,y) = 1 for y ∈
[0,a]. Then the following statements are equivalent:

(i) The triple of functions (T1,T2, I) satisfies Eq. (3) for all x,y,z ∈ [0,1].
(ii) T1 admits the representation (5), there exist two constants a< b∈ [0,1] such that

μ(T1,I,x) = a, ν(T1,I,x) = b for all x ∈ [0,1], and there exist continuous, strictly de-
creasing functions ta, t2 : [0,1]→ [0,∞] with ta(1)= t2(1)= 0, ta(0) = t2(0)=∞,
which are uniquely determined up to positive multiplicative constants, such that
the corresponding generating t-norm Ta of T1 on the generating subinterval
[a,b] and T2 admit the representation (4) with ta and t2 respectively, and there ex-
ists a continuous and increasing function c : (0,1]→ (0,∞),c(0) = 0, uniquely
determined up to a positive multiplicative constant depending on constants for
ta and t2, such that I has the form

I(x,y) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, if x = 0,y ∈ [0,a],

0, if x �= 0,y ∈ [0,a],

t−1
2 (c(x)ta(

y−a
b−a )), if y ∈ [a,b],

1, if y ∈ [b,1].

(20)

5 Solutions to Eq. (3) When T1 Is a Continuous T-norm and T2
Is a Nilpotent T-norm

In this section, we characterize the fuzzy implication I satisfying Eq. (3) when T1

is a continuous t-norms and T2 is a nilpotent t-norm. From Lemmas 3.1, 3.2, 3.3,
3.7 and Theorem 3.4, it is enough to consider the case μ(T1,I,x) < ν(T1,I,x) and T2 is a
nilpotent t-norm. For the proofs see [21, Section 5].

Theorem 5.1. Let T1 be a continuous t-norm, T2 be a nilpotent t-norm, I : [0,1]2 →
[0,1] be a binary function and fix x∈ [0,1]. If μ(T1,I,x) < ν(T1,I,x) and the correspond-
ing generating t-norm Tα0 of T1 on the generating subinterval [μ(T1,I,x),ν(T1,I,x)] =
[aα0 ,bα0 ] is strict, then the following statements are equivalent:

(i) The triple of functions (T1,T2, I(x, ·)) satisfies Eq. (3) for all y,z ∈ [0,1].
(ii) T1 admits the representation (5), and there exist continuous, strictly decreasing

functions tα0 , t2 : [0,1]→ [0,∞] with tα0(1) = t2(1) = 0, tα0(0) = ∞, t2(0) < ∞,
which are uniquely determined up to positive multiplicative constants, such that
the corresponding generating t-norm Tα0 of T1 on the generating subinterval
[aα0 ,bα0 ] and T2 admit the representation (4) with tα0 , t2, respectively, and for
the mentioned above x∈ [0,1], the vertical section I(x, ·) has one of the following
forms:
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I(x,y) =

{
0, if y ∈ [0,aα0 ],

1, if y ∈ (aα0 ,1].
(21)

I(x,y) =

{
0, if y ∈ [0,bα0),

1, if y ∈ [bα0 ,1],
(22)

I(x,y) =

⎧⎪⎨
⎪⎩

0, if y ∈ [0,aα0 ],

t−1
2 (min(cxtα0(

y−aα0
bα0−aα0

), t2(0))), if y ∈ [aα0 ,bα0 ],

1, if y ∈ [bα0 ,1],

(23)

with a certain cx ∈ (0,∞), uniquely determined up to a positive multiplica-
tive constant depending on constants for tα0 and t2, i.e., if t ′α0

(y) = atα0(y),
t ′2(y) = bt2(y) for all y ∈ [0,1] and some a,b ∈ (0,∞), and we assume that

t−1
2 (min(cxtα0(

y−aα0
bα0−aα0

), t2(0))) = t ′2
−1(min(c′xt ′α0

(
y−aα0

bα0−aα0
), t ′2(0))),y ∈ [aα0 ,

bα0 ], then c′x =
b
a cx.

Remark 5.2. In particular, when T1 is a strict t-norm, then there are only two idem-
potent elements: 0 and 1. Therefore, if T2 is a nilpotent t-norm, then for any fixed
x ∈ [0,1] we get three possible cases:

• If μ(T1,I,x) = ν(T1,I,x) = 0, then the only solution is I(x,y) = 0 for all y ∈ [0,1] (it
follows from Theorem 3.4).

• If μ(T1,I,x) = ν(T1,I,x) = 1, then the only solution is I(x,y) = 1 for all y ∈ [0,1] (it
follows again from Theorem 3.4).

• If μ(T1,I,x) < ν(T1,I,x), then μ(T1,I,x) = 0 and ν(T1,I,x) = 1 and from Theorem 5.1 we
get three possible solutions:

I(x,y) =

{
0, if y = 0,

1, if y > 0,
(24)

I(x,y) =

{
0, if y < 1,

1, if y = 1,
(25)

I(x,y) = t−1
2 (min(cxt1(y), t2(0)), (26)

where t1, t2 : [0,1] → [0,∞] are continuous, strictly decreasing functions with
t1(1) = t2(1) = 0, t1(0) = ∞ and t2(0)< ∞.

Please note that these solutions are exactly the same as in the results already pre-
sented by Baczyński in [4, Theorem 5.1].

Theorem 5.3. Let T1 be a continuous t-norm, T2 be a nilpotent t-norm, I : [0,1]2 →
[0,1] be a binary function and fix x∈ [0,1]. If μ(T1,I,x) < ν(T1,I,x) and the correspond-
ing generating t-norm Tα0 of T1 on the generating subinterval [μ(T1,I,x),ν(T1,I,x)] =
[aα0 ,bα0 ] is nilpotent, then the following statements are equivalent:
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(i) The triple of functions (T1,T2, I(x, ·)) satisfies Eq. (3) for all y,z ∈ [0,1].
(ii) T1 admits the representation (5), and there exist continuous, strictly decreasing

functions tα0 , t2 : [0,1]→ [0,∞] with tα0(1) = t2(1) = 0, tα0(0) < ∞, t2(0) < ∞,
which are uniquely determined up to positive multiplicative constants, such that
the corresponding generating t-norm Tα0 of T1 on the generating subinterval
[aα0 ,bα0 ] and T2 admit the representation (4) with tα0 , t2, respectively, and for
the mentioned above x∈ [0,1], the vertical section I(x, ·) has one of the following
forms:

I(x,y) =

{
0, if y ∈ [0,bα0),

1, if y ∈ [bα0 ,1],
(27)

I(x,y) =

⎧⎪⎨
⎪⎩

0, if y ∈ [0,aα0 ],

t−1
2 (min(cxtα0(

y−aα0
bα0−aα0

), t2(0))), if y ∈ [aα0 ,bα0 ],

1, if y ∈ [bα0 ,1],

(28)

with a certain cx ∈ [ t2(0)
tα (0)

,∞), uniquely determined up to a positive multiplica-

tive constant depending on constants for tα0 and t2, i.e., if t ′α0
(y) = atα0(y),

t ′2(y) = bt2(y) for all y ∈ [0,1] and some a,b ∈ (0,∞), and we assume that

t−1
2 (min(cxtα0(

y−aα0
bα0−aα0

), t2(0))) = t ′2
−1(min(c′xt ′α0

(
y−aα0

bα0−aα0
), t ′2(0))), y ∈ [aα0 ,

bα0 ], then c′x = b
a cx.

Remark 5.4. In particular, when T1, T2 are nilpotent t-norms, then there are only
two idempotent elements: 0 and 1. Therefore, for any fixed x ∈ [0,1] we get three
possible cases:

• If μ(T1,I,x) = ν(T1,I,x) = 0, then the only solution is I(x,y) = 0 for all y ∈ [0,1] (it
follows from Theorem 3.4).

• If μ(T1,I,x) = ν(T1,I,x) = 1, then the only solution is I(x,y) = 1 for all y ∈ [0,1] (it
follows again from Theorem 3.4).

• If μ(T1,I,x) < ν(T1,I,x), then μ(T1,I,x) = 0 and ν(T1,I,x) = 1 and from Theorem 5.3 we
get two possible solutions:

I(x,y) =

{
0, if y < 1,

1, if y = 1,
(29)

I(x,y) = t−1
2 (min(cxt1(y), t2(0)), (30)

where t1, t2 : [0,1] → [0,∞] are continuous, strictly decreasing functions with
t1(1) = t2(1) = 0, t1(0)< ∞ and t2(0)< ∞.

Please note that these solutions are exactly the same as in the results already pre-
sented by Qin and Baczyński in [20, Theorem 2.2].

Next, let us consider continuous solutions of Eq. (3).
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Theorem 5.5. Let T1 be a continuous t-norm, T2 be a nilpotent t-norm and
I : [0,1]2 → [0,1] be a continuous binary function. Then the following statements
are equivalent:

(i) The triple of functions (T1,T2, I) satisfies Eq. (3) for all x,y,z ∈ [0,1].
(ii) T1 admits the representation (5), and there exists a continuous, strictly decreas-

ing function t2 : [0,1] → [0,∞] with t2(1) = 0, t2(0) = ∞, which is uniquely
determined up to positive multiplicative constants, such that T2 admits the rep-
resentation (4) with t2, I has the form either I = 0 or I = 1 or there exist two
constants a < b ∈ [0,1] such that μ(T1,I,x) = a,ν(T1,I,x) = b for all x ∈ [0,1], and
there exists a continuous, strictly decreasing functions ta : [0,1]→ [0,∞] with
ta(1) = 0, ta(0) = ∞, which are uniquely determined up to positive multiplica-
tive constants, such that the corresponding generating t-norm Ta of T1 on the
generating subinterval [a,b] admits the representation (4) with ta, and there
exists a continuous function c : [0,1]→ (0,∞), uniquely determined up to a pos-
itive multiplicative constant depending on constants for ta and t2, such that, for
x,y ∈ [0,1], I has the form

I(x,y) =

⎧⎪⎨
⎪⎩

0, if y ∈ [0,a],

t−1
2 (min(c(x)ta(

y−a
b−a), t2(0))), if y ∈ [a,b],

1, if y ∈ [b,1],

(31)

or there exist two constants a < b ∈ [0,1] such that μ(T1,I,x) = a,ν(T1,I,x) = b
for all x ∈ [0,1], and there exists a continuous, strictly decreasing functions
ta : [0,1]→ [0,∞] with ta(1) = 0, ta(0) < ∞, which are uniquely determined up
to positive multiplicative constants, such that the corresponding generating t-
norm Ta of T1 on the generating subinterval [a,b] admits the representation (4)

with ta, and there exists a continuous function c : [0,1]→ [ t2(0)
ta(0)

,∞), uniquely
determined up to a positive multiplicative constant depending on constants for
ta and t2, such that I has the form in Eq. (31).

Corollary 5.6. If T1 is a continuous t-norm and T2 is a nilpotent t-norm, then there
are no continuous solutions of Eq. (3) which satisfy axiom I3.

Proof. Let I be a continuous binary function satisfying axiom I3. By Theorem 5.5, I
must have the form in Eq. (31). But in this case we get I(0,0) = 0 because of a≥ 0,
which is a contradiction. �
From the above corollary it is obvious that we need to look for the solutions of
Eq. (3), which are continuous except at the point (0,0).

Theorem 5.7. Let T1 be a continuous t-norm, T2 be a nilpotent t-norm and
I : [0,1]2 → [0,1] be a continuous fuzzy implication except at the vertical section
I(0,y) = 1 for y ∈ [0,a]. Then the following statements are equivalent:
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(i) The triple of functions (T1,T2, I) satisfies Eq. (3) for all x,y,z ∈ [0,1].
(ii) T1 admits the representation (5), and there exist two constants a < b ∈ [0,1]

such that μ(T1,I,x) = a,ν(T1,I,x) = b for all x ∈ [0,1], and there exist continu-
ous, strictly decreasing function ta, t2 : [0,1]→ [0,∞] with ta(1) = t2(1) = 0,
ta(0) = ∞, t2(0) < ∞, which is uniquely determined up to positive multiplica-
tive constants, such that the corresponding generating t-norm Ta of T1 on the
generating subinterval [a,b] and T2 admit the representation (4) with ta and t2
respectively, and there exists a continuous and increasing function c : (0,1]→
(0,∞),c(0) = 0, uniquely determined up to a positive multiplicative constant
depending on constants for ta and t2, such that I has the form

I(x,y) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, if x = 0,y ∈ [0,a],

0, if x �= 0,y ∈ [0,a],

t−1
2 (min(c(x)ta(

y−a
b−a ), t2(0))), if x ∈ [0,1],y ∈ [a,b],

1, if x ∈ [0,1],y ∈ [b,1].

(32)

6 Solutions to Eqs. (3) and (2) When T1 = TM and T2 Is a
Continuous Archimedean T-norm

In Corollary 3.6 we have presented the solutions of Eq. (3) when T1 = TM the min-
imum t-norm. Between all solutions we can easily find infinitely many solutions
which are fuzzy implications. In this case for x = 0 we should have c0 = 0 and the
vertical section I(x, ·) should have the form (10). Also I should be decreasing with
respect to the second variable, so it is not possible that cx1 > cx2 for x1 < x2. Oth-
erwise let us take any x0 ∈ (cx2 ,cx1) and independently to the solution (9) and (10)
we get I(x1,x0) = 0 and I(x2,x0) = 1; a contradiction. We should also remember
that I(x,1) = 1 for every x ∈ [0,1], so it is not possible to have simultaneously the
solution (9) and cx = 1.

Now, between described above solutions it is not difficult to indicate solutions
which, in addition, satisfy Eq. (2) with some strong negation N. This equation im-
plies that, for any x,y ∈ [0,1], we should have either

y≤ cx ⇐⇒ N(x)≤ cN(y) or y < cx ⇐⇒ N(x)< cN(y).

7 Solutions to Eqs. (3) and (2) When Both T1, T2 Are
Continuous Archimedean T-norms

Characterizations of solutions (fuzzy implications) to the system of functional equa-
tions consisting of Eq. (3) and Eq. (2), when both t-norms T1, T2 are continuous
Archimedean, have been presented recently by Qin and Baczyński in [20]. In this
section we recall the main results presented in this article.
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Theorem 7.1. Let T1, T2 be strict t-norms and N be a strong negation. For a fuzzy
implication I, which is continuous except at the points (0,0) and (1,1), the following
statements are equivalent:

(i) The 4-tuple of functions T1, T2, I, N satisfies the system of functional equa-
tions (3) and (2) for all x,y,z ∈ [0,1].

(ii) There exist continuous, strictly decreasing functions t1, t2 : [0,1]→ [0,∞] with
t1(1) = t2(1) = 0, t1(0) = t2(0) = ∞, which are uniquely determined up to pos-
itive multiplicative constants, such that T1, T2 admit the representation (4) with
t1, t2, respectively, an increasing bijection ϕ : [0,1]→ [0,1] such that N admits
the representation (6), and a constant r ∈]0,∞[, such that I has the following
form

I(x,y) =

{
1, if x = y = 0 or x = y = 1,

t−1
2 (rt1(ϕ−1(1−ϕ(x)))t1(y)), otherwise,

for all x,y ∈ [0,1].

Theorem 7.2. Let T1, T2 be nilpotent t-norms and N be a strong negation. For a
fuzzy implication I the following statements are equivalent:

(i) The 4-tuple of functions T1, T2, I, N satisfies the system of functional equa-
tions (3) and (2) for all x,y,z ∈ [0,1].

(ii) I is the least fuzzy implication (see [6]):

I0(x,y) =

{
1, if x = 0 or y = 1,

0, otherwise,
x,y ∈ [0,1].

Theorem 7.3. Let T1 be a strict t-norm, T2 be a nilpotent t-norm and N be a strong
negation. For a fuzzy implication I, which is continuous except at the points (0,0)
and (1,1), the following statements are equivalent:

(i) The 4-tuple of functions T1, T2, I, N satisfies the system of functional equa-
tions (3) and (2) for all x,y,z ∈ [0,1].

(ii) There exist continuous and strictly increasing functions t1, t2 : [0,1] → [0,∞]
with t1(1) = t2(1) = 0, t1(0) = ∞ and t2(0)< ∞, which are uniquely determined
up to positive multiplicative constants, such that T1, T2 admit the representa-
tion (4) with t1, t2, respectively, an increasing bijection ϕ : [0,1]→ [0,1] such
that N admits the representation (6), and a constant r ∈]0,∞[ such that I has the
following form

I(x,y)=

{
1, if x = y = 0 or x = y = 1,

t−1
2

(
min(rt1(ϕ−1(1−ϕ(x)))t1(y), t2(0))

)
, otherwise,

for all x,y ∈ [0,1].
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Theorem 7.4. Let T1 be a nilpotent t-norm, T2 be a strict t-norm and N be a strong
negation. For a fuzzy implication I the following statements are equivalent:

(i) The 4-tuple of functions T1, T2, I, N satisfies the system of functional equa-
tions (3) and (2) for all x,y,z ∈ [0,1].

(ii) I is the least fuzzy implication I0.

Therefore, applying the method used by Baczyński in [2], we see that the system of
functional equations consisting of Eq. (2) and Eq. (3) has many solutions when T1 is
a strict t-norm, T2 is a continuous Archimedean t-norm, N is a strong negation and
I is a continuous binary function except at the points (0,0) and (1,1).

8 Solutions to Eqs. (3) and (2) When T1 Is a Continuous
Non-Archimedean, Non-idempotent T-norm and T2 Is a Strict
T-norm

In this section, we characterize solutions to the system of functional equations con-
sisting of Eq. (2) and Eq. (3) when T1 is a continuous non-Archimedean t-norm (and
different from the minimum) and T2 is a strict t-norm. Our presentation in this and
the next section is based on facts presented by us in [19].

From Remark 4.7 we can draw a conclusion that if I is not continuous at point
(0,0), then I is also not continuous on the vertical section I(0,y) for all y ∈ [0,a].
From the contrapositive symmetry of implication Eq. (2) we get that I is also not
continuous on the horizontal section I(x,1) for all x ∈ [N(a),1], where N is a strong
negation. Thus, we get the following result.

Theorem 8.1. Let T1 be a continuous, non-Archimedean and non-idempotent t-
norm, T2 be a strict t-norm, N be a strong negation and I : [0,1]2 → [0,1] be a con-
tinuous binary function except at the points (0,0) and (1,1), which satisfies axiom
I3. Then the 4-tuple of functions T1,T2, I,N does not satisfy the system of functional
equations consisting of Eq. (2) and Eq. (3).

Theorem 8.2. Let T1 be a continuous, non-Archimedean and non-idempotent t-
norm, T2 be a strict t-norm, N be a strong negation and I : [0,1]2 → [0,1] be a
binary function. Further, let us assume that there exist two constants a < b ∈ (0,1]
such that μ(T1,I,x) = a, ν(T1,I,x) = b for all x ∈ [0,1], and two continuous, strictly de-
creasing functions ta, t2 : [0,1]→ [0,∞] with ta(1) = t2(1) = 0, ta(0) = t2(0) = ∞,
which are uniquely determined up to positive multiplicative constants, such that the
corresponding generating t-norm Ta of T1 on the generating subinterval [a,b] and T2

admit the representation (4) with ta and t2, respectively. If I satisfies axiom I3 and is
continuous except at the vertical section I(0,y) = 1 for y ∈ [0,a] and the horizontal
section I(x,1) for x ∈ [N(a),1], then the following statements are equivalent:

(i) The 4-tuple of functions T1, T2, I, N satisfies the system of functional equa-
tions (3) and (2) for all x,y,z ∈ [0,1].

(ii) b = 1 and there exists a constant r ∈ (0,∞) such that I has the following form
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I(x,y) =

⎧⎪⎨
⎪⎩

1, if x = 0 or y = 1,

t−1
2 (r · ta(N(x)−a

1−a ) · ta( y−a
1−a )), if x ∈ (0,N(a)) and y ∈ (a,1),

0, otherwise.

Theorem 8.3. Let T1 be a continuous non-Archimedean and non-idempotent t-
norm, T2 be a strict t-norm, N be a strong negation, I : [0,1]2 → [0,1] a continu-
ous binary function except at the vertical section I(0,y) = 1 for y ∈ [0,1] and the
horizontal section I(x,1) for x ∈ [0,1], which satisfies axiom I3. Then the following
statements are equivalent:

(i) The 4-tuple of functions T1, T2, I, N satisfies the system of functional equa-
tions (3) and (2) for all x,y,z ∈ [0,1].

(ii) I is the least fuzzy implication I0.

9 Solutions to Eqs. (3) and (2) When T1 Is a Continuous
Non-Archimedean and Non-idempotent T-norm and T2 Is a
Nilpotent T-norm

In this section, we characterize all solutions to the system of functional equations
consisting of Eq. (2) and Eq. (3) when T1 is a continuous non-Archimedean t-norm
(and different from the minimum) and T2 is a nilpotent t-norm. The results are based
on facts included in [19]. Similar to the analysis in previous section, it is enough
to consider solutions I which are not continuous on the vertical section I(0,y) for
all y ∈ [0,a] and on the horizontal section I(x,1) for all x ∈ [N(a),1]. At first, we
consider the situation when the corresponding generating t-norm Ta of T1 on the
generating subinterval [a,b] is strict.

Theorem 9.1. Let T1 be a continuous non-Archimedean and non-idempotent t-
norm, T2 be a nilpotent t-norm, N be a strong negation, I : [0,1]2 → [0,1] be
a continuous binary function except at the points (0,0) and (1,1), which satis-
fies aziom I3. Let us assume that there exist one constant b ∈ (0,1] such that
μ(T1,I,x) = 0, ν(T1,I,x) = b for all x ∈ [0,1], and two continuous, strictly decreasing
function t0, t2 : [0,1]→ [0,∞] with t0(1) = t2(1) = 0, t0(0) = ∞, t2(0) < ∞, which
are uniquely determined up to positive multiplicative constants, such that the cor-
responding generating t-norm T0 of T1 on the generating subinterval [0,b] and T2

admit the representation (4) with t0 and t2, respectively. Then the 4-tuple of functions
T1,T2, I,N does not satisfy Eq. (3) and Eq. (2).

Theorem 9.2. Let T1 be a continuous non-Archimedean and non-idempotent t-
norm, T2 be a nilpotent t-norm, N be a strong negation and I : [0,1]2 → [0,1] be
a binary function. Let us assume that there exist two constants a,b ∈ (0,1], a < b
such that μ(T1,I,x) = a, ν(T1,I,x) = b for all x ∈ [0,1], and two continuous, strictly de-
creasing function ta, t2 : [0,1]→ [0,∞] with ta(1) = t2(1) = 0, ta(0) = ∞, t2(0)< ∞,
which are uniquely determined up to positive multiplicative constants, such that the
corresponding generating t-norm Ta of T1 on the generating subinterval [a,b] and T2
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admit the representation (4) with ta and t2, respectively. If I satisfies axiom I3 and is
continuous except at the vertical section I(0,y) = 1 for y ∈ [0,a] and the horizontal
section I(x,1) for x ∈ [N(a),1], then the following statements are equivalent:

(i) The 4-tuple of functions T1, T2, I, N satisfies the system of functional equa-
tions (3) and (2) for all x,y,z ∈ [0,1].

(ii) b = 1 and there exists a constant r ∈ (0,∞) such that I has the following form

I(x,y) =

⎧⎪⎨
⎪⎩

1, if x = 0 or y = 1,

t−1
2 (min(r · ta(N(x)−a

1−a ) · ta( y−a
1−a ), t2(0))), if x ∈ (0,N(a)) and y ∈ (a,1),

0, otherwise.

Now, let us consider the case where the generating t-norm Ta of T1 on the generating
subinterval [a,b] is nilpotent.

Theorem 9.3. Let T1 be a continuous non-Archimedean and non-idempotent t-
norm, T2 be a nilpotent t-norm, N be a strong negation, I : [0,1]2 → [0,1] be a
continuous binary function except at the points (0,0) and (1,1), which satisfies ax-
iom I3. Let us assume that there exist one constant b ∈ (0,1] such that μ(T1,I,x) = 0,
ν(T1,I,x) = b for all x ∈ [0,1], and two continuous, strictly decreasing function
t0, t2 : [0,1]→ [0,∞] with t0(1)= t2(1) = 0, t0(0)<∞, t2(0)<∞, which are uniquely
determined up to positive multiplicative constants, such that the corresponding gen-
erating t-norm T0 of T1 on the generating subinterval [0,b] and T2 admit the rep-
resentation (4) with t0 and t2, respectively. Then the 4-tuple of functions T1,T2, I,N
does not satisfy Eq. (3) and Eq. (2).

Theorem 9.4. Let T1 be a continuous non-Archimedean and non-idempotent t-
norm, T2 be a nilpotent t-norm, N be a strong negation and I : [0,1]2 → [0,1] be
a binary function which satisfies axiom I3. Let us assume that there exist two con-
stants a,b∈ (0,1], a< b such that μ(T1,I,x) = a, ν(T1,I,x) = b for all x ∈ [0,1], and two
continuous, strictly decreasing function ta, t2 : [0,1]→ [0,∞] with ta(1) = t2(1) = 0,
ta(0) < ∞, t2(0) < ∞, which are uniquely determined up to positive multiplicative
constants, such that the corresponding generating t-norm Ta of T1 on the generating
subinterval [a,b] and T2 admit the representation (4) with ta and t2, respectively. If

• I is continuous binary function except at the points (0,0) and (1,1)

or

• I is continuous except at the vertical section I(0,y) = 1 for y ∈ [0,a] and the
horizontal section I(x,1) for x ∈ [N(a),1],

then the 4-tuple of functions T1,T2, I,N does not satisfy Eq. (3) and Eq. (2).

Finally, we have the following result.

Theorem 9.5. Let T1 be a continuous non-Archimedean and non-idempotent t-
norm, T2 be a nilpotent t-norm, N be a strong negation, I : [0,1]2 → [0,1] a con-
tinuous binary function except at the vertical section I(0,y) = 1 for y ∈ [0,1] and
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the horizontal section I(x,1) for x ∈ [0,1], which satisfies axiom I3. Then the follow-
ing statements are equivalent:

(i) The 4-tuple of functions T1, T2, I, N satisfies the system of functional equa-
tions (3) and (2) for all x,y,z ∈ [0,1].

(ii) I is the least fuzzy implication I0.

10 Conclusion

In this work, we summarize the sufficient and necessary conditions of solutions for
Eq. (3) and the system of functional equations consisting of Eq. (2) and Eq. (3),
when T1 is a continuous t-norm, T2 is a continuous Archimedean t-norm, N is a
strong negation and I is an unknown function (in particular fuzzy implication). We
also underline that our method can be applied to the three other distributivity func-
tional equations for fuzzy implications.
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Implication Functions in Interval-Valued Fuzzy
Set Theory

Glad Deschrijver

Abstract. Interval-valued fuzzy set theory is an extension of fuzzy set theory in
which the real, but unknown, membership degree is approximated by a closed in-
terval of possible membership degrees. Since implications on the unit interval play
an important role in fuzzy set theory, several authors have extended this notion to
interval-valued fuzzy set theory. This chapter gives an overview of the results per-
taining to implications in interval-valued fuzzy set theory. In particular, we describe
several possibilities to represent such implications using implications on the unit
interval, we give a characterization of the implications in interval-valued fuzzy set
theory which satisfy the Smets-Magrez axioms, we discuss the solutions of a par-
ticular distributivity equation involving strict t-norms, we extend monoidal logic to
the interval-valued fuzzy case and we give a soundness and completeness theorem
which is similar to the one existing for monoidal logic, and finally we discuss some
other constructions of implications in interval-valued fuzzy set theory.

1 Introduction

Fuzzy set theory has been introduced by Zadeh [57] in order to deal with the im-
precision, ignorance and vagueness present in the real world, and has been applied
successfully in several areas. In fuzzy set theory the membership of an object in
a set is determined by assigning a real number between 0 and 1, called the mem-
bership degree of the object in the set. However, in some real problems, it is very
difficult to determine a correct value (if there is one) for the membership degrees.
In many cases only an approximated value of the membership degree is given. This
kind of uncertainty in the membership degrees has motivated several extensions of
Zadeh’s fuzzy set theory, such as Atanassov’s intuitionistic fuzzy set theory [1],
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interval-valued fuzzy set theory [43], type-2 fuzzy set theory [58], . . . Interval-
valued fuzzy sets assign to each object instead of a single number a closed in-
terval which approximates the real, but unknown, membership degree. As such,
interval-valued fuzzy set theory forms a good balance between the ease of use
of fuzzy set theory and the expressiveness of type-2 fuzzy set theory. Since the
underlying lattice of Atanassov’s intuitionistic fuzzy set theory is isomorphic to
the underlying lattice of interval-valued fuzzy set theory, any results about any
functions on any of those lattices hold for both theories. Therefore we will fo-
cus in this work to functions defined on the underlying lattice of interval-valued
fuzzy set theory. Interval-valued fuzzy sets and Atanassov’s intuitionistic fuzzy
sets have been investigated both theoretically and practically by many researchers
[12, 13, 15, 33, 38, 40, 45, 53, 54, 55, 60].

Since implications on the unit interval play an important role in fuzzy set theory
[9], several authors have extended this notion to interval-valued fuzzy set theory
[4, 6, 7, 8, 11, 17, 26, 48]. This chapter gives an overview of the results pertaining
to implications in interval-valued fuzzy set theory. In the next section we start with
some preliminary definitions concerning the underlying structure of interval-valued
fuzzy set theory and some functions which we will need later on. This section is
followed by several sections in which we give an overview of known results.

2 Preliminary Definitions

2.1 The Lattice L I

The underlying lattice L I of interval-valued fuzzy set theory is given as follows.

Definition 1. We define L I = (LI ,≤LI ), where

LI = {[x1,x2] | (x1,x2) ∈ [0,1]2 and x1 ≤ x2},
[x1,x2]≤LI [y1,y2] ⇐⇒ (x1 ≤ y1 and x2 ≤ y2), for all [x1,x2], [y1,y2] in LI .

Similarly as Lemma 2.1 in [24] it is shown that L I is a complete lattice.

Definition 2. [34, 43] An interval-valued fuzzy set on U is a mapping A : U → LI .

Definition 3. [1, 2, 3] An intuitionistic fuzzy set in the sense of Atanassov on U is
a set

A = {(u,μA(u),νA(u)) | u ∈U},
where μA(u) ∈ [0,1] denotes the membership degree and νA(u) ∈ [0,1] the non-
membership degree of u in A and where for all u ∈U , μA(u)+νA(u)≤ 1.

An intuitionistic fuzzy set in the sense of Atanassov A on U can be represented by
the L I-fuzzy set A given by
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A : U → LI :
u �→ [μA(u),1−νA(u)], ∀u ∈U.

In Figure 1 the set LI is shown. Note that to any element x = [x1,x2] of LI there
corresponds a point (x1,x2) ∈R2.

[0,0]

[1,1][0,1]

x1

x2

x = [x1,x2]

x1

x2

Fig. 1 The grey area is LI

In the sequel, if x ∈ LI , then we denote its bounds by x1 = pr1(x) and x2 = pr2(x),
i.e. x = [x1,x2]. The smallest and the largest element of L I are given by 0L I =
[0,0] and 1L I = [1,1]. The hypothenuse of the triangle corresponds to the set D =
{[x1,x1] | x1 ∈ [0,1]} of values in LI about which there is no indeterminacy and
can be identified with the unit interval [0,1] from (classical) fuzzy set theory. The
elements of D are called the exact elements of the lattice L I . Note that, for x,y in
LI , x <LI y is equivalent to “x ≤LI y and x �= y”, i.e. either x1 < y1 and x2 ≤ y2, or
x1 ≤ y1 and x2 < y2. We denote by x�LI y: x1 < y1 and x2 < y2.

Bedregal et al. [12, 44] introduced the notion of interval representation, where an
interval function F : LI → LI represents a real function f : [0,1]→ [0,1] if for each
X ∈ LI , f (x) ∈ F(X) whenever x ∈ X (the interval X represents the real x). So, F
is an interval representation of f if F(X) includes all possible situations that could
occur if the uncertainty in X were to be expelled. For f : [0,1]→ [0,1], the function
f̂ : LI → LI defined by

f̂ (X) = [inf{ f (x) | x ∈ X},sup{ f (x) | x ∈ X}]

is an interval representation of f [12, 44]. Clearly, if F is also an interval repre-
sentation of f , then for each X ∈ LI , f̂ (X) ⊆ F(X). Thus, f̂ returns a narrower
interval than any other interval representation of f and is therefore its best interval
representation.
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2.2 Triangular Norms, Implications and Negations on L I

Implications are often generated from other connectives. In this section we will in-
troduce some of these connectives and give the construction of implications derived
from these functions.

Definition 4. A t-norm on a complete lattice L = (L,≤L) is a commutative, asso-
ciative, increasing mapping T : L2 → L which satisfies T (1L ,x) = x, for all x ∈ L.

A t-conorm on a complete lattice L = (L,≤L) is a commutative, associative,
increasing mapping S : L2 → L which satisfies S (0L ,x) = x, for all x ∈ L.

Let T be a t-norm on a complete lattice L = (L,≤L) and x ∈ L, then we denote
x(n)T = T (x,x(n−1)T ), for n ∈ N\ {0,1}, and x(1)T = x.

Example 1. Some well-known t-(co)norms on ([0,1],≤) are the Łukasiewicz t-norm
TL, the product t-norm TP and the Łukasiewicz t-conorm defined by, for all x,y in
[0,1],

TL(x,y) = max(0,x+ y− 1),

TP(x,y) = xy,

SL(x,y) = min(1,x+ y).

For t-norms on L I , we consider the following special classes.

Lemma 1. [21]

• Given t-norms T1 and T2 on ([0,1],≤) with T1 ≤ T2, the mapping TT1,T2 : (LI)2 →
LI defined by, for all x,y in LI,

TT1,T2(x,y) = [T1(x1,y1),T2(x2,y2)].

is a t-norm on L I .
• Given a t-norm T on ([0,1],≤), the mappings TT : (LI)2 → LI and T ′

T : (LI)2 →
LI defined by, for all x,y in LI,

TT (x,y) = [T (x1,y1),max(T (x1,y2),T (x2,y1))],

T ′
T (x,y) = [min(T (x1,y2),T (x2,y1)),T (x2,y2)],

are t-norms on L I .

Definition 5. [21] Let T1, T2 and T be t-norms on ([0,1],≤). The t-norms TT1,T2 ,
TT and T ′

T defined in Lemma 1 are called the t-representable t-norm on L I with
representatives T1 and T2, the optimistic t-norm and the pessimistic t-norm on L I

with representative T , respectively. In a similar way t-representable, pessimistic and
optimistic t-conorms on L I can be defined.
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Note that TT,T is the best interval representation of T . Furthermore, if T is
continuous1,

TT,T ([x1,x2], [y1,y2]) = {T (α,β ) | α ∈ [x1,x2] and β ∈ [y1,y2]}. (1)

Looking at the structure of TT , this t-norm has the same lower bound as the t-
representable t-norm TT,T , but differs from it by its upper bound: instead of taking
the “optimum” value T (x2,y2), the second component is obtained by taking the
maximum of T (x1,y2) and T (x2,y1). Hence it is not guaranteed that the interval
TT (x,y) contains all possible values T (α,β ) for α ∈ [x1,x2] and β ∈ [y1,y2]. Rather
(for continuous T ),

TT ([x1,x2], [y1,y2]) = {T (α,y1) | α ∈ [x1,x2]}∪{T (x1,β ) | β ∈ [y1,y2]}. (2)

What this representation enforces is that, in eliminating the uncertainty from x and y,
we have to impose for at least one of them the “worst” possible value (x1, resp. y1).
Therefore, this could be called a pessimistic approach to the definition of a t-norm
on L I , hence the name “pessimistic t-norm”. Similarly, the adapted upper bound of
T ′

T reflects an optimistic approach.
A class of t-norms generalizing both the t-representable t-norms and the pes-

simistic t-norms can be introduced. Let T be a t-norm on ([0,1],≤), and t ∈ [0,1].
Then the mapping TT,t : (LI)2 → LI defined by, for all x,y in LI ,

TT,t(x,y) = [T (x1,y1),max(T (t,T (x2,y2)),T (x1,y2),T (x2,y1))],

is a t-norm on L I [23]. The usage of this class is that it allows the user to define
T ([0,1], [0,1]) = [0, t] arbitrarily. This can be useful in applications where in some
situations one needs to impose that the conjunction of two completely unknown
propositions is also unknown (e.g. “the sun will shine tomorrow” and “this night it
will freeze”), while in other situations it would be more appropriate that the con-
junction of two unknown statements is false (e.g. “this night it will freeze” and “this
night it will be hot”). If t = 0, then we obtain the pessimistic t-norms, if t = 1, then
we find t-representable t-norms. Clearly, since the lower bound of TT,t(x,y) is inde-
pendent of x2 and y2, the optimistic t-norms do not belong to this class as soon as
T �= min.

Definition 6. An implication on a complete lattice L = (L,≤L) is a mapping I :
L2 → L that is decreasing (w.r.t. ≤L) in its first, and increasing (w.r.t. ≤L) in its
second argument, and that satisfies

I (0L ,0L ) = 1L , I (0L ,1L ) = 1L ,

I (1L ,1L ) = 1L , I (1L ,0L ) = 0L .

1 The continuity is necessary in order to have an equality in (1). In the general case it only
holds that the left-hand side of (1) is a subset of the right-hand side.
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Definition 7. A negation on a complete lattice L =(L,≤L) is a decreasing mapping
N : L→ L for which N (0L ) = 1L and N (1L ) = 0L . If N (N (x)) = x, for all
x ∈ L, then N is called involutive.

Proposition 1. [6] Let IVFI be the set of all implications on L I . Then (IVFI, inf,
sup) is a complete lattice, i.e.

(∀t ∈ T )(It ∈ IVFI) =⇒ (sup
t∈T

It , inf
t∈T

It) ∈ IVFI2.

Corollary 1. [6] (IVFI, inf,sup) has the greatest element

I1(x,y) =

{
0L I , if x = 1L I and y = 0L I ,

1L I , otherwise,

and the least element

I0(x,y) =

{
1L I , if x = 0L I or y = 1L I ,

0L I , otherwise.

Implications are often derived from other types of connectives. For our purposes,
we consider S- and R-implications:

• let T be a t-norm on L , then the residual implication or R-implication IT is
defined by, for all x,y in L,

IT (x,y) = sup{z | z ∈ L and T (x,z) ≤L y}; (3)

• let S be a t-conorm and N a negation on L , then the S-implication IS ,N is
defined by, for all x,y in L,

IS ,N (x,y) = S (N (x),y). (4)

We say that a t-norm T on L satisfies the residuation principle if and only if, for
all x,y,z in L,

T (x,y)≤L z ⇐⇒ y≤L IT (x,z).

Example 2. The residual implications of the t-norms given in Example 1 are given
by, for all x,y in [0,1],

ITL(x,y) = min(1,y+ 1− x),

ITP(x,y) = min
(

1,
y
x

)
,

using the convention y
x =+∞, for x = 0 and y ∈ [0,1].

Example 3. Using the Łukasiewicz t-norm and t-conorm given in Example 1 the
following t-norm, t-conorm and implication on L I can be constructed. For all x,y
in LI ,
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TTL(x,y) = [max(0,x1 + y1− 1),max(0,x1 + y2− 1,x2 + y1− 1)],

SSL(x,y) = [min(1,x1 + y2,x2 + y1),min(1,x2 + y2)],

ITTL
(x,y) = ISSL

,Ns(x,y) = [min(1,y1 + 1− x1,y2 + 1− x2),min(1,y2 + 1− x1)],

where Ns is the standard negation on L I defined by Ns([x1,x2]) = [1− x2,1− x1],
for all [x1,x2] ∈ LI .

Example 4. [23] Let T be an arbitrary t-norm on ([0,1],≤) and t ∈ [0,1]. The resid-
ual implication ITT,t of TT,t is given by, for all x, y in LI ,

ITT,t (x,y) = [min(IT (x1,y1), IT (x2,y2)),min(IT (T (x2, t),y2), IT (x1,y2))].

Proposition 2. [22] Let N be a negation on L I . Then N is involutive if and only
if there exists an involutive negation N on ([0,1],≤) such that, for all x ∈ LI,

N (x) = [N(x2),N(x1)].

Definition 8. For any negation N on L I , if there exists negations N1 and N2 on
([0,1],≤) with N1 ≤ N2 such that N (x) = [N1(x2),N2(x1)], for all x ∈ LI , then
we denote N by NN1,N2 , we call N n-representable and we call N1 and N2 the
representatives of N .

Note that NN,N is the best interval representation of N. Furthermore, if N is contin-
uous, then

NN,N([x1,x2]) = {N(x) | x ∈ [x1,x2]}.
Proposition 3. [19, 22] A mapping Φ : LI → LI is an increasing permutation of L I

with increasing inverse if and only if there exists an increasing permutation φ of
([0,1],≤) such that, for all x ∈ LI,

Φ(x) = [φ(x1),φ(x2)].

Let n ∈ N \ {0}. If for an n-ary mapping f on [0,1] and an n-ary mapping F
on LI it holds that F([a1,a1], . . . , [an,an]) = [ f (a1, . . . ,an), f (a1, . . . ,an)], for all
(a1, . . . ,an) ∈ [0,1]n, then we say that F is a natural extension of f to LI . Clearly,
for any mapping F on LI , F(D, . . . ,D) ⊆ D if and only if there exists a mapping
f on [0,1] such that F is a natural extension of f to LI . E.g. for any t-norm T on
([0,1],≤), the t-norms TT,T and TT are natural extensions of T to LI ; if N is an
involutive negation on L I , then from Proposition 2 it follows that there exists an
involutive negation N on ([0,1],≤) such that N is a natural extension of N.

2.3 Continuity on L I

In order to introduce continuity on L I we need a metric on LI . Well-known metrics
include the Euclidean distance, the Hamming distance and the Moore distance. In
the two-dimensional space R2 they are defined as follows:
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• the Euclidean distance between two points x = (x1,x2) and y = (y1,y2) in R2 is
given by

dE(x,y) =
√
(x1− y1)2 +(x2− y2)2 ,

• the Hamming distance between two points x = (x1,x2) and y = (y1,y2) in R2 is
given by

dH(x,y) = |x1− y1|+ |x2− y2|,
• the Moore distance between two points x= (x1,x2) and y= (y1,y2) in R2 is given

by [39]
dM(x,y) = max(|x1− y1|, |x2− y2|).

If we restrict these distances to LI then we obtain the metric spaces (LI ,dE), (LI ,dH)
and (LI ,dM). Note that these distances are homeomorphic when used on R2 (see
[14]). Therefore, the relative topologies w.r.t. LI are also homeomorphic, which im-
plies that they determine the same set of continuous functions. From now on, if we
talk about continuity in LI , then we mean continuity w.r.t. one of these metric spaces.

It is shown in [22] that for t-norms on L I the residuation principle is not equiv-
alent to the left-continuity and not even to the continuity of the t-norm: all t-norms
on L I which satisfy the residuation principle are left-continuous, but the converse
does not hold.

3 Representation of Implications on L I

Similarly as for t-norms we can introduce a direct representability for implications
on L I , as well as optimistic and pessimistic representability, by means of implica-
tions on ([0,1],≤).
Lemma 2. [21] Given implications I1 and I2 on ([0,1],≤) with I1 ≤ I2, the mapping
II1,I2 : (LI)2 → LI defined by, for all x,y in LI,

II1,I2(x,y) = [I1(x2,y1), I2(x1,y2)]

is an implication on L I .

Note that II,I is the best interval representation of I. Furthermore, for continuous I
it holds that

II,I([x1,x2], [y1,y2]) = {I(α,β ) | α ∈ [x1,x2] and β ∈ [y1,y2]}.

Lemma 3. [21] Given an implication I on ([0,1],≤) the mappings II : (LI)2 → LI

and I ′
I : (LI)2 → LI defined by, for all x,y in LI,

II = [I(x2,y1),max(I(x1,y1), I(x2,y2))],

I ′
I = [min(I(x1,y1), I(x2,y2)), I(x1,y2)],

are implications on L I .
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Definition 9. [21] Let I1, I2 and I be implications on ([0,1],≤), the mappings II1,I2 ,
II and I ′

I defined in Lemma 2 and 3 are called the i-representable implication on
L I with representatives I1 and I2, the pessimistic and the optimistic implication on
L I with representative I, respectively.

Implications on L I can also be generated from t-(co)norms and negations as S- and
R-implications. We study the relationship of these constructs to i-representability
and optimistic and pessimistic representability.

The following proposition shows that there exists a strong relationship between
S-implications on L I based on a t-representable t-conorm and S-implications on
the unit interval based on the representatives of that t-conorm.

Proposition 4. [6] A mapping I : (LI)2 → LI is an S-implication based on an in-
volutive negation NN,N and on a t-representable t-conorm SS1,S2 if, and only if,
there exist S-implications IS1,N , IS2,N : [0,1]2 → [0,1] based on the negation N and
the t-conorms S1 and S2 respectively, such that

I ([x1,x2], [y1,y2]) = [IS1,N(x2,y1), IS2,N(x1,y2)].

So, S-implications on L I generated by a t-representable t-conorm and an involu-
tive negation are i-representable implications having an S-implication on ([0,1],≤)
as their representative. For R-implications, no such transparent relation with i-
representability exists.

Proposition 5. [21] No R-implication on L I is i-representable.

We discuss now how optimistic and pessimistic implications can be related to op-
timistic and pessimistic t-norms through the construction of the corresponding R-
and S-implications.

Proposition 6. [21] Let TT be a pessimistic t-norm on L I . Then the R-implication
generated by TT is given by the optimistic implication with representative IT , i.e.

ITT = I ′
IT .

Proposition 7. [21] Let T ′
T be an optimistic t-norm on L I . Then the R-implication

generated by T ′
T is given by, for all x,y in LI,

IT ′
T
(x,y) = [min(IT (x1,y1), IT (x2,y2)), IT (x2,y2)].

This formula resembles the one corresponding to optimistic implications. However,
the upper bound involves x2 instead of x1, so contrary to optimistic implicators this
bound does not correspond to the highest possible value of I(α,β ), where α,β in
[0,1]. Obviously, IT ′

T
is not a pessimistic implication either. Moreover, it is equal

to the R-implication generated by the corresponding t-representable t-norm TT,T .
More generally, we have the following property.

Proposition 8. [21] Let TT1,T2 be a t-representable t-norm on L I . Then the R-
implication generated by TT1,T2 is given by, for all x,y in LI,
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ITT1,T2
(x,y) = [min(IT1(x1,y1), IT2(x2,y2)), IT2(x2,y2)].

For the S-implications corresponding to pessimistic and optimistic t-conorms we
obtain the following.

Proposition 9. [21] Let SS be a pessimistic t-conorm on L I with representative
S and let NN,N be an n-representable negation with representative N. Then the S-
implication generated by SS and NN,N is the pessimistic implication with represen-
tative IS,N, i.e.

ISS,NN,N = IIS,N .

Let S ′
S be an optimistic t-conorm on L I with representative S and let NN,N be an

n-representable negation with representative N. Then the S-implication generated
by S ′

S and NN,N is the optimistic implication with representative IS,N, i.e.

IS ′
S,NN,N

= I ′
IS,N .

We see that pessimistic t-norms generate optimistic R-implications, but optimistic
t-norms do not generate pessimistic implications. The R-implications generated by
optimistic t-norms coincide with the R-implications generated by t-representable t-
norms. However, no intuitive interpretation of these R-implications can be given.
On the other hand, for S-implications the situation is clearer: pessimistic t-conorms
generate pessimistic S-implications, optimistic t-conorms generate optimistic S-
implications and t-representable t-conorms generate i-representable S-implications.

4 Smets-Magrez Axioms

In the previous section we have seen that the class of pessimistic t-norms is the only
one which generate both R- and S-implications that belong to one of the classes
of representable implications which we discussed before. The superiority of the
pessimistic t-norms goes even further as we will see below.

Let I be an implication on L . The mapping NI : L→ L defined by NI (x) =
I (x,0L ), for all x ∈ L, is a negation on L , called the negation generated by I .

The Smets-Magrez axioms, a set of natural and commonly imposed criteria for
implications on the unit interval, can be extended to L I as follows [17]. An im-
plication I on L I is said to satisfy the Smets-Magrez axioms if for all x,y,z in
LI ,

(A.1) I (.,y) is decreasing and I (x, .) is increasing (monotonicity laws),
(A.2) I (1L I ,x) = x (neutrality principle),
(A.3) I (NI (y),NI (x)) = I (x,y) (contrapositivity),
(A.4) I (x,I (y,z)) = I (y,I (x,z)) (exchange principle),
(A.5) I (x,y) = 1L I ⇐⇒ x≤LI y (confinement principle),
(A.6) I is a continuous (LI)2 → LI mapping (continuity).

Note that according to our definition, any implication on L I satisfies (A.1).
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Proposition 10. [17] An S-implication IS ,N on L I satisfies (A.2), (A.3) and (A.4)
if and only if N is involutive.

Proposition 11. [17] An S-implication IS ,N on L I satisfies (A.6) as soon as S
and N are continuous.

The following proposition shows that only studying i-representable implicators re-
duces the possibilities of finding an implication on L I which satisfies all Smets-
Magrez axioms.

Proposition 12. [17] Axiom (A.5) fails for every S-implication IS ,N on L I for
which S is t-representable and N is involutive.

For R-implications on L I we have the following results.

Proposition 13. [17] Every R-implication IT on L I satisfies (A.2).

Proposition 14. [17] An R-implication IT on L I satisfies (A.5) if and only if there
exists for each x= [x1,x2]∈ LI a sequence (δi)i∈N\{0} in Ω = {δ | δ ∈LI and δ2 < 1}
such that limi→+∞ δi = 1L I and

lim
i→+∞

pr1 T (x,δi) = x1,

lim
i→+∞

pr2 T (x,δi) = x2.

As a consequence of the last proposition, if T is a t-norm on L I for which pr1 T :
(LI)2 → [0,1] and pr2 T : (LI)2 → [0,1] are left-continuous mappings, then IT

satisfies (A.5).
Similarly as for S-implications, limiting ourselves to R-implications generated by

t-representable t-norms reduces our chances of finding an implication which satisfies
all Smets-Magrez axioms.

Proposition 15. [17] Axiom (A.3) fails for every R-implication IT on L I for which
T is t-representable.

Similarly as for t-norms on the unit interval we have the following property.

Proposition 16. [17] If an implication I on L I satisfies (A.2), (A.3), (A.4), then
the mappings TI ,SI : (LI)2 → LI defined by, for all x,y in LI,

TI (x,y) = NI (I (x,NI (y))),

SI (x,y) = I (NI (x),y),

are a t-norm and a t-conorm on LI, respectively.

As a consequence, all implications on L I satisfying (A.2), (A.3) and (A.4) are S-
implications.

We check for the class of t-norms TT,t under which conditions the residual im-
plication ITT,t satisfies the Smets-Magrez axioms.
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Proposition 17. [27] Let T be a t-norm on ([0,1],≤) and t ∈ [0,1]. The residual
implication ITT,t of TT,t satisfies

• (A.1) and (A.2);
• (A.3) if and only if t = 1 and IT satisfies (A.3);
• (A.4) if and only if IT satisfies (A.4);
• (A.5) if and only if IT satisfies (A.5);
• (A.6) as soon as T is continuous and IT satisfies (A.6).

The main result of this section says that the implications on L I which satisfy all
Smets-Magrez axioms and the additional border condition I (D,D) ⊆ D (which
means that all exact intervals are mapped on exact intervals, or, in other words, that
an implication can not add uncertainty when there is no uncertainty in the origi-
nal values) can be fully characterized in terms of the residual implication of the
pessimistic extension of the Łukasiewicz t-norm.

Proposition 18. [17] An implication I on L I satisfies all Smets-Magrez axioms
and I (D,D)⊆D if and only if there exists a continuous increasing permutation Φ
of LI with increasing inverse such that for all x,y in LI,

I (x,y) = Φ−1(ITTL
(Φ(x),Φ(y))).

5 Distributivity of Implication Functions over Triangular
Norms and Conorms

In this section we discuss the solutions of equations of the following kind:

I (x,g(y,z)) = g(I (x,y),I (x,z)),

where I is an implication function on L I and g is a t-norm or a t-conorm on
L I . Distributivity of implications on the unit interval over different fuzzy logic
connectives has been studied in the recent past by many authors (see [5, 10, 36, 41,
42, 46]). This interest, perhaps, was kickstarted by Combs and Andrews [16] which
exploit the classical tautology

(p∧q)→ r ≡ (p→ r)∨ (q→ r)

in their inference mechanism towards reduction in the complexity of fuzzy “If–
Then” rules.

We say that a t-norm T on ([0,1],≤) is strict, if it is continuous and strictly
monotone, i.e. T (x,y) < T (x,z) whenever x > 0 and y < z.

Proposition 19. A function T : [0,1]2 → [0,1] is a strict t-norm if and only if there
exists a continuous, strictly decreasing function t : [0,1]→ [0,+∞] with t(1) = 0 and
t(0) = +∞, which is uniquely determined up to a positive multiplicative constant,
such that

T (x,y) = t−1(t(x)+ t(y)), for all (x,y) ∈ [0,1]2.
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The function t is called an additive generator of T .

In order to be able to find the implications on L I which are distributive w.r.t.
a t-representable t-norm generated from strict t-norms, we consider the following
lemma.

Lemma 4. [8] Let L∞ = {(u1,u2) | (u1,u2) ∈ [0,+∞]2 and u1 ≥ u2}. For a function
f : L∞ → [0,+∞] the following statements are equivalent:

1. f satisfies the functional equation

f (u1 + v1,u2 + v2) = f (u1,u2)+ f (v1,v2), for all (u1,u2), (v1,v2) in L∞;

2. either f = 0, or f =+∞, or

f (u1,u2) =

{
0, if u2 = 0,

+∞, else,

or

f (u1,u2) =

{
0, if u2 <+∞,

+∞, else,

or

f (u1,u2) =

{
0, if u1 = 0,

+∞, else,

or

f (u1,u2) =

{
0, if u1 = u2 <+∞,

+∞, else,

or

f (u1,u2) =

{
0, if u2 = 0 and u1 <+∞,

+∞, else,

or

f (u1,u2) =

{
0, if u1 <+∞,

+∞, else,

or there exists a unique c∈ ]0,+∞[ such that f (u1,u2) = cu1, or f (u1,u2) = cu2,
or

f (u1,u2) =

{
cu1, if u1 = u2,

+∞, else,

or

f (u1,u2) =

{
cu2, if u1 <+∞,

+∞, else,

or

f (u1,u2) =

{
cu1, if u2 = 0,

+∞, else,
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or

f (u1,u2) =

{
c(u1− u2), if u2 <+∞,

+∞, else,

or there exist unique c1, c2 in ]0,+∞[ with c1 �= c2 such that

f (u1,u2) =

{
c1(u1− u2)+ c2u2, if u2 <+∞,

+∞, else,

for all (u1,u2) ∈ L∞.

The following proposition detailing the solutions of the distributivity equation fol-
lows immediately from the results in [8].

Proposition 20. Let T be a t-representable t-norm generated from strict t-norms
with generator t1 and t2 respectively. If a function I : (LI)2 → LI satisfies the equa-
tion

I (x,T (y,z)) = T (I (x,y),I (x,z)), for all (x,y,z) ∈ (LI)3, (5)

then for each [x1,x2] ∈ LI , each of the functions defined by, for all (a,b) ∈ L∞,

f[x1,x2](a,b) = t1 ◦ pr1 ◦I ([x1,x2], [t
−1
1 (a), t−1

1 (b)]),

f [x1,x2](a,b) = t2 ◦ pr2 ◦I ([x1,x2], [t
−1
2 (a), t−1

2 (b)])

satisfies one of the representations given in Lemma 4.

In [7] the functions I : (LI)2 → LI which are continuous w.r.t. the second argument
and which satisfy (5) are listed in the case that T is the t-representable t-norm
generated from the product t-norm TP on ([0,1],≤).

Not all possibilities for f in Lemma 4 yield a mapping I which returns values
in L I ; furthermore the mappings I that do only return values in L I are not all
implications on L I [8]. The following example shows that there is at least one
possibility for f which produces an implication on L I .

Example 5. Let [x1,x2] be arbitrary in LI . Define for all (a,b) ∈ L∞,

f[x1,x2](a,b) = x2a,

f [x1,x2](a,b) = x1b.

We find

I (x,y) =

⎧⎪⎨
⎪⎩

1L I , if x2 = 0,

[t−1
1 (x2t1(y1)),1], if x1 = 0 < x2,

[t−1
1 (x2t1(y1)), t

−1
2 (x1t2(y2))], otherwise.



Implication Functions in Interval-Valued Fuzzy Set Theory 87

Note that I = II1 ,I2 where for i ∈ {1,2}, Ii is the implication on ([0,1],≤) defined
by, for all x,y in [0,1],

Ii(x,y) =

{
1, if x = 0,

t−1
i (xti(y)), otherwise.

It can be straightforwardly verified that the implication I = II1,I2 and the t-
representable t-norm generated by strict t-norms with generators t1 and t2 satisfy (5).
For T1 = T2 = TP we have that t1(x) = t2(x) = − ln(x) (so t−1

1 (a) = t−1
2 (a) = e−a)

and we obtain

I (x,y) =

⎧⎪⎨
⎪⎩

1L I , if x2 = y1 = 0,

[yx2
1 ,1], if x1 = y2 = 0 < x2,

[yx2
1 ,yx1

2 ], otherwise,

This implication resembles the function I in Example 11 of [7]; however the latter
is not increasing in its second argument and therefore not an implication on L I .
Indeed, I ([0,1], [0,0]) = 1L I and I ([0,1], [y1,y1]) = [y1,1] �≥LI I ([0,1], [0,0])
for any y1 ∈ ]0,1[.

6 Interval-Valued Residuated Lattices, Triangle Algebras and
Interval-Valued Monoidal Logic

In this section we relate implications on L I to a generalization of fuzzy logic to the
interval-valued fuzzy case. We first discuss triangle algebras which are special cases
of residuated lattices designed for being used in interval-valued fuzzy set theory.

6.1 Interval-Valued Residuated Lattices and Triangle Algebras

We consider special cases of residuated lattices in which new operators are added
so that the resulting structure captures the triangular shape of L I (and its general-
izations). First we recall the definition of a residuated lattice.

Definition 10. [28] A residuated lattice is a structure L = (L,,�,∗,⇒,0,1) in
which , �, ∗ and⇒ are binary operators on the set L and

• (L,,�,0,1) is a bounded lattice (with 0 as smallest and 1 as greatest element),
• ∗ is commutative and associative, with 1 as neutral element, and
• x∗ y≤ z iff x≤ y⇒ z for all x, y and z in L (residuation principle).

The binary operations ∗ and⇒ are called product and implication, respectively. We
will use the notations ¬x for x⇒ 0 (negation), x ⇐⇒ y for (x⇒ y) (y⇒ x) and
xn for x∗ x∗ · · ·∗ x︸ ︷︷ ︸

n times

.
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Definition 11. [49] Given a lattice L = (L,,�) (called the base lattice), its trian-
gularization T(L ) is the structure T(L ) = (Int(L ), ⊔,⊔) defined by

• Int(L ) = {[x1,x2] | (x1,x2) ∈ L2 and x1 ≤ x2},
• [x1,x2] ⊔[y1,y2] = [x1 y1,x2 y2],
• [x1,x2]

⊔
[y1,y2] = [x1� y1,x2� y2].

The set DL = {[x,x] | x ∈ L} is called the set of exact elements of T(L ).

Definition 12. [49] An interval-valued residuated lattice (IVRL) is a residuated lat-
tice (Int(L ), ⊔,⊔,�,⇒�, [0,0], [1,1]) on the triangularization T(L ) of a bounded
lattice L =(L,∩,∪) in which DL is closed under� and⇒�, i.e. [x,x]� [y,y]∈DL

and [x,x]⇒� [y,y] ∈DL for all x, y in L.
When we add [0,1] as a constant, and pv and ph (defined by pv([x1,x2]) = [x1,x1]

and ph([x1,x2]) = [x2,x2] for all [x1,x2] in Int(L )) as unary operators, the structure
(Int(L ), ⊔,⊔,�,⇒�, pv, ph, [0,0], [0,1], [1,1]) is called an extended IVRL.

Example 6. Let T be a left-continuous t-norm on ([0,1],min,max), t ∈ [0,1]. Then
(LI , inf,sup,TT,t ,ITT,t , [0,0], [1,1]) is an IVRL.

The triangular norms T on L I satisfying the residuation principle and which satisfy
the property that D is closed under T and IT are completely characterized in terms
of a t-norm T on the unit interval.

Proposition 21. [49] Let (Int(L ), ⊔,⊔,�,⇒�, [0,0], [1,1]) be an IVRL and let t ∈
L, ∗ : L2 → L and⇒: L2 → L be defined by

t = pr2([0,1]� [0,1]),

x∗ y = pr1([x,x]� [y,y]),

x⇒ y = pr1([x,x]⇒� [y,y]),

for all x, y in L. Then for all x, y in Int(L ),

[x1,x2]� [y1,y2] = [x1 ∗ y1,(x2 ∗ y2 ∗ t)∪ (x1 ∗ y2)∪ (x2 ∗ y1)],

[x1,x2]⇒� [y1,y2] = [(x1 ⇒ y1)∩ (x2 ⇒ y2),(x1 ⇒ y2)∩ (x2 ⇒ (t ⇒ y2))].

To capture the triangular structure of IVRLs, we extend the definition of a residuated
lattice with a new constant u (“uncertainty”) and two new unary connectives ν (“ne-
cessity”) and μ (“possibility”). Intuitively, the elements of a triangle algebra may
be thought of as closed intervals, u as the interval [0,1], and ν and μ as operators
mapping [x1,x2] to [x1,x1] and [x2,x2] respectively.

Definition 13. [47, 50] A triangular algebra is a structure A = (A,,�,∗,⇒,
ν,μ ,0,u,1) of type (2,2,2,2,1,1,0,0,0) such that (A,,�,∗,⇒,0,1) is a resid-
uated lattice and, for all x, y in A,
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(T.1) νx≤ x,
(T.2) νx≤ ννx,
(T.3) ν(x y) = νxνy,
(T.4) ν(x� y) = νx�νy,
(T.5) νu = 0,
(T.6) νμx = μx,
(T.7) ν(x⇒ y)≤ νx⇒ νy,
(T.8) (νx⇔ νy)∗ (μx⇔ μy)≤ (x⇔ y),
(T.9) νx⇒ νy≤ ν(νx⇒ νy),

(T.1’) x≤ μx,
(T.2’) μμx≤ μx,
(T.3’) μ(x y) = μxμy,
(T.4’) μ(x� y) = μx�μy,
(T.5’) μu = 1,
(T.6’) μνx = νx,

where the biresiduum⇔ is defined as x⇔ y = x⇒ y∧ y⇒ x, for all x, y in A. The
unary operators ν and μ are called the necessity and possibility operator, respec-
tively.

Note that in a triangle algebra x = νx� (μx u), for all x ∈ A. This shows that an
element of the triangle algebra is completely determined by its necessity and its
possibility.

There is a one-to-one correspondance between the class of IVRLs and the class
of triangle algebras.

A

1

u

μx

x

νx

0

[0,0]

[0,1] [1,1]

[x1,x1] = pv([x1,x2])

[x2,x2] =
ph([x1,x2])

χ(x) = [x1,x2]

χ

Triangle algebra
(A,,�,∗,⇒,ν,μ,0,u,1)

Isomorphic extended IVRL
(A′,′,�′,∗′,⇒′,ν ′,μ ′, [0,0], [0,1], [1,1])

Fig. 2 The isomorphism ξ from a triangle algebra to an IVRL

Proposition 22. [50] Every triangle algebra is isomorphic to an extended IVRL (see
Figure 2). Conversely, every extended IVRL is a triangular algebra.
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6.2 Interval-Valued Monoidal Logic

We now translate the defining properties of triangle algebras into logical axioms
and show that the resulting logic IVML is sound and complete w.r.t. the variety of
triangle algebras.

The language of IVML consists of countably many proposition variables (p1, p2,
. . . ), the constants 0 and u, the unary operators �, ♦, the binary operators ∧, ∨, &,
→, and finally the auxiliary symbols ‘(’ and ‘)’. Formulas are defined inductively:
proposition variables, 0 and u are formulas; if φ and ψ are formulas, then so are
(φ∧ψ), (φ∨ψ), (φ&ψ), (φ → ψ), (�ψ) and (♦ψ).

In order to avoid unnecessary brackets, we agree on the following priority rules:

• unary operators always take precedence over binary ones, while
• among the binary operators, & has the highest priority; furthermore∧ and ∨ take

precedence over→,
• the outermost brackets are not written.

We also introduce some useful shorthand notations: 1 for 0→ 0, ¬φ for φ → 0 and
φ ↔ ψ for (φ → ψ)∧ (ψ → φ) for formulas φ and ψ .

The axioms of IVML are those of ML (Monoidal Logic) [35], i.e.

(ML.1) (φ → ψ)→ ((ψ → χ)→ (φ → χ)),
(ML.2) φ → (φ∨ψ),
(ML.3) ψ → (φ∨ψ),
(ML.4) (φ → χ)→ ((ψ → χ)→ ((φ∨ψ)→ χ)),
(ML.5) (φ∧ψ)→ φ ,
(ML.6) (φ∧ψ)→ ψ ,
(ML.7) (φ&ψ)→ φ ,
(ML.8) (φ&ψ)→ (ψ&φ),
(ML.9) (φ → ψ)→ ((φ → χ)→ (φ → (ψ∧χ))),
(ML.10) (φ → (ψ → χ))→ ((φ&ψ)→ χ),
(ML.11) ((φ&ψ)→ χ)→ (φ → (ψ → χ)),
(ML.12) 0→ φ ,

complemented with

(IVML.1) �φ → φ , (IVML.1′) φ → ♦φ ,
(IVML.2) �φ →��φ , (IVML.2′) ♦♦φ → ♦φ ,
(IVML.3) (�φ∧�ψ)→�(φ∧ψ), (IVML.3′) (♦φ∧♦ψ)→ ♦(φ∧ψ),
(IVML.4) �(φ∨ψ)→ (�φ∨�ψ), (IVML.4′) ♦(φ∨ψ)→ (♦φ∨♦ψ),
(IVML.5) �1, (IVML.5′) ¬♦0,
(IVML.6) ¬�u, (IVML.6′) ♦u,
(IVML.7) ♦φ →�♦φ , (IVML.7′) ♦�φ →�φ ,
(IVML.8) �(φ → ψ)→ (�φ →�ψ),
(IVML.9) (�φ ↔�ψ)&(♦φ ↔ ♦ψ)→ (φ ↔ ψ),
(IVML.10) (�φ →�ψ)→�(�φ →�ψ).
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The deduction rules are modus ponens (MP, from φ and φ → ψ infer ψ), gener-
alization2 (G, from φ infer �φ ) and monotonicity of ♦ (M♦, from φ → ψ infer
♦φ → ♦ψ).

The consequence relation � is defined as follows, in the usual way. Let V be
a theory, i.e., a set of formulas in IVML. A (formal) proof of a formula φ in V
is a finite sequence of formulas with φ at its end, such that every formula in the
sequence is either an axiom of IVML, a formula of V , or the result of an application
of an inference rule to previous formulas in the sequence. If a proof for φ exists in
V , we say that φ can be deduced from V and we denote this by V � φ .

For a theory V , and formulas φ and ψ in IVML, denote φ ∼V ψ iff V � φ → ψ
and V � ψ → φ (this is also equivalent with V � φ ↔ ψ).

Note that (IVML.5) is in fact superfluous, as it immediately follows from /0 � 1
and generalization; we include it here to obtain full correspondence with
Definition 13.

Definition 14. Let A = (A,,�,∗,⇒,ν,μ ,0,u,1) be a triangle algebra and V a
theory. An A -evaluation is a mapping e from the set of formulas of IVML to A
that satisfies, for each two formulas φ and ψ : e(φ ∧ψ) = e(φ) e(ψ), e(φ ∨ψ) =
e(φ)� e(ψ), e(φ&ψ) = e(φ) ∗ e(ψ), e(φ → ψ) = e(φ)⇒ e(ψ), e(�φ) = νe(φ),
e(♦φ) = μe(φ), e(0) = 0 and e(u) = u. If an A -evaluation e satisfies e(χ) = 1 for
every χ in V , it is called an A -model for V .

The following property shows that interval-valued monoidal logic is sound w.r.t. the
variety of triangle algebras, i.e., that if a formula φ can be deduced from a theory V
in IVML, then for every triangle algebra A and for every A -model e of V , e(φ) = 1,
and that IVML is also complete (i.e. that the converse of soundness also holds).

Proposition 23 (Soundness and completeness of IVML). [50] A formula φ can
be deduced from a theory V in IVML iff for every triangle algebra A and for every
A -model e of V , e(φ) = 1.

By adding axioms, we can obtain axiomatic extensions of interval-valued monoi-
dal logic. For these extensions a similar soundness and completeness result holds.
Furthermore, in some cases we can obtain a stronger result. For example, similarly
as for monoidal t-norm based logic (MTL) [32] we obtain the following result.

Proposition 24 (Standard completeness). [51] For each formula φ , the following
three statements are equivalent:

• φ can be deduced from a theory V in IVMTL (which is the axiomatic extension
of IVML obtained by adding the axiom scheme (�φ →�ψ)∨ (�ψ →�φ)),

• for every triangle algebra A in which the set of exact elements is prelinear and
for every A -model e of V , e(φ) = 1,

• for every triangle algebra A in which the set of exact elements is linear and for
every A -model e of V , e(φ) = 1.

2 Generalization is often called necessitation, e.g. in [59].
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More information on this and on the soundness and completeness of other axiomatic
extensions of IVML can be found in [47, 51, 52].

Remark 1. Interval-valued monoidal logic is a truth-functional logic: the truth de-
gree of a compound proposition is determined by the truth degree of its parts. This
causes some counterintuitive results, if we want to interpret the element [0,1] of
an IVRL as uncertainty. For example: suppose we don’t know anything about the
truth value of propositions p and q, i.e., v(p) = v(q) = [0,1]. Then yet the im-
plication p → q is definitely valid: v(p → q) = v(p)⇒ v(q) = [1,1]. However, if
¬[0,1] = [0,1] 3 (which is intuitively preferable, since the negation of an uncertain
proposition is still uncertain), then we can take q = ¬p, and obtain that p→¬p is
true. Or, equivalently (using the residuation principle), that p&p is false. This does
not seem intuitive, as one would rather expect p&p to be uncertain if p is uncertain.
Another consequence of [0,1]⇒ [0,1] = [1,1] is that it is impossible to interpret the
intervals as a set in which the ‘real’ (unknown) truth value is contained, and X ⇒ Y
as the smallest closed interval containing every x⇒ y, with x in X and y in Y (as in
[31]). Indeed: 1 ∈ [0,1] and 0 ∈ [0,1], but 1⇒ 0 = 0 /∈ [1,1].

On the other hand, for t-norms it is possible that X ∗Y is the smallest closed inter-
val containing every x∗y, with x in X and y in Y , but only if they are t-representable
(described by the axiom μ(x ∗ y) = μx ∗ μy). However, in this case ¬[0,1] = [0,0],
which does not seem intuitive (‘the negation of an uncertain proposition is abso-
lutely false’).

These considerations seem to suggest that interval-valued monoidal logic is not
suitable to reason with uncertainty. This does not mean that intervals are not a good
way for representing degrees of uncertainty, only that they are not suitable as truth
values in a truth functional logical calculus when we interpret them as expressing
uncertainty. It might even be impossible to model uncertainty as a truth value in
any truth-functional logic. This question is discussed in [29, 30]. However, nothing
prevents the intervals in interval-valued monoidal logic from having more adequate
interpretations.

7 Other Constructions of Implications on L I

In the previous section we have seen that implications on L I can be constructed as
R- or S-implications derived from t-norms or t-conorms on L I . In this section we
describe several other constructions of implications on L I .

7.1 Conjugacy

In Proposition 3 we have seen that an increasing permutation on L I which has an
increasing inverse is completely determined by a permutation on ([0,1],≤). Such
permutations can be used to construct new functions as follows.

3 This is for example the case if ¬ is involutive.
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We say that the functions F,G : (LI)2 → LI are conjugate, if there exists an in-
creasing bijection Φ : LI → LI with increasing inverse such that G = FΦ , where

Fφ (x,y) = Φ−1(F(Φ(x),Φ(y))), for all (x,y) ∈ (LI)2.

Proposition 25. [6] Let Φ : LI → LI be an increasing permutation with increasing
inverse.

• If I is an implication on L I , then IΦ is an implication on L I .
• If I is an S-implication on L I based on some t-conorm S and strong negation

N on L I , then IΦ is also an S-implication on L I based on the t-conorm SΦ
and strong negation NΦ .

• If I is an R-implication on L I based on some t-norm T on L I , then IΦ is
also an R-implication on L I based on the t-norm TΦ .

7.2 Implications Defined Using Arithmetic Operators on L I

Let L̄I = {[x1,x2] | (x1,x2)∈R2 and x1 ≤ x2} and L̄I
+ = {[x1,x2] | (x1,x2) ∈ [0,+∞[2

and x1≤ x2}. We start from two arithmetic operators⊕ : (L̄I)2→ L̄I and⊗ : (L̄I
+)

2→
L̄I satisfying the following properties (see [20]),

(ADD-1) ⊕ is commutative,
(ADD-2) ⊕ is associative,
(ADD-3) ⊕ is increasing,
(ADD-4) 0L I ⊕ a = a, for all a ∈ L̄I ,
(ADD-5) [α,α]⊕ [β ,β ] = [α +β ,α +β ], for all α,β in R,
(MUL-1) ⊗ is commutative,
(MUL-2) ⊗ is associative,
(MUL-3) ⊗ is increasing,
(MUL-4) 1L I ⊗ a = a, for all a ∈ L̄I

+,
(MUL-5) [α,α]⊗ [β ,β ] = [αβ ,αβ ], for all α,β in [0,+∞[.

The conditions (ADD-1)–(ADD-4) and (MUL-1)–(MUL-4) are natural conditions for
any addition and multiplication operators. The conditions (ADD-5) and (MUL-5)
ensure that these operators are natural extensions of the addition and multiplication
of real numbers to L̄I .

The mapping# is defined in [20] by, for all x,y in L̄I ,

1L I # x = [1− x2,1− x1], (6)

x# y = 1L I # ((1L I # x)⊕ y). (7)

Similarly, the mapping $ is defined by, for all x,y in L̄I
+,0,

1L I $ x =

[
1
x2
,

1
x1

]
, (8)

x$ y = 1L I $ ((1L I $ x)⊗ y). (9)
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The properties of these operators are studied in [20].
Using the arithmetic operators on L I we can construct t-norms, t-conorms and

implications on L I which are generalizations of the Łukasiewicz t-norm, t-conorm
and implication on the unit interval and which have a similar arithmetic expression
as those functions.

Proposition 26. [20] The mapping S⊕ : (LI)2 → LI defined by, for all x,y in LI,

S⊕(x,y) = inf(1L I ,x⊕ y), (10)

is a t-conorm on L I if and only if ⊕ satisfies the following condition:

(∀(x,y,z) ∈ (LI)3)((
(inf(1L I ,x⊕ y)⊕ z)1 < 1 and (x⊕ y)2 > 1

)
=⇒ (inf(1L I ,x⊕ y)⊕ z)1 = (x⊕ inf(1L I ,y⊕ z))1

)
.

(11)

Furthermore S⊕ is a natural extension of SL to LI.

Proposition 27. [20] The mapping T⊕ : (LI)2 → LI defined by, for all x,y in LI,

T⊕(x,y) = sup(0L I ,x# (1L I # y)), (12)

is a t-norm on L I if and only if ⊕ satisfies (11). Furthermore, T⊕ is a natural
extension of TL to LI.

The following theorem gives a simpler sufficient condition so that S⊕ is a t-conorm
and T⊕ is a t-norm on L I .

Proposition 28. [20] Assume that ⊕ satisfies the following condition:

(∀(x,y) ∈ L̄I
+×LI)((

([x1,1]⊕ y)1 < 1 and x2 ∈ ]1,2]
)

=⇒ ([x1,1]⊕ y)1 = (x⊕ y)1

)
.

(13)

Then the mappings T⊕,S⊕ : (LI)2 → LI defined by, for all x,y in LI,

T⊕(x,y) = sup(0L I ,x# (1L I # y)),

S⊕(x,y) = inf(1L I ,x⊕ y),

are a t-norm and a t-conorm on L I respectively. Furthermore T⊕ is a natural
extension of TL to LI, and S⊕ is a natural extension of SL to LI.

Note that Ns(x) = 1L I # x, for all x ∈ LI . So we obtain the following result.

Proposition 29. Under the same conditions as in Proposition 26 or 28, the mapping
IS⊕,Ns defined by, for all x,y in LI,
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IS⊕,Ns(x,y) = S⊕(Ns(x),y) = inf(1L I ,(1L I # x)⊕ y),

is an implication on L I . Furthermore, IS⊕ ,Ns is a natural extension of ISL,Ns to
LI.

7.3 Implications Generated by Binary Aggregation Functions

By modifying the definition of TT,T , TT , . . . we can obtain new binary aggregation
functions on L I which are not t-norms or t-conorms. For example, let T and T ′ be
t-norms and S and S′ be t-conorms on ([0,1],≤) with T ≤ T ′ and S ≤ S′, then we
define for all x,y in LI (see [26]),

AT (x,y) = [min(T (x1,y2),T (y1,x2)),max(T (x1,y2),T (y1,x2))],

AS(x,y) = [min(S(x1,y2),S(y1,x2)),max(S(x1,y2),S(y1,x2))],

A ′
T,T ′(x,y) = [min(T (x1,y2),T (y1,x2)),T

′(x2,y2)],

A ′
S,S′(x,y) = [S(x1,y1),max(S′(x2,y1),S

′(y2,x1))].

Proposition 30. [26, 37] Let T and T ′ be left-continuous t-norms with T ≤ T ′, S
and S′ be t-conorms with S ≤ S′, and N be an involutive negation on ([0,1],≤).
Then

• the residuum of AT is equal to the residual implication of TT , i.e. IAT = ITT ;
• the mapping IAS,N : (LI)2 → LI given by, for all x,y in LI,

IAS,NN,N (x,y) = [min(IS,N(x1,y1), IS,N(x2,y2)),max(IS,N(x1,y1), IS,N(x2,y2))],

is an implication on L I;
• the residuum of A ′

T,T ′ given by, for all x,y in LI,

IA ′
T,S
(x,y) = [min(IT (x1,y1), IT ′(x2,y2)), IT ′(x2,y2)],

is an implication on L I;
• the mapping IA ′

S,S′ ,NN,N
: (LI)2 → LI given by, for all x,y in LI ,

IA ′
S,S′ ,NN,N

(x,y) = [S(N(x2),y1),max(S′(N(x1),y1),S
′(N(x2),y2))],

is an implication on L I .

7.4 Implications Generated by Uninorms on L I

Similarly as for t-norms, implications can also be derived from uninorms. Uninorms
are a generalization of t-norms and t-conorms for which the neutral element can be
any element of L I .
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Definition 15. [25] A uninorm on a complete lattice L = (L,≤L) is a commutative,
associative, increasing mapping U : L2 → L which satisfies

(∃e ∈ L)(∀x ∈ L)(U (e,x) = x).

The element e corresponding to a uninorm U is unique and is called the neutral
element of U .

If U (0L ,1L ) = 0L , then U is called conjunctive, if U (0L ,1L ) = 1L , then U is
called disjunctive. Although all uninorms on the unit interval are either conjunctive
or disjunctive [56], this is not the case anymore for uninorms on L I [18].

Now we construct R- and S-implications derived from uninorms on L I .

Proposition 31. [25] Let U be a uninorm on L I with neutral element e ∈ LI \
{0L I ,1L I}. Let Ω = {ω | ω ∈ LI and ω2 > 0}. The mapping IU : (LI)2 → LI

defined by, for all x,y in LI,

IU (x,y) = sup{z | z ∈ LI and U (x,z)≤LI y}

is an implication on L I if and only if

(∀ω ∈Ω)(U (0L I ,ω) = 0L I ).

As a consequence of this proposition, if U is conjunctive, then IU is an implication
on L I . Note also that IU (e,x) = x, for all x ∈ LI .

Proposition 32. [25] Let U be a uninorm and N a negation on L I . Then the
mapping IU ,N : (LI)2 → LI defined by, for all x,y in LI,

IU ,N (x,y) = U (N (x),y)

is an implication on L I if and only if U is disjunctive.

8 Conclusion

In this work we have listed some results pertaining to implications in interval-valued
fuzzy set theory. We have described several possibilities to represent such impli-
cations using implications on the unit interval. We gave a characterization of the
implications in interval-valued fuzzy set theory which satisfy the Smets-Magrez ax-
ioms. We discussed the solutions of a particular distributivity equation involving
strict t-norms. We extended monoidal logic to the interval-valued fuzzy case and we
gave a soundness and completeness theorem which is similar to the one existing for
monoidal logic. Finally we discussed some other constructions of implications in
interval-valued fuzzy set theory.
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5. Baczyński, M.: On a class of distributive fuzzy implications. International Journal of
Uncertainty, Fuzziness and Knowledge-Based Systems 9, 229–238 (2001)
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posed. For these extensions, different sets of membership functions were consid-
ered. Since fuzzy connectives, such as conjunctions, negations and implications,
play an important role in the theory and applications of fuzzy logics, these con-
nectives have also been extended. An extension of fuzzy logic, which generalizes
the ones considered up to the present, was proposed by Joseph Goguen in 1967. In
this extension, the membership values are drawn from arbitrary bounded lattices.
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1 Introduction

The necessity of considering truth values other than the classical “true” and ”false”
was manifested a very long time ago. For example, Plato claimed that between true
and false there is a third alternative [35], and Eubulides of Miletus alerts us with the
sorites paradox, about the difficulty of determining thresholds for certain proper-
ties (or sets), i.e., when an object does possess or not some property. In the modern
times, Polish and American logicians Jan Łukasiewicz and Emil Post, respectively,
in [45, 54], introduced the idea of 3-valued logics. Later, Kurt Gödel in [30] ex-
tended it by considering n possible truth values, and Lotfi Zadeh in [71] introduced
the theory of fuzzy sets, where the membership degrees can take values in [0,1], and
therefore, in their logical counterpart, the propositions truth values are real numbers
from [0,1]. Since then, several extensions of fuzzy sets have been proposed: for
example, interval-valued fuzzy sets [37], Atanassov’s intuitionistic fuzzy sets [5],
interval-valued intuitionistic fuzzy sets [6], n-dimensional fuzzy sets [58], and some
others. These extensions can be considered as special cases of lattice-valued fuzzy
sets, introduced by Joseph Goguen in [31], for which the membership degree of an
element is an element of a lattice.

An important question in fuzzy logic is that of extending the classical propo-
sitional connectives to the fuzzy framework. Since the beginning of fuzzy logics,
several particular functions (or families) were proposed to model conjunction, dis-
junction, negation and implication. The majority of these proposed functions have
some common properties, which motivated Claudi Alsina, Enric Trillas and Llorenç
Valverde in [4] to use the notion of triangular norm (t-norm in short)1 and their
dual notion (t-conorm) to model conjunction and disjunction in fuzzy logics. In the
case of negation, it was Enric Trillas in [64] who proposed the axiomatic accepted
nowadays, and in the case of implication, several non-equivalent definitions were
proposed (see for example [7, 18, 28, 39, 56, 48, 66, 69]). However, the notion of
implication proposed by János Fodor and Marc Roubens in [28], which is equiv-
alent to the notion of [39], has been adopted in several important works on fuzzy
implications, such as [9, 18, 48, 60].

In the case of fuzzy implications, several classes of implications obtained from
other connectives or functions have been proposed (see for example [9, 14, 26, 49,
59, 70]) and some other works, which extend the usual class of fuzzy implication by
substituting the usual connectives, such as t-norms, by a more general operator, for
example a uninorm as in [47]. The most natural and best studied class of fuzzy im-
plications is the class of (S,N)-implications, which are based in the well known clas-
sical logical equivalence p→ q≡¬p∨q, where p and q are propositional symbols,
¬ denotes negation, ∨ denotes disjunction and → is the material implication. En-
ric Trillas and Llorenç Valverde in [65] introduced this class of fuzzy implications,
but they only considered continuous t-conorms and strong negations to model fuzzy
disjunction and negation, respectively. Later, Alsina and Trillas in [3] introduced

1 T-norms were introduced by Karl Menger in [50] to model distances in probabilistic metric
spaces. But it was Berthold Schweizer and Abe Sklar in [57] who gave them the axiomatic
form we know today.



(S,N)-Implications on Bounded Lattices 103

the (S,N)-implications as are known nowadays by considering arbitrary t-conorms
and negations on the unit interval. When N is strong, the (S,N)-implication is called
S-implication.

Since fuzzy connectives (t-norms, t-conorms, negations and implications) play
an important role in fuzzy logics, both in theory and applications, several works
introduce connectives in each one of the extensions of fuzzy logic (see for example
[11, 12, 17, 21, 24, 43]), and in particular for the (S,N) or S-implications (see for
example [2, 13, 42]). In the case of lattice-valued fuzzy set theory, there are basically
two directions to consider lattice-valued logical connectives:

1. Adding connectives to the lattice structure, in addition to the infimum and supre-
mum operators; i.e. considering enriched lattices with some extra operators, and
in general considering properties which relate different connectives. For exam-
ple, MV-algebras [19] which provide the algebraic setting for Łukasiewicz’s
infinite-valued propositional logic. MV-algebra does not have an “implication”
operator; however there are several algebras in which one of their operators is
an “implication” such as the Wajsberg algebra [29], BL-algebra [34], implica-
tion algebras [1], MTL-algebras [27], among others (see [68]). For example, BL-
algebras are algebras 〈L,∧,∨,∗,⇒,0,1〉where 〈L,∧,∨,0,1〉 is a bounded lattice,
〈L,∗,1〉 is a commutative semi-group with 1 as neutral element and 〈∗,⇒〉 is an
adjoint pair, and they satisfy some properties, such as x∧ y = x∗ (x⇒ y).

2. Generalizing the notion of fuzzy connective for lattice-valued fuzzy logics by
considering the same (or analogous) axioms (conditions) imposed on such con-
nectives. This has been mainly done for aggregation functions (t-norms and t-
conorms) and negations (see for example [15, 10, 20, 38, 51, 53, 62]), and for
implications on some classes of lattices as, for example, in [44, 38, 46, 55, 63, 67].

In this chapter, we follow the second direction, and we study the natural general-
ization of (S,N)-implications for (S,N)-implications that take values on arbitrary
bounded lattices.

This chapter is organized as follows. In section 2 we provide background on the
notions and their main properties, which are necessary to understand the remainder
of the text. In particular, we review the notion of bounded lattice, as well as those of
negation and t-conorm on bounded lattices. In section 3 we generalize the notion of
implication on the unit interval and its main properties, in the context of implications
on bounded lattices. In section 4 we define the notion of (S,N)-implication on a
bounded lattice, provide a characterization of the subclass of S-implications and
present some relations of (S,N)-implication with the properties of implications on
the unit interval. In section 5 some final remarks are provided.

2 Preliminaries

In this section we discuss some preliminary notions and properties of bounded lat-
tices, as well as the concepts of negation and t-conorm on bounded lattices. All these
concepts are necessary for the remainder of the chapter.
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2.1 Bounded Lattices

In this subsection we define some useful concepts on bounded lattices which are
based on the papers [15, 53]. If the reader needs a deeper text on lattice theory, we
suggest the books [16, 22, 32].

Definition 1. Let ≤L be a partial order on a set L. The partially ordered set 〈L,≤L〉
is a lattice if for all a,b ∈ L the set {a,b} has a supremum and an infimum (in L).
If there are two elements, 1 and 0, in L such that 0 ≤L x ≤L 1 for each x ∈ L, then
〈L,≤L,0,1〉 is called a bounded lattice.

Definition 2. Let ∧ and ∨ be two binary operations on a nonempty set L. Then the
algebraic structure 〈L,∨,∧〉 is a lattice if, for each x,y,z∈L, the following properties
hold:

1. x∧ y = y∧ x and x∨ y = y∨ x.
2. (x∧ y)∧ z = x∧ (y∧ z) and (x∨ y)∨ z = x∨ (y∧ z).
3. x∧ (x∨ y) = x and x∨ (x∧ y) = x.

If there are elements 1 and 0 in L such that, for all x ∈ L, x∧ 1 = x and x∨ 0 = x,
then 〈L,∨,∧,0,1〉 is a bounded lattice.

Remark 1. It is well known that definitions 1 and 2 are equivalent. Therefore, ac-
cording to our needs, we shall use one or another. Indeed, if we consider a bounded
lattice 〈L,≤L,0,1〉 as a partially ordered set, then the following binary opera-
tions: ∀ x,y ∈ L, x∧ y = inf{x,y} and x∨ y = sup{x,y} are such that 〈L,∨,∧,0,1〉
is a bounded lattice in the algebraic sense. Conversely, from a bounded lattice
〈L,∨,∧,0,1〉 in the algebraic sense, the partial order ≤L on L defined by x≤L y iff
x∨ y = y or, equivalently, x≤L y iff x∧ y = x, is such that 〈L,≤L,0,1〉 is a bounded
lattice.

Let f ,g : Ln → L be n-ary functions. When f (x1, . . . ,xn) ≤L g(x1, . . . ,xn) for each
x1, . . . ,xn ∈ L then we will denote it by f ≤L g.

Definition 3. Let 〈L,≤L〉 be a lattice. L is said to be complete if any X ⊆ L has an
infimum and a supremum (in L).

Each complete lattice L is a bounded lattice, in fact 0L = infL (or sup /0) and 1L =
supL (or inf /0).

Definition 4. Let 〈L,≤L,0L,1L〉 and 〈M,≤M,0M,1M〉 be bounded lattices. A map-
ping f : L→M is said to be a lattice ord-homomorphism if, for all x,y∈ L, it follows
that

1. If x≤L y then f (x) ≤M f (y).
2. f (0L) = 0M and f (1L) = 1M .

Remark 2. From now on, we assume that L and M are bounded lattices with the
structure 〈L,≤L,0L,1L〉 and 〈M,≤M,0M,1M〉, respectively.
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Definition 5. A mapping f : L−→M is a lattice alg-homomorphism if, for all x,y∈
L, we have

1. f (x∧L y) = f (x)∧M f (y).
2. f (x∨L y) = f (x)∨M f (y).
3. f (0L) = 0M and f (1L) = 1M .

Proposition 1. Every alg-homomorphism is an ord-homomorphism, but not every
ord-homomorphism is an alg-homomorphism.

Proof. See page 30 in [33]. �
Definition 6. An ord-homomorphism (alg-homomorphism) f : L → M is an ord-
isomorphism (alg-isomorphism) if there exists an ord-homomorphism (alg- homo-
morphism) f−1 : M→ L such that f ◦ f−1 = IdM and f−1◦ f = IdL, where IdM (IdL)
is the identity function on M (L). f−1 is said to be the inverse of f .

Contrary to the case of ord-homomorphism and alg-homomorphism, both notions
of isomorphism agree, in the sense that f is an ord-isomorphism if and only if
(iff) f is an alg-isomorphism. Therefore, we will simply call isomorphisms to ord-
isomorphisms and alg-isomorphisms.

Proposition 2. A function f : L → M is an isomorphism iff f is bijective and for
each x,y ∈ L, we have that

x≤L y iff f (x) ≤M f (y). (1)

Proof. (⇒) By definition, f is trivially bijective. Since it is an ord-homomorphism,
it remains to prove that f (x) ≤M f (y) implies that x ≤L y. Since, f−1 is an isomor-
phism then f (x) ≤M f (y) implies that f−1( f (x)) ≤L f−1( f (y)) and so x≤L y.

(⇐) Since f is bijective, then it has an inverse f−1 and so f ◦ f−1 = IdM and
f−1 ◦ f = IdL. On the other hand, by equation (1), f is and ord-homomorphism. Let
x,y ∈M be such that x≤M y. Then, as f is bijective, there exist a,b∈ L such that (*)
f (a) = x and f (b) = y and so f (a) ≤M f (b). Hence, by equation (1), a ≤L b. But,
by (*), a = f−1(x) and b = f−1(y) and therefore, f−1(x)≤L f−1(y). �
When L and M are the same lattice, we say that an isomorphism is an automorphism,
or L-automorphism when it is important to refer to a specific lattice. We will denote
the set of all automorphisms on a bounded lattice L by Aut(L). Since IdL is clearly
an automorphism and automorphisms are closed under composition and inversion,
then the algebra 〈Aut(L),◦〉 is a group. In algebra, an important tool is the action of
groups on sets [36]. In our case, the action of the automorphism group transforms
lattice functions on other lattice functions.

Definition 7. Given a function f : Ln → L, the action of an L-autormorphism ρ over
f is the function f ρ : Ln → L defined as in equation (2).

f ρ (x1, . . . ,xn) = ρ−1( f (ρ(x1), . . . ,ρ(xn))). (2)

f ρ is said to be a conjugate of f .
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Notice that if f : Ln→ L is a conjugate of g : Ln→ L and g is a conjugate of h : Ln→ L
then, because L-automorphisms are closed under composition, f is a conjugate of h;
and if f is a conjugate of g then, because the inverse of an L-automorphism is also
an L-automorphism, g is also a conjugate of f . Thus, the automorphism action on
the set of n-ary functions on L (LLn

) determines an equivalence relation on LLn
.

2.2 Negations on L

Fuzzy negations are generalizations of the classical negation ¬ and, as in classical
logics, they have been used to define other connectives from binary connectives. In
this subsection we present a natural extension of negations on the unit interval by
considering arbitrary bounded lattices as possible sets of truth values.

Definition 8. A mapping N : L→ L is a negation on L, if the following properties
are satisfied for each x,y ∈ L:

(N1) N(0L) = 1L and N(1L) = 0L.
(N2) If x≤L y then N(y)≤L N(x).

Moreover, a negation N on L is strong if it also satisfies the involution property, i.e.

(N3) N(N(x)) = x for each x ∈ L.

A negation N on L is called frontier if it satisfies the property:

(N4) N(x) ∈ {0L,1L} iff x = 0L or x = 1L.

Observe that each strong negation on L is a frontier negation on L and that a negation
on L is frontier iff it is both non-filling (N(x) = 1L iff x = 0L) and non-vanishing
(N(x) = 0L iff x = 1L) (see [9], pg. 14).

Proposition 3. The functions N⊥,N& : L→ L defined by

N⊥(x) =
{

1L if x = 0L,
0L otherwise,

and

N&(x) =
{

0L if x = 1L,
1L otherwise,

are negations on L, such that for any negation N on L, we have that N⊥ ≤L N ≤L N&.

Proof. Straightforward. �
An element e ∈ L is an equilibrium point of a negation N on L if N(e) = e.

Proposition 4. Let N : L→ L, ρ be an L-automorphism and i ∈ {1, . . . ,4}. N satis-
fies (Ni) iff Nρ satisfies (Ni). Moreover, e is an equilibrium point of N iff ρ−1(e) is
an equilibrium point of Nρ .

Proof. (⇒)
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(N1) Nρ(0L) = ρ−1(N(ρ(0L))) = ρ−1(N(0L)) = ρ−1(1L) = 1L. Analogously,
Nρ(1L) = 0L.

(N2) If x ≤L y then ρ(x) ≤L ρ(y) and so N(ρ(y)) ≤L N(ρ(x)). Therefore, by iso-
tonicity of ρ−1, ρ−1(N(ρ(y)))≤L ρ−1(N(ρ(x))).

(N3) Nρ (Nρ(x))=ρ−1(N(ρ(ρ−1(N(ρ(x))))))=ρ−1(N(N(ρ(x))))=ρ−1

(ρ(x))=x.
(N4) If Nρ(x) = 0L then, by eq. (2) and because ρ(0L) = 0L, N(ρ(x)) = 0L. So,

because N satisfies (N4), ρ(x) ∈ {0L,1L} and therefore x = 0L or x = 1L. Analo-
gously for Nρ (x) = 1L.

Moreover, N(e) = e iff N(ρ(ρ−1(e))) = e. So, since ρ−1 is bijective, N(e) = e iff
Nρ(ρ−1(e)) = ρ−1(e).

(⇐) Straightforward from the previous item and the fact that for any function
f : L→ L, ( f ρ )ρ−1

= f . �
Corollary 1. Let N : L→ L and ρ be an L-automorphism. N is a (strong, frontier)
negation on L iff Nρ is a (strong, frontier) negation on L.

Proof. Straightforward from Proposition 4. �

2.3 T-Conorms on L

In fuzzy logics, classical disjunctions have been modeled via functions called t-
conorms. In this subsection we present the natural generalization of this concept for
arbitrary bounded lattices as possible sets of truth values.

Definition 9. A mapping S : L×L→ L is a t-conorm on L if the following properties
are satisfied for each x,y,z ∈ L:

(S1) S(x,y) = S(y,x).
(S2) S(x,S(y,z)) = S(S(x,y),z).
(S3) if y≤L z then S(x,y)≤L S(x,z).
(S4) S(x,0L) = x.

S is positive if for each x,y ∈ L it satisfies the property

(S5) S(x,y) = 1L iff x = 1L or y = 1L.

x ∈ L is an idempotent element of S if S(x,x) = x.

Lemma 1. Let S be a t-conorm on L. Then for each x,y ∈ L, x∨L y≤L S(x,y).

Proof. By (S4) and (S3), x = S(x,0L) ≤L S(x,y). Analogously, y ≤L S(x,y) and
therefore, x∨L y≤L S(x,y). �
Proposition 5. Let S a t-conorm on L. Then S⊥ ≤L S ≤L S&, where

S⊥(x,y) = x∨L y and S&(x,y) =
{

x∨L y if x = 0L or y = 0L,
1L otherwise.

(3)
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Proof. Clearly, S⊥ and S& are t-conorms on L. By Lemma 1, S⊥ ≤ S and trivially,
S ≤L S&. �
Proposition 6. Let S be a t-conorm on L. Each x ∈ L is an idempotent element of S
iff S = S⊥.

Proof. (⇒) Let x,y ∈ L. Then by Lemma 1, x∨L y ≤L S(x,y) and so because each
element of L is idempotent of S, then (*) S(x∨L y,x∨L y) ≤L S(x,y). On the other
hand, since x≤L x∨L y and y≤L x∨L y, then by (S3), S(x,y)≤L S(x∨L y,x∨L y). So,
by (*), S(x,y) = S(x∨L y,x∨L y) and therefore, S(x,y) = x∨L y, i.e. S = S⊥.

(⇐) Straightforward from equation (3). �
Proposition 7. Let S : L× L → L, ρ be an L-automorphism and i ∈ {1, . . . ,5}. S
satisfies (Si) iff Sρ satisfies (Si).

Proof. (⇒) Let x,y,z ∈ L. Then

(S1) Straightforward.
(S2)

Sρ(x,Sρ(y,z)) = ρ−1(S(ρ(x),ρ(ρ−1(S(ρ(y),ρ(z)))))) by eq. (2)
= ρ−1(S(ρ(x),S(ρ(y),ρ(z))))
= ρ−1(S(S(ρ(x),ρ(y)),ρ(z))) by (S2)
= ρ−1(S(ρ(ρ−1(S(ρ(x),ρ(y)))),ρ(z)))
= Sρ(Sρ(x,y),z) by eq. (2).

(S3) If y≤L z then ρ(y)≤L ρ(z) and so, by (S3), S(ρ(x),ρ(y))≤L S(ρ(x),ρ(z)).
Therefore, ρ−1(S(ρ(x),ρ(y)))≤L ρ−1(S(ρ(x),ρ(z))), i.e. Sρ(x,y)≤L Sρ(x,z).

(S4) Sρ(x,0L) = ρ−1(S(ρ(x),ρ(0L))) = ρ−1(S(ρ(x),0L)) = ρ−1(ρ(x)) = x.
(S5) Sρ(x,y) = 1L iff ρ−1(S(ρ(x),ρ(y))) = 1L iff S(ρ(x),ρ(y)) = 1L iff, by (S5),

ρ(x) = 1L or ρ(y) = 1L iff x = 1L or y = 1L.

(⇐) Straightforward from the previous item and the fact that for any function f :
Ln → L, ( f ρ )ρ−1

= f . �
Corollary 2. Let S : L×L→ L and ρ be an L-automorphism. S is a t-conorm on L
iff Sρ is a t-conorm on L. Moreover, S is positive iff Sρ also is positive.

Proof. Straightforward from Proposition 7. �
In [41, 52] it was observed that it is possible to obtain, in a canonical way, a negation
NS on the unit interval from a t-conorm S called the natural negation of S or the
negation induced by S. In the general case, where we have a t-conorm on a bounded
lattice L, it is not always possible, because the construction of NS is based on the
infimum, of possibly, an infinite number of elements.

Proposition 8. Let L be a complete lattice and S be a t-conorm on L. Then the
function NS : L→ L defined by

NS(x) = inf{z ∈ L : S(x,z) = 1L} (4)

is a negation on L.
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Proof. (N1) NS(1L)= inf{z∈L : S(1L,z)= 1L}= infL= 0L and NS(0L)= inf{z∈
L : S(0L,z) = 1L}= inf{1L}= 1L.

(N2) If x ≤L y then for any z ∈ L, S(x,z) ≤L S(y,z) and therefore, if S(x,z) =
1L then S(y,z) = 1L. So, {z ∈ L : S(x,z) = 1L} ⊆ {z ∈ L : S(y,z) = 1L}. Hence,
NS(y) = inf{z ∈ L : S(y,z) = 1L} ≤L inf{z ∈ L : S(x,z) = 1L}= NS(x). �

Lemma 2. Let L be a complete lattice and S be a t-conorm on L. If S is positive then
NS = N&.

Proof. If x �= 1L and z ∈ L then, by (S5), S(x,z) = 1L iff z = 1L. So, by eq. (4),
NS(x) = inf{1L}= 1L. Therefore, NS = N&. �
Proposition 9. Let L be a complete lattice, S be a t-conorm on L and ρ be an L-
automorphism. Then Nρ

S = NSρ .

Proof. Let x ∈ L, then Nρ
S (x) = ρ−1(NS(ρ(x))) = ρ−1(inf{z ∈ L : S(ρ(x),z) =

1L}) = ρ−1(inf{z ∈ L : Sρ(x,ρ−1(z)) = 1L}) = inf{ρ−1(z) ∈ L : Sρ(x,ρ−1(z)) =
1L}= inf{z ∈ L : Sρ(x,z) = 1L}= NSρ (x). �

3 Implications on L

3.1 Basic Definitions and Notations

In the literature several definitions of fuzzy implications are considered, see for
example [7, 18, 28, 39, 56, 48, 66, 69]. Here we will consider the definition of
[28] which is equivalent to the definition of [39], and that was adopted in several
important works, such as [9, 18, 48, 60]. Here we adapt this definition for the context
of implications on bounded lattices.

Definition 10. A function I : L×L→ L is an implication on L if for each x,y,z ∈ L
we have that

1. First place antitonicity (FPA): if x≤L y then I(y,z)≤L I(x,z).
2. Second place isotonicity (SPI): if y≤L z then I(x,y)≤L I(x,z).
3. Corner condition 1 (CC1): I(0L,0L) = 1L.
4. Corner condition 2 (CC2): I(1L,1L) = 1L.
5. Corner condition 3 (CC3): I(1L,0L) = 0L.

The set of implications on L will be denoted by IL.

Notice that from (SPI) and (CC1) it is possible to deduce the left boundary condition
(LB) I(0L,y) = 1L and from (FPA) and (CC2) the right boundary condition (RB)
I(x,1L) = 1L and so the last corner condition (CC4) I(0L,1L) = 1L.

Given two implications on L, I1 and I2, we say that I1 is smaller than I2, denoted
by I1 ≤L I2 if for each x,y∈ L, I1(x,y)≤L I2(x,y). It is clear that≤L is a partial order
on IL.
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Theorem 1. For each bounded lattice L, 〈IL,≤L, I⊥, I&〉, where I⊥, I& : L×L→ L
defined by

I⊥(x,y) =
{

1L if x = 0L or y = 1L,
0L otherwise,

I&(x,y) =
{

0L if x = 1L and y = 0L,
1L otherwise,

for any x,y ∈ L, is a bounded lattice.

Proof. It is not hard to prove that given two implications on L, I1 and I2, the func-
tions I∨, I∧ : L×L→ L defined by

I∨(x,y) = I1(x,y)∨L I2(x,y) and I∧(x,y) = I1(x,y)∧L I2(x,y) (5)

are implications on L. For example, for the case of (FPA), let x,y,z ∈ L be such
that x≤L y. Then by (FPA) I1(y,z) ≤L I1(x,z) and I2(y,z) ≤L I2(x,z). So, I1(y,z)∨L

I2(y,z) ≤L I1(x,z)∨L I2(x,z). Therefore, by equation (5), I∨(y,z) ≤L I∨(x,z) which
means that I∨ satisfies (FPA).

However we also need to prove that I∨ and I∧ are the supremum and infimum,
respectively, of I1 and I2 with respect to ≤L. Suppose that I is an implication on
L which is an upper bound of I1 and I2. Then, for any x,y ∈ L, I1(x,y) ≤L I(x,y)
and I2(x,y) ≤L I(x,y). So, I1(x,y)∨L I2(x,y) ≤L I(x,y). Therefore, by equation (5),
I∨(x,y) ≤L I(x,y) and hence I∨ ≤L I. Thus, since trivially, I1 ≤L I∨ and I2 ≤L I∨,
then I∨ is the minimal upper bound of I1 and I2 with respect to≤, i.e. I∨ = I1∨IL I2.

Therefore, since I⊥ and I& are clearly implications on L and for any other impli-
cation I on L we have that I⊥ ≤L I ≤L I&, then 〈IL,≤L, I⊥, I&〉 is a bounded lattice.

�
Proposition 10. Let ρ be an L-automorphism, I : L× L → L be a function and
P ∈ {(FPA),(SPI),(CC1),(CC2),(CC3),(CC4),(LB),(RB)}. I satisfies P iff Iρ

also satisfies P.

Proof. (⇒)

• (FPA) Let x,y,z ∈ L such that x ≤L y, then by isotonicity of L-automorphisms,
ρ(x)≤L ρ(y) and so, by (FPA), I(ρ(y),ρ(z)) ≤L I(ρ(x),ρ(z)). Therefore, since
ρ−1 is also an L-automorphism and by isotonicity of L-automorphisms, we have
that ρ−1(I(ρ(y),ρ(z)))≤L ρ−1(I(ρ(x),ρ(z))). Hence, Iρ(y,z)≤L Iρ(x,z), i.e. Iρ

satisfies (FPA).
• (SPI) Analogous to (FPA).
• (CC1), (CC2), (CC3) and (CC4) Since ρ(0L) = 0L and ρ(1L) = 1L then it is

straightforward that Iρ satisfies the corner conditions.
• (LB) Iρ(0L,y) = ρ−1(I(ρ(0L),ρ(y))) = ρ−1(I(0L,ρ(y))) = ρ−1(ρ(y)) = y.
• (RB) Analogous to (LB).

(⇐) Straightforward taking into account the previous item and the fact that for any
function f : Ln → L, ( f ρ )ρ−1

= f . �
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Corollary 3. Let ρ be an L-automorphism. Then, for any implication I on L, Iρ is
also an implication on L. In particular, Iρ

⊥ = I⊥ and Iρ
& = I&.

Proof. Straightforward because L-automorphisms are bijections, so ρ(x) = 0L iff
x = 0L, and, ρ(x) = 1L iff x = 1L. Therefore, Iρ

⊥ = I⊥ and Iρ
& = I&. �

In the following we will provide a relaxed version of Proposition 1 of [18].

Proposition 11. Consider a function I : L×L→ L. Then

1. I satisfies (FPA) iff for any x,y,z ∈ L, I(x∨L y,z)≤L I(x,z)∧L I(y,z).
2. I satisfies (FPA) iff for any x,y,z ∈ L, I(x,z)∨L I(y,z) ≤l I(x∧L y,z).
3. I satisfies (SPI) iff for any x,y,z ∈ L, I(x,y∧L z)≤L I(x,y)∧L I(x,z).
4. I satisfies (SPI) iff for any x,y,z ∈ L, I(x,y)∨L I(x,z) ≤L I(x,y∨L z).

Proof. 1. (⇒) Since x≤L x∨L y and y≤L x∨L y then by (FPA), I(x∨L y,z)≤L I(x,z)
and I(x∨L y,z) ≤L I(y,z). Therefore, I(x∨L y,z)≤L I(x,z)∧L I(y,z).
(⇐) If x≤L y then x∨L y= y and so I(x∨L y,z) = I(y,z). But by hypothesis, I(x∨L

y,z)≤L I(x,z)∧L I(y,z). Therefore, I(y,z)≤L I(x,z)∧L I(y,z) which implies that
I(x,z)∧L I(y,z) = I(y,z). Hence, I(y,z) ≤L I(x,z).
The rest of the items are proved in a similar way. �

3.2 Extra Properties

Apart from properties (FPA), (SPI) and the corner conditions, several other prop-
erties of implications on the unit interval have been considered. These properties
and their interdependencies, as well as some other independent properties can be
found in [9, 18, 60, 61]. Here we adapt some of these properties for the context of
implications on bounded lattices.

Definition 11. An implication I on L satisfies

1. the left neutrality property (NP) if for each y ∈ L, I(1L,y) = y.
2. the exchange principle (EP) if for each x,y,z ∈ L, I(x, I(y,z)) = I(y, I(x,z)).
3. the identity principle (IP) if for each x ∈ L, I(x,x) = 1L.
4. the ordering property (OP) if for each x,y ∈ L, I(x,y) = 1L iff x≤L y.
5. the iterative Boolean law (IBL) if for each x,y ∈ L, I(x, I(x,y)) = I(x,y).
6. the consequent boundary (CB) if for each x,y ∈ L, y≤L I(x,y).

Lemma 3. Let I : L×L→ L be a function.

1. if I satisfies (LB) then I satisfies (CC1) and (CC4).
2. if I satisfies (RB) then I satisfies (CC2) and (CC4).
3. if I satisfies (NP) then I satisfies (CC2) and (CC3).
4. if I satisfies (IP) then I satisfies (CC1) and (CC2).
5. if I satisfies (OP) then I satisfies (CC1), (CC2), (CC4), (LB), (RB) and (IP).

Proof. Straightforward. �
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Lemma 4. If a function I : L×L→ L satisfies (OP) and (EP) then I satisfies (FPA),
(CC1), (CC2), (CC3), (CC4), (LB), (RB), (NP) and (IP).

Proof. Analogous to the proof of Lemma 1.3.4 in [9]. �
Proposition 12. Let ρ be an L-automorphism and I : L× L → L be a function. I
satisfies a property P ∈ {(NP),(EP),(IP),(OP),(IBL),(CB)} iff Iρ also satisfies P.

Proof. (⇒)

• (NP) Iρ(1L,y) = ρ−1(I(ρ(1L),ρ(y))) = ρ−1(I(1L,ρ(y))) = ρ−1(ρ(y)) = y.
• (EP)

Iρ(x, Iρ (y,z)) = ρ−1(I(ρ(x),ρ(ρ−1(I(ρ(y),ρ(z)))))) by eq. (2)
= ρ−1(I(ρ(x), I(ρ(y),ρ(z))))
= ρ−1(I(ρ(y), I(ρ(x),ρ(z)))) by (EP)
= ρ−1(I(ρ(y),ρ(ρ−1(I(ρ(x),ρ(z))))))
= Iρ(y, Iρ(x,z)) by eq. (2).

• (IP) Iρ(x,x) = ρ−1(I(ρ(x),ρ(x))) = ρ−1(1L) = 1L.
• (OP) On one hand, if Iρ(x,y) = 1L then, by eq. (2), ρ−1(I(ρ(x),ρ(y))) = 1L

and so, I(ρ(x),ρ(y)) = 1L. Thus, as I satisfies (OP), ρ(x) ≤L ρ(y). There-
fore, by equation (1), x ≤L y. On the other hand, if x ≤L y, then, by equation
(1), ρ(x) ≤L ρ(y). Therefore, as I satisfies (OP), I(ρ(x),ρ(y)) = 1L and so
ρ−1(I(ρ(x),ρ(y))) = ρ−1(1L) = 1L, i.e. Iρ(x,y) = 1L.

• (IBL)
Iρ(x, Iρ (x,y)) = ρ−1(I(ρ(x),ρ(ρ−1(I(ρ(x),ρ(y)))))) by eq. (2)

= ρ−1(I(ρ(x), I(ρ(x),ρ(y))))
= ρ−1(I(ρ(x),ρ(y))) by (IBL)
= Iρ(x,y) by eq. (2).

• (CB) Since I satisfies (CB), then for any x,y ∈ L, ρ(y) ≤L I(ρ(x),ρ(y)). So, by
equations (2) and (1), y = ρ−1(ρ(y))≤L ρ−1(I(ρ(x),ρ(y))) = Iρ(x,y).

(⇐) Straightforward from the previous item and the fact that for any function f :
Ln → L, ( f ρ )ρ−1

= f . �

3.3 Relation between Negations and Implications on L

As it is well known in classic logic, the negation of a propositional formula p is
logically equivalent to p → f where f denotes the absurd, a contradiction and so
its truth value in any interpretation is always “false”. In the following we generalize
this dependency of the negation on the implication for negations and implications
on L.

Proposition 13. If a function I : L×L→ L satisfies (FPA), (CC1) and (CC3) then
the function NI : L→ L defined for each x ∈ L by

NI(x) = I(x,0L) (6)

is a negation on L.
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Proof. By (CC1), NI(0L) = I(0L,0L) = 1L and by (CC3), NI(1L) = I(1L,0L) = 0L

and so NI satisfies (N1). If x ≤L y then by (FPA), I(y,0) ≤L I(x,0) and therefore,
NI(y)≤L NI(x), i.e. NI satisfies (N2). �
Thus, for each implication I on L, NI is a negation on L called the negation on L
induced by I. In particular when NI is strong we say that I satisfies the property
(SNI), and if NI is a frontier negation on L, then we say that I satisfies the property
(FNI).

Proposition 14. If a function I : L× L → L satisfies (EP) and (OP) then NI is a
negation on L, x≤L NI(NI(x)) for each x ∈ L and NI ◦NI ◦NI = NI.

Proof. Analogous to Proposition 1.4.17 in [9]. �
Proposition 15. Let I be an implication on L and ρ be an L-automorphism. Then
(NI)

ρ = NIρ .

Proof. Analogous to Theorem 1.4.21 of [9]. �

3.4 Contraposition

Definition 12. Let I : L×L→ L and N be a negation on L. I satisfies

1. contrapositivity property (CP) for N if for each x,y ∈ L, I(x,y) = I(N(y),N(x)).
2. left contrapositivity property (LCP) for N if for each x,y ∈ L, I(N(x),y) =

I(N(y),x).
3. right contrapositivity property (RCP) for N if for each x,y ∈ L, I(x,N(y)) =

I(y,N(x)).

Remark 3. If N is strong, then I satisfies (CP) for N iff I satisfies (LCP) for N iff I
satisfies (RCP) for N.

Proposition 16. Let I : L×L→ L, N be a negation on L and ρ an L-automorphism.
I satisfies (CP), (LCP), or (RCP) for N iff Iρ satisfies (CP), (LCP), or (RCP) for Nρ .

Proof. We will prove just the case of (LCP) because the cases of (CP) and (RCP)
are analogous.

(⇒) For each x,y ∈ L, we have that
Iρ(Nρ (x),y) = ρ−1(I(ρ(ρ−1(N(ρ(x)))),ρ(y))) by eq. (2)

= ρ−1(I(N(ρ(y)),ρ(x))) by (LCP)
= ρ−1(I(ρ(ρ−1(N(ρ(y)))),ρ(x)))
= Iρ(Nρ (y),x) by eq. (2).

So, Iρ satisfies (LCP) for Nρ .
(⇐) Straightforward from the previous item since for each f : Ln → L, ( f ρ)ρ−1

=
f . �
Proposition 17. Let N be a negation on L and I : L×L→ L. If I satisfies (NP) and
(LCP) for N then
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1. I is an implication on L iff it satisfies (FPA) and (SPI).
2. NI ◦N = IdL.

Proof. Analogous to Lemma 1.5.14 in [9]. �
The following result is analogous to Proposition 3.6 in [60], but including the prop-
erty (IBL) and relaxing the requirement of considering only strong negations.

Proposition 18. For any bounded lattice L with at least three elements and a frontier
negation N on L, the greatest implication on L, i.e. I&, satisfies (CB), (IP), (EP),
(IBL), (CP) with respect to N but not (NP).

Proof. Let I& be the greatest implication on L (see Theorem 1).
Trivially, for any x ∈ L, I&(x,x) = 1L.
If x = 1L and y = 0L, then y ≤L I&(x,y), I&(x, I&(y,z)) = I&(x, I&(0L,z)) =

I&(x,1L) = 1L = I&(0L, I&(x,z)) = I&(y, I&(x,z)), I&(x, I&(x,y)) = I&(x, I&(1L,
0L))= I&(x,0L)= I&(x,y), and I&(x,y)= I&(1L,0L)= I&(N(0L),N(1L))= I&(N(y),
N(x)).

If x = 1L and y = 1L, then y ≤L 1L = I&(x,y), I&(x, I&(y,z)) = I&(y, I&(x,z)),
I&(x, I&(x,y)) = I&(x, I&(1L,1L)) = I&(x,1L) = I&(x,y), and I&(x,y) = I&(1L,1L) =
1L = I&(0L,0L) = I&(N(1L),N(1L)) = I&(N(y),N(x)).

If x= 1L and y∈L−{0L,1L}, then y≤L 1L = I&(x,y), I&(x, I&(y,z))= I&(x,1L)=
1L = I&(y, I&(x,z)), I&(x, I&(x,y)) = I&(x,1L) = 1L = I&(x,y), and since N is fron-
tier N(y) �= 1L, I&(x,y) = 1L = I&(N(y),N(x)).

If x �= 1L then for each y∈ L, y≤L 1L = I&(x,y), I&(x, I&(y,z)) = 1L = I&(y,1L) =
I&(y, I&(x,z)), I&(x, I&(x,y)) = 1L = I&(x,y), and since N is frontier N(x) �= 0L,
I&(x,y) = 1L = I&(N(y),N(x)).

Therefore, for each x,y,z ∈ L, y ≤L I&(x,y), I&(x,x) = 1L, I&(x, I&(y,z)) =
I&(y, I&(x,z)), I&(x, I&(x,y)) = I&(x,y) and for each frontier negation N on L,
I&(x,y) = I&(N(y),N(x)). So, I& satisfies (CB), (IP), (EP), (IBL), (CP) with re-
spect to N. Nevertheless, for any x ∈ L−{0L,1L}, I&(1L,x) = 1L �= x and therefore
it does not satisfy (NP). �
Proposition 19. Let I : L×L→ L be a function. Then

1. if I satisfies (NP) and (CP) for some negation N on L then N is strong and N =NI.
2. if NI is a strong negation on L and I satisfies (CP) with respect to NI then I

satisfies (NP).
3. if I satisfies (SPI) and NI is a strong negation on L then I satisfies (LB).
4. if I satisfies (EP) and NI is a strong negation on L then I satisfies (CC1), (CC2),

(CC3), (NP), and (CP) only with respect to NI.
5. if I satisfies (FPA), (NP) and (CP) for some negation N on L then N is strong,

NI = N and I satisfies (SPI), (LB), (RB), (CC3) and (CB).

Proof. Item 1 is analogous to Lemma 1.5.4.-(v) in [9]. Item 2 is analogous to
Lemma 1.5.6.-(i) in [9]. Item 3 is analogous to Lemma 1 in [18]. Item 4 is anal-
ogous to Lemma 1.5.6.-(ii) in [9]. Item 5 is a mix between Lemma 1 in [18] and
Lemma 1.5.6.-(i) in [9]. �
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The next lemma is the L-valued version to Lemma 2 in [18], but here we only require
that NI is frontier instead of strong, and we abolish the necessity of (NP) in the last
item.

Lemma 5. Let I : L×L→ L. If I satisfies

1. (SPI), (NP) and (FNI); or
2. (FPA), (NP) and (FNI); or
3. (RB), (EP), (FNI) and (IP); or
4. (EP), (FNI) and (*) I(x,x) = I(0L,x) for each x ∈ L,

then for each x,y ∈ L

I(x,y) = 0L iff x = 1L and y = 0L

Proof. (⇒) Suppose that (**) I(x,y) = 0L

1. From (**), by (SPI), we have that I(x,0L) = 0L, i.e. NI(x) = 0L. So, by (FNI),
x = 1L. Therefore, by (**), I(1L,y) = 0L and so by (NP), y = 0L.

2. From (**), by (FPA), we have that I(1L,y) = 0L, and so by (NP), y = 0L. There-
fore, by (**), I(x,0L) = 0L, i.e. NI(x) = 0L. Hence, by (FNI), x = 1L.

3.
NI(y) = I(y,0L) by eq. (6)

= I(y, I(x,y)) by (**)
= I(x, I(y,y)) by (EP)
= I(x,1L) by (IP)
= 1L by (RB).

So, by (FNI), y = 0L. Hence, by (**) I(x,0L) = 0L and so NI(x) = 0L. Therefore,
by (FNI), x = 1L.

4.
NI(y) = I(y,0L) by eq. (6)

= I(y, I(x,y)) by (**)
= I(x, I(y,y)) by (EP)
= I(x, I(0L,y)) by (*)
= I(0L, I(x,y)) by (EP)
= I(0L,0L) by (**)
= NI(0L) by eq. (6)
= 1L by (N1).

So, by (FNI), y = 0L. Hence, by (**) I(x,0L) = 0L and so NI(x) = 0L. Therefore,
by (FNI), x = 1L.

(⇐) If x = 1L and y = 0L then by (N1), I(x,y) = I(1L,0L) = NI(1L) = 0L. �

4 (S,N) and S-Implications on L

In this section we reproduce, adapted for the bounded lattice framework, the main
results on (S,N) and S-implications which can be found in the book [9] and in papers
such as [18, 48, 61].
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4.1 Basic Definitions and Properties of (S,N) and S-Implications
on L

In classical propositional logic, it is sufficient to consider negation and implication,
negation and conjunction, or negation and disjunction, because the other connec-
tives can be obtained from any of these pairs. In particular, when we choose as
primitive connectives negation, denoted by ¬ and disjunction, denoted by ∨, the
other connectives are found by abbreviation of a logical expression involving these
two connectives. An implication α → β , is seen as an abbreviation of the formula
¬α ∨β , for any propositional formulae α and β . This motivated Enric Trillas and
Llorenç Valverde in [65] to introduce the class of S-implications, where the im-
plications on the unit interval are obtained from a continuous t-conorm and strong
negations. Later, Claudi Alsina and Enric Trillas in [3] proposed the name of (S,N)-
implication for the more general case where the t-conorm needs not be continuous,
and negations on the unit interval need not be strong. Nowadays, the constraint of
the t-conorm to be continuous in S-implications has been abolished. In the follow-
ing we will adapt these notions and main properties for the context of t-conorms and
negations on L.

Definition 13. Let S and N be a t-conorm and a negation on L, respectively. Then
the function IS,N : L×L→ L defined for each x,y ∈ L by

IS,N(x,y) = S(N(x),y) (7)

is called a (S,N)-implication on L, and if N is strong then it is called strong im-
plication or just S-implication. In this case, S and N are said to be the generators
of I.

Proposition 20. Let I : L× L → L and ρ be an L-automorphism. I is an (S,N)-
implication on L generated from S and N iff Iρ is an (S,N)-implication on L gener-
ated from Sρ and Nρ .

Proof. (⇒) Let S and N be the generators of I. Then for any x,y ∈ L,
Iρ(x,y) = ρ−1(I(ρ(x),ρ(y))) by eq. (2)

= ρ−1(S(N(ρ(x)),ρ(y))) by eq. (7)
= ρ−1(S(ρ(ρ−1(N(ρ(x)))),ρ(y)))
= Sρ(Nρ(x),y) by eq. (2)
= ISρ ,Nρ (x,y).

Therefore, by Corollaries 1 and 2, Iρ is an (S,N)-implication on L.
(⇐) Straightforward from the previous item and because for each f : Ln → L,

( f ρ )ρ−1
= f . �

Corollary 4. Let I : L×L→ L and ρ be an L-automorphism. I is an S-implication
on L iff Iρ is an S-implication on L.

Proof. Straightforward from Propositions 20 and 4. �
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Proposition 21. Let S and N be a t-conorm and a negation on L, respectively. Then

1. IS,N is an implication on L.
2. NIS,N = N.
3. IS,N satisfies (NP), (EP), (CB) and (RCP) with respect to N.

Proof. We will just prove that IS,N satisfies (CB), the rest is analogous to Proposition
2.4.3. in [9]. For each x,y ∈ L y≤L N(x)∨L y. So, by Lemma 1, y ≤L S(N(x),y) =
IS,N(x,y). �
Proposition 22. Let I : L×L→ L and N be a negation on L. If I satisfies (FPA) (or
(SPI)), (NP), (LCP) for N and (EP) then the function SI,N : L×L→ L defined for
each x,y ∈ L by

SI,N(x,y) = I(N(x),y) (8)

is a t-conorm.

Proof. For each x,y,z ∈ L,

(S1) by (LCP), SI,N(x,y) = I(N(x),y) = I(N(y),x) = SI,N(y,x).
(S2)

SI,N(SI,N(x,y),z) = I(N(I(N(x),y)),z) by eq. (8)
= I(N(z), I(N(x),y)) by (LCP)
= I(N(x), I(N(z),y)) by (EP)
= SI,N(x,SI,N(z,y)) by eq. (8)
= SI,N(x,SI,N(y,z)) by (S1).

(S3) If x ≤L y then N(y) ≤L N(x) and so, by (FPA) I(N(x),z) ≤L I(N(y),z), i.e.
SI,N(x,z)≤L SI,N(y,z).

(S4) By (NP), SI,N(x,0L) = SI,N(0L,x) = I(N(0L),x) = I(1L,x) = x. �
Corollary 5. Let I : L×L→ L and N be a strong negation on L. If I satisfies (FPA)
(or (SPI)), (NP), (CP) and (EP) then the function SI,N : L×L→ L defined in equation
(8) is a t-conorm.

Proof. Straightforward from Proposition 22 and Remark 3. �
Enric Trillas and Llorenç Valverde in Theorem 3.2. [66] (see also Theorem 1.13 in
[28] and Theorem 1.6 in [8]) provide a characterization of S-implications on the unit
interval which considers properties (NP), (EP) and (CP) and lately, in Theorem 2.6
of [8], the property (CP) was replaced with the property (SNI). We will adapt in the
next Theorem, such characterization for S-implications on L.

Theorem 2. I : L× L → L is an S-implication on L iff I satisfies (FPA), (EP) and
(SNI).

Proof. (⇒) Straightforward from Proposition 21.
(⇐) By (SNI), NI is a strong negation on L. So, for each x,y ∈ L, (*) I(x,y) =

I(NI(NI(x)),y) = SI,NI (NI(x),y) = ISI,NI ,NI (x,y). On the other hand, because, I sat-
isfies (EP), then by Proposition 19 item 4, I satisfies (CP) for NI . Therefore, by
Proposition 19 item 2, I satisfies (NP). Hence, by Corollary 5, SI,NI is a t-conorm on
L and therefore, from (*), I is an S-implication on L. �
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Remark 4. If S1 and S2 are t-conorms on L such that S1 ≤L S2 then for any negation
N on L, IS1,N ≤L IS2,N . Analogously, If N1 and N2 are negations on L such that
N1 ≤L N2 then for any t-conorm S on L, IS,N1 ≤L IS,N2 .

Proposition 23. Let I be an (S,N)-implication on L. Then IS,N⊥ ≤L I ≤L IS,N& .

Proof. Note that for any x,y ∈ L and t-conorm S on L,

IS,N⊥(x,y) =

{
1L if x = 0L,
y otherwise,

IS,N&(x,y) =

{
1L if x �= 1L,
y otherwise.

Since I is an (S,N)-implication on L, if x = 1L then I(x,y) = S′(N(1L),y) = y and
so, clearly I ≤L IS,N& . On the other hand, by Proposition 5, y ≤L N(x) ∨L y ≤L

S′(N(x),y) = I(x,y) and therefore, clearly, IS,N⊥ ≤L I. �
Notice that for IS.N⊥ and IS,N& the t-conorm S has no influence, i.e. for any t-conorms
S and S′ on L, IS,N⊥ = IS′,N⊥ and IS,N& = IS′,N& .

4.2 (S,N)-Implications on L and the Extra Properties

Notice that, by Proposition 21, all (S,N)-implications on L satisfy (NP), (EP), (CB)
and (RCP). But the other properties, i.e. (IP), (OP), (IBL), (CP) and (LCP), can
be satisfied by some (S,N)-implications on L and not by other (S,N)-implications
on L. In this section we will provide characterizations, under certain conditions, of
(S,N)-implications on L which satisfy these properties.

4.2.1 (S,N)-Implications on L and (IP)

Not every (S,N)-implication on L satisfies (IP). For example for any bounded lattice
L and negation N on L, IGKD(x,y) =N(x)∨L y is trivially an (S,N)-implication on L,
that, in determined conditions (e.g. N has an equilibrium point) does not satisfy (IP).
This (S,N)-implication on L generalizes the well known Kleene-Dienes implication
on the unit interval in [40, 25]. An (S,N)-implication on L which satisfies (IP) is
IS,N& . In the following we provide a necessary condition for an (S,N)-implications
on L to satisfy (IP).

Proposition 24. Let L be a complete lattice, S be a t-conorm on L and N be a nega-
tion on L. If IS,N satisfies (IP) then NS ≤L N and NS ◦N ≤L IdL.

Proof. If IS,N satisfies (IP) then for any x ∈ L, S(N(x),x) = 1L. So, for any x ∈ L,
N(x) ∈ {z ∈ L : S(x,z) = 1L} and therefore, NS(x) = inf{z ∈ L : S(x,z) = 1L} ≤L

N(x). So, NS ≤L N.
Since by (IP), S(N(x),x) = 1L then Ns(N(x)) = inf{z∈ L : S(N(x),z) = 1L} ≤L x.

So, NS ◦N ≤L IdL. �
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The next two propositions provide a characterization, under certain conditions, of
(S,N)-implications on L which satisfy (IP).

Proposition 25. Let L be a complete lattice, S be a positive t-conorm on L and N be
a negation on L. IS,N satisfies (IP) iff NS = N = N&.

Proof. (⇒) Straightforward from Lemma 2 and Proposition 24.
(⇐) If x = 1L then trivially S(N(x),x) = 1L. If x �= 1L, then N(x) = N&(x) = 1L

and so S(N(x),x) = 1L. So, IS,N satisfies (IP). �
Proposition 26. Let L be a complete lattice, N be a negation on L and S be a t-
conorm on L such that for each A⊆ L, S(infA,y) = inf{S(a,y) : a∈ A}. IS,N satisfies
(IP) iff NS ≤L N.

Proof. By Proposition 24, we just need to prove the left side of this proposition. But,
S(NS(x),x) = S(inf{z ∈ L : S(x,z) = 1L},x) = inf{S(z,x) : S(x,z) = 1L}= 1L. Since
NS ≤L N then by (S3), S(NS(x),x)≤L S(N(x),x) and therefore S(N(x),x) = 1L. �

4.2.2 (S,N)-Implications on L and (OP)

Since (OP) implies (IP), IGKD is an example of an (S,N)-implication on L which,
under certain conditions, does not satisfy (OP). On the other hand, (IP) does not
imply (OP), and then (S,N)-implications on L satisfying (IP) do not necessarily
satisfy (OP). In fact, this is the case for IS,N& . An example of an (S,N)-implication
on a bounded lattice which satisfies (OP) is the following: let L be a totally ordered
bounded lattice, N be a strong negation on L and S : L×L→ L defined by

S(x,y) =

{
1L if N(x)≤L y,
x∨L y otherwise.

It is not hard to check that S is a t-conorm on L and that IS,N satisfies (OP).

Theorem 3. Let L be a complete lattice, S be a t-conorm and N be a negation on L.
IS,N satisfies (OP) iff I satisfies (IP) and NS ◦N = IdL.

Proof. (⇒) (IP) is straightforward from (OP). On the other hand, by (OP) if
S(N(x),z) = 1L then x ≤L z and therefore x ≤L inf{z ∈ L : S(N(x),z) = 1L} =
NS(N(x)). So, by Proposition 24, NS ◦N = IdL.

(⇐) By Proposition 21, I satisfies (SPI). Thus, if x ≤L y, then by (SPI),
IS,N(x,x) ≤L IS,N(x,y) and therefore, by (IP), IS,N(x,y) = 1L. On the other hand,
if IS,N(x,y) = 1L then S(N(x),y) = 1L and so NS(N(x)) ≤L y. Therefore, because
NS ◦N = IdL, x≤L y. �

4.2.3 (S,N)-Implications on L and (IBL)

It is clear that not every (S,N)-implication on L satisfies (IBL). For example, for
any L and a ∈ L−{0L,1L}, IS&,Na where Na is the negation on L defined by
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Na(x) =

⎧⎨
⎩

a if x �= 0L and x �= 1L,
1L if x = 0L,
0L if x = 1L,

clearly does not satisfy (IBL). In the following, based on the Theorem 10 in [61], we
will provide a characterization of the (S,N)-implications on L which satisfy (IBL).

Theorem 4. Let S be a t-conorm and N be a negation on L. IS,N satisfies (IBL) iff
the range of N is a subset of the set of idempotent elements of S.

Proof. Analogous to the proof of Theorem 10 in [61]. �
Corollary 6. Let S be a t-conorm and N be a strong negation on L. IS,N satisfies
(IBL) iff S = S⊥.

Proof. Since N is strong its range is L. By Proposition 6, S⊥ is the unique t-conorm
on L such that each element in L is idempotent and therefore, by Theorem 4, IS,N

satisfies (IBL) iff S = S⊥. �

4.2.4 (S,N)-Implications on L and (CP)

Although (S,N)-implications on L satisfy (RCP), not all (S,N)-implications on L
satisfy (CP) (neither (LCP)). But, since by Remark 3, (CP), (LCP) and (RCP) are
equivalent when the negation is strong, then it is clear that a sufficient condition
for an (S,N)-implication on L to satisfy (CP) is that the negation be strong. In this
subsection we will prove that this requirement is also a necessary condition for an
(S,N)-implication to satisfy (CP).

Theorem 5. Let S be a t-conorm and N be a negation on L. Then IS,N satisfies (CP)
for N iff N is strong.

Proof. (⇒) By Proposition 21, IS,N satisfies (NP) and so for any x ∈ L, x =
IS,N(1L,x). Therefore, by (CP) for N, x = IS,N(N(x),N(1L)) = S(N(N(x)),0L) =
N(N(x)).

(⇐) Since N is strong and S commutative, then for each x,y ∈ L, I(x,y) =
I(x,N(N(y))) = S(N(x),N(N(y))) = S(N(N(y)),N(x)) = I(N(y),N(x)). �

4.2.5 (S,N)-Implications on L and (LCP)

Analogously to the previous subsection, in this subsection we will prove that a nec-
essary and sufficient condition for an (S,N)-implication on L to satisfy (LCP) is that
the negation is strong.

Theorem 6. Let S be a t-conorm and N be a negation on L. Then IS,N satisfies (LCP)
for N iff N is strong.

Proof. (⇒) By Proposition 21, IS,N satisfies (NP) and so for any x ∈ L, x =
IS,N(1L,x) = IS,N(N(0L),x). Therefore, by (LCP) for N,
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x = IS,N(N(x),0L) = S(N(N(x)),0L) = N(N(x)).

(⇐) Straightforward from Theorem 5 and Remark 3. �

5 Final Remarks

In this chapter, we have generalized the notion and some properties of implica-
tions on the unit interval in the sense of Fodor and Roubens [28], and in particular
the class of (S,N)-implications on the unit interval, for implications and (S,N)-
implications on bounded lattices. Most of the properties follow analogously to the
[0,1]-valued case. However some properties, such as Proposition 11, due to the par-
tial order, are just weaker versions of a [0,1]-valued property. For other properties,
the proof was simplified, as for example in Theorem 3, where we provide a char-
acterization of the (S,N)-implications which satisfy (OP) analogous to Theorem
2.4.19 of [9], but proved in a simpler way. In other cases some conditions were re-
laxed, such as in Proposition 18. Finally, we also have introduced a new class of
negations on L, that of frontier negations on L.

The objective of this paper is to show that several notions and properties of usual
fuzzy logics can be naturally extended for a framework where the membership de-
grees are taken from arbitrary bounded lattices. But it is also to show that in some
cases the properties are not completely equivalent to their fuzzy counterpart.

Fuzzy set theory on bounded lattices allows to cover in a single frame, several
extensions of the same notions or properties in fuzzy logics. Moreover, each one of
the extensions of fuzzy logics (e.g Interval-valued, Atanassov Intuitionistic, fuzzy
multisets, etc.), can also be naturally generalized by considering an arbitrary lattice
instead of 〈[0,1],≤〉. For example, this was done in [15, 23, 55] with the interval-
valued extension. We shall do this in a subsequent paper.
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Implication Functions Generated
Using Functions of One Variable

Dana Hliněná, Martin Kalina, and Pavol Král’

Abstract. This chapter presents a survey of implication functions generated using an
appropriate function of one variable including f -implications and g-implications in-
troduced by Yager, h-generated implications introduced by Jayaram, h-implications
and their generalizations introduced by Massanet and Torrens, I f and Ig implications
introduced by Smutná-Hliněná, and Biba.

1 Introduction

A fuzzy implication is a mapping I : [0,1]2 → [0,1] that generalizes the classical
implication to fuzzy logic case in a similar way as t-norms (t-conorms) are general-
izations of the classical conjunction (disjunction). Using a straightforward general-
ization of the classical case we get the families of RT -, (S,N)- and QL-implications
([2]). It is well known that triangular norms can be generated using appropriate
mappings of one variable, called generators. This allows us to investigate properties
of t-norms, t-conorms etc., studying properties of their generators. Therefore the
question whether something similar is possible in the case of fuzzy implications is
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very interesting from the theoretical point of view. Yager ([20]) introduced two new
classes of implications: f -implications and g-implications, where their generators f
are continuous additive generators of Archimedean t-norms ([4]) and generators g
are continuous additive generators of Archimedean t-conorms ([4]). Massanet and
Torrens in [15] presented a similar concept, h-implications generated from an addi-
tive generator of a representable uninorm. Jayaram in [11, 12] proposed so-called
h-generated implications, where h can be seen as a multiplicative generator of an
Archimedean t-conorm. Smutná ([19]) and Biba, Hliněná ([5]) presented an alterna-
tive approach where implications are generated using appropriate strictly decreasing
or strictly increasing functions and studied basic properties of proposed generated
implications. The chapter is organized as follows. In Section 2 we present some
basic preliminaries connected to implications. Despite the fact that we assume the
reader’s familiarity with basic fuzzy logic connectives (t-norms, t-conorms, nega-
tions and implications) and related results, we briefly recall their basic definitions,
properties and results used in the rest of our paper. In Section 3 we present f - and
g-implications introduced by Yager in [20]. Section 4 is devoted to h−implications
defined by Jayaram in [11, 12]. Sections 5 and 6 are devoted to h−implications
and their generalizations proposed by Massanet and Torrens in [15]. In section 7
we present I f - and Ig-implications introduced by Smutná in [19] and later studied
by Biba and Hliněná in [5]. We show also some connections between I f - and Ig-
implications on the one hand and (S,N)-implications and RT -implications on the
other hand. Finally, in section 8 we briefly show some connections and differences
between the presented types of implication functions.

2 Preliminaries

We recall notations and basic definitions used in the paper. We also briefly mention
some important properties and results in order to make this work self-contained. We
start with the basic logic connectives.

Definition 1. (see e.g., [8]) A decreasing function N : [0,1]→ [0,1] is called a fuzzy
negation if N(0) = 1,N(1) = 0. A fuzzy negation N is called

1. strict if it is strictly decreasing and continuous for arbitrary x ∈ [0,1],
2. strong if it is an involution, i.e., if N(N(x)) = x for all x ∈ [0,1].

The dual negation based on a fuzzy negation N is given by

Nd(x) = 1−N(1− x).

Some examples of strict and/or strong fuzzy negations are included in the following
example. More examples of fuzzy negations can be found in [8].

Example 1. ([3]) The standard negation Ns(x) = 1−x and the fuzzy negation N(x) =√
1− x2 are strong. The fuzzy negation N(x) = 1− x2 is strict, but not strong. The

Gödel negation NG1 is the least fuzzy negation and dual Gödel negation NG2 is the
greatest fuzzy negation, both are non-continuous and hence not strict (nor strong)
fuzzy negations:
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NG1(x) =

{
1 if x = 0,

0 if x > 0,
; NG2(x) =

{
1 if x < 1,

0 if x = 1.

Lemma 1. Let N : [0,1]→ [0,1] be a strict fuzzy negation. Then its dual negation,
Nd, is also strict.

Definition 2. (see, e.g.,[18]) A triangular norm T (t-norm for short) is a commuta-
tive, associative, increasing binary operator on the unit interval [0,1], fulfilling the
boundary condition T (x,1) = x, for all x ∈ [0,1].

Remark 1. (a) T-norms are broadly used as fuzzy connectives which model con-
junctions (see e.g., [10, 13]). There are also connectives, called conjunctors, which
model not necessarily associative and commutative fuzzy conjunctions. Conjunctors
having 1 as neutral element are called also semicopulas.
(b) Note that the dual operator to a t-norm T defined by S(x,y) = 1−T(1−x,1−y)
is called t-conorm. For more information, see e.g., [13].

In the literature, we can find several definitions of fuzzy implications. In this paper
we will use the following one, which is equivalent to the definition introduced by
Fodor and Roubens in [8]. For more detail one can consult [2] or [14].

Definition 3. A function I : [0,1]2 → [0,1] is called a fuzzy implication if it satisfies
the following conditions:

(I1) I is decreasing in its first variable,
(I2) I is increasing in its second variable,
(I3) I(1,0) = 0, I(0,0) = I(1,1) = 1.

Remark 2. Since we will deal only with fuzzy connectives in the whole paper, we
will skip the word “fuzzy”.

Now, we recall definitions of some important properties of implications. The prop-
erties of implications are in fact formal properties of two-valued implications, which
are transformed to the fuzzy logic case. For more information one can consult [10]
or [17]. The last two properties in the following definition, namely (LI) and (WLI),
were proposed in [16].

Definition 4. An implication I : [0,1]2 → [0,1] satisfies:

(NP) the left neutrality property, or I is called left neutral, if

I(1,y) = y; y ∈ [0,1],

(EP) the exchange principle if

I(x, I(y,z)) = I(y, I(x,z)) for all x,y,z ∈ [0,1],
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(IP) the identity principle if

I(x,x) = 1; x ∈ [0,1],

(OP) the ordering property if

x≤ y ⇐⇒ I(x,y) = 1; x,y ∈ [0,1],

(CP) the contrapositive symmetry with respect to a given negation N if

I(x,y) = I(N(y),N(x)); x,y ∈ [0,1].

(LI) the law of importation with respect to a t-norm T if

I(T (x,y),z) = I(x, I(y,z)); x,y,z ∈ [0,1].

(WLI) the weak law of importation with respect to a commutative and increasing
function F : [0,1]2 → [0,1] if

I(F(x,y),z) = I(x, I(y,z)); x,y,z ∈ [0,1].

Definition 5. Let I : [0,1]2 → [0,1] be an implication. The function NI defined by
NI(x) = I(x,0) for all x ∈ [0,1], is called the natural negation related to I.

(S,N)-implications which are based on t-conorms and negations form one of the
well-known classes of implications.

Definition 6. A function I : [0,1]2 → [0,1] is called an (S,N)-implication if there
exists a t-conorm S and a negation N such that

I(x,y) = S(N(x),y), x,y ∈ [0,1].

If N is a strong negation, then I is called a strong implication.

Example 2. We recall well-known implications which are based on the standard
negation and basic continuous t-conorms SM,SP and SL.

• ISM(x,y) = max(1− x,y), (Kleene – Dienes implication)
• ISP(x,y) = 1− x+ x.y, (Reichenbach implication)
• ISL(x,y) = min(1− x+ y,1). (Łukasiewicz implication)

All these implications have the same natural negation, the standard negation N(x) =
1− x.

The following characterization of (S,N)-implications is from [2].

Theorem 1. (Baczyński and Jayaram [2], Theorem 5.1) For a function I : [0,1]2 →
[0,1], the following statements are equivalent:
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• I is an (S,N)-implication generated from a t-conorm and a continuous (strict,
strong) negation N.

• I satisfies (I2), (EP) and NI is a continuous (strict, strong) negation.

Another way of extending the classical binary implication to the unit interval [0,1]
is based on the residuation operator with respect to a left-continuous triangular
norm T

IT (x,y) = max{z ∈ [0,1];T (x,z)≤ y}.
Elements of this class are known as RT -implications. The characterization of RT -
implications one can find in [8].

Theorem 2. (Fodor and Roubens [8], Theorem 1.14) For a function I : [0,1]2 →
[0,1], the following statements are equivalent:

• I is an RT -implication based on a left-continuous t-norm T.
• I satisfies (I2), (OP), (EP), and I(x, .) is right-continuous for any x ∈ [0,1].

Example 3. For left-continuous t-norms TM,TP a TL we get the following residual
implications:

• ITM (x,y) =

{
1, if x≤ y,

y, otherwise,
(Gödel implication)

• ITP(x,y) = min
( y

x ,1
)
, (Goguen implication)

• ITL(x,y) = min(1− x+ y,1). (Łukasiewicz implication)

We will consider a class of generated implications based on monotone generators.
Therefore we will need a pseudo-inverse of such functions.

Definition 7. (see e.g. [13]) Let f : [0,1]→ [0,∞] be a decreasing function. The
function f (−1) which is defined by

f (−1)(x) = sup{z ∈ [0,1]; f (z)> x}

is called the pseudo-inverse of f , with the convention sup /0 = 0.
Let g : [0,1] → [0,∞] be an increasing function. The function g(−1) which is

defined by
g(−1)(x) = sup{z ∈ [0,1];g(z)< x}

is called the pseudo-inverse of g, with the convention sup /0 = 0.

Lemma 2. ([5]) Let c be a positive real number. Then the pseudo-inverse of a posi-
tive multiple of any monotone function f : [0,1]→ [0,∞] satisfies

(c · f )(−1) (x) = f (−1)
(x

c

)
.

Recently, several possibilities have been proposed on how to generate implications
using appropriate one-variable functions. In the following sections we recall the
already known classes of generated implications which were proposed in various
papers.
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Fig. 1 f -implication IYG

3 Yager’s f -Implications and g-Implications

Yager [20] introduced two new families of implications, called f -generated and
g-generated implications and discussed their properties as listed in [7] or [8]. Also
Jayaram in [11] discussed f -generated implications with respect to three classical
logic tautologies, such as distributivity, the law of importation and the contrapositive
symmetry.

Proposition 1. ([20]) If f : [0,1]→ [0,∞] is a strictly decreasing and continuous
function with f (1) = 0, then the function I : [0,1]2 → [0,1] defined by

I(x,y) = f−1(x · f (y)), x,y ∈ [0,1], (1)

with the understanding 0 ·∞ = 0, is an implication.

The function f is called an f -generator and the implication represented by (1) is
called an f -implication.

Example 4. ([4])

• If we take f (x) =− logx as the f -generator, which is an additive generator of the
product t-norm TP, then we obtain the Yager implication (Fig. 1):

IYG(x,y) =

{
1, if x = 0 and y = 0,

yx, otherwise,

which is neither an (S,N)-implication nor an RT -implication.
• If we take f (x) = 1− x as the f -generator, which is an additive generator of the

Łukasiewicz t-norm TL(x,y) =max(x+y−1,0), then we obtain the Reichenbach
implication ISP , which is an (S,N)-implication.
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Baczyński and Jayaram in [4] have shown that the generator f -generated implica-
tion is obtained from is only unique up to a positive multiplicative constant. They
have also investigated the natural negations of the mentioned implications and their
relations with (S,N)- and RT -implications .

Theorem 3. ([4]) The f -generator of an f -generated implication is uniquely deter-
mined up to a positive multiplicative constant, i. e., if f1 is an f -generator, then f2

is an f -generator such that I f1 = I f2 if and only if there exists a constant c ∈ (0,∞)
such that f2(x) = c. f1(x) for all x ∈ [0,1].

Theorem 4. ([4]) Let f be an f -generator of an f -generated implication If .

• If f (0) = ∞, then the natural negation NIf is the Gödel negation NG1 , which is
non-continuous.

• The natural negation NIf is a strict negation if and only if f (0) < ∞.
• I f is continuous if and only if f (0)< ∞.

Theorem 5. ([20], p. 197) If f is an f -generator of an f-generated implication If ,
then

• I f satisfies (NP) and (EP),
• I f (x,x) = 1 if and only if x = 0 or x = 1 , i. e., I f does not satisfy (IP),
• I f (x,y) = 1 if and only if x = 0 or y = 1 , i. e., I f does not satisfy (OP),
• I f satisfies (CP) with a negation N if and only if f (0)< 1,

f1 defined by f1(x) =
f (x)
f (0) , x ∈ [0,1] is a strong negation and N = NIf .

Theorem 6. ([4]) If f is an f -generator, then the following statements are equiva-
lent:

• I f is an (S,N)-implication.
• f (0)< ∞.

Theorem 7. ([4]) If f is an f -generator, then If is not an RT -implication.

Yager [20] has also proposed another class of implications called the g-generated
implications. We present their properties in a similar way as in the previous part of
this section.

Proposition 2. ([20]) If g : [0,1]→ [0,∞] is a strictly increasing and continuous
function with g(0) = 0, then the function I : [0,1]2 → [0,1] defined by

I(x,y) = g(−1)
(

1
x
·g(y)

)
, x,y ∈ [0,1], (2)

with the understanding 1
0 = ∞ and 0 ·∞ = ∞, is an implication.

The function g is called a g-generator and the implication represented by (2) is called
a g-implication.
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Example 5. ([4])

• If we take the g-generator g(x) =− log(1− x), which is an additive generator of
the probabilistic sum t-conorm SP, then we obtain the following implication (Fig.
2):

IYG(x,y) =

{
1, if x = 0 and y = 0,

1− (1− y)
1
x , otherwise,

which is neither an (S,N)-implication nor an RT -implication.

Fig. 2 g-implication IY G

• If we take the g-generator g(x) = x, which is a continuous additive generator of
the Łukasiewicz t-conorm SL(x,y) = min(x+ y,1), then we obtain the Goguen
implication ITP , which is an RT -implication.

Now we present results concerning properties of g-generators, the natural negations
of the mentioned implications and their relations with (S,N)- and RT -implications.
More details can be found in [4].

Theorem 8. ([4]) The g-generator of a g-generated implication is uniquely deter-
mined up to a positive multiplicative constant, i. e., if g1 is a g-generator, then g2 is
a g-generator such that Ig1 = Ig2 if and only if there exists a constant c ∈ (0,∞) such
that g2(x) = c.g1(x) for all x ∈ [0,1].

Theorem 9. ([20], p. 201) If g is a g-generator of a g-generated implication Ig, then

• Ig satisfies (NP) and (EP),
• Ig satisfies (IP) if and only if g(1)< 1 and x≤ g1(x) for every x ∈ [0,1], where

g1 is defined by g1(x) =
g(x)
g(1) , x ∈ [0,1],

• if g(1) = 1 , then Ig(x,y) = 1 if and only if x = 0 or y = 1 , i. e., Ig does not
satisfy (OP) when g(1) = 1,

• Ig does not satisfy the contrapositive symmetry (CP) with any negation.
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Theorem 10. ([4]) Let g be a g-generator.

• The natural negation of Ig is the Gödel negation NG1 , which is not continuous.
• Ig is continuous except at the point (0,0).

Theorem 11. ([4]) If g is a g-generator, then Ig is not an (S,N)-implication.

Theorem 12. ([4]) If g is a g-generator of Ig, then the following statements are
equivalent:

• Ig is an RT -implication.
• There exists a constant c ∈]0,∞[ such that g(x) = c · x for all x ∈ [0,1].
• Ig is the Goguen RTP -implication.

4 Jayaram’s h-Generated Implications

The f - and g-generators can be seen as the continuous additive generators of t-norms
and t-conorms, respectively. A new family of implications called the h-generated
implications has been proposed by Jayaram in [12], where h can be seen as a mul-
tiplicative generator of a continuous Archimedean t-conorm. In this section we
present its definitions, examples and a few of its properties. More details can be
found in [4].

Proposition 3 ([12]). If h : [0,1]→ [0,1] is a strictly decreasing and continuous
function with h(0) = 1, then the function I : [0,1]2 → [0,1] defined by

I(x,y) = h(−1) (x ·h(y)) , x,y ∈ [0,1], (3)

is an implication.

The function h is called an h-generator and the implication represented by (3) is
called an h-generated implication.

Example 6. ([4])

• If we take h(x) = 1− x, which is a continuous multiplicative generator of the
probabilistic sum t-conorm SP, then we obtain the Reichenbach implication ITP,,
which is an S-implication.

• If we consider the family of h-generators hn(x) = 1− xn

n ,n ∈ N, then we obtain
the following implications (Fig. 3):

In(x,y) = min
(
(n− n · x+ x · yn)

1
n ,1

)
,

which are (S,N)-implications.

Theorem 13. ([4]) The h-generator of an h-generated implication is uniquely de-
termined, i. e., h1,h2 are h-generators such that Ih1 = Ih2 if and only if h1 = h2.

Theorem 14. ([4]) Let h be an h-generator of Ih.
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Fig. 3 h-generated
implication I2

• The natural negation NIh is a continuous negation.
• Ih is continuous.

Theorem 15. ([4]) Let h is an h-generator of an h-generated implication Ih, then

• Ih satisfies (NP) and (EP),
• Ih satisfies (IP) if and only if h(1)> 0 and x ·h(x)≤ h(1) for every x ∈ [0,1],
• Ih does not satisfy (OP),
• Ih satisfies (CP) with a negation N if and only if h = h−1 and N = NIh .

Theorem 16. ([4]) If h is an h-generator, then Ih is an (S,N)-implication generated
from a t-conorm S and a continuous negation N.

Theorem 17. ([4]) If h is an h-generator, then Ih is not an RT -implication.

5 Massanet’s and Torrens’ h- and Generalized h-Implications

In [15] a concept of h-implications was introduced, where h is an additive genera-
tor of a representable uninorm. It is a different concept from that presented by B.
Jayaram.

Definition 8. ([15]) Fix an e ∈]0,1[ and let h : [0,1]→ [−∞,∞] be a strictly increas-
ing and continuous function with h(0) =−∞, h(e) = 0 and h(1) =+∞. The function
Ih : [0,1]2 → [0,1] defined by

Ih(x,y) =

⎧⎪⎨
⎪⎩

1 if x = 0,

h−1(x ·h(y)) if x > 0 and y≤ e,

h−1
(

1
x ·h(y)

)
if x > 0 and y > e,

(4)

is called an h-implication. The function h itself is called an h–generator (with respect
to e) of the implication function Ih defined by formula (4).

Proposition 4. ([15]) Let h be an h-generator with respect to a fixed e ∈]0,1[. Then
Ih is an implication.
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Example 7. ([15])

1. Let h1(x) = ln
(

x
1−x

)
be an h-generator with respect to 1

2 , which is the additive
generator of the following conjunctive uninorm

Uc
h1
(x,y) =

{
0, if (x,y) ∈ {(0,1),(1,0)},

xy
(1−x)(1−y)+xy , otherwise.

Then we get the following implication (Fig. 4)

Ih1(x,y) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, if x = 0,
yx

(1−y)x+yx , if x > 0 and y≤ 1
2 ,

y
1
x

(1−y)
1
x +y

1
x
, if x > 0 and y > 1

2 .

Fig. 4 Ih1 implication

2. Let h2(x) = ln
(
− 1

β ln(1− x)
)

with β > 0 be an h-generator with respect to e =

1− exp(−β ), of the following disjunctive representable uninorm

Ud
h2
(x,y) =

{
1, if (x,y) ∈ {(0,1),(1,0)},
1− exp

(
1
β ln(1− x) ln(1− y)

)
, otherwise.

Then we get the following implication (Fig. 5)

Ih2(x,y) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, if x = 0,

1− exp
(
−β

(
− 1

β ln(1− y)
)x)

, if x > 0 and y≤ e,

1− exp

(
−β

(
− 1

β ln(1− y)
) 1

x
)
, if x > 0 and y > e.
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Fig. 5 Ih2 implication with
β = 2

As it is shown in [15], we may relax the conditions h(0) =−∞ and h(1) = +∞.

Definition 9. ([15]) Fix an e ∈]0,1[ and let h : [0,1] → [−∞,∞] be a strictly in-
creasing and continuous function with h(e) = 0 for a fixed e ∈]0,1[. The function
Ihg : [0,1]2 → [0,1] defined by

Ihg(x,y) =

⎧⎪⎨
⎪⎩

1 if x = 0,

h−1(x ·h(y)) if x > 0 and y≤ e,

h−1
(
min

{ 1
x ·h(y),h(1)

})
if x > 0 and y > e,

(5)

is called a generalized h-implication. The function h itself is called a generalized
h-generator (with respect to e) of the implication function Ihg defined by formula
(5).

Proposition 5. ([15]) Let h be a generalized h-generator with respect to a fixed
e ∈]0,1[. Then Ihg is an implication.

Example 8. ([15])

1. Let h1(x) = x− 1
2 . Then h1 is a generalized h-generator satisfying h1(0) > −∞

and h1(1)< ∞. The generalized h1-implication is as follows (Fig. 6)

Ih1g(x,y) =

⎧⎪⎨
⎪⎩

1, if x = 0 or (x > 0 and y≥ x+1
2 ),

x · (y− 1
2 )+

1
2 , if x > 0 and y≤ 1

2 ,
1
x · (y− 1

2)+
1
2 , if x > 0 and 1

2 < y < x+1
2 .

2. Let h2(x) = 1− 1
2x . Then h2 is a generalized h-generator satisfying h2(0) = −∞

and h2(1)< ∞. The generalized h2-implication is as follows (Fig. 7)

Ih2g(x,y) =

⎧⎪⎨
⎪⎩

1, if x = 0 or (x > 0 and y≥ 1
2−x),

y
−2xy+x+2y , if x > 0 and y≤ 1

2 ,
xy

2xy−2y+1 , if x > 0 and 1
2 < y < 1

2−x .
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Fig. 6 Ih1g implication

Fig. 7 Ih2g implication

3. Let h3(x) =
2x−1
2−2x . Then h3 is a generalized h-generator satisfying h3(0) > −∞

and h(1) = ∞. The generalized h3-implication is as follows (Fig. 8)

Ih3g(x,y) =

⎧⎪⎨
⎪⎩

1, if x = 0,
2xy−x−y+1
2xy−x−2y+2 , if x > 0 and y≤ 1

2 ,
−xy+x+4y−2
−2xy+2x+4y−2 , if x > 0 and y > 1

2 .

Since the behaviour of functions Ih and Ihg is very similar, we will discuss only the
properties of generalized h-implications. Next lemmas say about the uniqueness of
Ihg implications and about the natural negations to Ihg .

Lemma 3. ([15]) Let h1,h2; [0,1]→ [−∞,∞] be two generalized h-generators with
respect to a fixed e ∈]0,1[. Then the following statements are equivalent:

(a) Ih1,g = Ih2,g .
(b) There exist constants k,c ∈]0,∞[ such that

h2(x) =

{
k ·h1(x), if x ∈ [0,e[,

c ·h1(x), if x ∈ [e,1].
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Fig. 8 Ih3g implication

Lemma 4. ([15]) Let h be a generalized h-generator with respect to a fixed e∈]0,1[.
Then the following is true for the natural negation NIhg with respect to Ihg:

(a) If h(0) =−∞, then NIhg = NG1 .
(b) If h(0)>−∞, then

NIhg (x) =

{
1, if x = 0,

h−1(x ·h(0)), if x > 0.

Theorem 18. ([15]) Let h be a generalized h-generator.

(i) Ihg satisfies (NP).
(ii) Ihg(x,y)≤ e ⇔ (x > 0 and y≤ e).

(iii) Ihg satisfies (EP).
(iv) Ihg does not satisfy (OP).

• If h(1) = ∞ then Ihg(x,y) = 1 if and only if x = 0 or y = 1.
• If h(1)< ∞ then Ihg(x,y) = 1 if and only if x = 0 or y = 1 or (e < y < 1 and

x ·h(1)≤ h(y)).

(v) Ihg does not satisfy (IP).

• If h(1) = ∞ then Ihg(x,x) = 1 if and only if x = 0 or x = 1.
• If h(1)< ∞ then Ihg(x,x) = 1 if and only if x = 0 or x = 1 or (e < x < 1 and

x ·h(1)≤ h(x)).

(vi) Ihg does not satisfy (CP) with any negation.
(vii) Ihg is continuous except at points (0,y) for y≤ e.

(viii) Ihg satisfies (LI) only with respect to TP.

Theorem 19. Let h be a generalized h-generator. Then Ihg is neither an (S,N)-
implication nor an RT -implication.
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6 Massanet’s and Torrens’ (h,e)-Implications and Their
Generalization

The motivation behind introducing (h,e)-implications is the property I(e,y) = y for
all y ∈ [0,1], which is a counterpart of (NP) for implications derived from uninorms.

Definition 10. ([15]) Fix an e ∈]0,1[ and let h : [0,1]→ [−∞,∞] be a strictly in-
creasing and continuous function with h(0) = −∞, h(e) = 0 and h(1) = +∞. The
function Ih,e : [0,1]2 → [0,1] defined by

Ih,e(x,y) =

⎧⎪⎨
⎪⎩

1 if x = 0,

h−1( x
e ·h(y)) if x > 0 and y≤ e,

h−1
(

e
x ·h(y)

)
if x > 0 and y > e,

(6)

is called an (h,e)-implication. The function h itself is called an h-generator of the
implication function Ih,e defined by formula (6).

Proposition 6. ([15]) Let h be an h-generator. Then Ih,e defined by (6) is an impli-
cation. Moreover, Ih,e(e,y) = y for all y ∈ [0,1].

Proposition 7. ([15]) Let h1,h2; [0,1]→ [−∞,∞] be two h-generators with respect
to a fixed e ∈]0,1[. Then the following statements are equivalent:

(a) Ih1,e = Ih2,e.
(b) There exist constants k,c ∈]0,∞[ such that

h2(x) =

{
k ·h1(x), if x ∈ [0,e[,

c ·h1(x), if x ∈ [e,1].

Example 9. ([15]) Let h(x) = ln
(

x
1−x

)
be an h-generator with e= 1

2 . Then the (h,e)–
implication is (Fig. 9)

Ih,e(x,y) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, if x = 0,
y2x

(1−y)2x+y2x , if x > 0 and y≤ 1
2 ,

y
1
2x

(1−y)
1
2x +y

1
2x
, if x > 0 and y > 1

2 .

Proposition 8. ([15]) Let h be an h-generator. Then the natural negation with re-
spect to Ih,e is the Gödel negation NG1 .

Theorem 20. ([15]) Let h be an h-generator.

(i) Ih,e(x,y)≤ e if and only if (x > 0 and y≤ e).
(ii) Ih,e satisfies (EP).

(iii) Ih,e does not satisfy (IP). Ih,e(x,x) = 1 if and only if x = 0 or x = 1.
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Fig. 9 Ih,e implication

(iv) Ih,e does not satisfy (OP). Ih,e(x,y) = 1 if and only if x = 0 or y = 1.
(v) Ih,e does not satisfy (CP) with respect to any negation.

(vi) Ih,e is continuous except at points (0,y) for y≤ e.
(vii) Ih,e does not satisfy (WLI) with respect to any commutative and increasing

function F : [0,1]2→ [0,1]. Consequently Ih,e does not satisfy (LI) with respect
to any t-norm.

Theorem 21. Let h be an h-generator. Then Ih,e is neither an (S,N)-implication nor
an RT -implication.

Now, we try to relax the conditions h(0) =−∞ and h(1) = ∞.

Definition 11. ([15]) Fix an e ∈]0,1[ and let h : [0,1]→ [−∞,∞] be a strictly in-
creasing and continuous function with h(e) = 0. The function Ihg,e : [0,1]2 → [0,1]
defined by

Ihg,e(x,y) =

⎧⎪⎨
⎪⎩

1 if x = 0,

h−1
(
max

{
x
e ·h(y),h(0)

})
if x > 0 and y≤ e,

h−1
(
min

{
e
x ·h(y),h(1)

})
if x > 0 and y > e,

(7)

is called a generalized (h,e)-operator. The function h itself is called an h-generator
of the function Ihg,e defined by formula (7).

For Ihg,e we have

Ihg,e(1,1) = h−1
(

min
{ e

1
·h(1),h(1)

})
= h−1(e ·h(1)). (8)

This implies that if h(1) < ∞ then Ihg,e is not an implication. However, formula
(8) does not imply that if h(0) > −∞ then Ihg,e violates conditions for being an
implication. At this place Massanet and Torrens made a wrong conclusion that Ihg,e

is never an implication.

Proposition 9. Let h be an h-generator of Ihg,e defined by (7). Ihg,e is an implication
if and only if h(1) = ∞.

Implication Ihg,e will be called a generalized (h,e)-implication.



Implication Functions Generated Using Functions of One Variable 141

Example 10. Let us consider the generalized generator h3(x) =
2x−1
2−2x from Example

8. Then h3 is a generalized h-generator satisfying h3(0) > −∞ and h3(1) = ∞ and
e = 1

2 . The generalized (h3,e)-implication is the following (Fig. 10)

Ih3g,e(x,y) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1, if x = 0,

0, if x≥ 1
2 and y≤ 1

2 − 1
2(4x−1) ,

4xy−2x−y+1
4xy−2x−2y+2 , if x > 0 and

(
1
2 − 1

2(4x−1)

)
< y≤ 1

2 ,
−xy+x+2y−1
−2xy+2x+2y−1 , if x > 0 and y > 1

2 .

Fig. 10 Ih3g,e implication

Proposition 10. Let h1,h2; [0,1]→ [−∞,∞] be two h-generators with respect to a
fixed e∈]0,1[ such that h1(1) = h2(1) =∞. Then the following statements are equiv-
alent:

(a) Ih1,g,e = Ih2,g,e.
(b) There exist constants k,c ∈]0,∞[ such that

h2(x) =

{
k ·h1(x), if x ∈ [0,e[,

c ·h1(x), if x ∈ [e,1].

Proposition 11. Let h be a generalized h-generator with respect to a fixed e ∈]0,1[
such that h(1) = ∞. Then the following is true for the natural negation NIhg ,e with
respect to Ihg,e:

(a) If h(0) =−∞, then NIhg ,e = NG1 .
(b) If h(0)>−∞, then

NIhg ,e(x) =

{
1, if x = 0,

h−1
(
max

{
x
e ·h(0),h(0)

})
, if x > 0.

Theorem 22. Let h be a generalized h-generator with respect to a fixed e∈]0,1[ and
with h(1) = ∞ and h(0)>−∞.
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(i) Ihg,e does not satisfy (EP).
(ii) Ihg,e(x,y)≤ e if and only if x > 0 and y≤ e.

(iii) Ihg,e does not satisfy (IP). Ihg,e(x,x) = 1 if and only if x = 0 or x = 1.
(iv) Ihg,e does not satisfy (OP). Ihg,e(x,y) = 1 if and only if x = 0 or y = 1.
(v) Ihg,e does not satisfy (CP) with respect to any negation.

(vi) Ihg,e is continuous except at points (0,y) for y≤ e.
(vii) Ihg,e does not satisfy (WLI) with respect to any commutative and increasing

function F : [0,1]2→ [0,1]. Consequently Ihg,e does not satisfy (LI) with respect
to any t-norm.

Theorem 23. Let h be a generalized h-generator with respect to a fixed e ∈]0,1[
and with h(1) = ∞ and h(0) > −∞. Then Ihg,e is neither an (S,N)-implication nor
an RT -implication.

7 I∗f - and Ig-Implications

Another way of constructing implications is to use residuation operators with
respect to Archimedean t-norms. Generators of Archimedean t-norms are strictly
decreasing continuous functions f : [0,1]→ [0,∞] with f (1) = 0. However, since
implications have just two inputs, we do not need associativity. This means that we
may use arbitrary strictly decreasing functions f : [0,1]→ [0,∞] (with f (1) = 0) as
generators for the corresponding implication. In a similar way we can generalize
(S,N)-implications where S is a generated t-conorm, and use arbitrary strictly in-
creasing function g : [0,1]→ [0,∞] (with g(0) = 0) as generators for the correspond-
ing implication. Smutná in [19] introduced generated implications I f and Ig. The I f

implications are generated using strictly decreasing functions, the Ig implications
are generated using strictly increasing functions. Implications I f were further dis-
cussed in [5]. In the paper we focus on a slightly modified version of I f implications,
which will be denoted by I∗f . Moreover, we are interested in the connection between
I∗f - and Ig-implications and families of (S,N)-implications and RT -implications.

7.1 Definitions and Examples

Proposition 12. [5, 19] Let f : [0,1]→ [0,∞] be a strictly decreasing function such
that f (1) = 0. Then the function I∗f (x,y) : [0,1]2 → [0,1] which is given by

I∗f (x,y) = f (−1) (max{0, f (y)− f (x)}) (9)

is an implication.

Remark 3. (a) The implications I f ([19]) are defined as

I f (x,y) =

{
1 if x≤ y,

f (−1)( f (y+)− f (x)) otherwise,
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where the function f has the same meaning as in Proposition 12. We have replaced
this formula by (9).

(b) Of course, in the case of a continuous f the corresponding implications I∗f and
I f coincide. In this case f is an additive generator of an Archimedean t-norm T and
I f is the RT -implication.

The I∗f -implications are illustrated by the following examples.

Example 11. ([5], [6]) Let f1, f2, f3 : [0,1]→ [0,∞] be strictly decreasing functions
defined as follows:

• f1(x) =

{
1− x if x≤ 0.5,

0.5− 0.5x otherwise,

• f2(x) =
1
x − 1,

• f3(x) =− ln(x).

Then for f (−1)
1 , f (−1)

2 , f (−1)
3 , we get

• f (−1)
1 (x) =

⎧⎪⎨
⎪⎩

1− 2x if x≤ 0.25,

0.5 if 0.25 < x≤ 0.5,

1− x otherwise,

• f (−1)
2 (x) = min

{
1

1+x ,1
}
,

• f (−1)
3 (x) = min{e−x,1},

and the generated implications are (Fig. 11–13)

• I∗f1(x,y) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if x≤ y,

1− 2x+ 2y if x≤ 0.5,y < 0.5,x− y≤ 0.25,x > y,

0.5 if x≤ 0.5,y < 0.5,x− y > 0.25,

0.5 if x > 0.5,y < 0.5,x≤ 2y,

0.5+ y− 0.5x if x > 0.5,y < 0.5,x > 2y,

1− x+ y if x > 0.5,y≥ 0.5,

• I∗f2(x,y) =

{
1 if x≤ y,

1
1
y− 1

x +1
otherwise,

• I∗f3(x,y) =

{
1 if x≤ y,
y
x otherwise.

Implications Ig which are based on strictly increasing functions were introduced in
[19].
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Fig. 11 I∗f1
-implication

Fig. 12 I∗f2
-implication

Fig. 13 I∗f3
-implication
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Theorem 24. ([19]) Let g : [0,1]→ [0,∞] be a strictly increasing function such that
g(0) = 0. Then the function Ig(x,y) : [0,1]2 → [0,1] which is given by

Ig(x,y) = g(−1)(g(1− x)+ g(y)) (10)

is an implication.

The above mentioned generated implications Ig are illustrated by the following
examples.

Example 12. ([6]) Let g1,g2 : [0,1]→ [0,∞] be given by

• g1(x) =

{
x if x≤ 0.5,

0.5+ 0.5x otherwise,
• g2(x) =− ln(1− x).

Note that both functions g1 and g2 are strictly increasing. For functions g(−1)
1 and

g(−1)
2 we get

• g(−1)
1 (x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

x if x≤ 0,5,

0,5 if 0,5 < x≤ 0,75,

2x− 1 if 0,75 < x≤ 1,

1 if 1 < x,

• g(−1)
2 (x) = 1− exp(−x) for x ∈ [0,∞].

For our functions g1 and g2 we have the following (Fig. 14–15)

• Ig1(x,y) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

1− x+ y if x≥ 0.5,y≤ 0.5,x− y≥ 0.5,

0.5 if x≥ 0.5,y≤ 0.5,0.25≤ x− y < 0.5,

1− 2x+ 2y if x≥ 0.5,y≤ 0.5,x− y < 0.25,

min(1− x+ 2y,1) if x < 0.5,y≤ 0.5,

min(2− 2x+ y,1) if x≥ 0.5,y > 0.5,

1 if x < 0.5,y > 0.5,
• Ig2(x,y) = 1− exp(ln(x(1− y))) = 1− x+ xy.

Implications Ig may be further generalized. This generalization is based on a re-
placement of the standard negation by an arbitrary negation.

Theorem 25. ([19]) Let g : [0,1]→ [0,∞] be a strictly increasing function such that
g(0) = 0 and N be a negation. Then Ig

N, defined by

Ig
N(x,y) = g(−1)(g(N(x))+ g(y)),

is an implication.
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Fig. 14 Ig1 -implication

Fig. 15 Ig2 -implication

Example 13. ([6]) We deal with strictly increasing functions g1, g2, and the negation
N(x) = 1− x2. (Fig. 16–17)

• Ig1
N (x,y) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1− x2 + y if x≥ 1√
2
,y≤ 0.5,x2− y≥ 0.5,

0.5 if x≥ 1√
2
,y≤ 0.5,0.25≤ x2− y < 0.5,

1− 2x2+ 2y if x≥ 1√
2
,y≤ 0.5,x2− y < 0.25,

min(1− x2 + 2y,1) if x < 1√
2
,y≤ 0.5,

min(2− 2x2 + y,1) if x≥ 1√
2
,y > 0.5,

1 if x < 1√
2
,y > 0.5,

• Ig2
N (x,y) = 1− x2 + x2y.

Obviously, Ig1
N and Ig2

N are implications.

It is well known that generators of continuous Archimedean t-norms and t-conorms
are unique up to a positive multiplicative constant, and this is also valid for f and g
generators of I∗f -, Ig- and Ig

N-implications, respectively.
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Fig. 16 Ig1
N -implication

Fig. 17 Ig2
N -implication

Proposition 13. Let c be a positive constant.

(a) If f : [0,1]→ [0,∞] is a strictly decreasing function with f (1) = 0, then the
implications I∗f and I∗c· f coincide.

(b) Assume that g : [0,1]→ [0,∞] is a strictly increasing function with g(0) = 0 and
N is an arbitrary negation. Then the implication Ig coincides with Ic·g, and the
implication Ig

N coincides with Ic·g
N .

Because of this fact, if f and/or g are bounded functions we can always assume that
f (0) = 1 and/or g(1) = 1, respectively.

7.2 Properties of I∗f -Implications

In this section we further investigate the properties of I∗f -implications. We turn our
attention to relations between (S,N)-implications and RT -implications on the one
hand and I∗f -implications on the other hand. By Definition 4 and the following equiv-
alence for a strictly decreasing function f

f (−1)(x0) = 1 ⇐⇒ x0 ≤ lim
x→1−

f (x) = f (1−) (11)

we get directly a condition under which I∗f satisfies (NP).
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Proposition 14. ([5]) Let f : [0,1]→ [0,∞] be a strictly decreasing function such
that f (1) = 0. Then I∗f satisfies (IP) and (NP). Moreover, f is continuous at x = 1 if
and only if I∗f satisfies (OP).

The continuity of a strictly decreasing function f implies that f
(

f (−1)(x)
)
= x.

Therefore we can formulate the following proposition. The implication "⇒" was
proved in [5].

Proposition 15. Let f : [0,1]→ [0,∞] be a strictly decreasing function continuous
at 1 and 0, such that f (1) = 0. Then the implication I∗f satisfies (EP) if and only if f
is continuous.

In Proposition 15 we have considered just the case when f is continuous at 0 and 1.
Now, we will deal with fuctions f being non-continuous at 0 and/or at 1.

Proposition 16. Let f : [0,1]→ [0,∞] be a strictly decreasing function with f (1) = 0
discontinuous at 1. Then

(a) If 2 f (1−)≥ f (0), then I∗f satisfies (EP). Moreover,

I∗f (x,y) =

{
y, if x = 1,

1, otherwise.
(12)

(b) If 2 f (1−)≥ f (0+) and 2 f (0+)≤ f (0), then I∗f satisfies (EP). Moreover,

I∗f (x,y) =

⎧⎪⎨
⎪⎩

y, if x = 1,

0, if x �= 0 and y = 0,

1, otherwise.

(13)

Proposition 17. Let f : [0,1]→ [0,∞] be a strictly decreasing function discontinu-
ous at 0 and continuous at 1 with f (1) = 0. Then I∗f satisfies (EP) if and only if f is
continuous in ]0,1] and fulfils the inequality 2 f (0+) ≤ f (0). Moreover, in this case
NI∗f = NG1 .

Example 14. Define f : [0,1]→ [0,∞[ by the following

f (x) =

{
1− x2, if x ∈]0,1],
1.5, if x = 0.

Then f (−1) : [0,∞[→ [0,1] is given by

f (−1)(x) =

{√
1− x, if x ∈ [0,1[,

0, if x≥ 1.



Implication Functions Generated Using Functions of One Variable 149

Let us compute I∗f (0.7, I
∗
f (0.8,0)) and I∗f (0.8, I

∗
f (0.7,0)).

I∗f (0.8,0) = f (−1)(1.5− (1− 0.82)) = 0,

I∗f (0.7,0) = f (−1)(1.5−
√

1− 0.72) = f (−1)(0.99) = 0.1,

and

I∗f (0.7, I
∗
f (0.8,0)) = I∗f (0.7,0) = 0.1,

I∗f (0.8, I
∗
f (0.7,0)) = I∗f (0.8,0.1) =

√
0.63

.
= 0.79,

i.e (EP) is violated for I∗f .

We study the properties of implications I∗f , under which they are (S,N)- or RT -
implications. Because there are relations between (S,N)- implications and (EP) and
the continuity of NI∗f , Propositions 15, 16 and 17 lead us to dealing with continuous
function f . The continuity of a generator f implies the continuity of the correspond-
ing natural negation based on I∗f . Moreover, for a continuous and bounded strictly
decreasing function f such that f (1) = 0 and f (0) = c the natural negation NI∗f is
strong.

Proposition 18 ([5]). Let f : [0,1]→ [0,c] be a continuous bounded strictly decreas-
ing function such that f (1) = 0. The I∗f possesses (CP) only with respect to its nat-

ural negation NI∗f (x) = f−1( f (0)− f (x)).

The continuity of a generator f implies that I∗f is an RT -implication ([8], Theorem
1.16).

Corollary 1. Let f : [0,1]→ [0,c] be a strictly decreasing continuous and bounded
function with f (1) = 0. Then I∗f (x,y) = I∗f (I

∗
f (y,0), I

∗
f (x,0)).

A strictly decreasing continuous function f can be used as an additive generator
of a t-norm T and as a generator of an implication I∗f at the same time. Therefore
the relation between the t-norm T and the implication I∗f , generated by the same
function f , is interesting.

Proposition 19. Let f : [0,1]→ [0,∞] be a strictly decreasing continuous function
such that f (1) = 0. If f is an additive generator of a t-norm T, then I∗f satisfies (LI)
with respect to T .

Proposition 20. Let f : [0,1]→ [0,∞] be a strictly decreasing continuous function
and f (1) = 0. Let T be a t-norm such that T (x,y) ≤ f (−1)( f (x)+ f (y)), then the
following inequalities hold:

1, I∗f (x, I
∗
f (y,z)) ≤ I∗f (T (x,y),z),

2, T (I∗f (x,z), I
∗
f (y,z)) ≤ I∗f (T (x,y),z),

3, T (I∗f (x,y), I
∗
f (y,z)) ≤ I∗f (x,z),

4, T (x, I∗f (x,y))≤ y.
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Proposition 21. Let f : [0,1]→ [0,∞] be a continuous strictly decreasing function
such that f (1) = 0. Then the implication I∗f is continuous.

Let f : [0,1]→ [0,∞] and ϕ : [0,1]→ [0,1] be arbitrary functions. We will denote

( f ◦ϕ)(x) = f (ϕ(x)) for all x ∈ [0,1].

Proposition 22. Let f : [0,1]→ [0,∞] be a strictly decreasing function such that
f (1) = 0. Let ϕ : [0,1]→ [0,1] be a strictly increasing automorphism. Then the
function (I∗f )ϕ(x,y) = ϕ−1(I∗f (ϕ(x),ϕ(y))) is an implication I∗f◦ϕ(x,y).

Theorem 26. ([5]) Let f : [0,1]→ [0,∞] be a continuous strictly decreasing function
such that f (1) = 0. Then I∗f is an RT -implication given by a continuous t-norm.
Moreover, if f (0)< ∞, then I∗f is an (S,N)-implication.

7.3 Properties of Ig-Implications

In this section we investigate the relations between Ig-implications and (S,N)-
implications. Moreover, we study the relations between Ig- and I f -implications. The
following lemma and next two propositions are implied by Theorem 24 and by the
fact that g(−1) (g(x)) = x for a strictly monotonous function g.

Lemma 5. Let g : [0,1]→ [0,∞] be a strictly increasing function such that g(0) = 0.
Then the natural negation related to Ig is NIg(x) = 1− x.

Proposition 23. Let g : [0,1]→ [0,∞] be a strictly increasing function such that
g(0) = 0. Then Ig satisfies (NP) and (CP) with respect to Ns.

Proposition 24. Let g : [0,1]→ [0,∞] be a continuous and strictly increasing func-
tion such that g(0) = 0. Then Ig satisfies (EP).

There exist non-continuous functions g such that Ig satisfy (EP). It is illustrated by
the following example.

Example 15. Let g : [0,1]→ [0,1] be given by

g(x) =

{
0 x = 0,
1
2(x+ 1) otherwise.

For its pseudo-inverse we get

g(−1)(x) =

{
0 x≤ 1

2 ,

2x− 1 x > 1
2 .

Because g is continuous in ]0,1] and strictly monotone, we have to show that (EP)
holds for Ig only for triples (x,y,z) such that x = 1 or y = 1 or z = 0, and it follows
from strict monotonicity of g and equality g(−1) ◦ g(x) = x.
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From Theorem 1 and the previous propositions we get the following relation be-
tween Ig implications and (S,N)-implications:

Theorem 27. Let g : [0,1]→ [0,∞] be a strictly increasing function continuous on
]0,1] such that g(0) = 0. Then Ig is an (S,N)-implication which is strong.

A relation between I f and Ig is stated by the following proposition.

Proposition 25. ([19]) Let f : [0,1]→ [0,∞] be a left-continuous strictly decreasing
function such that f (1) = 0, and g : [0,1]→ [0,∞] be a right-continuous strictly
increasing function such that g(0) = 0. Then

Ig(x,y) = I f (x,y) = sup{z ∈ [0,1];C(x,z)≤ y}, (14)

where C(x,z) = f (−1) ( f (x)+ f (z))), and g(x) = f (1− x).

Remark 4. Implications I∗f are residual with respect to a left-continuous conjunctor
C only if the corresponding generator f is continuous in [0,1].

8 Concluding Notes

Implications generated by functions of one variable have become a rapidly develop-
ing branch of fuzzy logics. Our main aim was to present a partial overview of possi-
bilities how to generate implications using additive generators of t-norms, t-conorms
and representable uninorms. Since implications are just binary operations, their as-
sociativity is meaningless. In this context we presented also a possibility of generat-
ing implications using strictly monotone (not necessarily continuous) functions with
a range in [0,∞]. Properties of generated families are listed in Table 1. Connections
between generated families and (S,N)- and/or RT -implications are listed in Table 2.

Table 1 Properties of implications generated by one-variable functions

Family Properties
Yager’s f -implications (NP), (EP)
Yager’s g-implications (NP), (EP)
Jayaram’s h-implications (NP), (EP)
Massanet’s and Torrens’ hg-implications (NP), (EP)
Massanet’s and Torrens’ (h,e)-implications (EP)
Massanet’s and Torrens’ (hg,e)-implications —
I∗f -implications (NP), (IP)
Ig-implications (NP), (CP)
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Table 2 Implications generated by one-variable functions and (S,N)- and RT -implications

Family (S,N)-implication RT -implication
Yager’s f -implications if f (0)< ∞ —
Yager’s g-implications — if g(x) = c · x for a c ∈]0,∞[
Jayaram’s h−implications always —
Massanet’s and Torrens’ hg-implications — —
Massanet’s and Torrens’ (h,e)-implications — —
Massanet’s and Torrens’ (hg,e)-implications — —
I∗f -implications — if f is continuous
Ig-implications if g is continuous —
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4. Baczyński, M., Jayaram, B.: Yager’s classes of fuzzy implications: some properties and
intersections. Kybernetika 43, 157–182 (2007)
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Compositions of Fuzzy Implications

Józef Drewniak and Jolanta Sobera

Abstract. This chapter considers fuzzy implications as a special case of fuzzy re-
lations in [0,1]. We examine compositions of fuzzy implications based on a binary
operation ∗ and discuss the dependencies between algebraic properties of the oper-
ation ∗ and the induced sup−∗ composition. Under some simple assumptions the
sup−∗ composition of fuzzy implications gives also a fuzzy implication. This leads
to an examination of ordered groupoids and ordered semigroups of fuzzy implica-
tions. Contrapositive and invariant fuzzy implications are also considered.

1 Introduction

Fuzzy implications take attention from the beginning of fuzzy sets theory. Their
applicational sources are connected with approximate reasoning [22] and fuzzy
control [20]. Simultaneously, every fuzzy implication function is an example of
the logical connective of multivalued logic [19]. The simplest axiomatization of
fuzzy implications was presented by Fodor and Roubens [14] pp. 21-31 (cf. also
Gottwald [17]), and its examinations are summarized by Baczyński and Jayaram [5].
A consideration of fuzzy implications as a special case of fuzzy relations in [0,1]
was introduced by Baldwin and Pilsworth [6]. They generated new fuzzy impli-
cations as sup-min composition of given ones. Their approach was applied in [3],
[4] and [12]. We are going to continue this way for sup−∗ composition under addi-
tional assumptions about the operation ∗ : [0,1]2→ [0,1]. At first, we recall auxiliary
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properties of binary operations and binary fuzzy relations (Sections 2, 3). Next, the
simplest axiomatic definition of fuzzy implications with suitable examples is de-
scribed (Section 4). Finally, the sup−∗ composition of fuzzy implications is ex-
amined in the family of all fuzzy implications and in some important subfamilies
(Sections 5-7). The main attention is paid to a description of ordered algebraic
structures of fuzzy implications.

2 Binary Operations in [0,1]

We recall here some important properties and examples of binary operations in the
unit interval. Their examination is strictly connected with diverse applications in
fuzzy set theory. Because of their algebraic and functional properties we shall use
mixed notation. In many algebraic considerations we use a grupoid ([0,1],∗) with
the internal operation ∗. Simultaneously, many examples of such operations have
traditional description as functions F : [0,1]2 → [0,1] (e.g. triangular norms and
fuzzy implications). Monotonicity properties (increasing, decreasing) are used with
weak inequalities (�,�). The operation ∗ is idempotent if x∗ x = x for x ∈ [0,1].

Example 1. The most natural increasing operation in [0,1] is the restriction of real
numbers product (denoted as the function TP). Moreover, every mean restricted to
[0,1] is an internal operation in [0,1], e.g.

min(x,y) = min{x,y}, max(x,y) = max{x,y} (lattice operations),

P1(x,y) = x, P2(x,y) = y (binary projections),

A(x,y) = 0.5(x+ y), G(x,y) =
√

xy (arithmetic and geometric mean)

for x,y ∈ [0,1]. The above six operations are idempotent, while TP has only two
idempotent points: TP(0,0) = 0, TP(1,1) = 1.

Lemma 1 ([10], Lemma 5). An operation ∗ : [0,1]2 → [0,1] is increasing if and
only if it is distributive with respect to max. In particular, the following conditions
are equivalent

∀
a,b,c∈[0,1]

(b � c)⇒ (a ∗ b � a ∗ c, b ∗ a � c∗ a), (1)

∀
a,b,c∈[0,1]

a ∗max(b,c) = max(a ∗ b,a ∗ c), max(b,c)∗ a = max(b ∗ a,c∗ a). (2)

Lemma 2 ([9], Lemmas 1, 7). Let an operation ∗ be increasing (cf. (1)). We have

(∗� min)⇔ ( ∀
a∈[0,1]

a ∗ 1 � a, 1 ∗ a � a)⇒ ( ∀
a∈[0,1]

a ∗ 0 = 0 ∗ a = 0). (3)

The existence of the neutral element e = 1 implies the existence of the zero element
z = 0. The operation ∗ has the zero element z = 0 if and only if 0 ∗ 1 = 1 ∗ 0 = 0.



Compositions of Fuzzy Implications 157

Definition 1. Let L be a complete lattice with an additional binary operation ∗.
The operation ∗ is infinitely distributive with respect to supremum (infinitely sup-
distributive) if it fulfils

∀
a,bt∈L

a ∗ (sup
t∈T

bt) = sup
t∈T

(a ∗ bt), ∀
a,bt∈L

(sup
t∈T

bt)∗ a = sup
t∈T

(bt ∗ a) (4)

for an arbitrary index set T �= /0. In particular, the lattice L is called infinitely sup-
distributive if the operation ∗ = ∧ is infinitely sup-distributive and the infinite inf-
distributivity is defined dually. The lattice L is called infinitely distributive if it is
infinitely sup− and inf-distributive.

If card T = 2, then (4) reduces to (2). By analogy to Lemma 1, we get

Corollary 1. Let L be a complete lattice with additional binary operation ∗. If the
operation ∗ is infinitely sup-distributive, then it is distributive with respect to max
and it is increasing.

According to [18] (Proposition 1.22), in the case L = [0,1] we have

Lemma 3. An operation ∗ : [0,1]2 → [0,1] is infinitely sup-distributive if and only if
it is increasing and left-continuous.

Definition 2 ([18], pp. 4, 222; cf. [13], Definition 6.4). An increasing binary oper-
ation ∗ in [0,1] is called
• a semicopula (triangular seminorm) if it has the neutral element e = 1;
• a pseudo triangular norm if it is associative semicopula;
• a triangular norm if it is associative, commutative with neutral element e = 1;
• a conjunctive uninorm if it is associative, commutative with neutral element

e ∈ (0,1] and 0 ∗ 1 = 1 ∗ 0 = 0.

Example 2. The greatest semicopula (pseudo triangular norm, triangular norm) is
given by TM = min. The least semicopula (pseudo triangular norm, triangular norm)
is called drastic triangular norm,

TD(x,y) =

{
min(x,y), if max(x,y) = 1

0, otherwise
, x,y ∈ [0,1]. (5)

We have TD � TL � TP � TM , where TL(x,y) = max(0,x + y− 1), (Łukasiewicz
triangular norm), and TP(x,y) = xy for x,y ∈ [0,1].

As examples of conjunctive uninorms for fixed e ∈ (0,1) we consider the least
uninorm Ue and the least idempotent uninorm Ue

min (cf. [15]), where (x,y ∈ [0,1])

Ue(x,y) =

⎧⎪⎨
⎪⎩

0 if x,y ∈ [0,e)

max(x,y), if x,y ∈ [e,1]

min(x,y), otherwise

, Ue
min(x,y) =

{
max(x,y), if x,y ∈ [e,1]

min(x,y), otherwise
.

For the boundary case e = 1 we obtain U1 = TD and U1
min = TM .
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3 Relation Compositions

Fuzzy relations generalize characteristic functions of binary relations. Let X ,Y �= /0
and L = (L,∨,∧,0,1) be a complete lattice. An L−fuzzy relation between sets X
and Y is an arbitrary mapping R : X ×Y → L (a fuzzy relation for L = [0,1]). In the
case X = Y we say about L−fuzzy relation on a set X . The family of all L−fuzzy
relations on X is denoted by LR(X) (FR(X) for fuzzy relations). We are interested
in L−fuzzy relations on X for X = L. For R,S ∈ LR(X) we use the induced order
and the lattice operations:

R≤ S ⇔ ∀
x,y∈X

(R(x,y)≤ S(x,y)), (6)

(R∨S)(x,y) = R(x,y)∨S(x,y), (R∧S)(x,y) = R(x,y)∧S(x,y), x,y ∈ X . (7)

Usually these operations are considered as the simplest version of inclusion, sum
and intersection of fuzzy relations, respectively (cf. [21]). However, the most im-
portant operation on fuzzy relations is their composition.

Definition 3 ([16]). Let L be a complete lattice and ∗ : L2 → L. By sup−∗ compo-
sition of L−fuzzy relations R,S we call the L−fuzzy relation R◦ S, where

(R◦ S)(x,z) = sup
y∈X

(R(x,y)∗ S(y,z)), x,z ∈ X . (8)

In order to distinguish the case ∗= min we shall write R• S.

Directly from properties of supremum we get

Corollary 2. The composition (8) is increasing with respect to the operation ∗, i.e.
if ∗� ∗′, then ◦� ◦′. In particular, if ∗� min, then ◦� • (cf. (3)).

Properties of composition ◦ depends on properties of operation ∗, what was exam-
ined in details in the paper [10] in the case L = [0,1]. We recall here some of these
results.

Definition 4. Let c ∈ [0,1]. Fuzzy relation Tc(x,y) = c, x,y ∈ X is called totally
constant.

Lemma 4 ([10]). Let a,b ∈ [0,1], ∗ : [0,1]2 → [0,1]. Totally constant fuzzy relations
Ta, Tb have properties Ta ≤ Tb ⇔ a≤ b, Ta = Tb ⇔ a = b, Ta ◦Tb = Ta∗b.

Theorem 1 ([10]). Let ∗ : [0,1]2 → [0,1].

• Monotonicity of the operation ∗ (it is increasing or decreasing with respect to the
first or to the second argument) is equivalent to suitable property of the compo-
sition ◦.

• The operation ∗ has (left, right) zero element z ∈ [0,1] if and only if the compo-
sition ◦ has suitable zero element Z = Tz.

• If the operation ∗ is increasing, then the composition ◦ is subdistributive over ∧,
i.e.
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T ◦ (R∧S)� T ◦R∧T ◦ S, (R∧S)◦T � R◦T ∧S ◦T, R,S,T ∈ FR(X). (9)

• The operation ∗ is (left, right) distributive over maximum if and only if the com-
position ◦ fulfils suitable distributivity property in FR(X), i.e.

T ◦ (R∨S) = T ◦R∨T ◦ S, (R∨S)◦T = R◦T ∨S ◦T, R,S,T ∈ FR(X).

• The operation ∗ is infinitely sup-distributive if and only if the composition ◦ is
infinitely sup-distributive, i.e.

R◦ (sup
t∈T

St) = sup
t∈T

(R◦ St), (sup
t∈T

St)◦R = sup
t∈T

(St ◦R),

where R,St ∈ FR(X), t ∈ T for an arbitrary index set T �= /0.
• Let the operation ∗ be infinitely sup-distributive. The operation ∗ is associative

in [0,1] if and only if the composition ◦ is associative in FR(X).
• Let z = 0 be the zero element of the operation ∗. The operation ∗ has (left, right)

neutral element e ∈ (0,1] if and only if the composition ◦ has suitable neutral
element E ∈ FR(X), where

E(x,y) =

{
e, if x = y

0, otherwise
, x,y ∈ X . (10)

Directly from Theorem 1 and Lemma 3 we get

Corollary 3. Let an operation ∗ : [0,1]2 → [0,1] be increasing.

• If the operation ∗ is left-continuous in [0,1], then the composition ◦ is infinitely
sup-distributive in FR(X).

• If the operation ∗ is left-continuous and associative in [0,1], then the composition
◦ is associative in FR(X).

We shall show, that the continuity assumption in this corollary cannot be omitted.

Example 3 ([10], Example 6). The drastic triangular norm ∗ = TD (cf. (5)) is in-
creasing and associative but it is not left-continuous. Let R,S,U ∈ FR([0,1]), where

R(x,y) = y, U(x,y) = 1, S(x,y) =

{
0, if max(x,y) = 1

y, otherwise
, x,y ∈ [0,1].

By direct calculation we get R◦ (S◦U) = T1 �= (R◦S)◦U = T0 with totally constant
relations T1 and T0. Thus the composition ◦ is not associative.

Remark 1. Under assumptions of the above corollary, the composition sup−∗ is as-
sociative and we can consider the sequence of powers of fuzzy relations: R1 = R,
Rn+1 = Rn ◦R for n ∈N. In the case of ∗= min the powers will be denoted by R•n.
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4 Fuzzy Implications

Definitions and examples of fuzzy implications will be presented mainly after recent
monograph by Baczyński and Jayaram [5].

Definition 5 ([5], p. 2). A function I : [0,1]2 → [0,1] is called fuzzy implication if it
is decreasing with respect to the first variable, increasing with respect to the second
one and fulfils the binary implication truth table (cf. also (12)):

I(0,0) = I(1,1) = 1, I(1,0) = 0. (11)

The set of all fuzzy implications is denoted by FI.

Remark 2 ([5], p. 29). Let I ∈ FI. By reciprocal of I we call the following function
I′(x,y) = I(1− y,1− x), x,y ∈ [0,1], which also is a fuzzy implication.

By monotonicity assumptions, from (11) we get

I(0,x) = I(x,1) = 1, I(0,1) = 1, x ∈ [0,1]. (12)

First of all we can observe that the family FI is ordered by the relation (6) and we
obtain

Theorem 2 ([2]). The family FI is a convex set of functions. Moreover, (FI,∨,∧) is
a complete, infinitely distributive lattice. In particular it has the least element I0 and
the greatest element I1, where (x,y ∈ [0,1])

I0(x,y) =

{
1, if x = 0 or y = 1

0, otherwise
, I1(x,y) =

{
0, if x = 1 and y = 0

1, otherwise
. (13)

Example 4. The most important multivalued implications with theirs reciprocals
(cf. [5], pp. 4, 30) fulfil the above definition (x,y ∈ [0,1]):

ILK(x,y) = min(1− x+ y,1), I′LK = ILK , Łukasiewicz (1923),

IGD(x,y) =

{
1, if x � y

y, if x > y
, I′GD(x,y) =

{
1, if x � y

1− x, if x > y
, Gödel (1932),

IRC(x,y) = 1− x+ xy, I′RC = IRC, Reichenbach (1935),

IKD(x,y) = max(1− x,y), I′KD = IKD, Kleene-Dienes (1938, 1949),

IGG(x,y) =

{
1, if x � y
y
x , if x > y

, I′GG(x,y) =

{
1, if x � y
1−x
1−y , if x > y

, Goguen (1969),

IRS(x,y) =

{
1, if x � y

0, if x > y
, I′RS = IRS, Rescher (1969),
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IY G(x,y) =

{
1, if x = y = 0

yx,otherwise
, I′Y G(x,y) =

{
1, if x = y = 1

(1− x)1−y,otherwise
, Yager (1980),

IW B(x,y) =

{
1, if x < 1

y, if x = 1
, I′WB(x,y) =

{
1, if y > 0

1− x, if y = 0
, Weber (1983),

IFD(x,y) =

{
1, if x � y

max(1− x,y), if x > y
, I′FD = IFD, Fodor (1993).

5 Implication Compositions

Our approach is based on the observation that every I ∈ FI can be considered as
a fuzzy relation in [0,1]. Thus the composition ◦ (cf. (8) for X = L = [0,1]) can
be applied to fuzzy implications. In general, such operation is not internal in FI.
Using ∗= min we obtain I1 ◦ I1 = T1 (total constant), which does not fulfil (11). We
need additional assumptions on the operation ∗ and used implications in order to
obtain a result from FI. The case ∗ = min we have examined in [3] and the case of
triangular norm ∗ was examined in [4]. Similar results can be obtained under more
general assumptions about the given operation ∗ : [0,1]2 → [0,1].

Lemma 5. If the operation ∗ is increasing with respect to the first argument, then
sup−∗ composition of fuzzy implications is a function decreasing with respect to
the first variable.

Proof. Let I,J ∈ FI, K = I ◦ J,

K(x,z) = (I ◦ J)(x,z) = sup
y∈[0,1]

(I(x,y)∗ J(y,z)), x,z ∈ [0,1]. (14)

If x � u, then I(x,y)� I(u,y) by Definition 5 and

K(x,z) � sup
y∈[0,1]

(I(u,y)∗ J(y,z)) = K(u,z), z ∈ [0,1],

i.e. the operation K is decreasing with respect to the first variable.

Similarly we get

Lemma 6. If the operation ∗ is increasing with respect to the second argument, then
sup−∗ composition of fuzzy implications is a function increasing with respect to the
second variable.

Lemma 7. If the operation ∗ fulfils the condition 1∗1= 1, then the composition (14)
of fuzzy implications fulfils

K(0,0) = K(1,1) = 1. (15)
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Proof. Let I,J ∈ FI, K = I ◦ J. Directly from Definition 5 we get

1 � K(0,0) = sup
y∈[0,1]

(I(0,y)∗ J(y,0))� I(0,0)∗ J(0,0) = 1 ∗ 1 = 1,

1 � K(1,1) = sup
y∈[0,1]

(I(1,y)∗ J(y,1))� I(1,1)∗ J(1,1) = 1 ∗ 1 = 1,

which proves (15).

According to Lemmas 5, 6 and 7 we need only one condition from (11) in order to
obtain K ∈ FI. Thus we get

Theorem 3 (cf. [4], Theorem 2). If the operation ∗ is increasing and 1∗1= 1, then
for sup−∗ composition of fuzzy implications we have

I ◦ J ∈ FI ⇔ (I ◦ J)(1,0) = 0. (16)

Now, it must be provided, that the operation ∗ obtains the value 0.

Lemma 8. Let z = 0 be the zero element of the operation ∗ and I,J ∈ FI.

• If I(1,y) = 0 for y ∈ [0,1), then (I ◦ J)(1,0) = 0.
• If J(x,0) = 0 for x ∈ (0,1], then (I ◦ J)(1,0) = 0.

Proof. Let I,J ∈ FI. If I(1,y) = 0 for y ∈ [0,1), then

(I ◦ J)(1,0) = sup
y<1

(I(1,y)∗ J(y,0))∨ (I(1,1)∗ J(1,0)) = 0∨0 = 0.

If J(y,0) = 0 for y ∈ (0,1], then

(I ◦ J)(1,0) = (I(1,0)∗ J(0,0))∨ sup
y>0

(I(1,y)∗ J(y,0)) = 0∨0 = 0.

In both cases it proves the right hand condition from Theorem 3.

Lemma 8 leads to subfamilies of FI closed under the composition (14). We put

FIL = {I ∈ FI : ∀
x∈(0,1)

I(1,x) = 0}, FIR = {I ∈ FI : ∀
x∈(0,1)

I(x,0) = 0}. (17)

Additionally we put FIC = FIL∩FIR.

Remark 3. Let I ∈ FI. According to Remark 2 we get
I ∈ FIL ⇔ I′ ∈ FIR, I ∈ FIR ⇔ I′ ∈ FIL, I ∈ FIC ⇔ I′ ∈ FIC.
Symbolically we have FI′L = FIR, FI′R = FIL, FI′C = FIC.

A comparison of (11) with (17) leads to

Corollary 4 ([3]). All implications from FIL∪FIR are discontinuous.
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Example 5. Our conditions from (17) are restrictive and exclude many of presented
examples of fuzzy implications (cf. (13) and Example 4). From Corollary 4 we
know that every continuous fuzzy implication is excluded (e.g. ILK , IRC and IKD).
Moreover, by Remark 3 we have

I /∈ FIL ⇔ I′ /∈ FIR, I /∈ FIR ⇔ I′ /∈ FIL, I /∈ FIC ⇔ I′ /∈ FIC.

Let x ∈ (0,1). Since I1(x,0) = I1(1,x) = IW B(x,0) = 1, IFD(x,0) = 1− x,
IGD(1,x) = IGG(1,x) = IY G(1,x) = IWB(1,x) = IFD(1,x) = x, then

I1, IWB, I
′
WB, IFD /∈ FIL∪FIR, IGD, IGG, IY G /∈ FIL, I′GD, I

′
GG, I

′
Y G /∈ FIR.

Thus, as positive examples we get

I0, IRS ∈ FIC, IGD, IGG, IYG ∈ FIR \FIL, I′GD, I
′
GG, I

′
Y G ∈ FIL \FIR.

Corollary 5. Families FIL, FIR and FIC are complete, infinitely distributive sub-
lattices of the lattice (FI,∨,∧) from Theorem 2. They are convex sets of func-
tions bounded by suitable fuzzy implications: minFIL = minFIR = minFIC = I0,
maxFIL = IL, maxFIR = IR, maxFIC = IC, where

IL(x,y) =

{
0, if x = 1 and y < 1

1, otherwise
, IR(x,y) =

{
0, if x > 0 and y = 0

1, otherwise
, (18)

IC(x,y) =

{
0, if (x,y) ∈ {1}× [0,1)∪ (0,1]×{0}
1, otherwise

, x,y ∈ [0,1]. (19)

Proof. Lattice operations (7) saves value 0 from (17). Thus families FIL, FIR and
FIC are closed with respect to arbitrary supremum and infimum. Then Theorem 2
implies infinite distributivity of sublattices (FIL,∨,∧) , (FIR,∨,∧) and (FIC,∨,∧) .
Since convex combination does not change constant values, then it saves conditions
from (17). Thus the result belongs to the same family. Moreover, I0 ∈ FIC, thus
the least implication is common. Formulas (18) are obtained from I1 by minimal
extension of I−1({0}) in order to obtain I ∈ FIL (FIR). Finally, IC = IL ∧ IR which
gives (19).

As a direct consequence of Lemma 8 and Theorem 3 we get

Corollary 6. If the operation ∗ is increasing and 0 ∗ 1 = 1 ∗ 0 = 0, 1 ∗ 1 = 1, then
sup−∗ composition of fuzzy implications from families FIL, FIR and FIC gives fuzzy
implications.

Using Lemma 2 we see that assumptions of Corollary 6 are fulfilled by arbitrary
semicopula ∗ (cf. Definition 2). Returning to the condition (16) we have

Theorem 4 (cf. [4], Theorem 2). If ∗ is a semicopula, then for sup−∗ composition
of fuzzy implications we have



164 J. Drewniak and J. Sobera

I ∈ FIL ⇔ ∀
J∈FI

I ◦ J ∈ FI, J ∈ FIR ⇔ ∀
I∈FI

I ◦ J ∈ FI. (20)

Proof. Implications ‘⇒’ are direct consequence of Lemma 8 and Theorem 3. Con-
versely, if I ◦ J ∈ FI for J ∈ FI, then putting J = I1 we get

0 = (I ◦ J)(1,0)� sup
x∈(0,1)

(I(1,x)∗ I1(x,0)) = sup
x∈(0,1)

(I(1,x)∗ 1) = sup
x∈(0,1)

I(1,x).

Thus I(1,x) = 0 for x ∈ (0,1), i.e. I ∈ FIL, because e = 1 is the neutral element.
Similarly we get J ∈ FIR in the second condition for I = I1. This proves (20).

Lemma 9 (cf. [4], Lemma 2). If 0∗1= 1∗0= 0, 1∗1= 1 and the operation ∗ is in-
creasing, then families FIL, FIR, FIC are closed with respect to the composition (14)
and (FIL,◦,�), (FIR,◦,�), (FIC,◦,�) are ordered groupoids.

Proof. If I,J ∈ FIL, z ∈ (0,1), then using properties of the operation ∗ we get

(I ◦ J)(1,z) = I(1,0)∗ J(0,z)∨ sup
y∈(0,1)

(I(1,y)∗ J(y,z))∨ I(1,1)∗ J(1,z) = 0,

i.e. I ◦ J ∈ FIL. Similarly, for I,J ∈ FIR, x ∈ (0,1) we get

(I ◦ J)(x,0) = I(x,0)∗ J(0,0)∨ sup
y∈(0,1)

(I(x,y)∗ J(y,0))∨ I(x,1)∗ J(1,0) = 0,

i.e. I ◦ J ∈ FIR. Thus FIC is also closed under ◦. According to Theorem 1 the com-
position ◦ is increasing and we obtain ordered groupoids.

If the operation ∗ is a semicopula, then from Theorem 1 we see that the relation
composition has the neutral element E1 (cf. (10)), but the identity relation is not
an implication. The family of implications has its own neutral element of composi-
tion (8).

Theorem 5 (cf. [4]). Let the operation ∗ be a semicopula.

• The Rescher implication IRS is the neutral element of the composition (14) in
FI. In particular, IRS is the neutral element in groupoids (FIL,◦), (FIR,◦) and
(FIC,◦).

• The implication I0 is the zero element in (FIC,◦), a right zero in (FIR,◦), and
a left zero in (FIL,◦).

Proof. From Example 4 we see that the positive value IRS(x,y) = 1 is only for x � y.
Thus for arbitrary I ∈ FI, x,z ∈ [0,1], by monotonicity properties of I we have

(I ◦ IRS)(x,z) = sup
y≤z

I(x,y) = I(x,z), (IRS ◦ I)(x,z) = sup
y≥x

I(y,z) = I(x,z),

which proves that I ◦ IRS=IRS ◦ I = I. Similarly, the positive value I0(x,y) = 1 is only
for x = 0 or y = 1. Thus for arbitrary I ∈ FI we get

(I0 ◦ I)(x,z) = I0(x,1)∗ I(1,z) = I(1,z), (I ◦ I0)(x,z) = I(x,0)∗ I0(0,z) = I(x,0).
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Let x ∈ (0,1], z ∈ [0,1). If I ∈ FIL, then (I0 ◦ I)(x,z) = 0 = I0(x,z). If I ∈ FIR, then
(I ◦ I0)(x,z) = 0 = I0(x,z). For x = 0 or z = 1 we can use the property (12) and we
get I0 ◦ I = I0 in FIL, I ◦ I0 = I0 in FIR, which provides the zero element in FIC.

The composition ◦ can be extended to subsets A,B ⊂ FI by the formula A ◦B =
{I ◦ J|I ∈ A, J ∈ B}. Thus we can describe global properties of the composition ◦.
Theorem 6 (cf. [5], Theorem 6.4.11). Let the operation ∗ be a semicopula. Con-
sidered families of fuzzy implications have the following properties

FIL ◦FIL = FIL, FIR ◦FIR = FIR, FIC ◦FIC = FIC, (21)

FIC◦FIR =FIR◦FIC =FIR, FIC◦FIL =FIL◦FIC =FIL, FIC◦FI =FI◦FIC =FI,
(22)

I1 ∈FIL◦FIR⊂FIL◦FI =FI◦FIR =FI, T1 ∈FIR◦FIL⊂FI◦FIL∩FIR◦FI �⊂FI.
(23)

Proof. Properties (21) are consequences of Lemma 9 and Theorem 5, because IRS ∈
FIC = FIL∩FIR. We also get

FIR ⊂ FIC ◦FIR, FIR ⊂ FIR ◦FIC, FIL ⊂ FIC ◦FIL, FIL ⊂ FIL ◦FIC, (24)

FI ⊂ FI ◦FIC ⊂ (FI ◦FIL)∩ (FI ◦FIR), FI ⊂ FIC ◦FI ⊂ (FIL ◦FI)∩ (FIR ◦FI).
(25)

By direct calculation (cf. also Table 2, where J3 = IR, J4 = IL, J6 = IC) we get

IL ◦ IL = IL ◦ IC = IC ◦ IL = IL, IR ◦ IR = IR ◦ IC = IC ◦ IR = IR, IC ◦ IC = IC,

I1 ◦ IR = I1 ◦ IC = IR ◦ I1 = IC ◦ I1 = I1, IR ◦ IL = IR ◦ I1 = I1 ◦ IL = T1.

According to Corollary 5 we have

FIL = {I ∈ FI|I � IL}, FIR = {I ∈ FI|I � IR}, FIC = {I ∈ FI|I � IC}.

Since the operation ∗ is increasing, then by Theorem 1 the composition ◦ is also
increasing and we obtain

FIC ◦FIR = {I ∈ FI|I � IC ◦ IR = IR} ⊂ FIR,

FIR ◦FIC = {I ∈ FI|I � IR ◦ IC = IR} ⊂ FIR.

Similarly we get FIC ◦FIL ⊂ FIL, FIL ◦FIC ⊂ FIL, which, connected with (24) and
(25), gives (22). Moreover, FIC ◦FI ⊂ FI, FI ◦FIC ⊂ FI by Theorem 4. Finally,

I1 = IL ◦ IR ∈ FIL ◦FIR ⊂ FIL ◦FI ⊂ FI,
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T1 = IR ◦ IL ∈ FIR ◦FIL ⊂ (FI ◦FIL)∩ (FIR ◦FI)

and using (25) we obtain (23).

Remark 4. The above theorem disproves some inclusions suggested without proof
in [4], Corollary 2, and [5], Theorem 6.4.11. In particular inclusions
FI ◦FIC ⊂ FIC, FIC ◦FI ⊂ FIC, FIC ◦FIL ⊂ FIC, FI ◦FIL ⊂ FIL, FIR ◦FI ⊂ FIR

are false because of (22) and (23).

The most natural implication semigroups are semilattices (FI,∨, I0) and (FI,∧, I1)
from Theorem 2. These semigroups include all possible fuzzy implications from
Definition 5. By Theorem 6 there are particular subfamilies in FI closed under
sup−∗ composition of fuzzy implications. Now we consider some additional as-
sumptions in order to obtain ordered semigroups from ordered groupoids (FIL,◦,�),
(FIR,◦,�) and (FIC,◦,�). According to Theorem 1 and Corollary 3 we need an or-
dered monoid ([0,1],∗,�) with left continuous operation ∗.
Theorem 7 (cf. [4], Theorem 3). If ([0,1],∗,�) is an ordered monoid with left con-
tinuous operation ∗, then algebraic structures (FIL,◦, IRS,�), (FIR,◦, IRS,�) and
(FIC,◦, IRS,�) are also ordered monoids, where the composition sup-∗ is infinitely
sup-distributive. Moreover, the monoid (FIC,◦, IRS,�) has the zero element I0.

Proof. In virtue of Lemma 9 and Theorem 5 we know that algebraic structures
(FIL,◦, IRS,�), (FIR,◦, IRS,�) and (FIC,◦, IRS,�) are ordered groupoids with the
neutral element IRS. Now, by Corollary 3, the sup−∗ composition is associative and
infinitely sup-distributive. Thus algebraic structures (FIL,◦, IRS,�), (FIR,◦, IRS,�)
and (FIC,◦, IRS,�) are ordered semigroups with neutral element, i.e. ordered
monoids. As usual, the least element I0 in such monoids is the zero element in the
lower subsemigroup {I ∈ FI|I � IRS}⊂ FIC, but by Theorem 5 it is the zero element
in (FIC,◦, IRS).

Corollary 7 (cf. [5], Theorem 6.4.13). If the operation ∗ is left continuous trian-
gular norm, pseudo triangular norm or conjunctive uninorm then it fulfils assump-
tions of Theorem 7. Therefore, algebraic structures (FIL,◦, IRS,�), (FIR,◦, IRS,�),
(FIC,◦, IRS,�) are ordered monoids with infinitely sup-distributive composition sup-
∗ and the monoid (FIC,◦, IRS,�) has the zero element I0.

Under assumptions of the above theorem one can consider the sequence of powers
of fuzzy implications (cf. Remark 1).

Example 6. Since IGG belongs to FIR and ∗=min fulfils assumptions of Theorem 7,
then we can consider powers of IGG. At first we get:
• if x � z, then

(IGG • IGG)(x,z) = sup
y∈[0,1]

min(IGG(x,y), IGG(y,z)) � min(IGG(x,x), IGG(x,z)) = 1;

• if x > z, then
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(IGG • IGG)(x,z) = sup
y∈[0,1]

min(IGG(x,y), IGG(y,z)) = sup
y∈[0,1]
y�z<x

min(IGG(x,y), IGG(y,z))

∨ sup
y∈[0,1]
z<y<x

min(IGG(x,y), IGG(y,z))∨ sup
y∈[0,1]
z<x�y

min(IGG(x,y), IGG(y,z))

= sup
y∈[0,1]
y�z<x

min
(y

x
,1
)
∨ sup

y∈[0,1]
z<y<x

min

(
y
x
,

z
y

)
∨ sup

y∈[0,1]
z<x�y

min

(
1,

z
y

)
=

z
x
∨
√

z
x
=

√
z
x
.

Thus by mathematical induction we obtain

I•nGG(x,y) =

{
1, if x � y
n
√

y
x , if x > y

, (26)

where all these powers belong to FIR. Similarly, I′GG belongs to FIL and we obtain

(I′GG)
•n(x,y) =

{
1, if x � y
n
√

1−x
1−y , if x > y

, (27)

where all these powers belong to FIL. Finally, IGG∧ I′GG belongs to FIL, where

(IGG∧ I′GG)(x,y) =

⎧⎪⎨
⎪⎩

1, if x � y
y
x , if y < x � 0.5
1−x
1−y , if 0.5 < y < x

.

According to (9) we have (IGG∧ I′GG)
n � Kn = I•nGG∧ (I′GG)

•n , where

Kn(x,y) =

⎧⎪⎪⎨
⎪⎪⎩

1, if x � y
n
√

y
x , if y < x � 0.5

n
√

1−x
1−y , if 0.5 < y < x

(28)

and implications Kn belong to FIC. Let us observe that

sup I•nGG = IR, sup(I′GG)
•n = IL, supKn = IC.

Because of Corollary 2 we get

Corollary 8. If a left continuous operation ∗ is a pseudo triangular norm, then

In
GG � I•nGG, (I

′
GG)

n � (I′GG)
•n, (IGG ∧ IGG)

n � I•nGG∧ (I′GG)
•n.
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6 Compositions in Classes of Fuzzy Implications

Now we consider some important additional properties of fuzzy implications.

Definition 6 ([5], pp. 9, 20). A fuzzy implication I is said to satisfy:

(NP), the left neutral property, if I(1,y) = y, y ∈ [0,1],

(EP), the exchange principle, if I(x, I(y,z)) = I(y, I(x,z)), x,y,z ∈ [0,1],

(IP), the identity principle, if I(x,x) = 1, x ∈ [0,1],

(OP), the ordering property, if I(x,y) = 1⇔ x � y, x,y ∈ [0,1],

(CP), the law of contraposition, if I(x,y) = I(1− y,1− x), x,y ∈ [0,1].

Families of fuzzy implications determined by the above properties will be denoted
by NP,EP, IP,OP,CP⊂ FI, respectively.

Table 1 Main properties of basic fuzzy implications

Case (NP) (EP) (IP) (OP) (CP)

I0 — + — — +
I1 — + + — +
ILK + + + + +
IGD + + + + —
I′GD — — + + —
IRC + + — — +
IKD + + — — +
IGG + + + + —
I′GG — — + + —
IRS — — + + +
IYG + + — — —
I′YG — — — — —
IWB + + + — —
I′WB — — + — —
IFD + + + + +

Example 7. It can be verified (cf. [5], pp. 10, 29) that the fuzzy implications listed
in Example 4 fulfil some of additional properties described in the above definition,
what is presented on Table 1, where symbol ‘+’ means that the function from the
chosen row has the property from the chosen column, and symbol ‘−’ means that
there exists a counter-example. Since implications IGD, IGG, IY G and IWB are not
contrapositive, then also their reciprocals I′GD, I′GG, I′YG, I′WB ∈ FI do not fulfil (CP).
Properties (IP), (OP) are preserved from main versions by reciprocals (cf. [5], p. 30)
and the property (NP) can be simply verified. We shall show that the property (EP)
is not fulfilled. Let x = 0.5, y = 1, z = 0, L(I) = I(x, I(y,z)), R(I) = I(y, I(x,z)).
Directly from the above formulas we get R(I′GD) = R(I′GG) = R(I′YG) = 0, R(I′WB) =
1, L(I′GD) = L(I′GG) = L(I′Y G) = L(I′WB) = 0.5, This is contradictory with (EP).
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Now we can consider new sublattices of the lattice (FI,∨,∧).
Theorem 8 ( [5], pp.185-187). Ordered structures (IP,∨,∧), (OP,∨,∧), (NP,∨,∧),
(CP,∨,∧) are distributive lattices and convex families of functions. While family EP
is not closed with respect to lattice operations and convex combinations.

If we investigate composition of fuzzy implication in classes NP,EP, IP,OP and CP
we must apply Theorems 4 and 6 and use implications from families (17), otherwise
the result need not to be an implication (e.g. I1 ∈ IP but I1 ◦ I1 = T1 /∈ IP).

Lemma 10. The Rescher implication IRS is the least element of IP and OP. More-
over max IP = supOP = I1.

Proof. Simply we get IRS ∈ IP∩OP. Now, if I < IRS, then there exist x,y ∈ [0,1],
such that x � y and I(x,y) < 1. Thus I /∈ OP. Since I(x,x) � I(x,y) < 1 by Defini-
tion 5, then I /∈ IP. Thus min IP = minOP = IRS.
Moreover, supOP � sup IP � maxFI = I1. Since I1 ∈ IP, then max IP = I1. How-
ever I1 /∈ OP, but there exists a sequence Ln ∈ OP,n ∈ N, such that supLn = I1,
e.g.

Ln(x,y) =

⎧⎪⎨
⎪⎩

1, if (x � y)

0, if (x,y) = (1,0)

1− 1
n , otherwise

, x,y ∈ [0,1].

Thus supOP = I1.

Next lemma concerns fuzzy relations I,J ∈ FR([0,1]).

Lemma 11. Let the operation ∗ be a semicopula and I,J ∈ FR([0,1]).
• If I,J fulfil (IP), then I ◦ J fulfils (IP).
• If I,J fulfil (OP), then I ◦ J fulfils (OP).

Proof. Let x ∈ [0,1] and I,J fulfil (IP). Thus I(x,x) = J(x,x) = 1, and we obtain

1 � (I ◦ J)(x,x) = sup
y∈[0,1]

I(x,y)∗ J(y,x)� I(x,x)∗ J(x,x) = 1,

which proves that (I ◦ J)(x,x) = 1, i.e. I ◦ J fulfils (IP). Now let x,z ∈ [0,1], x � z. If
I,J fulfil (OP), then

1 � (I ◦ J)(x,z) = sup
y∈[0,1]

I(x,y)∗ J(y,z)� I(x,x)∗ J(x,z) = 1,

which proves that (I ◦ J)(x,z) = 1. Conversely, suppose that there exist x,z ∈ [0,1],
x > z, such that

1 = (I ◦ J)(x,z) = sup
y∈[0,1]
y�z<x

I(x,y)∗ J(y,z)∨ sup
y∈[0,1]
z<y<x

I(x,y)∗ J(y,z)∨ sup
y∈[0,1]
z<x�y

I(x,y)∗ J(y,z)

= sup
y∈[0,1]
y�z<x

I(x,y)∗ 1∨ sup
y∈[0,1]
z<y<x

I(x,y)∗ J(y,z)∨ sup
y∈[0,1]
z<x�y

1 ∗ J(y,z)
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= I(x,z)∨ sup
y∈[0,1]
z<y<x

I(x,y)∗ J(y,z)∨ J(x,z).

Since I(x,z) < 1 and J(x,z) < 1, then we get

sup
y∈[0,1]
z<y<x

I(x,y)∗ J(y,z) = 1

and there exists an infinite sequence yn ∈ (z,x), n ∈N, such that

I(x,yn)> 1− 1
n
, J(yn,z)> 1− 1

n
, n ∈ N. (29)

Such bounded sequence contains a convergent subsequence tk = ynk , k ∈N, and one
can choose it strictly monotonic. If tk+1 < tk for k ∈ N, then I(x, tk+1) � I(x, tk) �
. . . � I(x,y1) < 1. Similarly, if tk+1 > tk for k ∈ N, then J(tk+1,z) � J(tk,z) � . . .�
J(y1,z)< 1, contrary to (29). Thus (I ◦ J)(x,z)< 1, for x > z, i.e. I ◦ J fulfils (OP).

Directly from Lemmas 9, 10, 11 and Theorem 7 we obtain

Theorem 9. Let IPL = IP∩FIL, IPR = IP∩FIR, IPC = IP∩FIC.

• If ∗ is a semicopula, then (IPL,◦, IRS,�), (IPR,◦, IRS,�), (IPC,◦, IRS,�) are or-
dered groupoids with the neutral element IRS. Moreover, the above families are
lattice intervals in FI: IPL = [IRS, IL], IPR = [IRS, IR], IPC = [IRS, IC].

• If ∗ is a left continuous pseudo t-norm, then (IPL,◦, IRS,�), (IPR,◦, IRS,�) and
(IPC,◦, IRS,�) are ordered monoids.

Theorem 10. Let OPL = OP∩FIL, OPR = OP∩FIR, OPC = OP∩FIC.

• If ∗ is a semicopula, then (OPL,◦, IRS,�), (OPR,◦, IRS,�), (OPC,◦, IRS,�) are or-
dered groupoids with the neutral element IRS.

• If ∗ is a left continuous pseudo t-norm, then (OPL,◦, IRS,�), (OPR,◦, IRS,�) and
(OPC,◦, IRS,�) are ordered monoids.

In the case of (OP) the above families are not closed lattice intervals but they contain
some intervals.

Example 8. By Example 6 (case ∗ = min) one can check that I•nGG ∈ OP ∩ FIR,
(I′GG)

•n ∈ OP∩FIL and Kn ∈ OP∩FIC. Thus [IRS, I•nGG]⊂ OP∩FIR,
[IRS,(I′GG)

•n]⊂OP∩FIL, [IRS, I•nGG∧(I′GG)
•n]⊂OP∩FIC for n∈N (cf. Lemma 10).

In general, if a left continuous operation ∗ is a pseudo triangular norm, then by
Corollary 8 we also have
In
GG ∈ OP∩FIR, (I′GG)

n ∈ OP∩FIL, (IGG∧ I′GG)
n ∈ OP∩FIC for n ∈ N.

From the condition (NP) we obtain NP∩FIL = NP∩FIC = /0. So we put attention
only on the family FIR. However, IGG ∈ NP∩ FIR, and from Example 6 we get
I•2GG(1,y) =

√
y, y ∈ [0,1]. Thus I•2GG /∈ NP and the composition • is not internal

operation in NP∩FIR.
Families (17) have common part with CP . Directly from Remark 3 we get
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Remark 5. We have CP∩FIL =CP∩FIR =CP∩FIC.

Theorem 11. Let the operation ∗ be a commutative semicopula. If fuzzy implica-
tions I,J ∈CP∩FIC commutes, i. e. I ◦ J = J ◦ I, then I ◦ J ∈CP∩FIC.

Proof. Let I,J ∈ CP∩FIC, x,z ∈ [0,1]. By Lemma 9 we have I ◦ J ∈ FIC. Using
(CP) and commutativity of ∗ we obtain

(I ◦ J)(1− z,1− x) = sup
y∈[0,1]

I(1− z,y)∗ J(y,1− x)

= sup
y∈[0,1]

I(1− z,1− y)∗ J(1− y,1− x)

= sup
y∈[0,1]

I(y,z)∗ J(x,y) = sup
y∈[0,1]

J(x,y)∗ I(y,z) = (J ◦ I)(x,z).

Since implications I,J commutes, then we obtain I ◦J ∈CP, what finishes the proof.

Case I = J leads to the following (cf. Corollary 7)

Corollary 9. If the operation ∗ is a left continuous triangular norm, then family
CP∩FIC is closed with respect to powers of its own elements.

Example 9. Composition of elements from EP need not be from EP. Let x = 0.64,
y = 1, z = 0.49 and I = I•2GG, where IGG ∈ EP∩ FIR. Since I(0.64, I(1,0.49)) =

I(0.64,0.7) = 1, I(1, I(0.64,0.49)) = I(1, 7
8 ) =

√
7
8 < 1, then I /∈ EP∩FIR.

7 Invariant Fuzzy Implications

Now we shall consider a connection between families FIL, FIR, FIC and conjugacy
classes of fuzzy implications.

Definition 7 ([1]). Let Φ denote the set of all increasing bijections on [0,1]. Fuzzy
implications I,J ∈ FI are conjugate if there exists ϕ ∈Φ such that Iϕ = J, where

Iϕ(x,y) = ϕ−1(I(ϕ(x),ϕ(y))), x,y ∈ [0,1]. (30)

A fuzzy implication I ∈ FI is invariant with respect to Φ (selfconjugate) if

∀
ϕ∈Φ

Iϕ = I, (31)

The family of all invariant fuzzy implications is denoted by IFI.

Example 10. The following fuzzy implications IGD, IRS, I0, I1, IL, IR and IC belong
to IFI (cf. [11]).

Theorem 12 ([3]). Families FIL, FIR and FIC are closed under operation (30).
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Proof. If I ∈ FIL, ϕ ∈Φ, z ∈ [0,1] then

Iϕ(1,z) = ϕ−1(I(ϕ(1),ϕ(z))) = ϕ−1(I(1,ϕ(z))) = ϕ−1(0) = 0,

i.e. Iϕ ∈ FIL. Similar calculation is valid for I ∈ FIR, and I ∈ FIC fulfils both prop-
erties (Iϕ ∈ FIL∩FIR).

Lemma 12. The transformation (30) is distributive with respect to sup−min com-
position, i.e.

(I • J)ϕ = Iϕ • Jϕ , J ∈ FI, ϕ ∈Φ. (32)

Proof. Let I, J ∈ FI, ϕ ∈Φ, x, z ∈ [0,1]. We have

(I • J)ϕ(x,z) = ϕ−1((I • J)(ϕ(x),ϕ(z))) = ϕ−1( sup
y∈[0,1]

I(ϕ(x),y)∧ J(y,ϕ(z)))

= ϕ−1( sup
y∈[0,1]

I(ϕ(x),ϕ(y))∧ J(ϕ(y),ϕ(z)))

= sup
y∈[0,1]

ϕ−1 (I(ϕ(x),ϕ(y)))∧ϕ−1 (J(ϕ(y),ϕ(z)))

= sup
y∈[0,1]

Iϕ(x,y)∧ Jϕ(y,z) = (Iϕ • Jϕ)(x,z),

which proves (32).

Theorem 13. The sup−min composition of invariant fuzzy implications is an in-
variant function. It is an invariant implication under condition from Theorem 3.

Proof. If fuzzy implications I, J ∈ FI are invariant, then directly from (31) and (32)
we get (I • J)ϕ = Iϕ • Jϕ = I • J for ϕ ∈Φ, i.e. I ◦ J is invariant.

The family IFI of all invariant fuzzy implications was examined in [11], [12] and
we summarize some results.

Theorem 14 ([12], Theorem 6). The family IFI of all invariant fuzzy implications
is finite and consists of 18 implications J1, . . . ,J18, where: J1 = I1, J2 = IWB, J3 = IR,
J4 = IL, J6 = IC, J7 = IGD, J10 = IRS, J18 = I0,

J8(x,y) =

⎧⎪⎨
⎪⎩

1, if x≤ y

y, if y < x < 1

0, otherwise

, J5(x,y) =

⎧⎪⎨
⎪⎩

1, if (x < 1)∧ (y > 0)∨ (x = 0)

y, if x = 1

0, otherwise

,

J9(x,y) =

{
1, if (x < y)∨ (x = 0)

y, otherwise
, J11(x,y) =

⎧⎪⎨
⎪⎩

1, if (x < y)∨ (x = 0)∨ (y = 1)

y, if (y≤ x)∧ (0 < x < 1)

0, otherwise

,

J12(x,y) =

{
1, if x = 0

y, otherwise
, J13(x,y) =

⎧⎪⎨
⎪⎩

1, if (x < y)∨ (x = 0)

y, if x = y > 0

0, otherwise

,
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J14(x,y) =

⎧⎪⎨
⎪⎩

1, if (x = 0)∨ (y = 1)

y, if 0 < x < 1

0, otherwise

, J15(x,y) =

{
1, if (x < y)∨ (x = 0)∨ (y = 1)

0, otherwise
,

J16(x,y) =

⎧⎪⎨
⎪⎩

1, if x = 0

y, if 0 < x≤ y

0, otherwise

, J17(x,y) =

⎧⎪⎨
⎪⎩

1, if (x = 0)∨ (y = 1)

y, if 0 < x < y < 1

0, otherwise

for x,y ∈ [0,1].

Theorem 15 ([11], Theorems 7, 8). Invariant fuzzy implications J1, . . . ,J18 form the
distributive lattice presented in Fig. 1 and their reciprocals form analogical Hasse
diagram.

�J1

�J2 �J3

�J4 �J5

�J6 �J7

�J8 �J9

�J10 �J11 �J12

�J13 �J14

�J15 �J16

�J17

�J18

�� ��

�� �� ��

�� �� ��

�� �� ��

�� �� �� ��

�� �� �� ��

�� �� ��

�� ��

Fig. 1 The lattice of invariant fuzzy implications J1, . . . ,J18

Remark 6. By Remark 2 we obtain new fuzzy implications: J′2 = I′WB, J′7 = I′GD,

J′5(x,y) =

⎧⎪⎨
⎪⎩

1, if (x < 1)∧ (y > 0)∨ (y = 1)

1− x, if y = 0

0, otherwise

, J′8(x,y) =

⎧⎪⎨
⎪⎩

1, if x≤ y

1− x, if 0 < y < x

0, otherwise

,

J′9(x,y) =

{
1, if (x < y)∨ (y = 1)

1− x, otherwise
, J′12(x,y) =

{
1, if y = 1

1− x, otherwise
,
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J′11(x,y) =

⎧⎪⎨
⎪⎩

1, if (x < y)∨ (x = 0)∨ (y = 1)

1−x, if (y≤ x)∧ (0 < y < 1)

0, otherwise

, J′13(x,y) =

⎧⎪⎨
⎪⎩

1, if (x < y)∨ (y = 1)

1−x, if x = y < 1

0, otherwise

,

J′14(x,y) =

⎧⎪⎨
⎪⎩

1, if (x = 0)∨ (y = 1)

1−x, if 0 < y < 1

0, otherwise

, J′16(x,y) =

⎧⎪⎨
⎪⎩

1, if y = 1

1−x, if x≤ y < 1

0, otherwise

,

J′17(x,y) =

⎧⎪⎨
⎪⎩

1, if (x = 0)∨ (y = 1)

1−x, if 0 < x < y < 1

0, otherwise

for x,y ∈ [0,1].

Compositions of invariant fuzzy implications were examined for ∗= min.

Theorem 16 ([12], Theorem 6). Let J0(x,y) = 1, x,y∈ [0,1]. The composition table
of invariant fuzzy implications with sup−min composition has the form presented
in Table 2.

Table 2 Composition table of invariant fuzzy implications

• J1 J2 J3 J4 J5 J6 J7 J8 J9 J10 J11 J12 J13 J14 J15 J16 J17 J18

J1 J0 J0 J1 J0 J1 J1 J1 J1 J1 J1 J1 J2 J1 J2 J1 J2 J2 J4
J2 J0 J0 J1 J0 J1 J1 J2 J2 J2 J2 J2 J2 J2 J2 J2 J2 J2 J4
J3 J0 J0 J3 J0 J3 J3 J3 J3 J3 J3 J3 J12 J3 J12 J3 J12 J12 J18
J4 J1 J2 J1 J4 J2 J4 J2 J4 J2 J4 J4 J2 J4 J4 J4 J4 J4 J4
J5 J0 J0 J3 J0 J3 J3 J5 J5 J5 J5 J5 J12 J5 J12 J5 J12 J12 J18
J6 J1 J2 J3 J4 J5 J6 J5 J6 J5 J6 J6 J12 J6 J14 J6 J14 J14 J18
J7 J0 J0 J3 J0 J3 J3 J7 J7 J9 J7 J9 J12 J9 J12 J9 J12 J12 J18
J8 J1 J2 J3 J4 J5 J6 J7 J8 J9 J8 J11 J12 J11 J14 J11 J14 J14 J18
J9 J0 J0 J3 J0 J3 J3 J9 J9 J9 J9 J9 J12 J9 J12 J9 J12 J12 J18
J10 J1 J2 J3 J4 J5 J6 J7 J8 J9 J10 J11 J12 J13 J14 J15 J16 J17 J18
J11 J1 J2 J3 J4 J5 J6 J9 J11 J9 J11 J11 J12 J11 J14 J11 J14 J14 J18
J12 J0 J0 J3 J0 J3 J3 J12 J12 J12 J12 J12 J12 J12 J12 J12 J12 J12 J18
J13 J1 J2 J3 J4 J5 J6 J9 J11 J9 J13 J11 J12 J13 J14 J15 J16 J17 J18
J14 J1 J2 J3 J4 J5 J6 J12 J14 J12 J14 J14 J12 J14 J14 J14 J14 J14 J18
J15 J1 J2 J3 J4 J5 J6 J9 J11 J9 J15 J11 J12 J15 J14 J15 J17 J17 J18
J16 J1 J2 J3 J4 J5 J6 J12 J14 J12 J16 J14 J12 J16 J14 J17 J16 J17 J18
J17 J1 J2 J3 J4 J5 J6 J12 J14 J12 J17 J14 J12 J17 J14 J17 J17 J17 J18
J18 J3 J12 J3 J18 J12 J18 J12 J18 J12 J18 J18 J12 J18 J18 J18 J18 J18 J18
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Directly from Table 2 we see that

Corollary 10. The set {J0, . . . ,J18} is a semigroup with zero J0 and neutral element
J10.

The above theorem provides additional examples of semigroups of fuzzy implica-
tions. Directly from Theorems 7 and 16 we get

Corollary 11. The following subsets of IFI are examples of finite semigroups of
fuzzy implications:

IFI∩FIR = {J3,J5, . . . ,J18}, IFI∩FIC = {J6,J8,J10,J11,J13, . . . ,J18},

IFI∩FIL = IFI∩FIC∪{J4}.
Moreover, fuzzy implications J7, . . . ,J17 form a commutative semigroup with the zero
J12 and the neutral element J10.

8 Conclusion

Fuzzy implications play a central role in many inference schemes in approximate
reasoning. The examination of compositions of fuzzy implications is very important
not only in fuzzy logic but also in multistage decision making and fuzzy control.

The above results precise conditions for associativity of implication compositions
which is necessary in multiple repetition of implications (e.g. in multistage decision
making). We see, that used triangular norm ∗ cannot be arbitrary but assumption
on left-continuity suffice for ”regular” properties of composition (8). In particular,
the most commonly used triangular norms (cf. Example 2) are continuous which
guarantee semigroup properties of composition (8) (cf. Corollary 7). Finally, com-
positions of invariant fuzzy implications give a nice example of algebraic properties
in fuzzy logic. For example, idempotent fuzzy implications from Table 2 have a sta-
bility property: a repetition does not change the result.

The above examination can be continued in diverse directions. First of all the dual
results concerning inf−∗ composition are examined in connection with interval-
valued fuzzy sets and Atanassov’s intuitionistic fuzzy sets. Next, the interval [0,1] of
truth values can be replaced by certain lattice L (L-fuzzy implications). Finally, there
exist other relation compositions which can be used for fuzzy implications (cf. e.g.
BK-compositions introduced by Bandler and Kohout [7] with results summarized
by Bělohlávek [8], Chapter 6).
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5. Baczyński, M., Jayaram, B.: Fuzzy Implications. STUDFUZZ, vol. 231. Springer, Berlin
(2008)

6. Baldwin, J.F., Pilsworth, B.W.: Axiomatic approach to implication for approximate rea-
soning with fuzzy logic. Fuzzy Sets Syst. 3, 193–219 (1980)

7. Bandler, W., Kohout, L.J.: Fuzzy relational products as a tool for analysis and synthesis
of the behaviour of complex natural and artificial systems. In: Wang, S.K., Chang, P.P.
(eds.) Fuzzy Sets: Theory and Application to Policy Analysis and Information Systems,
pp. 341–367. Plenum Press, New York (1980)
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Fuzzy Implications: Some Recently
Solved Problems

Michał Baczyński and Balasubramaniam Jayaram

Abstract. In this chapter we discuss some open problems related to fuzzy implica-
tions, which have either been completely solved or those for which partial answers
are known. In fact, this chapter also contains the answer for one of the open prob-
lems, which is hitherto unpublished. The recently solved problems are so chosen
to reflect the importance of the problem or the significance of the solution. Finally,
some other problems that still remain unsolved are stated for quick reference.

1 Introduction

Fuzzy implications are a generalization of the classical implication. That they form
an important class of fuzzy logic connectives is clear from the fact this is the second
such monograph to be exclusively devoted to them. Despite the extensive research
on these operations, a few problems have remained astutely unyielding - the so
called ”Open Problems”. A list of open problems is a particularly important source
of motivation, since by exposing the inadequacies of the tools currently available, it
propels the researchers towards the creation of tools or approaches that further the
advancement of the topic.

In this chapter, we discuss a few of the well-known problems that have been
solved, either totally or partially, since the publication of our earlier monograph [2].
The problems we deal with have not been chosen with any particular bias. However,
it could be said that the choice has been dictated either based on the importance
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of the problem or the significance of the solution. This choice can also be broadly
classified into two types, viz., the recently solved problems that relate to

(i) Interrelationships between the properties of fuzzy implications (Problems 1–3,
Section 2),

(ii) Properties or characterizations of specific families of fuzzy implications (Prob-
lems 4–8, Section 3).

Finally, in Section 4, we also list some open problems that are yet to be solved.

2 Fuzzy Implications: Properties and Their Interrelationships

In the literature, especially in the beginning, we can find several different definitions
of fuzzy implications. In this chapter we will use the following one, which is equiv-
alent to the definition proposed by KITAINIK [25] (see also FODOR, ROUBENS [14]
and BACZYŃSKI, JAYARAM [2]).

Definition 2.1. A function I : [0,1]2 → [0,1] is called a fuzzy implication if it satis-
fies, for all x,x1,x2,y,y1,y2 ∈ [0,1], the following conditions:

if x1 ≤ x2, then I(x1,y)≥ I(x2,y), i.e., I( · ,y) is non-increasing, (I1)

if y1 ≤ y2, then I(x,y1)≤ I(x,y2), i.e., I(x, · ) is non-decreasing, (I2)

I(0,0) = 1, (I3)

I(1,1) = 1, (I4)

I(1,0) = 0. (I5)

While the above definition of a fuzzy implication is more or less accepted as the
standard definition generalizing the classical implication operation, not all fuzzy
implications possess many of the desirable properties satisfied by the classical impli-
cation on {0,1}2 to {0,1}. Earlier definitions of fuzzy implications, assumed many
of these desirable properties as part of the definition itself. For instance, TRILLAS

and VALVERDE [40] also assumed the exchange principle (EP) (see Definition 2.2
below) as part of their definition of a fuzzy implication. Thus the study of the inter-
relationships between these properties is both interesting and imperative.

Various such properties of fuzzy implications were postulated in many works (see
TRILLAS and VALVERDE [40]; DUBOIS and PRADE [11]; SMETS and MAGREZ

[38]; FODOR and ROUBENS [14]; GOTTWALD [15]). The most important of them
are presented below.

Definition 2.2. A fuzzy implication I is said to satisfy

(i) the exchange principle, if

I(x, I(y,z)) = I(y, I(x,z)), x,y,z ∈ [0,1]; (EP)



Fuzzy Implications: Some Recently Solved Problems 179

(ii) the ordering property, if

I(x,y) = 1⇐⇒ x≤ y, x,y ∈ [0,1]. (OP)

The property (EP) is the generalization of the classical tautology known as the ex-
change principle:

p→ (q→ r)≡ q→ (p→ r).

The ordering property (OP), called also the degree ranking property, imposes an
ordering on the underlying set [0,1].

2.1 Are (EP) and (OP) Sufficient?

We start with the following lemma which shows that the exchange principle (EP)
together with the ordering property (OP) are strong conditions.

Lemma 2.3 (cf. [14, Lemma 1.3]). If a function I : [0,1]2→ [0,1] satisfies (EP) and
(OP), then I satisfies (I1), (I3), (I4) and (I5).

The above result shows that (EP) and (OP) force any function I : [0,1]2 → [0,1] to
be almost a fuzzy implication. The only missing property of an I satisfying (EP)
and (OP) is that of (I2). However, for long, the only examples of an I : [0,1]2 →
[0,1] with (EP) and (OP) that satisfied (I2) was also right-continuous in the second
variable. This led to the following conjecture:

Solved Problem 1 ([2, Problem 2.7.2]). Prove or disprove by giving a counter ex-
ample:
Let I : [0,1]2 → [0,1] be any function that satisfies both (EP) and (OP). Then the
following statements are equivalent:

(i) I satisfies (I2).
(ii) I is right-continuous in the second variable.

One can also trace the origin of the above open problem from a different but related
topic. It also arises from the characterization studies of the family of R-implications
(see Definition 3.1 below and the discussion in Section 3.1).

ŁUKASIK in [31] presented two examples (see Table 1) which finally show that
the above properties are independent from each other.

2.2 Fuzzy Implication and Different Laws of Contraposition

One of the most important tautologies in the classical two-valued logic is the law of
contraposition:
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Table 1 The mutual independence for Problem 1

Function F (I2) (EP) (OP)
Right−
continuity

F(x,y) =

⎧⎪⎨
⎪⎩

1, if 0≤ x≤ y≤ 1

1−x+y, if 0 < y < x≤ 1

0, if x > 0 and y = 0

� � � ×

F(x,y) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

1, if 0≤ x≤ y≤ 1
1−x−3y

1−4y , if 0≤ y < x < 1
4

3
4 , if 0≤ y < 1

4 ≤ x≤ 3
4

(4y−1)x+1−3y, if 0≤ y < 1
4 and 3

4 < x≤ 1

y, if 1
4 ≤ y < 3

4 and y < x≤ 1
3x+y−3

4x−3 , if 3
4 ≤ y < x≤ 1

× � � �

p→ q≡ ¬q→¬p,

which is necessary to prove many results by contradiction. Its natural generalization
to fuzzy logic is based on fuzzy negations and fuzzy implications. In fuzzy logic,
contrapositive symmetry of a fuzzy implication I with respect to a fuzzy negation
N (see Definition 2.4 below) plays an important role in the applications of fuzzy
implications, viz., approximate reasoning, deductive systems, decision support sys-
tems, formal methods of proof, etc. (cf. [13] and [23]). Since the classical negation
satisfies the law of double negation, the following laws are also tautologies in the
classical logic

¬p→ q≡ ¬q→ p,

p→¬q≡ q→¬p.

Consequently we can consider different laws of contraposition in fuzzy logic.

Definition 2.4 (see [14, p. 3], [27, Definition 11.3], [15, Definition 5.2.1]). A non-
increasing function N : [0,1]→ [0,1] is called a fuzzy negation if N(0) = 1, N(1) =
0. A fuzzy negation N is called

(i) strict if it is strictly decreasing and continuous;
(ii) strong if it is an involution, i.e., N(N(x)) = x for all x ∈ [0,1].

Example 2.5. The classical negation NC(x) = 1− x is a strong negation, while
NK(x) = 1− x2 is only strict, whereas ND1 and ND2 - which are the least and largest
fuzzy negations - are non-strict negations:

ND1(x) =

{
1, if x = 0,

0, if x > 0,
ND2(x) =

{
1, if x < 1,

0, if x = 1.
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Definition 2.6. Let I be a fuzzy implication and N be a fuzzy negation.

(i) We say that I satisfies the law of contraposition (or in other words, the contra-
positive symmetry) with respect to N, if

I(x,y) = I(N(y),N(x)), x,y ∈ [0,1]. (CP)

(ii) We say that I satisfies the law of left contraposition with respect to N, if

I(N(x),y) = I(N(y),x), x,y ∈ [0,1]. (L-CP)

(iii) We say that I satisfies the law of right contraposition with respect to N, if

I(x,N(y)) = I(y,N(x)), x,y ∈ [0,1]. (R-CP)

If I satisfies the (left, right) contrapositive symmetry with respect to N, then we also
denote this by CP(N) (respectively, by L-CP(N), R-CP(N)).

Firstly, we can easily observe that all the three properties are equivalent when N is a
strong negation (see [2, Proposition 1.5.3]). Moreover we have the following result.

Proposition 2.7 ([2, Proposition 1.5.2]). If I : [0,1]2 → [0,1] is any function and N
is a strict negation, then the following statements are equivalent:

(i) I satisfies L-CP with respect to N.
(ii) I satisfies R-CP with respect to N−1.

The classical law of contraposition (CP) has been studied by many authors (cf.
TRILLAS and VALVERDE [40], DUBOIS and PRADE [11], FODOR [13]). It should
be noted that in general it is required for N to be a strong negation and therefore it is
not necessary to consider three different laws of contraposition. On the other hand,
when N is only a fuzzy negation with no additional assumptions, then the different
laws of contraposition may not be equivalent. In fact, only the following was known
at the time of publication of [2], see Table 1.8 therein:

Table 2 Fuzzy implications and laws of contraposition

Fuzzy implication (CP) (L-CP) (R-CP)

I(x,y) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

min(1,1−x2 +y), if y > 0,

1, if x ∈ [0,0.25[ and y = 0,

0.1, if x ∈ [0.25,0.75[ and y = 0,

0, otherwise .

× × ×

IYG(x,y) =

{
1, if x = 0 and y = 0

yx, if x > 0 or y > 0
× × �

I(x,y) = max
(√

1−x,y
) × � �

ILK(x,y) = min(1,1−x+y) � � �
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Please note that the positive cases in Table 2 are satisfied with the natural negation
of I defined by NI(x) := I(x,0), for all x∈ [0,1]. It can be easily observed that Table 2
is not fully complete and the following question naturally arises:

Solved Problem 2 (cf. [2, Problem 1.7.1]). Give examples of fuzzy implications I
such that

(i) I satisfies only CP(N),
(ii) I satisfies only L-CP(N),

(iii) I satisfies both CP(N) and L-CP(N) but not R-CP(N),
(iv) I satisfies both CP(N) and R-CP(N) but not L-CP(N),

with some fuzzy negation N.

BACZYŃSKI and ŁUKASIK [6] analyzed this problem and they found examples for
the first two points.

Fuzzy implication (CP) (L-CP) (R-CP)

I(x,y) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if x = 1 and y = 0
1
7 , if (x,y) ∈ {1}×]0, 1

2 ]∪] 1
2 ,1[×{0}

2
7 , if (x,y) ∈] 1

2 ,1]×]0, 1
2 ]

3
7 , if (x,y) ∈ {1}×] 1

2 ,1[∪]0, 1
2 ]×{0}

5
7 − 1

7 e−
2y
x , if (x,y) ∈]0, 1

2 ]
2

5
7 − 1

7 e−
2−2x
1−y , if (x,y) ∈] 1

2 ,1[
2

6
7 , if (x,y) ∈]0, 1

2 ]×] 1
2 ,1[

1, if x = 0 or y = 1

� × ×

I′YG(x,y) =

{
1, if x = 1 and y = 1

(1−x)1−y, otherwise
× � ×

Surprisingly, it is easy to show that it is not possible to find examples for next
two points.

Proposition 2.8. If a fuzzy implication I satisfies CP(N) and L-CP(N) with some
fuzzy negation N, then I satisfies also R-CP(N).

Proof. Let us fix arbitrarily x,y ∈ [0,1]. By (CP), (L-CP) and again by (CP) we get

I(x,N(y)) = I(N(N(y)),N(x)) = I(N(N(x)),N(y)) = I(y,N(x)),

so I satisfies also (R-CP) with the negation N.

In a similar way we can prove the next result.

Proposition 2.9. If a fuzzy implication I satisfies CP(N) and R-CP(N) with some
fuzzy negation N, then I satisfies also L-CP(N).

In this way we have completely solved Problem 2.
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2.3 The Law of Importation and the Exchange Principle

While the problems discussed so far arise from theoretical considerations, the prob-
lem to be discussed in this section stems from its practical significance. One of the
desirable properties of a fuzzy implication, other than those listed in previous sec-
tions, is the importation law as given below:

I(x, I(y,z)) = I(T (x,y),z), x,y,z ∈ [0,1]. (LI)

where T is a t-norm, i.e., T : [0,1]2 → [0,1] is monotonic non-decreasing, commu-
tative, associative with 1 as its identity element.

Fuzzy implications satisfying (LI) have been found extremely useful in fuzzy
relational inference mechanisms, since one can obtain an equivalent hierarchical
scheme which significantly decreases the computational complexity of the system
without compromising on the approximation capability of the inference scheme. For
more on this, we refer the readers to the following works [17, 39].

It can be immediately noted that if a fuzzy implication I satisfies (LI) with respect
to any t-norm T , by the commutativity of the t-norm T , we have that I satisfies the
exchange principle (EP).

The following problem was proposed by the authors during the Eighth FSTA con-
ference which later appeared in the collection of such open problems by KLEMENT

and MESIAR [29].

Partially Solved Problem 3 ([29, Problem 8.1]). Let I be a fuzzy implication.

(i) For a given (continuous) t-norm T , characterize all fuzzy implications which
satisfy the law of importation with T , i.e., the pair (I,T ) satisfies (LI).

(ii) Since T is commutative, we know that the law of importation implies the ex-
change principle (EP).

a. Is the converse also true, i.e., does the exchange principle imply that there
exists a t-norm such that the law of importation holds?

b. If yes, can the t-norm be uniquely determined?
c. If not, give an example and characterize all fuzzy implications for which such

implication is true.

A first partial answer to the above question, (Problem (ii) (a)), appeared in the mono-
graph [2, Remark 7.3.1]. As the following example shows a fuzzy implication I may
satisfy (EP) without satisfying (LI) with respect to any t-norm T . Consider the fuzzy
implication

ILI(x,y) =

{
min(1− x,y), if max(1− x,y)≤ 0.5,

max(1− x,y), otherwise.

If indeed there exists a T such that the above I satisfies (LI), then letting x = 0.7,y=
1,z = 0.4 we have
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LHS (LI) = ILI(T (0.7,1),0.4) = ILI(0.7,0.4) = min(1− 0.7,0.4) = 0.3,

RHS (LI) = ILI(0.7, ILI(1,0.4)) = ILI(0.7,0) = 0 �= 0.3.

Hence ILI does not satisfy (LI) with any t-norm T .
Further, it was also shown that the t-norm T with which an I satisfies (LI) need

not be unique (Problem (ii) (b)). To see this, consider the Weber implication

IWB(x,y) =

{
1, if x < 1

y, if x = 1
,

which satisfies (LI) with any t-norm T . To see this, let x,z ∈ [0,1]. If y = 1, then
IWB(T (x,y),z) = IWB(x,z) = IWB(x, I(y,z)). Now, let y ∈ [0,1). Since T (x,y)≤ y <
1, we have IWB(T (x,y),z) = 1, and so is IWB(x, IWB(y,z)) = IWB(x,1) = 1.

Massanet and Torrens observed that though the fuzzy implication ILI does not
satisfy (LI) with any t-norm T , there exists a conjunctive commutative operator F
with which it does satisfy (LI). In fact ILI satisfies (LI) with the following uninorm

U(x,y) =

{
min(x,y), if x,y ∈ [0, 1

2 ],

max(x,y), otherwise.

Thus they have further generalized the above problem in [34]. Note that an F :
[0,1]2 → [0,1] is said to be conjunctive if F(1,0) = 0.

Definition 2.10. A fuzzy implication is said to satisfy the weak law of importation if
there exists a non-decreasing, conjunctive and commutative F : [0,1]2 → [0,1] such
that

I(x, I(y,z)) = I(F(x,y),z), x,y,z ∈ [0,1]. (WLI)

It is immediately obvious that (LI) implies (WLI) which in turn implies (EP). MAS-
SANET and TORRENS [34] have studied the equivalence of the above 3 properties,
which has led to further interesting characterization results.

It is well-known in classical logic that the unary negation operator ¬ can be
combined with any other binary operator to obtain the rest of the binary operators.
This distinction of the unary ¬ is also shared by the Boolean implication →, if
defined in the following usual way:

p→ q≡ ¬p∨q.

The tautology as given above was the first to catch the attention of the researchers
leading to the following class of fuzzy implications.

Definition 2.11 (see [2, Section 2.4]). A function I : [0,1]2 → [0,1] is called an
(S,N)-implication if there exist a t-conorm S and a fuzzy negation N such that

I(x,y) = S(N(x),y), x,y ∈ [0,1]. (1)
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If N is a strong fuzzy negation, then I is called a strong implication or S-implication.
Moreover, if an (S,N)-implication is generated from S and N, then we will often
denote this by IS,N , while if N is equal to the classical negation NC, then we will
write IS instead of IS,NC .

The following characterization of (S,N)-implications from continuous negations can
be found in [2].

Theorem 2.12 ([2, Theorem 2.4.10]). For a function I : [0,1]2 → [0,1] the follow-
ing statements are equivalent:

(i) I is an (S,N)-implication with a continuous fuzzy negation N.
(ii) I satisfies (I1), (EP) and the natural negation NI = I(x,0) is a continuous fuzzy

negation.

Moreover, the representation of (S,N)-implication (1) is unique in this case.

One can easily replace (EP) in the above characterization with either (WLI) or (LI).
However, in this case, the mutual independence and the minimality of the properties
in the above characterization need to be proven. Note that if an I satisfies (EP) and
is such that NI is continuous still it need not satisfy (I1). We know that (WLI) is
stronger than (EP), a fact, that is further emphasized in [34] by the following result
which proves that (WLI) and the continuity of NI imply (I1) of I.

Proposition 2.13 ([34, Proposition 6]). Let I : [0,1]2→ [0,1] be such that it satisfies
(WLI) with a non-decreasing, conjunctive and commutative function F and let NI

be continuous. Then I satisfies (I1). Hence I is a fuzzy implication, in fact, an (S,N)-
implication.

Thus we have an alternative characterization of (S,N)-implications.

Theorem 2.14 ([34, Theorem 22]). For a function I : [0,1]2 → [0,1] the following
statements are equivalent:

(i) I is an (S,N)-implication with a continuous fuzzy negation N.
(ii) I satisfies (WLI) with a non-decreasing, conjunctive and commutative function

F and the natural negation NI is a continuous fuzzy negation.

The following result plays an important role in further analysis of the above
equivalences.

Lemma 2.15 (cf. [2, Lemma A.0.6]). If N is a continuous fuzzy negation, then the
function N : [0,1]→ [0,1] defined by

N(x) =

{
N(−1)(x), if x ∈]0,1],
1, if x = 0,

is a strictly decreasing fuzzy negation, where N(−1) is the pseudo-inverse of N and
is given by

N(−1)(x) = sup{y ∈ [0,1] | N(y) > x}, x ∈ [0,1].
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The next two results point to the equivalence of (WLI) and (LI) when the natural
negation NI of I is continuous.

Proposition 2.16 ([34, Proposition 9]). An (S,N)-implication obtained from a t-
conorm S and a continuous fuzzy negation N satisfies (WLI) with the function
F(x,y) = N(S(N(x),N(y))), which is non-decreasing, conjunctive and
commutative.

Proposition 2.17 ([34, Proposition 11]). Let I be an (S,N)-implication obtained
from a t-conorm S and a continuous fuzzy negation N. Then I satisfies (LI) with
the following t-norm T defined as

T (x,y) =

{
N(S(N(x),N(y))) if max(x,y)< 1,

min(x,y) if max(x,y) = 1.

Summarizing the above discussion, we see that two important results emerge.
Firstly, we have the following result showing that both (WLI) and (LI) are equivalent
in a more general setting.

Theorem 2.18 ([34, Corollary 12]). For a function I : [0,1]2→ [0,1] whose natural
negation NI is continuous, the following statements are equivalent:

(i) I satisfies (WLI) with a non-decreasing, conjunctive and commutative func-
tion F.

(ii) I satisfies (LI) with a t-norm T.

Secondly, when I is a fuzzy implication whose natural negation NI is continuous,
then all of (EP), (WLI) and (LI) are equivalent.

Theorem 2.19 ([34, Proposition 13]). Let I be a fuzzy implication whose natural
negation NI is continuous. Then the following statements are equivalent:

(i) I satisfies (EP).
(ii) I satisfies (WLI) with a non-decreasing, conjunctive and commutative func-

tion F.
(iii) I satisfies (LI) with a t-norm T .

Proof. (i) =⇒ (ii): From Theorem 2.12 we know that I is an (S,N)-implication
obtained from a continuous negation N and Proposition 2.16 implies that I
satisfies (WLI) with a non-decreasing, conjunctive and commutative function
F .

(ii) =⇒ (iii): Follows from Theorem 2.18.
(iii) =⇒ (i): Obvious.

Finally, the following example shows that there exist infinitely many fuzzy implica-
tions that satisfy (EP) but do not satisfy (WLI) with any non-decreasing, conjunctive
and commutative function F and hence do not satisfy (LI) too.
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Example 2.20 ([34, Proposition 14]). Let S be a nilpotent t-conorm, i.e., S(x,y) =
ϕ−1 (min(ϕ(x)+ϕ(y),1)) for some increasing bijection ϕ : [0,1]→ [0,1], and N be
a strict negation. Let I : [0,1]2 → [0,1] be defined as follows:

I(x,y) =

{
0, if y = 0 and x �= 0,

S(N(x),y), otherwise .

Then I is a fuzzy implication but does not satisfy (WLI) with any non-decreasing,
conjunctive and commutative function F

3 Families of Fuzzy Implications

As already noted, fuzzy implications were introduced and studied in the literature
as the generalization of the classical implication operation that obeys the following
truth table:

Table 3 Truth table for the classical implication

p q p→ q
0 0 1
0 1 1
1 0 0
1 1 1

There are many ways of defining an implication in the Boolean lattice (L,∧,∨,¬).
Many of these have been generalized to the fuzzy context, i.e., extended as functions
on [0,1] instead of on {0,1}. Interestingly, the different definitions are equivalent in
the Boolean lattice (L,∧,∨,¬). On the other hand, in the fuzzy logic framework,
where the truth values can vary in the unit interval [0,1], the natural generalizations
of the above definitions are not equivalent.

In the framework of intuitionistic logic the implication is obtained as the residuum
of the conjunction as follows

p→ q≡max{t ∈ L | p∧ t ≤ q}, (2)

where p,q∈ L and the relation≤ is defined in the usual way, i.e., p≤ q iff p∨q= q,
for every p,q ∈ L. In fact, (2) is often called as the pseudocomplement of p relative
to q (see [7]).

Quite understandably then, one of the most established and well-studied classes
of fuzzy implications is the class of R-implications (cf. [11, 14, 15]) that generalizes
the definition in (2) to the fuzzy setting.
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Definition 3.1. A function I : [0,1]2 → [0,1] is called an R-implication, if there ex-
ists a t-norm T such that

I(x,y) = sup{t ∈ [0,1] | T (x, t)≤ y} , x,y ∈ [0,1], (3)

If an R-implication is generated from a t-norm T , then we will often denote it by
IT . Obviously, due to the monotonicity of any t-norm T , if T (x,y) ≤ z, then neces-
sarily x ≤ IT (y,z). Observe that, for a given t-norm T , the pair (T, IT ) satisfies the
adjointness property (also called as residual principle)

T (x,z) ≤ y ⇐⇒ IT (x,y)≥ z , x,y,z ∈ [0,1], (RP)

if and only if T is left-continuous (see, for instance, the monographs [15, 2]).

Most of the early research on fuzzy implications dealt largely with these families
and the properties they satisfied. In fact, still newer families of fuzzy implications
are being proposed and the properties they satisfy are explored, see for instance,
[35, 37].

3.1 R-implications and the Exchange Principle

From Sections 2.1 and 2.3, it is clear that (EP) and (OP) are perhaps the most
important properties of a fuzzy implication both from theoretical and applicational
considerations. In fact, the only characterization of R-implications are known for
those that are obtained from left-continuous t-norms and both (EP) and (OP) play
an important role as the result stated below demonstrates:

Theorem 3.2. For a function I : [0,1]2 → [0,1] the following statements are equiv-
alent:

(i) I is an R-implication generated from a left-continuous t-norm.
(ii) I satisfies (I2), (EP), (OP) and I is right continuous with respect to the second

variable.

The above characterization also gave rise to many important questions. Firstly, it
is necessary to answer the mutual independence and the minimality of the proper-
ties in Theorem 3.2. It is in this context that the problem discussed in Section 2.1
arose. Secondly, can a similar characterization result be obtained for R-implications
generated from more general t-norms? In other words, what is the role of the left-
continuity of the underlying t-norm vis-à-vis the different properties. Note that since
the I considered here is not any general fuzzy implication, but whose representation
is known, it is an interesting task to characterize the underlying t-norm T whose
residuals satisfy the different properties stated above.

It can be shown that for any t-norm T its residual IT satisfies (I2), while left-
continuity of T is important for IT to be right continuous with respect to the second
variable. Recently, it was shown in [3] that the left-continuity of a t-norm T is not re-
quired for its residual to satisfy (OP). In fact, the following result was proven giving
the equivalence between a more lenient type of continuity than left-continuity.
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Definition 3.3. A function F : [0,1]2 → [0,1] is said to be border-continuous, if it is
continuous on the boundary of the unit square [0,1]2, i.e., on the set [0,1]2\]0,1[2.

Proposition 3.4 ([3, Proposition 5.8], [2, Proposition 2.5.9]). For a t-norm T the
following statements are equivalent:

(i) T is border-continuous.
(ii) IT satisfies the ordering property (OP).

However, a similar characterization for the exchange principle, i.e., a character-
ization of those t-norms whose residuals satisfy (EP) is not known. Note that
left-continuity of a t-norm T is sufficient for IT to satisfy (EP), but is not
necessary. Consider the non-left-continuous nilpotent minimum t-norm, which is
border-continuous (see [33, p. 851]):

TnM∗(x,y) =

{
0, if x+ y < 1,

min(x,y), otherwise.

Then the R-implication generated from TnM∗ is the following Fodor implication
(Figure 1(a))

IFD(x,y) =

{
1, if x≤ y,

max(1− x,y), if x > y,

which satisfies both (EP) and (OP). To note that (EP) and (OP) are mutually inde-
pendent, consider the least t-norm, also called the drastic product, given as follows

TD(x,y) =

{
0, if x,y ∈ [0,1[,

min(x,y), otherwise.

Observe that it is a non-left-continuous t-norm. The R-implication generated from
TD is given by

ITD(x,y) =

{
1, if x < 1,

y, if x = 1.

ITD (see Figure 1(b)) satisfies (EP), but does not satisfy (OP). Thus the following
problem appeared in [2].

Partially Solved Problem 4 ([2, Problem 2.7.3]). Give a necessary condition on a
t-norm T for the corresponding IT to satisfy (EP).

Note that the above problem also has relation to Problem 4.8.1 in [2]. We will
discuss this relation in detail after dealing with the solution of the above problem.

Recently, JAYARAM ET AL. [21] have partially solved the above problem for
border-continuous t-norms. A complete characterization is not yet available. From
the above work it can be seen that the left-continuous completion of a t-norm plays
an important role in the solution. In fact, it can be seen that unless a t-norm can be
embedded into a left-continuous t-norm, in some rather precise manner as presented
in that work, its residual does not satisfy the exchange principle.
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Fig. 1 Plots of IFD and ITD fuzzy implications

3.1.1 Conditionally Left-Continuous Completion

Definition 3.5. Let F : [0,1]2 → [0,1] be monotonic non-decreasing and commuta-
tive. Then the function F∗ : [0,1]2 → [0,1] defined as below

F∗(x,y) =

{
sup{F(u,v) | u < x,v < y}, if x,y ∈]0,1[
F(x,y), otherwise,

x,y ∈ [0,1], (4)

is called the conditionally left-continuous completion of F .

Lemma 3.6. If F : [0,1]2 → [0,1] is monotonic non-decreasing and commutative,
then the function F∗ as defined in (4) is monotonic non-decreasing and commutative.

Proof. By the monotonicity of F we have

F∗(x,y) =

{
F(x−,y−), if x,y ∈]0,1[,
F(x,y), otherwise,

for any x,y ∈ [0,1], where the value F(x−,y−) denotes the left-hand limit. Clearly,
F∗(x,y) = F∗(y,x) and F∗ is monotonic non-decreasing.

Remark 3.7. Let T be a t-norm.

(i) T ∗ is monotonic non-decreasing, commutative, it has 1 as its neutral element
and T ∗(0,0) = 0.

(ii) If T is border-continuous, then T ∗ is left-continuous (in particular it is also
border-continuous).

(iii) One can easily check that IT∗ is a fuzzy implication.
(iv) By the monotonicity of T we have T ∗ ≤ T and hence IT∗ ≥ IT .
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(v) If x≤ y, then IT ∗(x,y) = IT (x,y) = 1.
(vi) Also, if x = 1, then by the neutrality of T we have IT ∗(x,y) = IT (x,y) = y.

(vii) In general T ∗ may not be left-continuous. For example when T = TD, the dras-
tic t-norm, then T ∗ = T , but TD is not left-continuous. This explains why T ∗ is
called the conditionally left-continuous completion of T . Further, T ∗ may not
satisfy the associativity (see Example 3.8).

Example 3.8 ([41, 42]). Consider the following non-left continuous but border-
continuous Vicenı́k t-norm given by the formula

TVC(x,y) =

{
0.5, if min(x,y)≥ 0.5 and x+ y≤ 1.5,

max(x+ y− 1,0), otherwise.

Then the conditionally left-continuous completion of TVC is given by

T ∗VC(x,y) =

{
0.5, if min(x,y)> 0.5 and x+ y < 1.5,

max(x+ y− 1,0), otherwise.

One can easily check that T ∗VC is not a t-norm since it is not associative. Indeed, we
have

T ∗VC(0.55,T∗VC(0.95,0.95)) = 0.5,

while
T ∗VC(T

∗
VC(0.55,0.95),0.95) = 0.45.

For the plots of both the functions see Figure 2.
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Fig. 2 The Vicenı́k t-norm TVC and its conditionally left-continuous completion T ∗VC (see
Example 3.8)
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Definition 3.9 (cf. [24, Definition 5.7.2]). A monotonic non-decreasing, commu-
tative and associative function F : [0,1]2 → [0,1] is said to satisfy the (CLCC-A)-
property, if its conditionally left-continuous completion F∗, as defined by (4), is
associative.

3.1.2 Residuals of Border-Continuous T-norms and (EP)

Firstly, note that the t-norm TB∗ given below

TB∗(x,y) =

{
0, if x,y ∈]0,0.5[,
min(x,y), otherwise,

is a border-continuous but non-left-continuous t-norm whose residual does not sat-
isfy (EP). Indeed, the R-implication generated from TB∗ is

ITB∗(x,y) =

⎧⎪⎨
⎪⎩

1, if x≤ y,

0.5, if x > y and x ∈ [0,0.5[,

y, otherwise.

Obviously, ITB∗ satisfies (OP) but not (EP), since

ITB∗(0.4, ITB∗(0.5,0.3)) = 0.5,

while
ITB∗(0.5, ITB∗(0.4,0.3)) = 1.

The proof of main result is given in a series of lemmata. Firstly, it is shown that when
T is a border-continuous t-norm and when IT satisfies (EP), then the R-implication
obtained from the conditionally left-continuous completion T ∗ of T is equivalen to
IT and hence also satisfies (EP).

Lemma 3.10. Let T be a border-continuous t-norm such that IT satisfies (EP). Then
IT = IT ∗ .

Further, it is shown that, under the above assumption, T does satisfy the (CLCC-A)-
property, i.e., its conditionally left-continuous completion T ∗ is associative.

Lemma 3.11. Let T be a border-continuous t-norm such that IT satisfies (EP). Then
T satisfies the (CLCC-A)-property, i.e., its conditionally left-continuous completion
T ∗ is associative.

The proof of the above result is given by showing that T ∗ is equal to the t-norm TIT∗
obtained from its residual IT∗ . Based on the above lemmata, we obtain the following
partial characterization of R-implications that satisfy (EP).
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Theorem 3.12. For a border-continuous t-norm T the following statements are
equivalent:

(i) IT satisfies (EP).
(ii) T satisfies the (CLCC-A)-property (i.e., T ∗ is a associative), and IT = IT ∗ .

The sufficiency follows from Lemmas 3.11 and 3.10. To see the necessity, note that
if T satisfies the (CLCC-A)-property, then T ∗ is a left-continuous t-norm. Therefore
IT ∗ satisfies (EP). But IT = IT∗ , so IT also satisfies (EP).

Based on the above results a further characterization of t-norms, whose residu-
als satisfy both the exchange principle and the ordering property can be given as
follows:

Corollary 3.13. For a t-norm T the following statements are equivalent:

(i) IT satisfies (EP) and (OP).
(ii) T is border-continuous, satisfies the (CLCC-A)-property and IT = IT ∗ .

3.1.3 (EP) of an IT and the Intersection between (S,N)- and R-implications

The exchange principle (EP) also plays an important role in determining the inter-
section between (S,N)- and R-implications. Many results were obtained regarding
the overlaps of the above two families. Still, the following question remains and
appears in the monograph [2].

Problem 4.8.1 in [2]: Is there a fuzzy implication I, other than the Weber implication
IWB, which is both an (S,N)-implication and an R-implication which is obtained
from a non-left continuous t-norm and cannot be obtained as the residual of any
other left-continuous t-norm, i.e., is the following equality true IS,N ∩ (IT\IT∗) =
{IWB}?
Note that for an IT to be an (S,N)-implication, it needs to satisfy (EP) and hence the
above question roughly translates into finding t-norms T such that IT satisfies (EP).

From the results above, it is clear that when T is a border-continuous t-norm, then
the above intersection is empty, i.e., IS,N∩ (IT\IT∗) = /0.

3.2 R-implications and Their Continuity

In Section 3.1 we discussed the necessity of left-continuity of a t-norm T for IT to
have certain algebraic properties, viz., (EP) and (OP), an order-theoretic property
(I2) and an analytic property, that of right-continuity of IT in the second variable.

Yet another interesting question is the continuity of IT in both variables. Note
that, since IT is monotonic, continuity in each variable separately is also equiv-
alent to the joint continuity of IT in both variables. The only known continuous
R-implications are those that are isomorphic to the Łukasiewicz implication, i.e.,
those R-implications obtained as residuals of nilpotent t-norms. In fact, these are
the only known class of R-implications obtained from left-continuous t-norms, that
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are continuous. For R-implications generated from left-continuous many character-
ization results are available, see for example, [14, 2]. Now we state the following
main characterization result whose generalization gives the requisite answers. In the
following Φ denotes the family of all increasing bijections on [0,1].

Theorem 3.14 (cf. [13, Corollary 2] and [2, Theorem 2.5.33]). For a function
I : [0,1]2 → [0,1] the following are equivalent:

(i) I is a continuous R-implication based on some left-continuous t-norm.
(ii) I is Φ-conjugate with the Łukasiewicz implication, i.e., there exists an increas-

ing bijection ϕ : [0,1]→ [0,1], which is uniquely determined, such that

I(x,y) = ϕ−1(min(1−ϕ(x)+ϕ(y),1)), x,y ∈ [0,1]. (5)

We would like to note that the proof of the above result is dependent on many
other equivalence results concerning fuzzy implications, especially concerning R-
implications and their contrapositivity, see, for instance, the corresponding proofs
in [13, 2].

In the case of (S,N)-implications a characterization of continuous (S,N)-implica-
tions was given in [1]. However, a similar complete characterization regarding the
continuous subset of R-implications was not known and the following problem re-
mained open for long:

Solved Problem 5 ([2, Problem 2.7.4]). Does there exist a continuous R-impli-
cation generated from non-(left)-continuous t-norm ?

Recently, JAYARAM [18] answered the above poser in the negative, by showing that
the continuity of an R-implication forces the left-continuity of the underlying t-norm
and hence show that an R-implication IT is continuous if and only if T is a nilpotent
t-norm.

Before we proceed to give a sketch of this proof, let us look at some interesting
consequences of the above result.

3.2.1 Importance of This Result

Firstly, using this result, one is able to resolve another question related to the inter-
sections between the families of continuous R- and (S,N)-implications, which is also
a generalization of an original result of SMETS and MAGREZ [38], see also [14, 15].
In particular, it can be shown that the only continuous (S,N)-implication that is also
an R-implication obtained from any t-norm, not necessarily left-continuous, is the
Łukasiewicz implication up to an isomorphism (see Section 3.2.3).

Note that this result also has applications in other areas of fuzzy logic and fuzzy
set theory. For instance, in the many fuzzy logics based on t-norms, viz., BL-fuzzy
logics [16], MTL-algebras [12] and their other variants, the negation is obtained
from the t-norm itself and is not always involutive. However, the continuity of the
residuum immediately implies that the corresponding negation is continuous, and
hence involutive, see [5, Theorem 2.14].
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It is well known that fuzzy inference mechanisms that use t-norms and their resid-
ual fuzzy implications as part of their inference scheme have many desirable proper-
ties (see, for instance, [26, 17]). Based on the results contained in this paper one can
choose this pair of operations appropriately to ensure the continuity of the ensuing
inference.

3.2.2 Sketch of the Proofs: Partial Functions of R-implications

We firstly note that though JAYARAM [18] answered the above problem by dealing
with it exclusively, the answer could also have been obtained from some earlier
works of DE BAETS and MAES [32, 8]. Interestingly, in both the proofs the partial
functions of R-implications play an important role. In this section we detail the proof
given in [18], since the proof is both independent and leads to what is perhaps - to
the best of the authors’ knowledge - the first independent proof of Theorem 3.14
above.

As mentioned earlier, the partial functions of R-implications play an important
role. Note that since IT (x,x) = 1 and IT (1,x) = x, for all x ∈ [0,1] the following
definition is valid.

Definition 3.15. For any fixed α ∈ [0,1[, the non-increasing partial function
IT (·,α) : [α,1]→ [α,1] will be denoted by gT

α .

Observe that gT
α is non-increasing and such that gT

α(α) = 1 and gT
α(1) = α .

Remark 3.16. If the domain of gT
α is extended to [0,1], then this is exactly what are

called contour lines by MAES and DE BAETS in [32, 8]. If α = 0, then gT
0 is the

natural negation associated with the t-norm T (see [2]):

NT (x) = IT (x,0) = sup{t ∈ [0,1] | T (x, t) = 0}, x ∈ [0,1].

In fact, the following result about these partial functions essentially states that, if
the “generalized” inverse of a monotone function is continuous, then it is strictly
decreasing (see [27, Remark 3.4(ii)], also [32, Theorem 11]).

Theorem 3.17. Let T be any t-norm. For any fixed α ∈ [0,1[, if gT
α is continuous,

then gT
α is strictly decreasing.

The rest of the proof is given in a series of Lemmata in JAYARAM [18], which we
club here into a single result:

Theorem 3.18. Let T be a t-norm such that IT is continuous. Then

(i) T is border continuous.
(ii) T is Archimedean, i.e., for any x,y ∈ (0,1) there exists an n ∈ N such that

x[n]T < y, where x[n]T = T (x,x[n−1]
T ) and x[1]T = x.

We note that based on Theorem 3.18 we can obtain an independent proof of The-
orem 3.14. This result is based on some well-known results which we recall in the
following remark.
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Remark 3.19 (cf.[27]).

(i) A left-continuous T that is Archimedean is necessarily continuous and hence
either strict or nilpotent (see [27, Proposition 2.16]).

(ii) A continuous Archimedean t-norm T is either strict or nilpotent.
(iii) If a continuous Archimedean t-norm T has zero divisors, then it is nilpotent

(see [27, Theorem 2.18]).
(iv) A nilpotent t-norm T is a Φ-conjugate of the Łukasiewicz t-norm, i.e., there

exists an increasing bijection ϕ : [0,1]→ [0,1], which is uniquely determined,
such that

T (x,y) = ϕ−1(max(ϕ(x)+ϕ(y)− 1,0)), x,y ∈ [0,1].

(v) Notice that if T (x,y) = 0 for some x,y∈ [0,1], then y≤NT (x). Moreover, if any
z < NT (x), then T (x,z) = 0. If T is left-continuous, then T (x,y) = 0 for some
x,y ∈ [0,1] if and only if y≤ NT (x).

(vi) If NT is continuous, then it is strong (see [5, Theorem 2.14]).

Corollary 3.20. Let T be a left-continuous t-norm and IT the R-implication ob-
tained from it. Then the following are equivalent:

(i) IT is continuous.
(ii) T is isomorphic to TLK.

Proof. (i) =⇒ (ii): Let T be left-continuous and IT be continuous. Then, from The-
orem 3.18 above, we see that T is Archimedean and hence by Remark 3.19(i) T
is necessarily continuous. Further, by Remark 3.19(ii), T is either strict or nilpo-
tent. Now, since IT is continuous, by Remark 3.19(v) we have that NT = gT

0 is
strict and strong and hence from Remark 3.19(iv) we see that T has zero divi-
sors. Finally, from Remark 3.19(iii), it follows that T is nilpotent and hence is
isomorphic to TLK.

(ii) =⇒ (i): The converse is obvious, since the R-implication obtained from any
nilpotent t-norm is a Φ-conjugate of the Łukasiewicz implication ILK. Since
ILK is continuous, any Φ-conjugate of it is also continuous.

Based on the above results, the main result in [18] shows that if IT is continuous,
then the left-continuity of T need not be assumed but follows as a necessity.

Theorem 3.21. Let T be a t-norm and IT the R-implication obtained from it. If IT is
continuous, then T is left-continuous.

From Theorems 3.14 and 3.21 we obtain the following result.

Corollary 3.22. For a function I : [0,1]2→ [0,1] the following statements are equiv-
alent:

(i) I is a continuous R-implication based on some t-norm.
(ii) I is Φ-conjugate with the Łukasiewicz implication, i.e., there exists ϕ ∈Φ ,

which is uniquely determined, such that I has the form (5) for all x,y ∈ [0,1].
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3.2.3 Intersection between Continuous R- and (S,N)-implications

The intersections between the families and subfamilies of R- and (S,N)-implications
have been studied by many authors, see e.g. [10, 38, 14, 2]. As regards the intersec-
tion between their continuous subsets only the following result has been known
so far.

Theorem 3.23. The only continuous (S,N)-implications that are also R-implications
obtained from left-continuous t-norms are the fuzzy implications which are Φ-
conjugate with the Łukasiewicz implication.

Now, from Corollary 3.22 and Theorem 3.23 the following equivalences follow
immediately:

Theorem 3.24. For a function I : [0,1]2 → [0,1] the following statements are
equivalent:

(i) I is a continuous (S,N)-implication that is also an R-implication obtained from
a left-continuous t-norm.

(ii) I is a continuous (S,N)-implication that is also an R-implication.
(iii) I is an (S,N)-implication that is also a continuous R-implication.
(iv) I is Φ-conjugate with the Łukasiewicz implication, i.e., there exists an increas-

ing bijection ϕ : [0,1]→ [0,1], which is uniquely determined, such that I has
the form (5).

3.3 Characterization of Yager’s Class of Fuzzy Implications

As we have seen in earlier sections characterizations of different families of fuzzy
implications are very important questions. One open problem has been connected
with two families of fuzzy implications introduced by YAGER [43].

Definition 3.25. Let f : [0,1]→ [0,∞] be a strictly decreasing and continuous func-
tion with f (1) = 0. The function I : [0,1]2 → [0,1] defined by

I(x,y) = f−1(x · f (y)) , x,y ∈ [0,1] , (6)

with the understanding 0 ·∞ = 0, is called an f -generated implication. The func-
tion f itself is called an f -generator of the I generated as in (6). In such a case, to
emphasize the apparent relation we will write I f instead of I.

Definition 3.26. Let g : [0,1]→ [0,∞] be a strictly increasing and continuous func-
tion with g(0) = 0. The function I : [0,1]2 → [0,1] defined by

I(x,y) = g(−1)
(

1
x
·g(y)

)
, x,y ∈ [0,1] , (7)

with the understanding 1
0 = ∞ and ∞ · 0 = ∞, is called a g-generated implication,

where the function g(−1) in (7) is the pseudo-inverse of g given by
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g(−1)(x) =

{
g−1(x), if x ∈ [0,g(1)] ,

1, if x ∈ [g(1),∞] .

Based on some works of BACZYŃSKI and JAYARAM [4] on the distributive equa-
tions involving fuzzy implications, a rather not-so-elegant and partial characteriza-
tion of f - and g− generated fuzzy implications can be given. However, an axiomatic
characterization was unknown during the preparation of the book [2], so the follow-
ing problem has been presented.

Solved Problem 6 ([2, Problem 3.3.1]). Characterize the families of f - and g-
generated implications.

Very recently MASSANET and TORRENS [36] solved the above problem by using
law of importation (LI). Firstly notice in the case when f (0) < ∞, the generated f -
implication is an (S,N)-implication obtained from a continuous negation N (see [2,
Theorem 4.5.1]) and hence the characterization result in Theorem 2.14 is applicable.

Theorem 3.27 ([36, Theorem 6]). For a function I : [0,1]2 → [0,1] the following
statements are equivalent:

(i) I is an f -generated implication with f (0)< ∞.
(ii) I satisfies (LI) with product t-norm TP(x,y) = xy and the natural negation NI is

a continuous fuzzy negation.

When f (0) = ∞, then f -generated implications are not (S,N)-implications, but still
similar characterizations can be proved.

Theorem 3.28 ([36, Theorem 12]). For a function I : [0,1]2 → [0,1] the following
statements are equivalent:

(i) I is an f -generated implication with f (0) = ∞.
(ii) I satisfies (LI) with product t-norm TP(x,y) = xy, I is continuous except at (0,0)

and I(x,y) = 1⇔ x = 0 or y = 1.

Similar characterizations have been obtained for g-generated fuzzy implications (see
[36, Theorems 14, 17]).

3.3.1 Importance of This Result

While the (S,N)- and R-implications, dealt with in the earlier sections, are the gen-
eralizations of the material and intuitionistic-logic implications, there exists yet an-
other popular way of obtaining fuzzy implications - as the generalization of the
following implication defined in quantum logic:

p→ q≡ ¬p∨ (p∧q).

Needless to state, when the truth values are restricted to {0,1} its truth table coin-
cides with that of the material and intuitionistic-logic implications.
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Definition 3.29. A function I : [0,1]2 → [0,1] is called a QL-operation if there exist
a t-norm T , a t-conorm S and a fuzzy negation N such that

I(x,y) = S(N(x),T (x,y)) , x,y ∈ [0,1]. (8)

Note that not all QL-operations are fuzzy implications in the sense of Definition 2.1.
A QL-operation is called a QL-implication only when it is a fuzzy implication. The
set of all QL-implications will be denoted by IQL.

The characterization of Yager’s family of f -generated implications has helped
us to know the answer for two other open problems. In fact, based on the above
characterization the following question, originally posed in the monograph [2] has
been completely solved.

Solved Problem 7 ([2, Problem 4.8.3]).

(i) Is the intersection IF,ℵ∩ IQL non-empty?
(ii) If yes, then characterize the intersection IF,ℵ∩ IQL.

In [36] the authors have proven the following:

Theorem 3.30 ([36, Theorem 13]). Let IT,S,N be a QL-operation. Then the follow-
ing statements are equivalent:

(i) IT,S,N is an f -generated implication with f (0)< ∞.
(ii) IT,S,N satisfies (LI) with TP and N is a strict negation.

(iii) N is a strict negation such that

N(xy) = S(N(x),T (x,N(y)), x,y ∈ [0,1].

Moreover, in this case f = N−1, up to a multiplicative positive constant.

3.4 R-implications and a Functional Equation

The following problem was posed by HÖHLE in KLEMENT ET AL. [28]. An inter-
esting fallout of this problem is that, as the solution shows, it gives a characterization
of conditionally cancellative t-(sub)norms.

Solved Problem 8 ([28, Problem 11]). Characterize all left-continuous t-norms T
which satisfy

I(x,T (x,y)) = max(N(x),y), x,y ∈ [0,1]. (9)

where I is the residual operator linked to T given by (3) and

N(x) = NT (x) = I(x,0), x ∈ [0,1].

Further, U. Höhle goes on to the following remark:
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Remark 3.31. ”In the class of continuous t-norms, only nilpotent t-norms fulfill the
above property.”

It is clear that in the case T is left-continuous - as stated in Problem 1 - the supre-
mum in (3) actually becomes maximum. It is worth mentioning that the residual
can be determined for more generalized conjunctions and the conditions under-
which this residual becomes a fuzzy implication can be found in, for instance,
[9, 22, 30]. Hence JAYARAM [19] further generalized the statement of Problem 8
by considering a t-subnorm instead of a t-norm and also dropping the condition of
left-continuity.

Definition 3.32 ([27, Definition 1.7]). A t-subnorm is a function M : [0,1]2 → [0,1]
such that it is monotonic non-decreasing, associative, commutative and M(x,y) ≤
min(x,y) for all x,y ∈ [0,1].

Note that for a t-subnorm 1 need not be the neutral element, unlike in the case of a
t-norm.

Definition 3.33 (cf. [27, Definition 2.9 (iii)]). A t-subnorm M satisfies the condi-
tional cancellation law if, for any x,y,z ∈]0,1],

M(x,y) = M(x,z) > 0 implies y = z. (CCL)

In other words, (CCL) implies that on the positive domain of M, i.e., on the set
{(x,y) ∈ (0,1]2 | M(x,y) > 0}, M is strictly increasing. See Figure 3 (a) and (b) for
examples of a conditionally cancellative t-subnorm and one that is not.
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Definition 3.34 (cf. [2, Definition 2.3.1]). Let M be any t-subnorm. Its natural nega-
tion nM is given by

nM(x) = sup{t ∈ [0,1] | M(x, t) = 0}, x ∈ [0,1].

Note that though nM(0) = 1, it need not be a fuzzy negation, since nM(1) can be
greater than 0. However, we have the following result.

Lemma 3.35 (cf. [2, Proposition 2.3.4]). Let M be any t-subnorm and nM its natu-
ral negation. Then we have the following:

(i) M(x,y) = 0 =⇒ y≤ nM(x) .
(ii) y < nM(x) =⇒M(x,y) = 0.

(iii) If M is left-continuous, then y = nM(x) =⇒M(x,y) = 0, i.e., the reverse impli-
cation of (i) also holds.

It is interesting to note that the solution to the problem given below characterizes
the set of all conditionally cancellative t-subnorms.

Theorem 3.36 ([19, Theorem 3.1]). Let M be any t-subnorm and I the residual
operation linked to M by (3). Then the following are equivalent:

(i) The pair (I,M) satisfies (9).
(ii) M is a conditionally cancellative t-subnorm.

Example 3.37. Consider the product t-norm TP(x,y) = xy, which is a strict t-norm
and hence continuous and Archimedean, whose residual is the Goguen implication
given by

IGG(x,y) =

{
1, if x≤ y,
y
x , if x > y.

It can be easily verified that the pair (TP, IGG) does indeed satisfy (9) whereas the
natural negation of TP is the Gödel negation

nTP(x) = IGG(x,0) =

{
1, if x = 0,

0, if x > 0.

This example clearly shows that the remark of HÖHLE, Remark 3.31, is not always
true. The following result gives an equivalence condition under which it is true.

Theorem 3.38 ([19, Theorem 3.2]). Let T be a continuous t-norm that satisfies (9)
along with its residual. Then the following are equivalent:

(i) T is nilpotent.
(ii) nT is strong.
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4 Concluding Remarks

As can be seen since the publication of the monograph [2], there has been quite a
rapid progress in attempts to solve open problems. However, there still remain many
open problems involving fuzzy implications. In the following we list a few:

Problem 4.1. Give a necessary condition on a non-border continuous t-norm T for
the corresponding IT to satisfy (EP).

It should be mentioned that some related work on the above problem has appeared in
[20]. Once again, as stated before, the above problem is also related to the following
question regarding the intersection of (S,N)- and R-implications which still remains
open:

Problem 4.2. (i) Is there a fuzzy implication I, other than the Weber implication
IWB, which is both an (S,N)-implication and an R-implication which is obtained
from a non-border continuous t-norm and cannot be obtained as the residual of
any other left-continuous t-norm?

(ii) If the answer to the above question is in the affirmative, characterize the above
non-empty intersection.

The following problems originally appeared as open in [2] and still remain so:

Problem 4.3. What is the characterization of (S,N)-implications generated from
non-continuous negations?

Problem 4.4. Characterize triples (T,S,N) such that IT,S,N satisfies (I1).

Problem 4.5. (i) Characterize the non-empty intersection IS,N∩ IQL.

(ii) Is the Weber implication IWB the only QL-implication that is also an R-impli-
cation obtained from a non-left continuous t-norm? If not, give other examples
from the above intersection and hence, characterize the non-empty intersection
IQL∩ IT.
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