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Preface

We would like to welcome you to the proceedings of the 8th International Con-
ference on Advanced Data Mining and Applications (ADMA 2012).

ADMA 2012 was held in Nanjing, China, December 15–18, 2012. Following
the success of the series of seven events held from 2005 to 2011 in Wuhan (2005),
Xi’an (2006), Harbin (2007), Chengdu (2008), Beijing (2009 and 2011), and
Chongqing (2010), ADMA 2012 stuck to the tradition of providing a dedicated
forum for researchers and practitioners to share new ideas, original research
results, practical development experiences, case studies, and applications in all
aspects related to data mining and applications.

The conference received 168 paper submissions from 38 countries and areas.
All papers were peer reviewed by at least three members of the Program Com-
mittee (PC) composed of international experts in data mining fields. The PC,
together with the PC Co-chairs, worked very hard to select papers through a rig-
orous review process and extensive discussion, and finally composed a diverse and
exciting program including 32 regular papers and 32 short papers. The ADMA
2012 program featured five keynote speeches from prestigeous researchers in the
artificial intelligence, machine learning, and data mining areas. They include the
2010 Turing Award winner Leslie Valiant from Harvard University, Bo Zhang
from Tsinghua University, David Bell from Queen’s University Belfast, Qiang
Yang from Hong Kong University of Science and Technology, and Ester Martin
from Simon Fraser University.

Without the support of several organizations, the success of ADMA 2012
would not have been possible. This includes financial support and local arrange-
ments from Nanjing University of Finance and Economics, and Focus Technology
Co., Ltd., and sponsorship from the University of Technology, Sydney, Chinese
Academy of Sciences, Fudan University, and Nanjing University. We would also
like to express our gratitude to the General Co-chairs for all their valuable advice
and the Organizing Committee for their dedicated organizing efforts. Last but
not least, we sincerely thank all PC members and authors for their contributions
to ADMA 2012!

December 2012 Shuigeng Zhou
Songmao Zhang
George Karypis
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Carlos Soares

Using Data Mining for Static Code Analysis of C . . . . . . . . . . . . . . . . . . . . 603
Hannes Tribus, Irene Morrigl, and Stefan Axelsson

Fraud Detection in B2B Platforms Using Data Mining Techniques . . . . . . 615
Qiaona Jiang, Chunxiang Hu, and Liping Xu

Efficiently Identifying Duplicated Chinese Company Names in
Large-Scale Registration Database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 625

Shaowu Liu, Jiyong Wei, and Shouwei Wang

Search and Retrieval

Keyword Graph: Answering Keyword Search over Large Graphs . . . . . . . 635
Dong Wang, Lei Zou, Wanqiong Pan, and Dongyan Zhao

Medical Image Retrieval Method Based on Relevance Feedback . . . . . . . . 650
Rui Wang, Haiwei Pan, Qilong Han, Jingzi Gu, and Pengyuan Li

Personalized Diversity Search Based on User’s Social Relationships . . . . . 663
Ming Li, Juanzi Li, Lei Hou, and Hai-Tao Zheng

Information Recommendation and Hidding

Towards a Tricksy Group Shilling Attack Model against Recommender
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 675

Youquan Wang, Zhiang Wu, Jie Cao, and Changjian Fang

Topic-Centric Recommender Systems for Bibliographic Datasets . . . . . . . 689
Aditya Pratap Singh, Kumar Shubhankar, and Vikram Pudi



XVIII Table of Contents

Combining Spatial Cloaking and Dummy Generation for Location
Privacy Preserving . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 701

Nana Xu, Dan Zhu, Hongyan Liu, Jun He, Xiaoyong Du, and
Tao Liu

Outlier Detection

Modeling Outlier Score Distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 713
Mohamed Bouguessa

A Hybrid Anomaly Detection Framework in Cloud Computing Using
One-Class and Two-Class Support Vector Machines . . . . . . . . . . . . . . . . . . 726

Song Fu, Jianguo Liu, and Husanbir Pannu

Topic Modeling

Residual Belief Propagation for Topic Modeling . . . . . . . . . . . . . . . . . . . . . . 739
Jia Zeng, Xiao-Qin Cao, and Zhi-Qiang Liu

The Author-Topic-Community Model: A Generative Model Relating
Authors’ Interests and Their Community Structure . . . . . . . . . . . . . . . . . . . 753

Chunshan Li, William K. Cheung, Yunming Ye, and Xiaofeng Zhang

Data Cube Computing

Constrained Closed Non Derivable Data Cubes . . . . . . . . . . . . . . . . . . . . . . 766
Hanen Brahmi and Sadok Ben Yahia

VS-Cube: Analyzing Variations of Multi-dimensional Patterns over
Data Streams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 779

Yan Tang, Hongyan Li, Feifei Li, and Gaoshan Miao

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 793



Leave or Stay: The Departure Dynamics

of Wikipedia Editors

Dell Zhang1, Karl Prior1, Mark Levene1, Robert Mao2, and Diederik van Liere3

1 DCSIS, Birkbeck, University of London
Malet Street, London WC1E 7HX, UK

dell.z@ieee.org, {kprior01,mark}@dcs.bbk.ac.uk
2 Microsoft Research FUSE Labs

One Microsoft Way, Redmond, WA 98052-6399, USA
robmao@microsoft.com

3 Wikimedia Foundation
149 New Montgomery Street, 3rd Floor, San Francisco, CA 94105, USA

dvanliere@wikimedia.org

Abstract. In this paper, we investigate how Wikipedia editors leave
the community, i.e., become inactive, from the following three aspects:
(1) how long Wikipedia editors will stay active in editing; (2) which
Wikipedia editors are likely to leave; and (3) what reasons would make
Wikipedia editors leave. The statistical models built on Wikipedia edit
log datasets provide insights about the sustainable growth of Wikipedia.

1 Introduction

Wikipedia is “a free,web-based, collaborative,multilingual encyclopaedia project”
supported by the non-profit Wikimedia Foundation (WMF). Started in 2001,
Wikipedia has become the largest and most popular general reference knowledge
source on the Internet. Almost all of its 19.7million articles canbe edited by anyone
with access to the site, and it has about 90,000 regularly active volunteer editors
around the world. However, it has recently been observed that Wikipedia growth
has slowed down significantly1. It is therefore of utter importance to understand
quantitatively what factors determine editors’ future editing behaviour (why they
continue editing, change the pace of editing, or stop editing), in order to ensure
that theWikipedia community can continue to grow in terms of size and diversity.

This paper is directly inspired by the Wikipedia Participation Challenge2

(WikiChallenge) that was recently organised by WMF, Kaggle and IEEE ICDM-
2011 to address the above problem of Wikipedia’s sustainable growth by data
mining. The contestants were requested to build a predictive model that could
accurately predict the number of edits a Wikipedia editor would make in the
next 5 months based on his edit history so far. Such a predictive model may
be able to help WMF in figuring out how people can be encouraged to become,

1 http://strategy.wikimedia.org/wiki/March_2011_Update
2 http://www.kaggle.com/c/wikichallenge
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and remain, active contributors to Wikipedia. Our work led to the 2nd best
valid algorithm in this contest, which achieved 41.7% improvement over WMF’s
in-house solution. WMF is now implementing this algorithm permanently and
looks forward to using it in the production environment.

The rest of this paper is organised as follows. First we investigate how long
Wikipedia editors will stay active in editing through survival analysis in Section
2. Then, we investigate which Wikipedia editors are likely to leave (which is
the task of WikiChallenge) through predictive modelling in Section 3. Next, we
investigate what reasons would make Wikipedia editors leave through correlation
analysis in Section 4. Finally, we review the related work in Section 5, and make
conclusions in Section 6.

2 Survival Analysis

In order to analyse the expected active period that a Wikipedia editor can
maintain his interest in contributing, we make an analogy to the modelling of
people’s expected lifetime: an editor is “born” when he starts editing (i.e., joins
the community), and “dies” when he stops editing (i.e., leaves the community).
Specifically, we consider an editor to be “dead” or inactive if he did not make any
edit for a certain period of time. Here we set the threshold of inactivity to be 5
months, since it reflects WMF’s concern as demonstrated in the WikiChallenge
contest. Thus, we are able to utilise survival analysis [5,6] — a branch of statistics
which is widely applied to modelling death in biological organisms and failure in
mechanical systems — to deal with the departure dynamics of Wikipedia editors.

The dataset for this study consists of 110,383 registered editors of (English)
Wikipedia that were randomly sampled. The bots (i.e., automatic agents that do
maintenance task on Wikipedia) were excluded from data collection. Moreover,
we removed 38,348 one-timers who had only made one edit so far, because their
contribution and influence to Wikipedia are known to be negligible [11]. Finally
the complete edit history of those remaining 72,035 editors were processed to
extract a population of 86,468 “lives”. If an editor started editing again after
being “dead” (inactive), it would be considered as a new life instance, because
in this study we are more interested in the continuous active period of an editor
rather than his overall time in the community, and the same editor could exhibit
quite different behaviour patterns when he came back after a very long break
(e.g., due to the change of motivation). One prominent characteristic of lifetime
data is that many samples may be censored [5, 6] — they were still alive at the
end of data collection therefore their lifetime values are only known to be longer
than a certain duration. Such a censoring problem requires special treatment in
probability estimation etc. when performing data analysis.

The histogram of Wikipedia editors’ lifetime is shown in Figure 1a, where
the lifetime is measured in days and scaled logarithmically (using natural log-
arithm). The lifetime distribution clearly consists of two distinct regimes sepa-
rated roughly at the point of 8 hours: the left regime corresponds to occasional
editors who fail to find interest in editing Wikipedia articles after the first few
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(a) histogram of lifetime (b) survival function

(c) hazard function (d) comparison of editors

Fig. 1. The survival analysis results for Wikipedia editors

attempts; the right regime corresponds to customary editors who stay in the
community editing Wikipedia articles until they lose interest because of some
reason. Let’s focus on analysing the behaviour patterns of customary editors, as
it is them who constitute the backbone of the community.

The objects of primary interest in survival analysis — survival function [5,6]
and hazard function [5, 6] — for customary editors are presented in Figure 1b
and Figure 1c respectively.

The survival function, conventionally denoted S, is the probability that the
time of death T is later than some specified time t: S(t) = Pr(T > t) =∫∞
t

f(t) dt. The empirical survival function for customary editors is calculated
using the Kaplan-Meier estimator [5, 6] which can handle censored data. To
project out and compute editors’ departure probabilities at times beyond the
end of the study, we need to fit a parametric survival function to the empirical
data. After trying out a number of popular probability distributions (includ-
ing exponential, extreme value, lognormal, normal, Rayleigh, and Weibull), we
have found that although the survival function of occasional editors roughly fol-
lows a (truncated) lognormal distribution (which confirms the finding in [2]),



4 D. Zhang et al.

the survival function of customary editors can be better described by a Weibull

distribution: f(t) = β
η

(
t
η

)β−1

e−(t/η)β when t ≥ 0 and f(t) = 0 otherwise, with

the scale parameter η = 102.68 and the shape parameter β = 0.55. As shown in
Figure 1b, the Weibull distribution curve clearly matches the customary editors’
lifetime data better than the lognormal distribution curve does. The shape pa-
rameter of the fitted Weibull distribution is less than 1, which indicates that the
overall departure rate decreases over time, i.e., those who leave the community
tend to leave early, and those who stay in the community become less likely to
leave over time. Given the parametric survival function, we are able to make
inference about the expected future lifetime of an editor who has stayed in the

community for t0 days:
∫∞
0 t f(t+t0)

S(t0)
dt = 1

S(t0)

∫∞
t0

S(t) dt. This reduces to the

expected lifetime (a.k.a. mean time to failure) at birth for t0 = 0. Furthermore,
the age at which a specified proportion q of editors will remain can be found
by solving the equation S(t) = q for t. Using the fitted Weibull distribution, we
estimate the median lifetime (at which half of the customary Wikipedia editors
leave the community) to be about 53 days.

The hazard function, conventionally denotedλ, is defined as the event (“death”)
rate at time t conditional on survival until time t or later (that is, T ≥ t): λ(t) =

limΔt→0
Pr(t≤T≤T+Δt|T≥t)

Δt = − dS(t)/ dt
S(t) . The empirical hazard function for cus-

tomary editors is obtained through the non-parametric method kernel density
estimation based on the empirical survival function given above. It can be seen
from Figure 1c that the empirical hazard function is closer to the parametric
hazard function derived from the fitted Weibull distribution than that derived
from the fitted lognormal distribution. Moreover, the empirical hazard rate curve
is in general decreasing along with the editor’s “age” in the community, except
for the periods of 0-2 weeks and 8-20 weeks, which suggest that these are the
two critical phases to retain Wikipedia editors in the community.

In order to further understand the survival patterns of customary editors,
we group them into five classes according to their monthly editing frequencies
(freq): (i) freq <= 1, (ii) 1 < freq <= 10, (iii) 10 < freq <= 100, (iv)
100 < freq <= 1000, (v) 1000 < freq. The sizes of those classes are 6744,
32583, 8818, 675, and 31 respectively. The exponential scale using the powers of
10 is chosen to define the above classes because the monthly editing frequencies
roughly follow the power law. This is the same editor classification criterion used
in [11], except that the classification is not recalculated every month as we would
like to analyse the relationship between an individual editor’s monthly editing
frequency and his whole lifetime.

Figure 1d plots the survival function for each class of customary editors sep-
arately. It is clear that low-frequency editors (class i and ii) are more likely to
have a short lifetime than medium-frequency editors (class ii and class iii), and
similarly we can say that medium-frequency editors (class ii and class iii) are
less likely to have a long lifetime than high-frequency editors (class v). In other
words, higher editing frequency implies longer lifetime — the more active an
editor is, the longer he will keep active in editing.
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Fig. 2. Our self-supervised learning framework

3 Predictive Modelling

Now we turn to tackling the WikiChallenge task which is to predict the number
of edits a Wikipedia editor would make in the next 5 months based on his edit
history so far. The official dataset (for training and testing) consists of randomly
sampled active editors with their full history of editing activities on the English
Wikipedia (the first 6 namespaces only) in the period from 2001-01-01 to 2010-
09-01. An editor is considered “active” if he or she made at least one edit in the
last one year period, i.e., from 2009-09-01 to 2010-09-01. For each edit, the avail-
able information includes its user id, article id, revision id, namespace, times-
tamp, etc. The predictive model to be constructed should predict, for each editor
from the ‘training’ dataset, how many edits would be made in the 5 months after
the end date of the ‘training’ dataset, i.e., from 2010-09-01 to 2011-02-01. The
predictive model’s accuracy is going to be measured by the Root Mean Squared

Logarithmic Error (RMSLE): ε =
√

1
n

∑n
i=1 (log(1 + pi) − log(1 + ai))2, where

n is total number of editors in the dataset, log(·) is the natural logarithm func-
tion, pi and ai are the predicted and actual edit numbers respectively for editor
i in the next 5 month period.

Although this problem is essentially statistical analysis of time series data,
usual time series models such as autoregressive moving-average (ARMA) work
poorly here, according to our initial investigation. It is probably because the
departure process of editors is not really a “stationary” stochastic process.

Our basic idea is to build a predictive model f (that estimates an active
editor’s future number of edits based on his recent edit history) through self-
supervised learning, as illustrated schematically in Figure 2. The approach is
called “self-supervised” to emphasise the fact that it does not require any manual
labelling of data (as in standard supervised learning but extracts the needed
labels from data automatically.

To facilitate the description of our approach, we shall from now on talk about
any time-length in the unit of months and refer to any time-point as the real
number of months passed since the beginning date of the dataset. So for the
official dataset ‘training’, the timestamp “2001-06-16 00:00:00” would be 5.5
because it is five and a half months since 2001-01-01.

Let ttest denote the time-point when we would like to predict each active
editor’s number of edits in the next 5 months. To train the predictive model,



6 D. Zhang et al.

we would move 5 months backwards and assume that we were at the time-point
ttrain = ttest − 5. Thus we could know the actual number of edits made by each
active editor in those 5 months after ttrain, i.e., the label for our machine learning
(regression) methods. Specifically, the target value for regression would be set
as yi = log(1 + ai) where ai is the actual number of edits in the next 5 months.
In this way, the squared error loss function L(f(x), y) = (f(x) − y)2 used by
most machine learning methods (including those in our experiments and final
submission) would connect the empirical risk directly to the evaluation metric
RMSLE: Remp(f) =

1
n

∑n
i=1 L(f(xi), yi) = ε2.

Given a time-point (either ttrain or ttest), each active editor i would be repre-
sented as a vector xi that consists of the following temporal dynamics features:
(i) the number of edits in recent periods of time; (ii) the number of edited articles
in recent periods of time; (iii) the length of time between the first edit and the
last edit, scaled logarithmically. The periods used in our final submission for the
above temporal dynamics features are: 1

16 ,
1
8 ,

1
4 ,

1
2 , 1, 2, 4, 12, 36, and 108, where

the length of period first doubles at each step from 1
16 to 4 and then triples at each

step from 4 to 108. The usage of such temporal dynamics features was inspired
by the decent performance of the “most-recent-5-months-benchmark”— if using
the exact number of edits in just one period (the last 5 months) for prediction
could work reasonably well, we should be able to achieve a better performance
by using many more recent periods. The periods were chosen to be at exponen-
tially increasing temporal scales, because we conjecture that the influence of an
editing activity to the editor’s future editing behaviour would be exponentially
decaying along with the time distance away from now. The process of exponential
decay occurs in numerous natural phenomena, and it has been widely used in
temporal applications where it is desirable to gradually discount the history of
past events. One reason for changing from doubling to tripling midway through
is to include the special period of 12-months (i.e., one year) that has been used
to define the “active” editors. The periods will be capped by the time scope of
the given dataset (e.g., 106 for the additional dataset ‘moredata’) in case they
are out of range.

We have also introduced a constant drift term (i.e., how much the average
number of edits would change after 5 months) into the formula of making final
predictions, which is a crude way to cover the global shift of target values along
with time. Again, its value is estimated from the situation 5 months ago.

There are three datasets available to all contestants: (i) ‘training’ — the official
dataset for training and testing that consists of 22326031 edits; (ii) ‘validation’
— the official dataset for validation that consists of 274820 edits; and (iii) ‘more-
data’ is the additional dataset generously provided by Twan van Laarhoven3 that
consists of 5717049 edits.

Since we did not have access to the true labels (target values) of the dataset
‘training’ during the contest, we only used it to make the final submission, but
conducted our experiments (for parameter tuning etc.) on the other two datasets
‘validation’ and ‘moredata’. It is noteworthy that these two datasets ‘validation’

3 http://www.kaggle.com/c/wikichallenge/forums/t/719/more-training-data

http://www.kaggle.com/c/wikichallenge/forums/t/719/more-training-data
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and ‘moredata’ had been filtered to contain only active editors (who made at
least one edit in the last one year period) in order to make them exhibit the
same survivorship bias as the dataset ‘training’. This might (partially) ensure
that the experimental findings on the former two datasets could be transferred
to the latter one.

We have only used Python (equipped with Numpy) to write small programs
for analysing data and making predictions. The machine learning methods that
we have tried for our regression task all come from two open-source Python
modules: one is scikit-learn4, and the other is OpenCV5.

In our experiments, we first compare different machine learning methods (with
their default parameter values) in terms of their prediction performances (RM-
SLE). The methods being compared include: Ordinary Least Squares (OLS),
Support Vector Machine (SVM), K Nearest Neighbours (KNN), Artificial
Neural Network (ANN), and Gradient Boosted Trees (GBT). The experimental
results are shown in Figure 3. Gradient Boosted Trees (GBT) [3, 4] clearly out-
performed all the other machine learning methods on both datasets. GBT (aka
GBM, MART, and TreeNet) represents a general and powerful machine learning
method that builds an ensemble of weak tree learners in a greedy fashion. It
evolved from the application of boosting to regression trees. The general idea is
to compute a sequence of very simple trees, where each successive tree is built for
the prediction residuals of all preceding trees on a randomly selected subsample
of the full training dataset. Eventually a “weighted additive expansion” of those
trees can produce an excellent fit of the predicted values to the observed values.
It allows optimisation of any differentiable loss function. Here we just use the
squared error for the reasons given earlier. The success of GBT in our task is
probably attributable to (i) its ability to capture the complex nonlinear relation-
ship between the target variable and the features, (ii) its insensitivity to different
feature value ranges as well as outliers, and (iii) its resistance to overfitting via
regularisation mechanisms such as shrinkage and subsampling [3, 4].

Then, we investigate how GBT’s most important parameter weak count —
the number of weak tree learners — affects its prediction performance for our
task. Tuning weak count is our major means of controlling the model complexity
to avoid underfitting or overfitting. The experimental results are shown in Fig-
ure 4. It seems that on big datasets like ‘moredata’, a higher value of weak count
(i.e., more weak tree learners) would be beneficial, but on small datasets like
‘validation’, it might increase the risk of overfitting.

Next, we demonstrate how the prediction performance changes when we use
more and more periods to generate temporal dynamics features: we start from
just the shortest period ( 1

16 ) and then each time we add the next longer period
to the series. The experimental results are shown in Figure 5. It seems that
making use of more periods for temporal dynamics features usually helps, but
the pay-off gradually diminishes.

4 http://scikit-learn.org/
5 http://opencv.willowgarage.com/wiki/

http://scikit-learn.org/
http://opencv.willowgarage.com/wiki/
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(a) validation (b) moredata

Fig. 3. The prediction performances of different machine learning methods

(a) validation (b) moredata

Fig. 4. The prediction performances of GBT with different number of trees

(a) validation (b) moredata

Fig. 5. The prediction performances of GBT using different number of periods

Since ‘moredata’ is more similar than ‘validation’ to the official dataset ‘train-
ing’ in terms of the time scope and the number of editors, we applied the best
working algorithm, GBT, with the optimal parameter setting on ‘moredata’
(weak count = 1000), to make the final submission based on ‘training’. It got an
RMSLE score of 0.862582 on the private leaderboard, which is roughly 41.7%
better than WMF’s baseline predictive model. The team of the first author,
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“zeditor”, was finally ranked at the 3rd place among 96 teams. The algorithm
of the top ranked team turns out to be useless, as it exploits a randomisation
mistake of the dataset6. Therefore our approach is actually the 2nd best valid
algorithm for the WikiChallenge. In comparison with the best performing valid
algorithm which makes use of 206 features, our algorithm achieved very sim-
ilar prediction accuracy with a much simpler model — we have only used 21
temporal dynamics features.

Our most important insight is that a Wikipedia editor’s future behaviour can
be largely determined by the temporal dynamics of his recent behaviour. We are
a bit surprised that just temporal dynamics features (i.e., how the number of
edits changes in recent periods, etc.) can go such a long way when we choose
proper temporal scales and employ a powerful machine learning method. Human
beings seem to be working and living in a more mechanical way than one might
have thought.

Since such temporal dynamics features are actually independent of any se-
mantics or knowledge about this specific problem, our approach could be easily
generalised to other application domains, such as predicting the future supermar-
ket spendings of shoppers, predicting the future hospital admissions of patients,
and so on, based on historical behavioural data.

4 Correlation Analysis

Have we answered the question that we asked at the beginning of this paper?
Yes and No.

On one hand, we have built a predictive model which can be used to identify
those editors who are likely to become inactive, or in other words, who need spe-
cial care and attention to be kept — if an editor is going to leave the Wikipedia
community, there would probably be early signals in the temporal dynamics of
his recent behaviour. On the other hand, that predictive model is pretty much
a black box — it does not reveal the underlying reasons why editors become
inactive, and therefore it cannot tell us how to encourage editors to remain ac-
tive. For the ultimate purpose of Wikipedia’s sustainable growth, we will need
to investigate which character of an editor (his articles’ category distribution,
his relationship with other editors, etc.) and also which recent event happened
to him (his articles being deleted, his revisions being reverted, unfair comments
about his edits being received, etc.) could affect his behaviour.

After the WikiChallenge contest, WMF has kindly provided us the the true
labels (target values) of the official dataset ‘training’, so we now have the com-
plete knowledge about whether a particular editor has become inactive in the
next 5 months, which enables us to look into the ‘training’ dataset to find pos-
sible factors relevant to an editor’s departure from the community.

Intuitively, a Wikipedia editor’s recent editing experience would be most in-
formative about or have most impact upon his decision to stay or leave: if it

6 http://www.kaggle.com/forums/t/980/wikipedia-participation-challenge-

an-unfortunate-ending

http://www.kaggle.com/forums/t/980/wikipedia-participation-challenge-
an-unfortunate-ending
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is a good experience then he is likely to continue contributing; if it is a bad
experience then he may stop contributing. Here we present the preliminary re-
sults of analysing the correlation between a Wikipedia editor’s departure and
the attributes of his last year edits.

The attributes that we examine for correlation analysis are listed as follows.

– namespace: the name space of the article (0: Main, 1: Talk, 2: User, 3: User
Talk, 4: Wikipedia, and 5: Wikipedia Talk).

– category: a variable created as part of the Wikimedia Taxonomy Project that
indicates if an article belongs to a special category (0: None, 1: Deletion, 2:
Mediation, 3: Featured Lists, 4: Featured Pictures, 5: Arbitration, 6:
Featured Topic, 7: Featured Portal, 8: Featured Article, 9: Featured
Sounds, and 10: Good Article).

– redirect: 1 if a page redirects, 0 otherwise.

– revert: 1 if the revision was a revert, 0 otherwise.

– delta: the increase/decrease in number of characters compared with the pre-
vious revision of the article.

– cur size: the current size in number of characters of a revision.

For each categorical attribute (namespace and category) with domain sizem (i.e.,
m possible values), we create m binary indicator variables (one for each possible
value), e.g., the variable category8 would be 1 if the edit’s corresponding article
is in the 8-th category Featured Article, and 0 otherwise. For each numerical
attribute (redirect, revert, delta, and cur size), we simply create one numerical
variable accordingly. So in the end we have 21 variables altogether. Then we
calculate the average value for each such variable over the given editor’s last
year edits, e.g., revert = 0.2 means that 20% of his last year edits are revert
actions. These average values, being independent from the editor’s number of
edits, can characterise his recent editing experience.

First, we find out the top 8 variables that are most correlated with aWikipedia
editor’s future number of edits log(1+ ai), as shown in Table 1. The strength of
correlation is measured by Maximal Information Coefficient (MIC) — a measure
of dependence for two-variable relationships captures a wide range of associa-
tions both functional and not, and for functional relationships provides a score
that roughly equals the coefficient of determination (R2) of the data relative to
the regression function [10]. Here we choose MIC as it can measure both linear
and non-linear correlations. The value of MIC is between 0 (none correlation)
and 1 (perfect correlation). To know whether a correlation is positive or nega-
tive, we also calculate the Pearson product-moment correlation coefficient which
ranges from −1 to +1, though it can only measure linear correlations. The most
positively correlated variable turns out to be revert (MIC = 0.1543), which im-
plies that if an editor has made many revert edits he is likely to stay active. The
most negatively correlated variable turns out to be category1 Deletion (MIC
= 0.1378), which implies that if an editor has many edits on articles nominated
(probably by others) for deletion he is likely to leave the community. Similarly,
we can make sense of the other highly correlated variables as well.
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Table 1. The correlation between a Wikipedia editor’s future number of edits and the
attributes of his last year edits

variable MIC Pearson

revert 0.1543 +0.0864

namespace0 0.1540 +0.0188

category1 0.1378 −0.0109

namespace1 0.1357 +0.0542

category0 0.1355 +0.0222

redirect 0.1314 +0.0364

namespace3 0.1207 +0.0030

namespace2 0.1068 −0.0672

namespace4 0.0955 −0.0103

Fig. 6. The decison tree (top 3 levels) that classifies editors into leave or stay

Next, we go beyond evaluating individual variables and explore the influence of
their interaction over a Wikipedia editor’s departure dynamics. For this purpose,
we learn a decision tree that classifies editors into 2 classes leave or stay from
the ‘training’ dataset using the CART algorithm [1]. Since our aim now is not
to make predictions but obtain interpretable knowledge, we do not apply any
ensemble technique like GBT (as in Section 3): although the accuracy would
be somewhat lower, the generated model would be much more readable. Figure
6 shows the top-three levels of the constructed decision tree. Such a decision
tree could be easily turned into readable rules. For example, one rule we could
find from the tree (more precisely the path from the root node to the second
rightmost level-3 node) is as follows: editors who have a revert percentage larger
than 0.03%, Talk namespace article percentage larger than 0.01%, and None

category article percentage within 99.99% are very likely to stay in the Wikipedia
community (179 leave vs 23396 stay).

Furthermore, we have also checked the word distributions of the article titles
and edit comments. The difference between word usage frequencies in those
two different class of editors — leave and stay — would be able to tell us
something about their interested topics and possibly behavioural patterns as
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Table 2. The difference between word usage in leaving and staying editors

title w p0 − p1 title w p0 − p1

school +0.003506 wikiproject −0.003127

italy +0.002733 album −0.002155

sandbox +0.001974 season −0.001792

high +0.001867 station −0.001736

episodes +0.001621 archive −0.001677

university +0.001539 featured −0.001545

iko +0.001245 candidates −0.001540

hot +0.001222 administrator −0.001498

comment w p0 − p1 comment w p0 − p1

aes +0.011700 awb −0.022537

page +0.010565 category −0.014285

created +0.010170 project −0.012324

external +0.009651 talk −0.011513

links +0.006788 hotcat −0.011326

added +0.005600 reverted −0.009613

references +0.003828 contributions −0.008165

section +0.003505 special −0.008117

well. Table 2 shows the words with maximum difference in p0(w) = Pr(w|leave)
and p1(w) = Pr(w|stay) where w represents a word (with stopwords excluded).
It can be seen that leaving editors (p0 −p1 > 0) tend to edit articles about “high
schools” or “universities”, “create” new “pages” or “sections”, “add” “external”
“links”, pursue “hot” topics, leave the edit summaries blank to be filled by
automatic edit summaries “aes”, and experiment with “sandbox” pages; while
staying editors (p0 − p1 < 0) tend to edit articles about music “albums” or
“stations”, get involved in “wikiproject” teams or other “projects”, “archive”
an article or make it “featured”, ‘nominate “candidates” for “administrators”,
use “awb” and “hotcat” tools to put articles into right “categories”, “revert”
(probably messy or spamming) edits, and “talk” about the “contribution” or
“special” features of articles. Roughly speaking, editors who have been more
active in the Wikipedia community are more likely to stay active. Therefore
organising editors into “wikiproject” teams, teaching them edit assistance tools
like “awb” and “hotcat”, encouraging them to contribute to articles with long-
term value, and letting them take part in the “administrator” election might be
good ideas for retaining Wikipedia editors.
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5 Related Work

The global slowdown of Wikipedia’s growth rate (both in the number of editors
and the number of edits per month) has been investigated by Suh et al. [11]. It is
found that medium-frequency editors now cover a lower percentage of the total
population while high-frequency editors continue to increase the number of their
edits. Moreover, there are increased patterns of conflict and dominance (e.g.,
greater resistance to new edits in particular those from occasional editors), which
may be the consequence of the increasingly limited opportunities in making novel
contributions. An ecology inspired population model that assumes a resource
limitation has been proposed to characterise the overall growth of Wikipedia. In
this paper, we approach the problem from several different angles and arrive at
conclusions which complement theirs.

The technique of survival analysis [5, 6] has been shown to be very useful in
analysing information systems. For example, the estimated lifetime of a webpage
could reflect its desirability [9]. It has recently been applied to a couple of studies
on Wikipedia editors’ behaviour. In one work [7, 8], the survival function for all
Wikipedia editors is empirically estimated, but no parametric model has been
produced. In another work [2], the survival function for all Wikipedia editors
is fit by a mixture of two truncated lognormal distributions, but our work has
revealed that the survival function for customary editors is better described by
a Weibull distribution. Furthermore, those previous studies have not looked into
the hazard function for Wikipedia editors.

The general problem of user participation has been investigated to various
degrees in mobile telecom networks, social networks, social media, and so on.
However, we have not seen any published paper about predictive modelling of
Wikipedia edit number or the WikiChallenge, and the related correlation anal-
ysis of underlying reasons.

6 Conclusions

The major contributions of this paper are as follows.

– We have used the technique of survival analysis to investigate how long
Wikipedia editors remain active in editing. Our results show that for cus-
tomary Wikipedia editors, the survival function can be well described by a
Weibull distribution (with the median lifetime of about 53 days); there are
two critical phases (0-2 weeks and 8-20 weeks) when the hazard rate of be-
coming inactive increases; more active editors tend to keep active in editing
for longer time.

– We have built a predictive model in a self-supervised learning framework
using GBT with a small number of temporal dynamics features only, which
can accurately forecast the number of edits a Wikipedia editor will make
in the next 5 months. The best submission to the WikiChallenge from our
team, “zeditor”, achieved 41.7% improvement over WMF’s baseline predic-
tive model.
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– We have demonstrated that the attributes of a Wikipedia editor’s last year
edits, particularly the percentage of reverts and the distribution of articles’
namespaces as well as categories, are closely related to his departure. Some
ideas about how to retain Wikipedia have also bee proposed by contrasting
the word distributions of leaving editors and staying editors.
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Abstract. Probability models have been used in cross-modal multimedia
information retrieval recently by building conjunctive models bridging the
text and image components. Previous studies have shown that cross-modal
information retrieval system using the topic correlation model (TCM) out-
performs state-of-the-art models in English corpus. In this paper, we will
focus on the Chinese language, which is different from western languages
composed by alphabets. Words and characters will be chosen as the basic
structural units of Chinese, respectively. We also set up a test database,
named Ch-Wikipedia, in which documents with paired image and text are
extracted fromChinese website ofWikipedia.We investigate the problems
of retrieving texts (ranked by semantic closeness) given an image query,
and vice versa. The capabilities of the TCM model is verified by experi-
ments across the Ch-Wikipedia dataset.

Keywords: Cross-modal information retrieval, topic correlation model
(TCM), word-based topics, character-based topics, Ch-Wikipedia.

1 Introduction

The amount of multimedia information on the Internet is growing by an explosive
rate in recent years. Much attention has been attracted to build more efficient
search engines for multi-modal information including music, videos, texts, images
and so on. As we know that, most of popular information retrieval systems we
use at present such as Google and Baidu1 are still uni-modal. Relations between
different modalities are not well modeled. Captions or category labels are used
to build information manually, which are both time-consuming and laborious.
Many techniques have been proposed aimed at bridging information in different
modalities [4,6,8,9,11,14]. It has been showed that multi-modal retrieval systems
have made significant progress compared to uni-modal approaches [11,12,14].

Previous research in [8] maps the information in different modalities into a
higher dimensional semantic space where the similarity is measured. In recent

� Corresponding author.
1 Websites: www.google.com, www.baidu.com

S. Zhou, S. Zhang, and G. Karypis (Eds.): ADMA 2012, LNAI 7713, pp. 15–26, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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studies, a new probabilistic model was proposed in [14] to investigate mid-level
feature correlation between texts and images. In the new model, probabilistic
correlations between the mid-level “topics” are considered. Given a query image
(text), a SVM classifier can be applied to compute the probability distribution
over categories.

Most of the models proposed for cross-modal information retrieval are fo-
cused on English corpus and the techniques used in studying English can be
easily extended to other alphabetic languages. For example, an English text can
be regarded as a collection of words, which are the basic structural units in
the majority of western language. However, the basic semantic units in Chinese
language are not necessarily to be the Chinese words [13,17]. In this paper, we
extend the TCM model to study Chinese language by employing two language
models for semantic modeling. Zhao et al. [17] first show that the computa-
tional evidence that character-based topic models outperform the word-based
topic models. The experimental results for both two models will be given in the
following sections.

This paper is structured as follows: we introduce topic representation for mul-
timedia contents in Section 2. In Section 3, topic correlation model for cross-
modal information retrieval is described in details. We also create a database
extracted from the Chinese Wikipedia. In Section 4, a series of experiments are
conducted based on this database and the results are given and analyzed in
details. The conclusions and the future work are given in the end.

2 Topic Representation

It is a significant issue to represent multimedia information by appropriate fea-
tures. Low-level features have many limitations such as colors, textures for im-
ages and keywords, captions for texts. When considering the multi-modal docu-
ments such as Wiki articles, each article contains the semantically similar con-
tents in different modalities (e.g., images and texts). However, the semantic
relations cannot be well captured by low level features. Mid-level features such
as visual words in the bag-of-features model and latent topics in the topic mod-
els [5] can be used to model semantic correlations between contents in different
modalities. For example, given a corpus of Wiki articles with paired text and
image, we may find that the texts with words like ‘sky, blue, sunny’ may some-
how occurs more often with images containing blue colors. These latent semantic
relations can be modeled by correlation between the topics of words and top-
ics of image features (visual words in the bag-of features model). In this way,
the semantic gap can be reduced by using mid-level features to model different
content modalities.

2.1 Bag-of-Features Model

In this paper, scale invariant feature transform (SIFT) features are used to model
the image components in a document. There have been many other low-level im-
age features such as HOG (histograms of oriented gradients), LBP (local binary
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pattern). The reason for choosing SIFT is for its effectiveness and stability. SIFT
features are invariant to rotation, scaling, translation and small distortions [15].
It has been empirically proven to be one of the most robust among the local
invariant feature descriptors with respect to different geometrical changes [10].
The bag-of-features (BoF) model has been getting popular recently. It has two
key concepts: local features and codebook. The essential aspect of local feature
concept is to extract global image descriptors and represent images as a collec-
tion of local properties calculated from a set of small sub-images called patches.
Codebook is a way that an image can be represented by a set of local features.
The idea is to cluster the feature descriptors of all patches based on a given clus-
ter number and each cluster represents a “visual word” that will be used to form
the codebook. After obtaining the codebook, each image can be represented by
the BoF histograms of the visual vocabulary of the codebook. The similarity of
images can be measured by comparing between the BoF histograms. The Bag-
of-features model has been well studied as one of the most effective approaches
in image classification [5,15].

2.2 Word-Based Topics and Character-Based Topics

In text modeling, the bag-of-words (BoW) assumption is also well used. For
example, by using topic models such as latent Dirichelet allocation (LDA) [1], a
text is represented by a mixture of latent topics, and each topic is represented
by a probability distribution over vocabulary. Such word topics can be used to
model text components in a document [2] or used in other natural language
processing applications such as Q&A [7]. Most research on topic models only
concern English language. Different from western languages such as English,
the morphology of Chinese language is more complex. Characters, instead of
words, are the basic structure unit for Chinese language. This has been both
discussed in Chinese linguistics [13] and testified using computational model
[17,18]. In this research, the word-based and character-based topic models are
tested, respectively. Experiments are conducted to show the differences between
segmenting Chinese in words and characters. The process of modeling for the
text and image components in a Wikipedia document is schematically showed
in Fig. 1.

The representation of both images and texts here are not using the low-level
features directly. We construct the mid-level representations for modeling the
content in a two-level hierarchical structure to make them more robust and
abstract. In this paper, we may use the term “topics of features” to represent
the visual words in order to highlight the similarity between BoF and the topic
model. Because in this research we are interested in the correlations between
these topics of different modalities.

3 Topic Correlation Model

Large and heterogeneous collections of images are usually accompanied with
noisy texts. The cross-modal retrieval systems are developed for users to be
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Fig. 1. Process of modeling for the text and image components for Chinese Wikipedia
articles. Two modalities (image and text) are separated by a straight line. The upper
part shows the procedure of extracting SIFT features from images and build distribu-
tion of BOF. The lower part shows how the topic distribution over words is computed
using LDA. Chinese texts are modeled by LDAs based on words and characters, respec-
tively. The topic list has showed that text component can be represented by a mixture
of latent topics and each topic is a distribution over the vocabulary (either words or
characters).
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able to browse and search these collections more efficiently. Rasiwasia et al. [8]
has demonstrated the benefits of joint model for text and image components
by mapping both into one high dimensional semantic space. In recent years,
the statistical correlation methods have attracted much attention. Probability
models for matching words and pictures has been used to segment images with
associated text [3].

The underlying relation between topics may reflect the correlation between
image and text components. In [14], images are represented by distributions on
topics of features and texts are represented by distributions on topics of words.
In the topic correlation model, naive probabilistic correlations between image
and text features are considered. Given a collection of documents is defined by
D = [D1, D2, ..., DK ]. We assume that there is only one-to-one mapping between
image and text is acquiescent for research purpose, e.g, Dk = [Ik, TXk]. where
Dk ∈ D, Ik and TXk is the related image and related text in Dk respectively.
Given a query Iq (or TXq), how to find a document Dj ∈ D that has the most
semantically related texts (images).

We define that V = [V1, V2, ..., VM ] is the set of visual words in the codebook
where M is the codebook size. T = [T1, T2, ..., TN ] is the set of topics and N is a
predefined number of topics. For a visual word Vi and a topic Tj, the underlying
probabilistic relation can be computed on the training document D,

P (Vi|Tj) =
∑K

k=1 P (Vi|Ik)P (Ik|TXk)P (TXk|Tj) (1)

where P (Vi|Ik) is the BoF distribution over Vi of the image Ik. Since the image
Ik and the text TXk appear in the same document Dk, then

P (Ik|TXk) = P (TXk|Ik) = 1

For the third term P (TXk|Tj), according to the Bayes theorem, we can obtain

P (TXk|Tj) =
P (Tj|TXk)P (TXk)∑K
k=1 P (Tj|TXk)P (TXk)

(2)

where P (TXk) is the prior probability of the text component in document Dk.
Without any information on each document, we use the uniform distribution as
the prior according to the principle of maximum entropy. Formally,

P (TXk) = P (Ik) =
1

K
(3)

Similarly, the likelihood of topic Tj given a visual word Vi is evaluated by

P (Tj|Vi) =
∑

k P (Tj|TXk)P (TXk|Ik)P (Ik|Vi) (4)

where P (Tj|TXk) is the topic distribution over Tj of the text TXk. According
to the Bayes theorem,

P (Ik|Vi) =
P (Vi|Ik)P (Ik)∑K
k=1 P (Vi|Ik)P (Ik)

(5)
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When the category information is available, this information can be applied to find
better matching patterns between image and text components. In this framework,
SVM is used as such a classifier [14]. Given a query text (image), text classifier
(image classifier) is applied to compute its probability distribution over categories.
Ci denotes the ith category given a set of categories C = [C1, C2, ..., Cn]. Then
the probability of the image Ik given a query text TXq is computed by summing
up the conditional probabilities across all the categories. Formally,

P (Ik|TXq) =
∑

i P (Ik|Ci)P (Ci|TXq) (6)

Based on the Bayes theorem, we can obtain

P (Ik|Ci) =
P (Ci|Ik)P (Ik)∑
k P (Ci|Ik)P (Ik)

(7)

Similarly, given an image query, the probability of a text component is computed
by

P (TXk|Iq) =
∑

i P (TXk|Ci)P (Ci|Iq) (8)

where

P (TXk|Ci) =
P (Ci|TXk)P (TXk)∑
k P (Ci|TXk)P (TXk)

(9)

The values of P (Ci|Ik) and P (Ci|TXk) can be obtained by the predictions from
trained SVM classifiers. And these two values are not necessarily the same as the
classifiers are trained individually based on the contents of different modalities.

Table 1. Summary of the Ch-Wikipedia Dataset, the articles are extracted from Chi-
nese Wikipedia website

Category Training Test Total

Culture 285 71 356

Biology & Medicine 327 82 409

Natural Science 279 70 349

Geography 374 93 467

History 424 106 530

Traffic 156 39 195

Warfare & Military 206 52 258

Scholar & Occupational F igures 145 36 181

Political & Military F igures 286 72 358

4 Experimental Studies

In this section, we conduct a series of experiments to demonstrate the effective-
ness of the TCM on a new database in Chinese. In these experiments, 20% of the
documents were randomly chosen as the test set and the remaining as training.
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4.1 Database and Preprocessing

Since there is no well accepted image-text paired Chinese corpus for cross-
modal retrieval research. We create a database by our own, which is named
Ch-Wikipedia Dataset2. It consists 3103 documents of paired texts and images
from 9 categories listed in Table 1. The documents in this corpus are crawled
from a collection of articles in Chinese Wikipedia, which is one of the biggest In-
ternet information websites in Chinese language. There are 20 classes in original
corpus that cover literature, media, sports, politics and other topics. Each article
is split into some parts by section heading. The texts containing less than 100
Chinese characters will be ignored in our research. The first image associated
with a text is chosen as its related image and other texts without images are
removed. Topics of some classes are similar, such as “humanities” and “culture
& society”, which can be classified into one bigger category “culture”. On the
other hand, some classes with less than 150 documents will be abandoned as
well if they can not be merged to a larger category. We list the final categories
in Table 1 after merging similar ones manually.

Table 2. Accuracy rate of SVM classifiers with different kernels

Database Linear Polynomial RBF Sigmoid

Training images 0.356 0.203 0.316 0.303

Test images 0.309 0.198 0.308 310

Word-based training texts 0.642 0.548 0.663 0.627

Word-based test texts 0.654 0.385 0.665 0.668

Character-based training texts 0.820 0.639 0.811 0.776

Character-based test texts 0.712 0.533 0.721 0.704

Average 0.582 0.418 0.576 0.564

A score function is introduced to evaluate the likelihood of an image Ik given a
text query TXq by S(Ik) = P (Ik|TXq) and used to get a ranked list of returned
data. We test the probabilistic correlation model on Ch-wikipedia dataset for the
following tasks: (1) obtaining a ranked list of texts from the training database
given a query image, (2) obtaining a ranked list of images from the training
database given a query text. The mean average precision (MAP) is applied to
measure the performance3. The word-based and character-based topic models
are trained separately [17]. When we do the Chinese character-based topic mod-
eling, we remove the rare characters that appear less than 3 times across the
whole corpus and the terms appearing in over 50% of the documents which we
consider as stop words [17]. When modeling for word-based topics, we first get
a “stopwords list” from network4, and ignore them for building the wordlist.

2 http://icmll.buaa.edu.cn/zh_wikipedia
3 http://en.wikipedia.org/wiki/Information_retrieval
4 The stopword list of Chinese language can be downloaded from:
http://www.byywee.com/page/M0/S639/639550.html

http://icmll.buaa.edu.cn/zh_wikipedia
http://en.wikipedia.org/wiki/Information_retrieval
http://www.byywee.com/page/M0/S639/639550.html
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Table 3. The MAP value with different topic numbers for TCM. The best performance
is highlighted.

Topic Topic correlation model
Number Word-based Character-based Average

10 0.247 0.262 0.255

50 0.266 0.275 0.271

100 0.263 0.292 0.278

200 0.261 0.30 0.281

300 0.259 0.304 0.282

500 0.261 0.306 0.284

1000 0.264 0.301 0.282

Words appear less than 3 times through all documents are removed as well. Af-
ter the above preprocessing we get 21240 unique Chinese words and 3419 unique
Chinese characters. We set the topic number to 100 for the LDA and the same
visual words number for the BoF model. It’s showed in Table 2 that the SVM
classifiers with linear kernel have the highest accuracy rate in average. So that
in the following experiments, we use the SVM with linear kernel for category
prediction.

4.2 Experimental Results

We vary the topic number and the empirical evaluations are shown in Fig. 2.
The exact accuracy values are shown in Table 3. When the number of topics was
set to 500 for TCM, we get the best performance. Thus, appropriate numbers for
topics will boost the accuracy. The MAP for the TCM based on Chinese words
and characters are showed in Fig. 3. Agreed with previous research in [16,17], the
character-based topic model has a better performance than word-based model
for any given topic number. Along with the increase of topic number from 10 to
1000, the MAP of the the word-based model has a tendency of increasing with
tiny fluctuation. As for character-based model, it keeps increasing and the MAP
is up to 31%, improved by 5% in average compared with the word-based. One
possible reason is that the size of word vocabulary is much larger than the size
of character vocabulary.

Fig. 4 and 5 show two examples of cross-modal retrieval. For Fig. 4, the given
image on the top left is a picture of train and railway. The top three outputs of
the TCM are texts about airport, railway system, and airport hotel which are
all semantically close to travel and train. For Fig. 5, the system is given a text
describe nepenthe (the corresponding image is also shown at below). The top
three outputs are all nepenthe images just in different kinds.
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Fig. 2. The performance with increasing topic numbers. It is obvious that the model
trained by character-based topic model achieved better performance than word-based
one. The average retrieval accuracy for the character-based TCM model is about 31%,
improved by 5% compared to the word-based model.

Fig. 3. Comparisons of retrieval results in each category in MAP. From the left to the
right: (1) results of image retrieval; (2) results of text retrieval; (3) average results of
retrieval.

Since there is no previous research about cross-modal information retrieval in
Chinese language, so we cannot compare our results directly to other retrieval
systems. However, pervious research [14] has shown that the TCM outperforms
the other state-of-the-art cross-modal retrieval models on English Wikipedia
corpus [9]. The average accuracy is up to 27%.

However, what should not be ignored is that the larger the topic number, the
more time is spent to train topic distribution. The computational time is doubled
when the given number of topics are doubled. But the performance can only be
improved slightly. Thus, considering the time complexity, we may not like to set
the number of topics too large and we can still obtain fair performance.
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Fig. 4. An example of image query: given an image, a list of semantically related
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Fig. 5. An example of text query: give the description of nepenthe in Chinese, a list of
images related to nepenthe are returned using the topic correlation model
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5 Conclusions and Future Work

In this paper, we use a probabilistic model to study the correlations between
mid-level features in different modalities. Topic correlation model is used for
cross-modal information retrieval on a Chinese database Ch-Wikipedia. Com-
prehensive experimental results are presented to show the effectiveness. We also
use the word-based and character-based topic model for text modeling. Empirical
results agree with previous research that the character-based model outperforms
the word-based model. We have achieved a good performance for cross-modal
information retrieval in Chinese language.

In this research, the topic number is fixed for both image and text components.
It is not necessarily true. The optimal topic numbers could be depend on image
and text properties in the training set. How to independently find appropriate
number of topics for image and text may be an interesting research problem. We
can also explore more in Chinese language modeling to boost the accuracy of the
TCM. For example, we can consider the word-character relations to build more
accurate language model [18]. Other future work can be focused on weakening
the noises when we build the correlation between different modalities.

Acknowledgments. This work is partially funded by the NCET Program of
MOE, the SRF for ROCS, the Fundamental Research Funds for the Central
Universities and Graduate Innovative Practice Fund of BUAA.
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Abstract. Analyzing people’s feelings and emotions in social media has
become a major concern for both academic researchers and commercial
companies. The sentiment lexicon plays a crucial role in the most sen-
timent analysis applications. However, existing thesaurus based lexicon
building methods suffer from the coverage problems when faced with
the new words and new meanings in social media. Nowadays, millions
of users share their opinions on different aspects of life everyday in mi-
croblogs. In this paper, a novel method based on occurrence probability
with emoticons is presented to learn the candidate sentiment words from
the massive microblog data and the accuracy of the learned lexicon is
further improved by using the whole microblog space as the corpus. Ex-
tensive experiments were conducted on real world datasets with different
topics. The results show that the proposed method is able to extract the
emerging words, and learned lexicon outperforms two well-known Chi-
nese lexicons in classifying the sentiments in microblogs.

1 Introduction

As more and more people are willing to publish their attitudes and feelings in
Web 2.0 based social media, how to provide an efficient way to analyze users’
sentiment has become a major concern for both academic researchers and com-
mercial companies. In sentiment analysis, one fundamental problem is to rec-
ognize whether a given word expresses positive or negative meaning. Although
machine learning based algorithms have become commonplace in the related
literatures [1][2], the sentiment lexicon still plays an important role for many
sentiment analysis tasks.
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Some papers have been published for manual or automatic sentiment lexicon
building [3][4][5], however, the challenges still remain for Web 2.0 based social
media.

Emerging Words. A great number of new words are emerging in the online
social media every day. Typos, ad hoc abbreviations and phonetic substitutions
are common phenomena in the Web 2.0 texts. Some widely used typos and
phonetic substitutions evolve into new sentiment-bearing words.

Emerging Meanings. Even the same word may have different explanations or
sentiment orientations at different time periods.

Coverage. Due to the above two challenges, the traditional thesaurus and
knowledge base, such as WordNet, usually suffer from the coverage problem.

Nowadays, with the fast development of mobile Internet, the microblog has
become a very popular communication tool in Web 2.0 based social media. Ev-
eryday, enormous numbers of text posts that contain people’s rich sentiments
are published in microblogging websites such as Twitter and Weibo . By the end
of May 2012, the number of registered users in the largest Chinese microblog
platform Weibo.com has reached 300 million and there are more than 100 million
microblog posts everyday.

The microblog is a good source for extracting sentiment lexicon. Firstly, as
a convenient way to record daily personal feelings and emotions, the microblog
data contains rich sentiment information. Secondly, the users usually like to em-
ploy free writing style and talk about up-to-date hot topics, so the new words and
new meanings are common in the huge microblog dataset. With the microblog
API, it is much easier to collect millions of posts for training. At last but not the
least, many microblogs contain graphical emoticons, which can be considered as
natural sentiment labels for the corresponding posts in the microblog dataset.

There are already some studies on emoticons in microblog data. Pak et al.
collected tweets with happy and sad emoticons as training dataset, and built
sentiment classifier based on traditional machine learning methods [6]. Davidov
et al. chose 50 tags and 15 smileys as sentiment labels to classify twitter data [7].
These existing methods have verified the effectiveness of the microblog emoti-
cons in the sentiment analysis task. However, they only focus on finding the
appropriate features such as unigrams, bigrams, trigram and POS structures for
sentiment classification. The basic sentiment lexicon building procedure is ne-
glected, which may have many potential applications, such as opinion retrieval
and opinion summarization.

In this paper, we propose an unsupervised sentiment lexicon learning method
based on the emoticons in the microblog data. Intuitively, our basic assumption
is that positive words often appear in the microblog posts with positive emoti-
cons, and vice versa. We design appropriate rules to eliminate spam data, and
collect the purified training microblog dataset with emoticons. We develop an
algorithm to pick out sentiment words based on their occurrence probability in
each category of the training dataset, and the accuracy of the learned lexicon is
further improved by using the whole microblog space as the training corpus. Our
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approach can create a sentiment lexicon free of laborious efforts of the experts
who must be familiar with both linguistic and psychological knowledge.

The rest of the paper is organized as follows. Section 2 introduces the related
work on lexicon building and emoticon analysis. Section 3 analyzes the charac-
teristics of the emoticons in Chinese microblogs and proposes the algorithm for
sentiment lexicon building. Section 4 describes the lexicon optimization method.
Section 5 provides experimental results on real world datasets. Finally we present
concluding remarks and future work in Section 6.

2 Related Work

There are mainly two approaches for building sentiment lexicon. The first direc-
tion is automatic learning sentiment lexicon from thesaurus. Hu et al. resorted
to the synonym and antonym relationship in WordNet to predict the orientation
of the candidate words [8]. Kim and Hovy proposed two probabilistic models
to estimate the strength of polarity [4]. In their models, synonyms were used as
features. Their basic hypothesis was that the synonyms had the same orientation
and the antonyms had the opposite orientation. Esuli et al. utilized the glosses in
WordNet to represent the candidate word and based on the new representation
the word was classified into positive and negative categories [5]. Esuli et al. also
proposed a random walk based algorithm to rank the word polarities in Word-
Net [9]. They assumed that the occurrence of the words in the glosses might be
viewed as a transmitter of polarity properties.

Another direction is building sentiment lexicon based on large corpus. Tur-
ney et al. determined polarity value based on co-occurrence with seed words
(’excellent’ and ’poor’). The co-occurrence was measured by the number of hits
returned by a search engine, i.e. the whole Web was considered as the corpus to
determine the word orientation [10]. Kanayama et al used both intra- and inter-
sentential co-occurrence to learn the orientation of words and phrases [11]. Kaji
et al. utilized structural clues to extract sentiment words from large collection of
HTML documents [12]. Velikovich et al. constructed a graph from web-computed
lexical co-occurrence statistics, and employed a graph propagation algorithm to
rank the words and phrases in the graph [13].

Although the thesaurus based methods can lead to higher accuracy, they also
suffer from the new words and new meanings problems, which are common in
Web 2.0 social media. The corpus based methods usually need laborious efforts of
the experts or deep syntactic parsing. In this paper, we propose an unsupervised
sentiment lexicon learning methods based on the occurrence probability of words
and emoticons in microblogs, which starts from scratch and does not need the
seed words

Recently, the attention of sentiment analysis researchers has gradually shifted
from news articles, blogs and product reviews to microblogs. Bermingham et
al. utilized the traditional machine learning based algorithms to classify the
microblogs into positive and negative categories [14]. Brody et al. showed that
lengthening was strongly associated with subjectivity and sentiment in tweets.
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They proposed several rules to change the lengthening words into their canonical
forms and classified the sentiments in Twitter based on the learned words [15].
In [7], 50 Twitter tags and 15 smileys were treated as sentiment labels and
a supervised sentiment classification framework was proposed to classify the
tweets. The authors evaluated diverse feature types and the experiment results
validated the effectiveness of emoticons as sentiment indicators.

3 Learning Sentiment Lexicon from Massive Microblog
Data

3.1 The Characteristics of Emoticons in Chinese Microblogs

Nowadays, with the help of mobile devices, people usually like to record their
personal emotions and feelings in microblogs at anytime and anywhere. Due to
the length limitation, users prefer to utilize emoticons to directly express their
sentiments especially in Chinese microblogs. According to statistics,16.28% of
the Chinese microblogs in Weibo contain emoticons, compared with 10.88% in
Twitter. This is probably because Weibo has provided more convenient user
interface when typing the emoticons. Fig 1 shows some examples of microblogs
in Weibo.

Today is the greatest day in my life, and it is also my most enjoyable day

Long time no see, girls! It’s happy we meet again. Love you

Marriage is really a self-destructive job

I was awakened up by the nightmare again. I don’t know when I can fell asleep

Fig. 1. Examples of Chinese microblogs with emoticons

From Fig 1 we can see that people tend to utilize emoticons to emphasize their
emotion feelings. Since the microblogs have the length limitation, the sentiments
expressed in the short text are usually consistent with the embedded emoticons.

3.2 Unsupervised Sentiment Lexicon Learning Based on Emoticons

From the discussion in Section 3.1 we know that the microblog is a good labeled
data source for sentiment lexicon learning. However, there are also noisy data
embedded in them. To address these challenges, we design strategies to eliminate
the noisy microblogs as many as possible. Since it is usually convenient to access
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the microblog data through API, our key idea is to learn sentiment lexicon from
extremely large purified microblog dataset with emoticons.

A parallel crawling system is implemented to collect the raw microblog dataset
D through Weibo API. The Weibo platform has provided more than 1,000 pre-
defined different emoticons. We manually select the most popular emoticons with
obvious sentiment orientation, and group them into two categories. Finally we
have the positive emoticon set PE and the negative emoticon set NE, and each
of them has 15 emoticons. Here we briefly introduce our preprocessing steps as
follows.

(1) Given the dataset D, we eliminate the microblogs that do not contain
emoticons. We also filter out the data that have opposite emoticons. For example,
if one microblog contains emoticons in PE and at the same time it has emoticons
in NE, this microblog is eliminated. The result dataset is represented by D′.

(2) We segment the microblogs into words by using Chinese text processing
tools. We also tag the words with the part-of-speech information for the next
steps. The microblogs that contain negation words are eliminated.

(3) For each remaining microblog m, we remove the stop words. The Chinese
words that only have one character are also eliminated, because the orientation
of this kind of Chinese words is usually ambiguous or domain-specific.

(4) Since not all kinds of the words are good emotion indicators, we need
not to reserve all words as candidate sentiment words. Here words with part-of-
speech adjective, verb, noun and adverb are selected for the further detecting
steps.

Although the texts are short, Figure 2 validates that the emotions can also be
mixed up in one microblog. The first preprocessing step makes sure that we can
get more sentiment consistent microblogs for training. After preprocessing, each
microblog m in D′ is represented by several words and a sentiment label SL,
m = {w1, w2, . . . , wn, SL}.

To learn the sentiment lexicon from the purified training dataset, our basic
assumption is that the positive sentiment word has more probability to co-occur
with positive emoticons and negative sentiment word has more probability to
co-occur with negative emoticons. We utilize the classic Pointwise Mutual In-
formation (PMI) to measure the association between the candidate sentiment
words and emoticons [10]. Here we have:

PMI(w,PE) = log2
p(w,PE)

p(w)p(PE)
(1)

PMI(w,NE) = log2
p(w,NE)

p(w)p(NE)
(2)

where w denote the words in the purified training setD′; p(PE) is the occurrence
probability of the positive emoticons in D′, which is estimated by NPE/|D′| and
NPE is the number of positive emoticons; p(w,PE) is the co-occur probability
of w and the positive emoticons, which is estimated by NPE−w/|D′|. NPE−w
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is the number of microblogs in D′ that contain both w and positive emoticons.
Therefore, the sentiment weight SW of w can be measured by:

SW (w) = PMI(w,PE) − PMI(w,NE) (3)

Based on Formula 3, we can traverse the purified microblog dataset and rank
the candidate sentiment word by their sentiment weight SW . A threshold θ is
defined to control the size of the lexicon as follow.

w

{
add to the positive lexicon, if SW (w) > 0, |SW (w) > θ|
add to the negative lexicon, if SW (w) < 0, |SW (w) > θ|

(4)

We have crawled 30 million Chinese raw microblogs and after preprocessing
about 1.5 million data are used for sentiment word learning. The details of the
experiment setup will be discussed in the Section 5. The crawled dataset is large
enough to extract the basic sentiment lexicon and each item in the lexicon is
associated with a sentiment weight SW . However, compared with billions of
the microblogs in the microblogging space, the crawled data is relatively small.
In the next section, we will introduce a lexicon optimization algorithm which
utilizes the whole microblogging space as a training corpus.

4 Sentiment Lexicon Optimization

Millions of users share their opinions on different aspects of life everyday in
microblogs. Therefore the microblogging web-sites are rich sources of data for
opinion mining and sentiment analysis. In the above section, we have learned a
basic sentiment lexicon from the crawled microblog data with emoticons. Due
to the size limitation and the bias problem of the crawled dataset, there usually
exist sentiment words that are incorrectly classified.

Inspired by the work of Cilibrasi and Vitanyi, in this section we introduce
a similarity metric Weibo distance to measure the semantic relationship of the
words in the learned sentiment lexicon. Our basic idea is just following the
Section 3: the words and emoticons with similar orientation tend to co-occur in
the same microblog. Different from using the crawled data, here we employ the
whole microblogging space as the training corpus. The number of hits returned by
the Weibo search engine is utilized to estimate the co-occurrence of the candidate
word and emoticon.

Suppose w represents a sentiment word in the learned lexicon, e is an emoticon
with explicit orientation, so we give the definition of the Normalized Weibo
Distance (NWD) as follows:

NWD(w, e) =
max{log f(w), log f(e)} − log f(w, e)

logN − min{log f(w), log f(e)} (5)

where f(w) denotes the number of hits returned by Weibo search interface us-
ing w as keyword; f(e) represents the number of hits returned by Weibo search
interface using emoticon e as keyword (Note that we can use escape characters
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to search emoticons in Weibo); f(w, e) denotes the hit number by using w and
e as joint keywords; N is the number of microblogs in Weibo system. Derived
from Google distance, the NWD is implemented based on theory of informa-
tion distance and Kolmogorov complexity [16]. If the two items always co-occur
together, we can infer that they have potential semantic consistency and their
NWD value tends to be small. If the two items have opposite sentiment orien-
tations, we can get bigger NWD value. Given a word w in the learned lexicon,
we measure its NWD with a positive emoticon and a negative respectively, and
the difference of NWD is used to further detect the orientation of w.

DD(w) = NWD(w, ep) − NWD(w, en) (6)

where ep and en represent positive and negative emoticons respectively. If w has
a similar distance between the positive and negative emoticons, DD will get a
smaller value. Otherwise, the bigger value of DD indicates that w is more likely
to belong to a predefined sentiment category. Therefore, we calculate the DD
value of each word in the learned lexicon. Given a threshold , if DD(w) < α,
we eliminate w from the learned lexicon because it does not show an obvious
orientation to either of the sentiment categories.

To evaluate the performance of the lexicon learning and the optimization
methods, we propose a lexicon based sentiment analysis algorithm for Chinese
microblog, which is given in Algorithm 1. In Algorithm 1, the number of matched
positive and negative words from the lexicon is counted and the negation words
are also considered during the classification.

Algorithm 1. Lexicon based sentiment analysis for Chinese microblog

Input : the microblog mb, the sentiment lexicon L, negation word set NG
Output: sentiment score sentiscore of mb

1 Split mb into sentences;
2 foreach sentence s in mb do
3 Segment s into words;
4 foreach word w of s
5 do
6 if w ∈ NG
7 then
8 ng++;

9 if w ∈ L
10 then
11 sentiscore = sentiscore+ SW (w);

12 if ng is odd
13 then
14 sentiscore = −sentiscore/2;

15 return Σsentiscore
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In Algorithm 1, firstly the microblog is split into sentences according to the
punctuations. Then we calculate the sentiment score of every sentence using the
lexicon L, and the word sentiment weights are summed to represent sentiscore.
Moreover, if the number of negation words is odd, the sentiment score sentiscore
will be decreased to −sentiscore/2 because the tone of the sentence can be
weakened by the negation structure to certain extend. For example, ”not happy”
is not stronger than ”sad” on expressing the negative emotions. In Algorithm 1,
if the sum sentiscore > 0, then this microblog is regarded as positive. If the sum
sentiscore < 0, the microblog is regarded as negative. Otherwise, it is neutral.
The Algorithm 1 is easy to understand, and its performance mainly depends on
the quality of the sentiment lexicon. In the next section, Algorithm 1 is used to
evaluate different sentiment lexicons.

5 Experiments

5.1 Experiment Setup

Training Dataset. The Weibo API has a limit of 200 microblogs in one re-
sponse for any request and also has a limit of requests per hour. To address
this challenge, a parallel system with three PC nodes is designed to collect the
Chinese microblogs as many as possible. For each node, we periodically send
requests to public timeline Weibo API. After filtering out the duplicate and
spam data, the microblogs from the three nodes are integrated together. Finally,
we collected more than 30 million Chinese microblogs from October 1, 2011 to
December 31, 2011.

In the 30 million crawled raw data, there are about 5.88 million microblogs
containing emoticons. We preprocess the raw data using the four steps in the
Section 3.2, at last we have 1,481,775 purified microblogs, of which 979,534
contain positive emoticons and 502,241 contain negative emoticons.

Testing Dataset. Since there is no benchmark dataset for the Chinese mi-
croblog sentiment analysis task, we crawled about 1,000 items on the hot topics
”Pirates of the Caribbean” and the public timeline data respectively between
June 10 and July 10 in 2011. Note that the time interval is different from the
raw dataset used for training. For dataset annotation, we design a microblog
sentiment tagging system. Firstly we load the microblog data to the annotation
system, which has four basic tags: positive, neutral, negative, and unrelated.
After the annotation, the unrelated, spam and advertisement microblogs are
eliminated. Three graduate students who major in opinion mining annotate the
tags of the microblogs. The final tag result is taken based on the majority opin-
ions of the three students. If there is a disagreement between them, the item is
eliminated.

Evaluation Measure. We use F -Score to measure the performance of Algo-
rithm 1. In Formula (7), S presents the number of correct classified microblogs
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in one category. C is the number of the elements classified in one category. We
denote the number of the manual tagged microblogs as R.

Precision =
S

C
Recall =

S

R
F −Score =

2 × Precision × Recall

Precision+Recall
(7)

5.2 Experiment Results

Lexicon Size. Firstly we analyze the performance of the learned lexicon with
different sizes. The experiment result is shown in Figure 2 and the parameter
θ is used to limit the size of the lexicon. From Figure 2 we can see that when
the lexicon size grows from 500 to 3,000, the classification performance increases
dramatically for the lexicon has a better coverage. When the lexicon size further
increases, there is no obvious corresponding growth for F -Score. This may be-
cause the larger size brings in more noisy data. In the further experiments, we
employ the learned lexicon with about 5,000 positive words and 5,000 negative
words respectively. The lexicon sizes with the number of positive and negative
entries of each lexicon are shown in Table 1.

In Table 1, we denote the sentiment lexicon that learned from massive Chinese
microblog data as Learned Lexicon. The Optimized Lexicon is the lexicon that
utilizes Weibo distance to filter out the ambiguous words in the Learned Lexicon.
The parameter is set to be 0.5 here. We can see from Table 1 that almost all the
lexicons have balanced number of positive and negative words except NTUSD,
which contains much more negative words [17]. About two thousand words are
eliminated in the Optimized Lexicon.

Fig. 2. The F -Score with different size of the learned lexicon

Table 1. Lexicon size

HowNet NTUSD Learned Lexicon Optimized Lexicon

Positive Words 4,528 2,813 5,022 4,066
Negative Words 4,320 8,277 4,986 4,122
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Classification Performance.We compare our learned lexicon with two famous
Chinese sentiment lexicons HowNet [18] and NTUSD. Note that there is no senti-
ment weight for each word in HowNet and NTUSD. Therefore, their weights are
set to be 1 and -1 for positive and negative words respectively. The classification
performances with different sentiment lexicon are shown in Table 2 and Table 3.

Table 2. The classification performance for the ”Pirates of the Caribbean” data

Sentiment Lexicon Positive F -Score Neutral F -Score Negative F -Score

HowNet 69.1% 42.9% 53.7%
NTUSD 75.1% 54.1% 57.2%
Raw Data Lexicon 70.2% 45.7% 50.5%
Learned Lexicon 74.9% 56.4% 52.3%
Optimized Lexicon 77.4% 57.8% 53.4%

Table 3. The classification performance for the public timeline data

Sentiment Lexicon Positive F -Score Neutral F -Score Negative F -Score

HowNet 63.2% 53.4% 44.1%
NTUSD 66.2% 45.1% 57.0%
Raw Data Lexicon 62.1% 38.3% 42.1%
Learned Lexicon 65.6% 40.5% 45.4%
Optimized Lexicon 68.2% 45.6% 45.9%

In Table 2 and Table 3, the Raw Data Lexicon represents the lexicon that is
learned from the dataset without purifying, i.e. more ambiguous emoticons and
the words with any POS are considered during the learning process.

Generally speaking, our Learned and Optimized Lexicon can achieve a bet-
ter or comparable performance compared with the manual constructed Lexicon
HowNet and NTUSD. In all cases, the Optimized Lexicon has a better classifica-
tion F -Score compared with the Learned Lexicon, which validates that Weibo
distance is effective in measuring the sentiment similarity of words using the
whole microblog space as corpus. At the same time, the performance of Learned
Lexicon is better than Raw Data Lexicon, because our preprocessing steps can
eliminate ambiguous and noisy training data as much as possible. The NTUSD
lexicon achieves a better negative F -Score. This may be because it has the
largest manually selected negative words (8,277).

Another interesting observation is that the positive F -Score is much better
than the neutral and negative F -Score. This may be because people are accus-
tomed to using more obvious sentiment words to express their positive emotions.
The classification performance of the public timeline data in Table 3 is not as
good as topic specified data in Table 2. After detailed analysis of the testing
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data, we find that the topics and words in Weibo public timeline are much more
scattered, which generates less matches for all the sentiment lexicons.

Case Study. Figure 3 presents a selection of the top ranked positive and neg-
ative words in the Optimized Lexicon. We are glad to find that the emerging
Internet new words such as awesome, tragic are also included in our lexicon. On
the other hand, the proposed method can also find the words with new mean-
ings. However, because of homophones it now has a new meaning ”damn good”
in the Internet that expresses strong emotions. Another interesting observation
is that the word drainage may be a wrong segmentation result for the word
”drainage oil”, which means the illegally recycled cooking oil. These examples
validate our basic assumption that the microblog is an effective data source for
learning emerging words and new meanings for sentiment analysis task.

Fig. 3. Examples of positive and negative words in the Optimized Lexicon

6 Conclusion and Future Work

In this paper, we explore to use emoticons as sentiment labels to extract senti-
ment words from massive microblog data and the accuracy of the learned lexicon
is further improved by using the whole microblog space as a corpus. The key idea
is that positive words often appear in the microblog posts with positive emoti-
cons, and vice versa. The proposed method can create a sentiment lexicon free
of laborious efforts of the experts who must be familiar with both linguistic and
psychological knowledge. The experiment results validate that the learned lex-
icon outperforms the traditional sentiment lexicons which may suffer from the
coverage problem when faced with new words and new meanings in social media.

There are a wide variety of topics contained in the microblog space. For further
work, we intend to combine our method with known methods to learn domain
or topic specified sentiment lexicons from the massive microblog data.
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Abstract. Twitter has become a significant means by which people
communicate with the world and describe their current activities, opin-
ions and status in short text snippets. Tweets can be analyzed automat-
ically in order to derive much potential information such as, interesting
topics, social influence, user’s communities, etc. Community extraction
within social networks has been a focus of recent work in several areas.
Different from the most community discovery methods focused on the
relations between users, we aim to derive user’s communities based on
common topics from user’s tweets. For instance, if two users always talk
about politic in their tweets, thus they can be grouped in the same com-
munity which is related to politic topic. To achieve this goal, we propose
a new approach called CETD: Community Extraction based on Topic-
Driven-Model. This approach combines our proposed model used to de-
tect topics of the user’s tweets based on a semantic taxonomy together
with a community extraction method based on the hierarchical clustering
technique. Our experimentation on the proposed approach shows the rel-
evant of the users communities extracted based on their common topics
and domains.

Keywords: Topic Model, Community extraction, Tweets, Semantic Pro-
cessing, Data Mining, Social Networks.

1 Introduction

Twitter is an online social networking service that enables its users to send and
read text-based posts of up to 140 characters, known as ”tweets”. It enables
its users to communicate with the world and share current activities, opinions,
spontaneous ideas and organize large communities of people. The service rapidly
gained world wide popularity that led the researchers to study the characteris-
tics of tweets content and to extract information such as opinions on a specific
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topic or user’s topics of interest. The tweets studies have perspectives in many
domains such as, friends recommendation, opinions analysis, users topics, etc.
However, the text of tweets is generally noisy, ambiguous, unstructured text
data, ungrammatical, but it is a rich data set to analyze and most likely users
try to pack substantial meaning into the short space, one subject by one tweet.
Thus, it is important to understand the information behind the tweets and to
detect the topics presented by them. To detect these topics, many applications
propose to use a topic models like, PLSA (Probabilistic Latent Semantic Analy-
sis) [1] or LDA (Latent Dirichlet Allocation) [2] which are effective and powerful
approaches to detect the different latent topics. However, it presents each topic
by a distribution of words. Thus we can not extract semantic concepts to the
topics. In this paper, we will add concepts reconstructing the semantics of the
distributed words by topic model in order to detect automatically the high level
topics presented by the tweets.

In this paper, our objective is to extract users communities based on the
common topics from tweets. In order to realize this objective, we propose to
perform a process consisted of two phases; in the first one, we aim to discover
the different treated topics by users and their different related categories by
constructing a topics tree based on ODP taxonomy 1. In the second phase, we
aim to derive user’s communities by grouping users according to three separated
cases; topics similarity, domains similarity and topics-domains similarity. These
three cases will be extracted from the first part.

Communities are a user’s groups that share same characteristics and inter-
ests. It is used in many applications, such as social networks, data mining, web
searching, etc. The study of community extraction generally aim to extract the
communities mainly according to the relations between users. However, in the
user graphs, the relations do not present the dynamics between users accord-
ing to their common topics, for instance, although an existence of a friendship
between users, we cannot extract their common interesting information. That’s
why the study of micro-blogging content attracts much attention in recent years.

We think that the relation between users, as defined in the classic methods
such as [3], [4], is not enough when we look for users groups related to the same
topics in order to recommend them some information. Therefore, different to
these works, we aim to derive user’s communities based on the common topics
of user’s tweets. Our contribution, in this paper, is to combine both the high-
level-topics model and the user communities extraction in a unified approach
called CETD: Community Extraction based on Topic-Driven-model.

For instance, if we consider a user who writes always tweets in the domain
sports like the following real-word tweet: ”Contracts for Top College Football
Coaches Grow Complicated”. Our proposed topic-driven model will assign auto-
matically the topics ”football” to this tweet. Now, if we consider another user
who writes the following real-world tweet: ”Barcelona win 2-0 at Real Mallorca
but Real Madrid return to form and smash Real Sociedad 5-1”. The detected
topics for this tweet will be also: football although the word ”football” is not

1 ODP: Open Directory Project: www.dmoz.org

www.dmoz.org
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mentioned in this tweet. This will show the important of our semantic addition
to the classic topic model. We note that the two users treat the same topic foot-
ball. Thus we can regroup these two users in the same community based on their
topics of interesting football.

The rest of this paper is organized as follows, Section 2 reviews the related
works. In Section 3, we will analyze in details our proposed model of detection
the high level topics from user’s tweets. Section 4 presents the communities
extraction method based on the results of the section 3. In addition, we will
present the experimentation. Finally, section 5 presents the conclusion and the
future works.

2 Related Works

As we use, in our proposed Topic-Driven-Model, the general probabilistic topic
model LDA [2], in which the text collection is represented as a distribution of
topics, and each topic is represented by a words distribution, we will present
some related works which use the topic model LDA on twitter. The researchers,
like [5], use the standard topic model LDA in micro-blogging environments in
order to identify influential users, but the proposed influence measure is based on
the number of tweets, however the twitter users usually publish a large number of
noisy posts. In addition, the work of [6] compares the tweets content empirically
with traditional news media by using a new Twitter-LDA model in order to
detect their topics. They consider that each tweet usually treats a single topic,
but this is not always the case. The works of [7] present an approach to discover
a Twitter user’s profile by extracting the entities contained in tweets based on
Wikipedia’s user-defined categories.

Moreover, as we aim to construct the user communities based on the common
topics, we review some studies in this area. The traditional clustering method,
such as [3], based on the arcs density in the graph. For instance, the hierarchical
clustering techniques like,[8], aim to identify vertices groups with high similarity.
It can be divided into two classes: Agglomerative algorithms [4], [9] and Divisive
algorithms [10], [11]. In divisive algorithms technique, we do not need to specify
the clusters number in advance, like Agglomerative algorithms, but the disad-
vantage is that many partitions are recovered. In this case we can not define
the best division. In [12], the authors propose a new divisive algorithm. This
algorithm is based on the concept of edge betweenness centrality. It works on
moderate size networks significantly. However, the need to recompute between-
ness values in every step becomes computationally very expensive. [13] propose
a social topic model that incorporates both the link and content information in
the social network and use this model to extract the community.

In fact, in this study, we propose an approach which is different from the
existing works. We aim to construct communities by considering the semantic
of tweets contents as the only one inputs data instead of being as an additional
information. Also we propose a new model to cluster users tweets. We combine
both semantic hierarchy presented in ODP taxonomy and topic model (LDA) in
order to improve the obtained results by adding semantics relations.
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3 Topic-Driven Model for Clustering Users Tweets

In this section, we present the first phase of our proposed approach which is a
Topic-Driven Model to detect the high-level topics as a distribution of domains
from users tweets. The architecture of this model is illustrated in Figure 1. We
can divide it in four steps: Cleaning Database; ODP-Based Adapted LDA; ODP-
Based Topics Semantic; n-depth High Level Topics.

Fig. 1. System architecture

3.1 Cleaning Database

Firstly, we store the tweets corpus in a database, then, we treat tweets corpus by
using both a linguistic knowledge and a semantic knowledge to clean the tweets
set, because linguistic knowledge does not capture the semantic relationships be-
tween terms and semantic knowledge does not represent linguistic relationships
of the terms. In the linguistic processing phase, we remove stop words, user
names, hashtag and URL. Also we get the word root (streaming) for example:
plays, playing, etc. ->play. Finally, we do the spelling correction.

After the first cleaning based only on linguistic processing, we note that many
noisy and irrelevant words are still existed after this step. To solve this problem,
we clean the corpus by using a semantic knowledge, such as, the ODP Taxonomy
as an instance of a general ontology. In this semantic phase we achieve the
following steps:

– We verify the existence of words in the results of the ODP indexing. If it
does not exist, we remove it from the tweets. For example, A noise words
such as: suprkkbwp, mirsku, etc. can be removed in this step.
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– If the word exist, we will compute the number of documents (Web pages)
which support it ND(wi). In this case, we suppose a threshold: ND(wi)>=
20. Thus we remove the words that have a number of supported documents
less than 20; i.e. ND(wi) <20 because, in our experiments, we noted that the
words supported by Web pages less than 20 are irrelevant words, for example,
if we consider the words ”awry”, the number of its supported pages is 15,
thus this word will be removed in this cleaning step. In this way, we can
remove the irrelevant words.

3.2 ODP-Based Adapted LDA

In this step, we apply Latent Dirichlet Allocation (LDA) on the cleaned tweets
data. To apply LDA, we have to define the number of iterations, the number of
words allocated to each topic and the number of topics. Thus, each user tweets is
represented as a distribution of topics, and each topic is represented as a words
distribution. However, in order to verify the utility of using ODP Taxonomy in
cleaning tweets data, LDA is applied two times: to the cleaned data by using
ODP, and without using it. After comparison between the results in the two
cases, we notice that the topics, sorted from the not cleaned corpus, have some
noisy words with a high probability. For instance, if we specify the number of
topics as five topics and five words for each topic, the words distributions for the
first topic p(wi|T0) in the two cases (by using only the linguistic phase and by
using ODP) are the following:

Topic 0: sport(0.099), college(0.026), football(0.026), top(0.021), new(0.021).
Topic 0: sport(0.117), college(0.030), football(0.030), baseball(0.025),

golf(0.015).

We note that the topics resulted, in the second case, are more significant and
more homogeneity between words. Thus, in our model we depend on this results
which is cleaned by ODP taxonomy.

3.3 ODP-Based Topics Semantic

In this phase, we construct concepts sub-trees in order to detect the semantic
relations between the words of each topic resulted after the applying of LDA. For
each word in the unsupervised topic, Tk, we will generate the semantic sub-tree
(fragments) from the ODP containing all levels. We consider first 5 categories for
each word, then we will repeat the same process for all unsupervised topics. Now
we construct XML file for each topic Tk and represent each one by fragments.

3.4 N-Depth High Level Topics

As we mentioned previously, the LDA model proposes to represent a topic as a
words distribution. In this case, users can not observe the difference orientations
because the word is a very specific unit and connected to different topics cate-
gories. Thus, users interpret the results according to their personal background
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and experiences and this will decrease the performance of the model. To solve
this problem, we suggest a model to present the topic in a higher level as a
distribution of domains where domain is a set of topics.

Topic - Domain: In this case, we identify for each word in the topic the first five
domains with their five levels at maximum from the ODP taxonomy, and then
we calculate the probability of each domain in each topic based on two types of
probability:

– The probability of domain j in word i which is computed by the number
of the domain’s occurrences of this word divided by the total number of
domains for this word.

P (Dj,i) =
nj

N
(1)

where nj : the domain j occurrence in word i existed in topic k. N: the total
domains occurrence for word i existed in topic k. Dj : Domain j.

– The probability of word i in topic k : the probability which was computed
from the result produced by the topic model (LDA): p(wi|Tk)

Thus the probability of each domain in each topic will be:

P (Dj , Tk) =

I∑
i=1

nj

N
∗ P (wi|Tk) (2)

where Tk: Topic k. I: the number of words in the Topic Tk.
For example, the top five domains associated with the topic 0, as an instance

of the five used topics (presented in the LDA-Adapted step) are:
Topic 0 (T0): Sports(0.294), Society(0.117), Football(0.098), Baseball(0.098),

Colleges and Universities(0.078)
The final phase is to infer the high-level topics in the several levels. In each

topic, Tk, and for each level, we will select the node which has the maximum
paths (see Figure 2). Thus, to do this, we propose the following formula:

SDk,l = ArgMax(

I∑
i=1

nj,l

N
∗ P (wi|Tk)) (3)

where SDk,l: selected domain for Topic k in level l. nj,l: the domain j occurrence
in word i for level l.

For example, let us consider the topic k resulted after applying topic model
LDA as a distribution of 10 words. Then we queried these words to ODP and
we select the first five categories with their five levels. Then we build a sub-tree
for each word that contains the different selected categories.

In Figure 2, we select the first four words according to their probabilities as
an example. After that we combine their sub-trees in one tree. We compute the
weight for each node in this tree by using our proposed formula (2). In this
example, we can show the results of this step in Figure 2. Finally, to define the
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related high-level-topic in each level we can use the formula (3) which allow us
to select the node that has the most number of paths.

The node Arts, for instance, will have the following weight.
Arts = (1/1 * 0.3335) + (1/3 * 0.1196) + (5/5 * 0.1196) = 0.49256
Thus, we note, from Figure 2, that the node ”Arts” in level 0 have the maxi-

mum weight.

Fig. 2. Example of semantic tree

User - Domain: Usually, topics are related to different domains. However, from
the topic model (LDA), we have only the probabilities of treated topics by a
user. To improve this probability, we represent the users in a higher level as
mixtures of domains. The following formula calculates the probability of related
user s to domain j.

P (Us, Dj) =
K∑

k=0

p(Us,k) ∗ P (Dj,k) (4)

where K: Topics number. P(Us,k): probability of topic k for user s. P(Dj,k):
probability of domain j in topic k.

4 Topic Communities Extraction

In this section, we present the second part of our proposed approach which
is a method of extraction user’s communities based on the topics or domains
extracted from user tweets content by using our proposed Topic-Driven Model
for users tweets which is divided in four steps presented in Section 3. The existing
works propose to extract the communities according to the connection between
users. In our study, we suggest to consider a semantic clustering to answer some
queries as ”what is the network structure grouped by domain?”, ”what is the
network structure grouped by Topic?”. In this method, we calculate the distance
between users according to the common topics or domains and then the results
will be used to construct the communities. This method consists of three steps:
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calculate the distance between users; construct the graph which presents the
different closeness relations between users; construct users communities based
on the previous results.

4.1 Distance between Users

The researchers, in [5], define the distance between user i and user j as the
Jensen-Shannon Divergence between the topics distributions on users presented
by the following formula:

distT (i, j) =
√
2 ∗ DJS(i, j) (5)

where DJS(i, j): the Jensen-Shannon Divergence between the two topic distri-
butions DTi and DTj. It is defined as:

DJS(i, j) =
1

2
(DKL(DTi||M) +DKL(DTj ||M)) (6)

where M: the average of the two probability distributions. M = 1
2 (DTi +DTj).

DKL: the Kullback-Leibler Divergence which defines the divergence from distri-
bution Q to distribution P as:

DKL(P ||Q) =
∑
i

P (i)log
P (i)

Q(i)
(7)

Distances based on domains distributions. In our study, as each topic is related
to different domains with different probabilities, there is a possibility that two
users treat the same topic but not necessarily the same orientation. For example,
let us consider the two users i, j which treat the same topic ”President Obama”
but they are not in the same orientation, because user i talk about the politic
and user j talk about health. On the other side, they may be talk about different
topics but with the same orientation. In this case, we propose two distance
measures; domains and topics-domains.

– In the first measure (domains), we calculate the distance between users as
the Jensen-Shannon Divergence between domains distributions over users as
in formula 5 and 6.

– The second measure (topics-domains) combines the two previous measures
(Topics, Domains). This new measure allows decreasing the distance between
users who do not treat only same topics but also same domains. The distance
between users in this measure is computed by using:

distTD(i, j) =
√
2 ∗ DJS(i, j) (8)

where DJS(i, j): the Jensen-Shannon Divergence between the domains dis-
tributions DDi, DDj , and the topic distributions DTi and DTj
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Here, the divergence is also computed by the following formula:

DJS(i, j) = (
1

2
(DKL(DTi||M)+DKL(DTj ||M)))+(

1

2
(DKL(DDi||M)+DKL(DDj ||M)))

(9)

Table 1 shows the distance between users based on topics-domains. We con-
sider, in this table, only five users as an example of the test collection which
will presented in the experimentation section. For instance, the distance be-
tween user 3 and user 5 according to topics-domains is 1.142907 which is the
minimum distance. That means, these two users are the closest in compari-
son to others.

Table 1. Distance between users based on topic-domain

User - User (Topic-Domain)

User1 User2 User3 User4 User5

User1 0.000000 1.260869 1.163385 1.226157 1.243853

User2 1.260869 0.000000 1.231731 1.264484 1.247072

User3 1.163385 1.231731 0.000000 1.263051 1.142907

User4 1.226157 1.264484 1.263051 0.000000 1.230949

User5 1.243853 1.247072 1.142907 1.230949 0.000000

4.2 Graph Construction Based on Users Closeness Relations

The graphs have a great expressive and they are simple for modeling. They are
based on two concepts nodes and edges. In the social network case, the nodes
represent a set of social entities such as users or social organizations while the
edges between nodes indicate that a direct relationship has been created during
social interactions. In this paper, we create the graph which consists of nodes and
edges as in the existing works but the nodes, in our method, represent the users
and the edges represent the closeness between them according to selected topics,
domains or both selected topic-domain and not the communication relationship
as in the existing works. Thus, we can define three types of graphs based on the
user’s closeness according topics, domains and topics-domains.

Topics or domains are selected either by the choice of users or we consider all
topics and domains of users which are produced by our model if he/she dose not
choose any topic or domain.

In the topic graph, we create an edge from the user i to the user j, if the user j
is the closest to the user i for the topic k, the weight of this link is calculated as
the distance between them for this selected topic k. Moreover, if there is another
edge from the user i to the user j for another topic, it is enough to choose the
minimal distance between these two users i and j. For example, Table 2 shows the
topics distributions for the experimented five users. We selected, as an instance,
the five most related topics for these five users. Figure 3 shows the corresponded
graph(topic graph). We use the same method to create the other two graphs
which are based on the domains closeness or topics-domains closeness.
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Table 2. Example of user distribution over topic

Topic1 Topic2 Topic3 Topic4 Topic5
Arts Society Business Regional Sports

User1 0.016541 0.001504 0.001504 0.978947 0.001504

User2 0.001835 0.001835 0.992661 0.001835 0.001835

User3 0.952838 0.000873 0.000873 0.044541 0.000873

User4 0.000608 0.006687 0.000608 0.012766 0.979331

User5 0.079154 0.906949 0.006647 0.000604 0.006647

Fig. 3. Topic graph

4.3 Construct Users Communities

Based on the constructed graphs, we can extract the users communities by adapt-
ing the approach of Newman [14] which is based on the divisive classification.
The divisive is a top down approach which starts with all nodes as an only com-
munity and applies the division method. The algorithm [14] process is based on
the following steps: firstly calculate the betweenness scores for all edges in the
network, secondly, find the edge with the highest score and remove it from the
network, thirdly, recalculate the betweenness for all remaining edges and finally,
repeat the research and the remove until get the communities.

We improve this approach to create the communities, the classic approach uses
the existing graphs to calculate the betweenness by using the communications
relation between users, but in our adaptation, we are based on the semantic
graphs shown in the previous section. Figure 4 shows our adapted method which
is based on divisive approach.

Fig. 4. The adapted divisive approach
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4.4 Evaluation of the Extracted Communities

Here, we will evaluate the extracted communities based on topics, domains and
topics-domains. The question asked, here, is how to get the best result? [14] give
the answer by his popular modularity measure that evaluates the extracted com-
munities. It is the number of edges within community minus expected number
in an equivalent network with edges placed at random. Moreover, [15] present
an extension of modularity for directed graphs. The adapted formula is:

Q =
1

m

∑
i,j∈V

(Aij −
kouti kinj

m
)δ(Ci, Cj) (10)

where Aij : the elements of the adjacency matrix of G(E, V), E: edge, V: vertex.
kj , ki: the in-degree and out-degree of nodes j,i. m: the number of edges. δ(Ci, Cj)
equal 1 if i and j belong to the same community, and 0 otherwise.

However, in our case we have not the same classic graphs that use the exist-
ing links. Thus, we will compute the modularity by using the semantic graphs
constructed in Section 4.2. After modularity computation for the resulted com-
munities over the experimented users, we note that the division of the two com-
munities where the first one which contains user1, user3, user4 and the second
which contains user0, user2 have the maximum value of modularity. This division
is shown in Figure 4 (the step 2).

4.5 Experimentation

We applied our proposed model on data set, which is collected by crawling one
week of public tweets by using the 140dev Twitter framework2. Our collection is
constructed from the tweets of the 15th through the 22th of January 2012 (One
Week). We select the first 100 relevant users according to the follows number
that have tweets number more than 20 tweets. For each user tweets, we applied

Fig. 5. Topics treated in Community 1

2 http://140dev.com/free-twitter-api-source-code-library/

http://140dev.com/free-twitter-api-source-code-library/
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our proposed Topic-Driven-model in order to define the high-level-topics and
their domains. We used the GibbsLDA++ C++-code3, in the second step, to
apply the topic model LDA. Then we constructed the user communities by using
the two adapted algorithms based on the results of our model. We illustrate, in
Figure 5, the first five most treated topics in one community. We note that the
majority of users in this community treat the topic 2 ”Bands and Artists”.

5 Conclusion and Future Works

In this paper, we proposed a new approach to construct user’s communities
based on high-level-topics and domains which were extracted from semantic
hierarchy, ODP taxonomy, to cluster users’ tweets. Generally, the existing works
have constructed the users communities based on the links between users. While,
in our approach, the user community is based on the common topics. Thus, our
method allows focusing on the relation between users according to their topics of
interest. Also, we can detect the emerging topics or domains in each community.

In order to construct these communities, we proposed a model to cluster users’
tweets based on ODP taxonomy as an external resource to derive high level
topics and the topics domains. The existing works use a generative probabilistic
model, such as LDA (Latent Dirichlet Allocation), on the tweets data to identify
topics for these tweets as words distribution without considering the semantic
relations. The contribution of our proposed model is using a semantic hierarchy
(ODP taxonomy) to assign automatically high-level-topics to each user tweet.

This study of users’ community extraction, based on the similar topics, will
permit us to propose a new OLAP (On-Line Analytic Processing) operation
including the semantic aspect, which is our main objective. In the future work,
we will try to consider the location and the time to calculate the similarities
between users.
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Abstract. Constrained spectral clustering (CSC) has recently shown
great promise in improving clustering accuracy or catering for some spe-
cific grouping bias by encoding pairwise constraints into spectral cluster-
ing. Essentially, the existing CSC algorithms coarsely lie in two camps
in terms of encoding pairwise constraints: (1) they modify the original
similarity matrix to encode pairwise constraints; (2) they regularize the
spectral embedding to encode pairwise constraints. Those methods have
made significant progresses, but little of them takes the extensional sense
of pairwise constraints into account, e.g., respective neighbors of two
musk-link points lie in a same cluster with certain high probabilities, and
respective neighbors of two cannot-link points lie in different clusters with
certain high probabilities, etc. In this paper, we use absorbing Markov
chains to formulate the extensional sense of instance-level constraints
as such, under the assumption that the formulation aids in improving
the accuracy of CSC. We describe a new CSC algorithm which could
propagates the extensional sense over a partly-labeled affinity graph.
Experiments over publicly available datasets verify the performance of
our algorithm.

1 Introduction

Clustering is an important unsupervised learning method that aims to detect
structures in vector data, finding groups in which patterns of vector data are
as similar as possible [1], or finding groups that statistically form smooth sub-
manifolds. However, purely unsupervised learning often can not satisfy some
specific grouping bias, since certain features might play noisy (or redundant)
roles to the grouping bias. Motivated by this, researchers have explored a class of
methods that could incorporate accessible supervision with clustering algorithms
for improving clustering accuracy, as reported in [2–10].

Themost accessible supervision is called pairwise constraints, meaning whether
pairwise instances lie in a same group ornot, and so the problem in question is called
constrained clustering. To incorporate pairwise constraints with clustering is often
practical and useful in many fields, e.g., in document clustering, whether two docu-
ments concern about a same topic or not, can be readily judged through skimming;

S. Zhou, S. Zhang, and G. Karypis (Eds.): ADMA 2012, LNAI 7713, pp. 52–63, 2012.
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Table 1. Notation description

Symbols Description

X a vector dataset {xi}ni=1 where xi ∈ Rd

d dimensionality of X
n cardinality of X
m the number of constrained points
G the affinity graph over X
W the affinity matrix over X
P the original probability transition matrix
F the fundamental matrix of absorbing Markov chains
I the diagonal matrix with diagonal elements ones
M the set of Must-Link constraint pairs
C the set of Cannot-Link constraint pairs
Y the m-by-m constraint matrix

and in image segmentation, whether two patches represent a same meaningful en-
tity or not, can be easily judged through observing.

The key problem to be solved is how to encode pairwise constraints into an
existing clustering algorithm. In this paper, we focus on how to encode pairwise
constraints into spectral clustering, since spectral clustering has proved to be com-
petitive in terms of the accuracy and the wide applicability [11–17]. Existing work
about this problem can be coarsely broken into two camps: (1) they modify the
original similarity matrix to encode pairwise constraints, such as [5, 6, 10, 18]; (2)
they regularize the spectral embedding to encode pairwise constraints, such as [8].
However, little work has ever explicitly considered the extensional sense of pair-
wise constraints. The aim of this paper is to explicitly characterize the extensional
sense and to improve clustering accuracy. In essence, our work belongs to the first
camp, using the extensional sense to modify the original affinity matrix.

The structure of this paper is introduced below. In Section 2, we review the
existing constrained clustering algorithms. In Section 3 we interpret the pairwise
constraints and its extensional sense, and we further characterize the extensional
sense based on the theory of absorbing Markov chains. In Section 4, we describe
our constrained spectral clustering algorithm. In Section 5, we evaluate the pro-
posed algorithm over benchmark datasets. In Section 6, we draw the conclusion
and mention the future work.

The notation that we used is in general as follows. Vectors are denoted by bold
lower-case letters. Matrices are denoted by upper-case ones or calligraphy letters.
Sets are denoted by italic upper-case letters or calligraphy letters. Scalars are de-
noted by italic lower-case letters. A part of symbols are introduced in Table 1.

2 Related Work

Constrained spectral clustering focuses on mitigating the blindness of unsuper-
vised spectral clustering by incorporating few user supervision. By now, there



54 J. Li and J. Guan

exists a variety of algorithms which improve clustering in different ways. The typ-
ical works on CSC include [3, 5–10, 19]. The work in [5, 6, 18] enforced pairwise
constraints by modifying the similarity matrix in different ways. Yu and Shi [3]
formulated the problem as a subspace projection. Li et al. [8] used pairwise
constraints to regularize the spectral embedding of standard spectral clustering.
Lu and Carreira-Perpiñánand [7] formulated a new similarity matrix by prop-
agating pairwise constraints into neighborhoods through the Gaussian process.
Wang et al. [10] proposed a flexible framework to control the degree that pairwise
constraints are respected.

3 Problem Formulation

In this section, we first interpret the extensional sense of pairwise constraints in
details. And then we show how to use absorbing Markov chains to characterize
the extensional sense of pairwise constraints. Finally, we introduce an approach
to mixing the original probability transition matrix with pairwise constraints
and their extensional sense.

3.1 Pairwise Constraints

The so-called pairwise constraints refer to Must-Links and Cannot-Links, which
are first termed in [2]. A concise description for their definitions is as follows:

– If two vectors xi and xj lie in a same cluster, then the edge (xi,xj) is called
a Must-Link;

– If two vectors xi and xj lie in different clusters, then the edge (xi,xj) is
called a Cannot-Link.

If there exists at least one Must-Link or one Cannot-Link incident on data point
xi, we say that xi is a constrained point. Throughout this paper, we use M to
represent the set of Must-Link constraint pairs and use C to represent the set of
Cannot-Link constraint pairs.

3.2 The Extensional Sense of Pairwise Constraints

Let a and b denote two Must-Link points, and let a and c denote two Cannot-
Link points. We have the following straightforward observations:

– For point a, its neighbors have certain high probabilities falling into a same
cluster with point a, so is for points b and c;

– Neighbors of a have certain high probabilities falling into a same cluster with
neighbors of b;

– Neighbors of a have certain high probabilities falling into different clusters
with neighbors of c;

– Neighbors of b have certain high probabilities falling into different clusters
with neighbors of c.

We refer to the items above as the extensional sense of pairwise constraints. We
assume that this extensional sense aids in improving clustering results, if they
are appropriately incorporated with spectral clustering.
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3.3 Encoding the Extensional Sense Based on Absorbing Markov
Chains

Graph is a powerful tool in representing the relationships between pairwise
points. In a global viewpoint, an affinity graph could reflect the manifold struc-
ture in the input data. And in a local viewpoint, the similarities between pair-
wise neighbors reflect the neighborhood relationships. Spectral clustering is a
graph-based method, which allows the similarities transmitting from neighbors
to neighbors and so it could well-detect sub-manifold structures [20]. This is
acted as the main advantage compared to center-based clustering methods [21].
Inspired by this, it is natural to use a graph-based method to characterize the
aforementioned extensional sense of pairwise constraints. Below we use absorb-
ing Markov chains [22] as a tool to model the extensional sense of pairwise
constraints.

Let us treat all constrained points as absorbing states and treat all non-
constrained points as transient states. And then we imagine that a drunken man
walks randomly in the affinity graph, under the constraint that he is not allowed
to leave when he arrives at an absorbing state. Starting from any transient
state, the probabilities that the drunken man arrives at all absorbing states can
be calculated based on the theory of absorbing Markov chains. Below is a normal
description for our idea.

To be clear in description, we first give a part of notations. Let X = {xi}ni=1

denote a given vector dataset. Let us associate X with an affinity graph G(V,E),
in which nodes represent vectors among X and edge weights between nodes de-
note the similarities between pairwise vectors. In constrained spectral clustering,
the graph G should be partly labeled, hence we break X into two subsets Xl and
Xu where Xl consists of the vectors that the labels are known and Xu consists
of the vectors that the labels are unknown. For the convenience of description,
suppose that Xl comes first, i.e., X={Xl, Xu}. Let W denote the weight matrix
associated with the affinity graph G whose elements represent the similarities be-
tween pairwise points. For an unlabeled graph, the probability transition matrix
Pu can be obtained from a row normalization of W as follows:

Pu
ij =

Wij∑n
j=1 Wij

. (1)

However, for a partly-labeled graph like G, we need modify Pu as a new form.
Let P denote the probability transition matrix of G. We define its elements as

Pij =

⎧⎨⎩
Pu

ij if i > m
0 if i ≤ m, i �= j
1 if i ≤ m, i = j,

(2)

where m denotes the number of constrained points.
The matrix P can also be written as the following block form:

P =

(
I O
R Q

)
, (3)
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where Im represents a m-by-m diagonal matrix with all diagonal elements ones,
and O represents a m-by-(n − m) zero matrix. Hence, R represents the rela-
tionships between labeled points and unlabeled points, and Q represents the
relationships between pairwise unlabeled points.

Let F=(I(n−m)−Q)−1 be the fundamental matrix of absorbing matrix chains.
Then Fij gives the average times of the random walk starting from transient
states to transient states. Based on the theory of absorbing Markov chains, the
absorption probabilities from each transient state to each absorbing state can
be calculated as follows:

H = FR. (4)

Here Hij represents the probability that the drunken man starts from tran-
sient state i but is absorbed by absorbing state j. Hij also reflects what degree
unlabeled point i has the same label with labeled point j.

Above, we treat each constrained point as an absorbing state but have not used
the supervision information. Intuitively, we can define co-similarities between
non-constrained points (the similarities given rise to by constraints) as

Sco
ij =

∑
(k,l)∈M,k 	=l

HikHjl −
∑

(k,l)∈C,k 	=l

HikHjl (5)

However, the expression above has not taken into the unbalance between Must-
Links and Cannot-Links. For example, if Must-Links are many but Cannot-
Links are scarce, then the Eq.(5) will almost ignore the Cannot-Links so that
the Cannot-Link constraints play a minor role. For this reason, we modify the
co-similarity definition as follows

Sco
ij = δ(k, l) max

(k,l)∈M
⋃

C
{HikHjl}, (6)

where

δ(k, l) =

{
1 if (k, l) ∈ M
−1 if (k, l) ∈ C.

Especially, the co-similarity between a non-constrained point i and a constrained
point j is given by HijHjj , i.e.

Sco
ij = HijHjj = Hij . (7)

If two points i,j are a Must-Link pair, let Sco
ij=1; if two points i,j are a Cannot-

link pair, let Sco
ij=-1 By now, the supervision information is encapsulated in

matrix Sco and we call it co-similarity matrix.
Below we show that this co-similarity matrix can be obtained by matrix multi-

plications. First, we modify matrix H such that the elements in each row become
zeros except for the maximal row element. The obtained matrix is denoted as
Hmax. Then, we can construct the following form of matrix H

H =

(
Im×m

Hmax

)
. (8)
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Let Y denote a m-by-m matrix that encapsulates all the pairwise constraints,
i.e.

Ykl =

⎧⎨⎩
1 (k, l) ∈ M
−1 (k, l) ∈ C
0 k = l.

Thus, we can obtain an important expression as follows

Sco = HYHT . (9)

In order to incorporate the original probability transition matrix with the co-
similarity matrix, we introduce a balance factor γ (0 < γ < 1). Letting P denote
the mixed matrix, it is formulated as

P = γPu + (1 − γ)Sco. (10)

Let T be a n-by-n matrix whose elements are given by Tij=max{0,Pij}. Let D
be a diagonal matrix whose diagonal elements are given by

Dii =
∑
j

Tij . (11)

Then, the mixed probability transition matrix can be obtained from

T = D−1T. (12)

By now, we have renewed the original affinity matrix as a new probability tran-
sition matrix T in which the supervision information is included. The intensity
of supervision is controlled by the parameter γ.

3.4 Our Algorithm

Based on the modeling and analysis above, we can give a new constrained spec-
tral clustering algorithm. Since our algorithm is based on absorbing Markov
chains, we write the algorithm as MAC-CSC in short.

The affinity matrix can be obtained from many methods, e.g. RBF kernel,
k-nearest neighbor method [23], locally linear reconstruction [24], b-matching
method [25], fitting method [26], and so forth. In our algorithm, we do not
concern about how the graph construction methods influence the performance
of the proposed method. We simply use the well-known RBF kernel to construct
the affinity matrix, that is,

Wij = exp(−‖xi − xj‖2
2σ2

), (13)

where σ is a turnable parameter. And by conventionally, we set Wii=0.
Our algorithm is suitable for the case that both Must-Links and Cannot-Links

are available. In step 4, we allow the co-similarities to be negative which can make
full use of the Cannot-Link constraints. In step 5, the normalization processing
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Algorithm 1. MAC-CSC

1: Input: affinity matrix W, constrained set, the number of clusters K
2: Compute the probability transition matrix Pu using Eq.(1)
3: Compute the absorbing probability matrix H using Eq.(3) and Eq.(4) where Hij

denotes the probability that non-constrained point i is absorbed by constrained
point j

4: Compute the co-similarity matrix Sco using Eq.(9)
5: Form normalized co-similarity matrix S by normalizing the positive elements of

Sco to row sum 1 and normalizing the remained negative elements to row sum -1
6: Form mixed matrix P=Pu + S and update all the negative elements to be zeros
7: Form matrix T by normalizing P to have row sum 1
8: Solve eigen-system T x=λx, and use the top K eigenvectors to form matrix U ∈

Rn×K

9: Normalize the U’s row to have unit length
10: Run KMeans algorithm over U

aims to consider the balance between Must-Link constraints and Cannot-Link
constraints. In step 6, the matrix P is obtained from mixing the affinity matrix
and the co-similarity matrix. Considering the subsequent requirement of spectral
decomposition, we eliminate the negative elements from the matrix P and set
them to be zeros.

4 Experimental Evaluation

In this section, experiments are carried out to assess our algorithm. In the ex-
periment, we simply set the parameter γ to be 0.5 and choose the parameter σ
automatically as the average of Euclidean distances over all pairs of vector data.
For each dataset, we run 50 times by choosing random constrained points and
then show the average accuracies as well as the standard deviations.

4.1 Datasets

We use an artificial dataset “XOR” shown in Fig.1(a) and five real-world datasets
available from UCI machine learning repository1. We list the fundamental in-
formation of these datasets in Table 2. The symbol # counts the number of the
followed objects.

Table 2. Datasets

XOR Balance Wine Wdbc Ionosphere Vehicle
# Instances 400 625 178 569 351 846
# Classes 2 3 3 2 2 4
# Features 2 5 13 30 34 19

1 http://archive.ics.uci.edu/ml

http://archive.ics.uci.edu/ml
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4.2 Evaluation Criterion on Clustering Accuracy

As used in previous studies, the most suitable evaluation criterion for constrained
clustering is the Rand Index (RI). Below we introduce its definition. Let y ∈ Rn

be the ground-truth label vector, and let ŷ ∈ Rn be the grouping indicator vector
obtained from a clustering algorithm. The Rand Index2 [27] is defined as

Rand Index =
a+ d

a+ b+ c+ d
, (14)

where,

– a: the number of point pairs in X that lie in a same class in y and also in a
same cluster in ŷ;

– b: the number of point pairs in X that lie in a same class in y but in different
clusters in ŷ;

– c: the number of point pairs in X that lie in different classes in y but in a
same cluster in ŷ;

– d: the number of point pairs in X that lie in different classes in y and also
in different clusters in ŷ.

4.3 Algorithms for Comparison

Two benchmark algorithms are chosen for a comparison with our algorithm.
One is the standard spectral clustering algorithm based on normalized cuts that
proposed by Shi and Mailk [11], we write it as Ncut in short. The other is the
constrained spectral clustering algorithm based on simple modification of the
affinity matrix that proposed by [28], we write it as KKMv in short because it is
a variant of KKM algorithm [5]. The KKMv algorithm is a typical method that
encode constraints by modifying the similarity of each Musk-Link pair as 1 and
modifying that of each Cannot-Link pair as 0, which has not explicitly consider
the extensional sense of pairwise constraints.

4.4 Clustering Results

The Result over XOR Dataset. The XOR dataset shown in Fig.1(a) is a
very typical dataset that has been used in the previous studies. The aim is to
partition the dataset into two groups. The symbols − and + represent the two
classes respectively, and in each class has 200 data points. The problem is lin-
early inseparable. We input this dataset into Ncut algorithm, KKMv algorithm,
and our MAC-CSC algorithm. The results are shown in Fig.1(b). It is clearly
that our algorithm outperforms the two benchmark algorithms with a very
large margin. The results show that the simple modification for the similarities

2 The code is available from http://www.dcorney.com/ClusteringMatlab.html

http://www.dcorney.com/ClusteringMatlab.html
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(a)

(b)

Fig. 1. (a) The XOR dataset. (b) The Rand Index versus the number of constrained
points.

as [28] slightly influence the clustering accuracy. And an explicit consideration
for the extensional sense of constraints could generate significant promotion in
the clustering accuracy.

The Result over UCI Datasets. In order to verify the performance of our
algorithm, we also carried out experiments over five real-world datasets that
are available from UCI machine learning repository. These datasets are often
acted as the benchmarks for verifying the performance of new clustering algo-
rithms. We show their clustering results in Fig.2. One can see that our algorithm
exhibits good performance in general. On four datasets Ionosphere, Wdbc, Bal-
ance, and Vehicle, our algorithm significantly outperforms the other two bench-
mark algorithms. Only on Wine dataset, our result does not have significant
advantage.
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(a) Wine

(b) Ionosphere (c) Wdbc

(d) Balance (e) Vehicle

Fig. 2. The Rand Index versus the number of constrained points

5 Conclusion and Future Work

In this paper, we have shown that absorbing Markov chains can be acted as
a tool to characterize the extensional sense of pairwise constraints, and that
the derived constrained spectral clustering algorithm can make full use of the
extensional sense of pairwise constraints. Based on experiments, we draw the
following conclusions:
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– The MAC-CSC algorithm can encode Must-Link constraints and Cannot-
Link constraints simultaneously.

– The MAC-CSC algorithm can be applied to handle linearly-inseparable
datasets.

– After we encode the pairwise constraints and their extensional sense using
Markov chains, the clustering results can produce significant promotion rel-
ative to both the spectral clustering benchmark Ncut and the constrained
spectral clustering benchmark KKMv.

– The MAC-CSC algorithm might obtain very good clustering results even if
the available constraint information is few.

In the future, we will concentrate on how to scale our algorithm to large problem
sizes.
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gram of Shanghai Education Foundation.

References

1. Jain, A., Murty, M., Flynn, P.: Data clustering: A review. ACM Computing Sur-
vey 31(3), 264–323 (1999)

2. Wagstaff, K., Cardie, C., Rogers, S., Schroedl, S.: Constrained k-means clustering
with background knowledge. In: The 18th International Conference on Machine
Learning, pp. 577–584. Morgan Kaufmann (2001)

3. Yu, S.X., Shi, J.B.: Grouping with bias. In: Advances in Neural Information Pro-
cessing Systems. MIT Press (2001)

4. Shental, N., Bar-hillel, A., Hertz, T., Weinshall, D.: Computing gaussian mixture
models with em using equivalence constraints. In: Advances in Neural Information
Processing Systems 16. MIT Press (2003)

5. Kamvar, S.D., Klein, D., Manning, C.D.: Spectral learning. In: The International
Joint Conferences on Artificial Intelligence, pp. 561–566 (2003)

6. Ji, X., Xu, W.: Document clustering with prior knowledge. In: The 29th Annual
International Conference on Research and Development in Information Retrieval,
pp. 405–412. ACM, New York (2006)

7. Lu, Z.: Constrained spectral clustering through affinity propagation. In: IEEE Con-
ference on Computer Vision and Pattern Recognition. IEEE Computer Society
(2008)

8. Li, Z., Liu, J., Tang, X.: Constrained clustering via spectral regularization. In:
IEEE Conference on Computer Vision and Pattern Recognition, pp. 421–428. IEEE
(2009)

9. Coleman, T., Saunderson, J., Wirth, A.: Spectral clustering with inconsistent ad-
vice. In: The 25th International Conference on Machine Learning, pp. 152–159.
ACM (2008)

10. Wang, X., Davidson, I.: Flexible constrained spectral clustering. In: The 16th ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining,
pp. 563–572 (2010)



Constrained Spectral Clustering Using Absorbing Markov Chains 63

11. Shi, J.B., Malik, J.: Normalized cuts and image segmentation. IEEE Transactions
on Pattern Analysis and Machine Intelligence 22(8), 888–905 (2000)

12. Ng, A.Y., Jordan, M.I., Weiss, Y.: On spectral clustering: Analysis and an algo-
rithm. In: Advances in Neural Information Processing Systems 14, pp. 849–856.
MIT Press (2001)

13. Zelnik-manor, L., Perona, P.: Self-tuning spectral clustering. In: Advances in Neural
Information Processing Systems 17, pp. 1601–1608. MIT Press (2004)

14. Ning, H., Xu, W., Chi, Y., Gong, Y., Huang, T.: Incremental spectral cluster-
ing with application to monitoring of evolving blog communities. In: The SIAM
International Conference on Data Mining (2007)

15. Song, Y., Chen, W.-Y., Bai, H., Lin, C.-J., Chang, E.Y.: Parallel Spectral Cluster-
ing. In: Daelemans, W., Goethals, B., Morik, K. (eds.) ECML PKDD 2008, Part
II. LNCS (LNAI), vol. 5212, pp. 374–389. Springer, Heidelberg (2008)

16. Alzate, C., Suykens, J.A.K.: Multiway spectral clustering with out-of-sample ex-
tensions through weighted kernel pca. IEEE Transactions Pattern Analysis and
Machine Intelligence 32(2), 335–347 (2010)

17. Rangapuram, S.S., Hein, M.: Constrained 1-spectral clustering. Journal of Machine
Learning Research, W & CP 20, 1143–1151 (2012)

18. Hu, G., Zhou, S., Guan, J., Hu, X.: Towards effective document clustering: A con-
strained k-means based approach. Information Processing and Management 44(4),
1397–1409 (2008)

19. Xing, E.P., Ng, A.Y., Jordan, M.I., Russell, S.J.: Distance metric learning with
application to clustering with side-information. In: NIPS, pp. 505–512 (2002)

20. Fowlkes, C., Belongie, S., Chung, F.R.K., Malik, J.: Spectral grouping using the
nyström method. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 26, 214–225 (2004)

21. Macqueen, J.B.: Some methods of classification and analysis of multivariate obser-
vations. In: The Fifth Berkeley Symposium on Mathematical Statistics and Prob-
ability, pp. 281–297 (1967)

22. Norris, J.R.: Markov Chains. Cambridge University Press, Cambridge (1997)
23. Luxburg, U.V.: A tutorial on spectral clustering. Statistics and Computing 17(4),

395–416 (2007)
24. Roweis, S., Saul, L.: Nonlinear dimensionality reduction by locally linear embed-

ding. Science 290(5500), 2323–2326 (2000)
25. Jebara, T., Wang, J., Chang, S.: Graph construction and b-matching for semi-

supervised learning. In: ICML, p. 56 (2009)
26. Daitch, S.I., Kelner, J.A., Spielman, D.A.: Fitting a graph to vector data. In: The

26th Annual International Conference on Machine Learning, p. 26 (2009)
27. Rand, W.M.: Objective criteria for the evaluation of clustering methods. Journal

of the American Statistical Association 66, 846–850 (1971)
28. Xu, Q., Desjardins, M., Wagstaff, K.: Constrained spectral clustering under a local

proximity structure assumption. In: The International Conference of the Florida
Artificial Intelligence Research Society. AAAI Press (2005)



Inducing Taxonomy from Tags:

An Agglomerative Hierarchical Clustering
Framework

Xiang Li1, Huaimin Wang, Gang Yin, Tao Wang, Cheng Yang, Yue Yu,
and Dengqing Tang2

1 National Laboratory for Parallel and Distributed Processing,
School of Computer Science,

National University of Defense Technology, Changsha, China
{shockleylee,jack.nudt,taowang.2005}@gmail.com

2 College of Mechatronics Engineering and Automation,
National University of Defense Technology, Changsha, China

http://www.nudt.edu.cn

Abstract. By amassing ‘wisdom of the crowd’, social tagging systems
draw more and more academic attention in interpreting Internet folk
knowledge. In order to uncover their hidden semantics, several researches
have attempted to induce an ontology-like taxonomy from tags. As far
as we know, these methods all need to compute an overall or relative
generality for each tag, which is difficult and error-prone. In this paper,
we propose an agglomerative hierarchical clustering framework which
relies only on how similar every two tags are. We enhance our framework
by integrating it with a topic model to capture thematic correlations
among tags. By experimenting on a designated online tagging system,
we show that our method can disclose new semantic structures that
supplement the output of previous approaches. Finally, we demonstrate
the effectiveness of our method with quantitative evaluations.

Keywords: social tagging, semantics, tag taxonomy, tag generality, ag-
glomerative hierarchical clustering, topic model.

1 Introduction

Social tagging websites like Delicious1 and Flickr2 are becoming popular, wit-
nessing a soaring click rate during recent years. By annotating web contents
with free-form tags that they feel appropriate, users of social tagging websites
are enabled to play the dual role of visitors and contributors simultaneously.
Specifically, a user is allowed to search and browse resources (documents, im-
ages, URLs, etc.) through tags annotated by others and is free to add or delete
tags whenever he or she wants.

1 http://www.delicious.com/
2 http://www.flickr.com/
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(a) tag cloud in Freecode.com (b) taxonomy in Amazon.com

Fig. 1. Different navigation mechanisms

For computer programs, tags are merely character strings with no meaningful
relationships among them, which makes it hard to organize them into an infor-
mative structure. As depicted in Fig.1(a), most tagging websites manage tags in
a flat tag cloud, where the font size of a tag is proportional to its frequency of
usage, so users can have easy access to buzzword tags. Sometimes however, the
desired tags are vague in users’ head and may go beyond what is popular. A tag
cloud could do little help in this situation, and tags should be better arranged and
managed to satisfy the requirement. In retail websites, a user usually navigates
through hierarchical taxonomy (as in Fig.1(b)) when her requirement is only a
vague notion rather than a concrete keyword. So promisingly, taxonomy of tags
will analogously facilitates navigation and searching in the now-booming social
tagging websites. Besides, in the view of online data analysts, generating tag
taxonomy is crucial for representing and understanding Internet folk knowledge.
An ontology-like taxonomy is intrinsically a good knowledge structure which
captures semantics of terms in a machine understandable way[1].

Previous literature[2][3] has addressed on how to generate tag taxonomy
effectively. By using machine learning techniques, these researches achieved
automated taxonomy generation, which could bootstrap and alleviate manual
construction. However, new methods[4][5] keep emerging because resultant tax-
onomy never seemed satisfying enough. In an attempt to detect the bottleneck,
we find that to deduce semantic generality of each tag is the most difficult and
error prone (see Chapter 2 Related Work). To meet such challenge, we propose
a novel approach of tag taxonomy construction. Our innovation lies in: i) By
using an Agglomerative Hierarchical Clustering (AHC) framework, we only need
to compute how similar two tags are and deliberately skip the calculation of tag
generality. ii) We seamlessly integrate a topic model into the framework, so it
is able to capture thematic correlations among tags. iii) We make comparative
evaluation with existing approaches, the results demonstrate the usefulness and
effectiveness of our method.
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2 Related Work

Because of the convention of constructing taxonomies with the general tags at
the top and the more specific tags below them[6], a key step in existing taxonomy
construction methods is extracting generality of each tag, either by computing
a generality score[2][7] or by pair-wise comparison[3][4]. As far as we know, two
types of techniques are used to achieve this step.

Some research works[2][7] use set theory techniques to compute a tag gener-
ality. In such works, each tagged resource is treated as a distinct data item with
their textual contents ignored. Each tag is presented as the collection of items
it annotates. For example, Heymann et al.[7] proposed a simple yet effective
way to learn a tag taxonomy. They first model each tag as a vector, with each
entry being the number of times the tag annotates a corresponding resource.
Cosine metric is then used to measure tag similarity. They come up with the tag
similarity graph by connecting sufficiently similar (controlled with a threshold)
tags. The graph centrality metric, which is originally proposed in social network
analysis literature, is used to measure the generality of each tag. Finally, tags of
higher generality are greedily placed at the upper levels of the resultant taxon-
omy. Liu et al.[2] used association rule mining which takes each tagged resource
as a transaction and tags as items. The rules are in the form of “for an unknown
resource X , if tag A appears then probably tag B will also appear”, which they
call “tag B subsumes tag A”. The likelihood of such subsumption is naturally
modeled as the confidence and support of the corresponding rule. Based on sub-
sumption likelihood between each pair of tags they calculate an overall generality
score for each tag by using a random walk process. Eventually, a taxonomy is
constructed using a top-down manner.

However, such set theory based approaches share a common flaw. They only
distinguish one resource from another and do not exploit tagged web documents.
In light of this, some researches apply topic models to do the job. Such methods
learn a latent topic distribution for each tag from web documents they anno-
tate, tag relations are measured based on pair-wise comparison among topic
distributions. Tang et al.[3] designed the Tag-Topic model based on the classic
LDA(Latent Dirichlet Allocation) model[8]. They treat each word as a draw from
a topic-specific word distribution, and a latent topic is in turn a draw from a
tag-specific topic distribution. Based on such a generative model, Gibbs sam-
pling is used to infer distribution parameters. They use Kullback-Leibler (KL)
divergence to measure the difference between two distributions, and have pro-
posed a relative generality score metric based on the intuition “if one tag has
higher posterior probabilities on the latent topics, then it has a relatively higher
generality”. Wang et al.[4] merge documents annotated by the same tag (they
use ‘keyword’ instead) as a new document which they believe can explain that
tag. They learn a standard LDA model out of the underlying corpus. Those new
documents are folded-in thereafter. Thus, topic distribution of each tag (new
document) is obtained. Their measurement of relative generality is based on the
“surprise” theory[9] plus an intuitive law that “given an anticipated tag A, the
appear of a document on a more general tag B will cause less ‘surprise’ than if
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A and B are switched”. It is really difficult to come up with a tag generality
score that both [3] and [4] resort to intuitions.

3 AHCTC: Agglomerative Hierarchical Clustering for
Taxonomy Construction

In order to avoid computing tag generality, we borrow the idea from the classic
agglomerative hierarchical clustering which only relies on how similar/distant
two points are in building a hierarchy.

The term agglomerative hierarchical clustering is not new in the field of tax-
onomy construction. Brooks and Montanez[10] adopted such methods to orga-
nizing tags into a hierarchy, yet their hierarchy is not a taxonomy for lack of
supertype-subtype relationships. In Liu et al.[2], authors also mention the use
of agglomerative hierarchical clustering. However, their strategy is to iteratively
place the most general tag remained, which is different from the classic meaning
of the agglomerative hierarchical clustering framework. The brilliance of agglom-
erative hierarchical clustering is yet to be fully exploited in the field of taxonomy
construction.
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Fig. 2. Dendrogram of a typical clustering process

To illustrate the AHCTC framework in a broader picture, we eliminate any
presumption on how the proximity scores are calculated, but rather assume
they are known a-priori. In the next chapter, we will describe how to get a
meaningful proximity score. With each data point being an initial cluster, classic
agglomerative hierarchical clustering merges two closest clusters each time until
only one all-inclusive cluster is left. The dendrogram of a typical AHC process
consisting of 6 points are depicted in Fig.2. Sadly, the result is not a taxonomy for
the absence of supertype-subtype relationships. In the dendrogram, for example,
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Animals

Mammals Fish Birds

Fig. 3. A hierarchy of the cluster {Birds, Mammals, Fish, Animals} after promote

a supertype should be there to overarch the cluster consisting of point 2 and 6.
Now that data points are tags in our problem, a tag cluster should have a direct
supertype (parent tag) or the resultant tag tree is not technically a taxonomy.

Of course, a tag cluster’s direct supertype should have high semantic proximity
to each tag in the cluster. For the cluster {Birds,Mammals, Fish Animals}, a tag
likeAnimals is more suitable to be the supertype than a Living Things tag. During
the clustering process, tagswith high proximity are assigned to the same cluster, so
the supertype should better be selected fromwithin a given cluster. Specifically, we
choose the medoid of a cluster, i.e., the most central point. This medoid upgrades
as the supertype of all other cluster members. We call this change as a promote
operation. Now suppose the original cluster is {Birds, Mammals, Fish, Animals},
andAnimals happens to be the medoid according to some proximity measure, the
resultant hierarchy after promote is depicted in Fig.3.

In a hierarchical clustering scenario, a new cluster is merged from two old clus-
ters each with a hierarchy itself, it forces the promote operation to be able to com-
bine these two old hierarchies into a new one. With such requirements, we devise
a promote mechanism and append it to each merge operation of classic AHC, the
new taxonomy construction algorithm is illustrated in Algorithm 1. Two building
blocks of the algorithm, proximity(i, j) and sup(m) are assumed known a-priori.
We will illustrate how to get them later. The algorithm uses an adjacent matrix T
to store resultant taxonomy. Initially, every data point is a distinct cluster. Each
iteration in the while clause executes a merge and a promote operation. Line 4-7
finds the closest two clusters in the current cluster set to merge.

Line 8-21 is the promote operation, which is also the only operation edits
T . Different from the basic promote operation we have described in Fig.3, the
promote operation here will be much more intricate since a hierarchical scenario
is concerned. For ease of illustration, we call the the two supertypes over the
clusters being merged as old supertypes. Line 8-11 says if the new supertype
sup(m) happens to be one of the two old supertypes, an directed edge is added
from it to the other old supertype (see Fig.4(a) and Fig.4(b)).

Otherwise, if sup(m) comes from the public, the procedure will have to go
through the intricacies of line 13-20. Fig.4(c) and Fig.4(d) displays them in de-
tails. Simply speaking, former subtypes of point B (the newly elected supertype),
i.e. D and E, should now be A’s subtypes after B’s promote operation. This is
because A is formerly their nearest ancestor besides B, and we want to maintain
the relation that A be more general than either D or E after B’s promote. To
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Algorithm 1. AHCTC

Require: Data points D = {d1, d2, ..., dn}.
Require: T = [tij ]n×n the adjacent matrix for the resultant taxonomy, tij = 1 when

di is a direct supertype of dj .
Require: M = {m1,m2, ...}, the set of all remaining clusters.
Require: sup(m), index of the supertype data point for a given cluster m.
Require: proximity(i, j), the proximity score between data points di and dj .
Ensure: construct the resultant taxonomy T .
1: T ← (0)n×n

2: M ← D
3: while |M | > 1 do
4: find mi and mj in M with maximum proximity(sup(mi), sup(mj))
5: merge mi and mj as m
6: add m to M
7: delete mi and mj from M
8: if sup(m) equals sup(mi) then
9: tsup(m),sup(mj ) ← 1
10: else if sup(m) equals sup(mj) then
11: tsup(m),sup(mi) ← 1
12: else
13: find k that tk,sup(m) equals 1
14: tk,sup(m) ← 0
15: for all g that tsup(m),g equals 1 do
16: tsup(m),g ← 0
17: tk,g ← 1
18: end for
19: tsup(m),sup(mi) ← 1
20: tsup(m),sup(mj ) ← 1
21: end if
22: end while

implement this process, the algorithm detaches sup(m) from its direct supertype
k (line 13-14), attaches all children of sup(m) to k (line 15-18) and finally the
two old supertypes are attached to sup(m) (line 19-20).

If n is the number of data points, the basic AHC algorithm requiresO(n2 logn)
time[11]. The only extra step of our algorithm is the promote operation (line 8-
21), which at worst induces O(n2). The while loop will iterates for n− 1 times,
because after each iteration the number of clusters only reduces one. At the
worst case, all n − 1 iterations undergo line 13-20, each needs to look up and
edit at most n−1 edges in T . Totally speaking, our algorithm has the same time
complexity as the basic AHC, O(n2 logn).

4 Integration with Topic Models

In order to get AHCTC running, we have to mount its assemblies. Notice that
sup(m) finds the most central points based on proximity(i, j). So essentially, we



70 X. Li et al.

A

B C

D E

F

G H I

(a) Type 1: before promote

A

B C F

D E G H I

(b) Type 1: after promote

B

D E

A

C

F

G H I

(c) Type 2: before promote

B

A F

D E C G H I

(d) Type 2: after promote

Fig. 4. Two types of promote operation during hierarchical clustering. The selected
supertype and newly added edges are in red, edges to be removed are in dashed lines.

only have to implement proximity(i, j) which quantifies the similarity measure
between tags.

Web documents annotated by a certain tag usually contain semantic informa-
tion of that tag. It will be a great loss for a tag taxonomy construction method to
overlook latent semantics in tagged web documents. Recent years have witnessed
drastic methodology evolution in the field of information retrieval, towards the
unchanging goal of uncovering semantic information in unstructured text data.
Since the publish of LDA[8], a family of algorithms[12][13] known as Probabilis-
tic Topic Models emerge and quickly win massive adoptions. Probabilistic Topic
Models are skilled at discovering hidden thematic structure of text documents.
In a real corpus like New York Times, a document may be tightly related to
topics like Foreign Policy and Economics, while only mentions a little on Sports.
Topic models answer what themes or topics a document relates to and quantify
how strong such relations are. Thus, a thematic similarity measure could be in-
duced for each pair of documents. Wang et al.[4] and Tang et al.[3] each design
a variant of the basic topic model able to learn thematic structure of tags from
tagged corpus. Our proximity(i, j) measure is built on top of Wang’s model.
Chapter 4.1 briefly introduces stantard LDA and Wang’s topic model.

4.1 Probabilistic Topic Model

LDA is the basic Probabilistic Topic Model. In LDA, a latent topic z = j is
modeled as an unlabeled corpus-wide word distribution φ(j) = P (w|z = j),
which was drawn from a dirichlet prior distribution Dirichlet(β). The number
of topics T is specified beforehand to adjust the granularity. Each document d is
a mixture of topics θ(d) = P (z) with a dirichlet prior distribution Dirichlet(α).
The generative process of each word in d is essentially a draw from the joint
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distribution P (wi) =
T∑

j=1

P (wi|zi = j)P (zi = j). Given the observed documents,

Gibbs Sampling algorithm[14] is usually used for posterior inference.
[4] modifies LDA to deal with tags (keywords). Their assumption is that doc-

uments annotated by a tag usually have thematic information of that tag. For
a given tag, they merge documents annotated with it into a new document, re-
moving those words occurred only once. After the standard LDA training, new
documents are folded-in to the trained model by an extra run of Gibbs Sampling
algorithm. Finally, a tag-topic distribution for each new document is estimated.
Jenson-Shannon divergence or cosine similarity measure could be used to calcu-
late the divergence between any two tag-topic distributions.

4.2 Tag Proximity Measure

Based on the above model, our tag proximity measure is chosen just as the diver-
gence between tag-topic distributions: if we think a tag-topic distribution over T
topics as the tag’s coordinate in a T -dimensional thematic space. The divergence
between two tag-topic distributions can be understood as the thematic space co-
ordinate distance between the two tags. So it becomes clear that such a proxim-
ity measure exploits semantic (thematic) correlation among tags. Based on that,
sup(m) is defined as the most central point of cluster m in the thematic space,
which ensures that a supertype can thematically represents the whole cluster. In
other words, sup(m) finds the data point index argmin

i
{
∑

dj∈mproximity(i, j)}.
After integrating with the topic model, AHCTC can hierarchically cluster tags
that are thematically similar and pick the most central tag in the thematic space
as the supertype for each cluster. Notice the difference between our method and
[3][4] is that we don’t have to tell which tag is more general from the topic model,
which is not what a topic model good at.

5 Experiment

Ohloh3 is a popular online open source software directory and community plat-
form whose user number has exceeded 1,500,000. It provides information on
more than 500,000 open source software projects. In the profile of each project,
there is a brief description along with other valuable information like develop-
ment history and technical features. Being a social tagging website, its users are
given the freedom to edit this information and to tag the projects. A typical
project profile in Ohloh is depicted in Fig.5. To browse projects by tags, users
can either pick from the flat tag list or use keyword search for sifting. However,
such a flat list does not give the conceptual scope of each tag nor the possible
relationships among several tags. A tag taxonomy will apparently do a better
job. Based on such a requirement, we choose Ohloh as our dataset to validate
our tag taxonomy construction algorithm.

3 http://www.ohloh.net/

http://www.ohloh.net/
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Fig. 5. Part of project profile of the Mozilla Firefox in Ohloh

Dataset and Parameter Setting. From Ohloh, we have crawled 10,000 open
source software project profiles and extracted their descriptions and tags. Suf-
fering from the common flaws of all folk knowledge, tags might be poor phrased
or too esoteric and some are even meaningless. We omit tags with less than
300 references and manually delete the meaningless tags ‘1’, ‘???’, ‘????’, ‘?????’
which somehow are widely adopted in Ohloh. The result after preprocessing is a
set of 267 tags. For topic modeling, we set the number of topics at 60 and iterate
2000 times in the Gibbs Sampling process.

Baseline Methods. We compare AHCTC with two of the published methods
on the same dataset. For comparison with set theory based methods, we choose
the ontology induction algorithm proposed in [2] as our baseline. Since their
method is based on tag subsumption, we use the shorthand SUBSUME to stand
for their method. Ohloh does not provide author information of each tag, so we
use KR = (G = R,M = T, I) as the projection from a folksonomy onto a formal
context, details are given in the original paper. We set the parameters at the
best setting given by the authors, i.e.,λ = 0.95, θs = 0.00001, θc = 0.15 and the
maximum number of random walk iteration equals 1000.

For comparison with topic model based methods, we choose the LSHL algo-
rithm proposed in [4] as the baseline. The other algorithm in [4], GSHL, is just
a modified version of LSHL aiming at a different goal. Their experiment use
keywords of academic paper abstracts as Concepts while here we use the 267
Ohloh tags to take their places. Parameters are also set at what the original
paper suggests, THs = 0.6, THd = 0.35, THn = 0.4 and the number of topics
for topic modeling is set to 60.

Experiment Result. The resultant taxonomies are shown in Fig.6. Since the
space is limited, only the framework subtree of our result is depicted. For result
of LSHL algorithm, the library subtree is chosen since it has sufficient over-
lapped tags with AHCTC framework subtree. We can see from Fig.6(a) and
Fig.6(c) that despite some parts, the two trees are different in their structures.
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Fig. 6. Part of the resultant taxonomies
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The AHCTC framework subtree apparently classifies the tags according to the
technical framework they belong. In the LSHL library subtree, tags are first clas-
sified by different types of programming libraries. For example, in the AHCTC
framework subtree hibernate is classified as a kind of framework but in LSHL it is
deemed as a java library. The two taxonomies are of different facades. They com-
plement one another and are both valuable in disclosing tag semantic structure.
If these machine-learned taxonomies are to be used as prototypes helping ontol-
ogy engineers to build a well-defined taxonomy, both the resultant taxonomies
will be needed in order to provide a comprehensive picture.

The SUBSUME taxonomy seems rather flat, many tags appear as the root’s
children. This coincides with experiment results and illustrations given in the
original paper. In fact, this taxonomy takes 91 out of 267 tags as the children of
root java, including most of the tags in AHCTC framework subtree. To make a
visual comparison with the other two subtrees, we can only render an excerpt of
the java tree consisting of only pertinent tags. In Fig.6(b) the induced edges seem
reasonable individually, but the whole taxonomy is too flat to be informative. We
believe the cause is that SUBSUME algorithm does not exploit text of tagged
documents.

Quantitative Evaluation. In order to make a convincing quantitative eval-
uation, we have to do multiple experiments for each of the three algorithms.
We conduct 3 AHCTC experiments each time with a different tag similarity
measure, Jenson-Shannon divergence (JS), cosine similarity (COS) and KL di-
vergence. For the LSHL taxonomy which also needs to calculate a tag similarity
score, JS and COS as the only measures proposed in the original paper are
evaluated respectively. We fail to conduct multiple versions of the SUBSUME
experiment since the algorithm do not have any replaceable building block.

To evaluate a tag taxonomy is difficult, because several complementary tax-
onomies might exist. However, several related works have tried in designing ef-
fective taxonomy evaluation methods. [2] uses the concept hierarchy from Open
Directory Project as the ground truth to validate their learned ontology. In com-
paring the two hierarchies, both lexical and taxonomical precision and recall are
evaluated. [4] asks domain experts to evaluate the correctness of each edge in-
dividually, and precision is defined as the proportion of correct edges in all the
learned edges.

Our quantitative evaluation considers both these techniques. First, we ask 20
students to judge the correctness of each edge in a taxonomy. They are given 3
days to finish this task, and are encouraged to consult any accessible knowledge
source for tags they don’t understand. We use the precision measure proposed
in [4] to calculate edge correctness. We calculate the average value and standard
deviation of the edge correctness. The results are given in TABLE 1. All AHCTC
taxonomies have high average edge correctness compared to other results, and
the AHCTC-KL taxonomy has the highest. AHCTC-JS and LSHL-COS tax-
onomies have relatively higher standard deviations, which means many of the
edges are indeterminate so judges make quite different judgements.
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Table 1. Edge Correctness Judged by Human Experts

Avg. S.d.

LSHL-JS 0.7319 0.0935

LSHL-COS 0.6888 0.1313

SUBSUME 0.6897 0.0639

AHCTC-KL 0.7940 0.0432

AHCTC-JS 0.7895 0.1213

AHCTC-COS 0.7519 0.0879

To consider the correctness of each edge individually is not fully appropriate.
We refer to the taxonomical precision measurement proposed in [2]. The golden
truth is chosen as the software subtree of the Open Directory Project concept
hierarchy. This subtree covers 179 out of 267 tags we are concerning, which is
a 67.29% lexical precision. We also apply the taxonomical metrics defined in
[2]. The taxonomical precision, recall and F-measure (TP , TR, TF ) for different
experiments are given in TABLE 2. AHCTC with KL divergence gets the highest
value on all three metrics.

Table 2. Taxonomical Quantitative Evaluation

TR TP TF

LSHL-JS 0.0194 0.0235 0.0212

LSHL-COS 0.0244 0.0296 0.0268

SUBSUME 0.0267 0.0393 0.0318

AHCTC-KL 0.0525 0.0514 0.0519

AHCTC-JS 0.0370 0.0334 0.0351

AHCTC-COS 0.0306 0.0328 0.0317

Discussion. The above experiments and evaluations demonstrate the usefulness
and effectiveness of AHCTC algorithm, given the existence of similar methods:
through qualitative evaluation, we show that AHCTC discovers valuable tag
structures that are different from those discovered by any existing algorithm.
Quantitative metrics suggest that AHCTC can construct better taxonomies.

As we have mentioned, parameters in SUBSUME and LSHL experiment are
set at the practical best settings suggested by original papers. However, au-
thors didn’t guarantee that those settings are always the best regardless of what
dataset being used. For this reason, we have actually tested several other com-
binations of parameter values. It turns out that the best settings still practi-
cally outrun other settings in our dataset in terms of the quality of resultant
taxonomies.
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It shall be noted that evidence given by our quantitative evaluations is still
weak in measuring how ‘good’ a taxonomy is: edge correctness considers whether
each individual edge is correct and can not measure the correctness of an entire
taxonomy. Taxonomical metrics gained by comparing against a gold taxonomy
is not persuasive, given that several complementary taxonomies might exist. It is
also the reason why metrics in TABLE 2 are quite small. Taxonomy evaluation
is still an open issue to be investigated in the future.

6 Conclusion

Many research efforts have been spent on inducing a taxonomy from a set of
tags. This paper proposes a novel approach based on agglomerative hierarchical
clustering, which can effectively skip the error prone step of calculating each
tag’s generality. A topic model is integrated into the AHC framework to disclose
thematic correlations among tags. The experiment is built on top of data from
Ohloh, an online social network software directory. With qualitative and quanti-
tative evaluations, we demonstrate usefulness and effectiveness of the proposed
method, after comparing with two representative previous works.
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Abstract. The usage of Web social image search engines has been growing at 
an explosive rate. Due to the ambiguity of query terms and duplicate results, a 
good clustering of image search results is essential to enhance user experience 
as well as improve retrieval performance. Existing methods that cluster images 
only consider the image content or textual features. This paper presents a 
personalized clustering method called pMFC which is based on an integration of 
multiple features such as visual feature, and two conceptual features(e.g., tag 
and title). An unified similarity distance between two images is obtained by 
linearly combing the three similarity measures over three feature spaces, where 
three weight parameters are obtained by a multi-variable regression method. To 
facilitate a personalized clustering process, a user preference distribution model 
is introduced. Comprehensive experiments are conducted to testify the 
effectiveness of our proposed clustering method. 

Keywords: high-dimensional indexing, probabilistic retrieval, sentiment. 

1 Introduction 

With the advent of Web 2.0, as one of most important new media, social image has 
played a dominated role. Many social image sharing websites such as Flickr [1] and 
Picasa [2], etc have been developed so far. The data size of this kind of images is 
exponentially increased. Retrieving and clustering of such social images has become 
one of the most important applications in the social media research community.  

Fig. 1 shows an example of social image query results about “apple” from the 
Flickr [1]. In the query result, it is clear that the subjects of the images are different  
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Fig. 1. An example social images for “apple” from the flickr 

and orderless. To obtain a high quality query results, a clustering process of such 
result images is needed. In the state-of-the-art image clustering methods[3][4], color, 
texture or the surrounding texts are extracted from an image as low level visual or 
high level semantic features. The clustering effectiveness (e.g., recall and precision) 
of the above methods, however, is not satisfactory due to semantic gap between high  
level concepts and low level visual features [3]. Web social image search results 
clustering is clearly related to the general-purpose clustering but it has some specific 
requirements. Beside the above widely adopted visual features, some conceptual ones 
such as tag and title of a social image can affect the clustering accuracy to some 
extent, which have not been considered into traditional image clustering methods. For 
example,  

― Tag info. Due to the characteristics of Web 2.0, users are allowed to tag the 
images they prefer to. Various tags are described for the image.  

― Title info. For a social image, the title of its corresponding webpage is 
somehow semantically correlated to this image. 

As a means of improving retrieval performance for search engines, clustering the 
result images into different semantic categories has been extensively investigated in 
text retrieval and image retrieval [3][4]. Currently available commercial social image 
search engines generally provide searches only based on keywords but do not fully 
exploit the context and content information in a natural and intuitive way.  
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In addition, in most cases, people would like to get some result images with some 
specifications they prefer to, which can not be achieved by the traditional visual 
feature- or textual-feature-based clustering methods.  

This paper presents a personalized multi-feature-based social image clustering 
framework that combines visual and conceptual features together with a user 
preference probabilistic model. In this framework, the web social image search results 
can be grouped by integrating with the multiple features from a variety of information 
sources besides the image content such as title, tags and description. This framework 
enables us to adopt existing clustering algorithm such as the AP clustering algorithm 
[10] to organize returned images into semantically and visually coherent groups. 
To the best of our knowledge, this work is the first attempt to address this challenging 
problem of the social image search results clustering.  

The primary contributions of this paper are as follows: 

1. We present a personalized Multi-Feature-based Clustering(pMFC) method to 
support an interactive and efficient images retrieval with multiple features. 

2. We propose a user preferences probabilistic distribution model to facilitate 
personalized clustering process of the query social image results. 

3. We compare two regression models(i.e., linear multi-variable regression and 
support vector regression) to integrate the multiple features. 

4. We perform extensive experiments to evaluate the effectiveness of our 
proposed clustering method. 

The remainder of this paper is organized as follows. In Section 2, we provide related 
work. Then in Section 3, we give preliminaries of this work. In Section 4, we 
introduce a user preference probabilistic distribution model. Next, we propose a 
personalized multi-feature-based clustering method for social images in Section 5. In 
Section 6, we report the results of extensive experiments which are designed to 
evaluate the effectiveness of the proposed approach. Finally, we conclude in the final 
section.  

2 Related Work 

2.1 Web Image Clustering 

Several image search result clustering (ISRC) algorithms have recently been proposed 
in the academic arena. Most approaches for clustering image search results exploit 
low-level visual features [3]. However, these approaches suffer from two problems: 
(a) semantic gap between the low-level features and high-level semantics and (b) low 
efficiency due to curse of dimensionality. Considering that global image features do 
not describe individual objects in the images precisely, Wang et al [9] proposed to use 
region level image analysis. They formalized the problem as a salient image region 
pattern extraction problem. According to the region patterns, images were assigned to 
different clusters. Besides visual information, textual and link information has also 
been used recently. A reinforcement clustering algorithm and a bipartite graph co- 
partitioning algorithm are proposed to integrate visual and textual features in [6]. 
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Deng et al[5] first used block-level link analysis to construct an image graph. Then, 
spectral clustering techniques were adopted to hierarchically cluster the top image 
search results based on visual representation, textual representation, and graph 
representation. iGroup[4] took a step towards addressing these limitations by 
exploiting textual features such as image captions, snippets, surrounding texts. The 
clustering is then accomplished by combining both visual features and textual 
features. In the context of social tagged images, shared nearest neighbors algorithm 
(snn) was applied to cluster images in a collection using both tag features and visual 
features [8]. In our proposed pMFC method, we aim at clustering social images not 
only by using visual content but also tag and title information with a personalized 
probabilistic model. To be detailed in the next section, pMFC is flexible enough to 
easily accommodate different clustering algorithms 

2.2 Affinity Propagation 

In the affinity-propagation(AP)-based clustering method[10], each data point to be 
clustered is viewed as a node in a network which passes messages to other nodes in 
order to determine which nodes should be exemplars and which nodes should be 
associated with those exemplars. An exemplar is the point which best represents other 
points in its cluster. 

The algorithm runs to maximize the overall similarity of all data points to their 
exemplars. The solution is approximated following the ideas of belief-propagation. 
There are two types of messages sent between data point i and candidate exemplar k: 
responsibility r(i,k) and availability a(i,k). Responsibility messages are sent from i to k 
and reflect how strongly data point i favors k over other candidate exemplars. 
Availability messages are sent from k to i and reflect how available i is to be assigned to 
k currently. 

( ) ( ) ( ) ( ){ }, , max , ,
' '

' '

k |k k
r i k s i k a i k s i k

≠
← − +                  (1) 

( ) ( ) ( ){ }{ }{ , }
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'

i |i i k
a i k 0,r k k r i k

∉
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The messages are passed during a variable number of iterations. In each iteration the 
evidence accumulates that some points are better exemplars. It can be seen in Eqs. (1) 
and (2) that there is a circular dependency between responsibility and availability. This 
is handled by initializing a(i, k) to a zero value so that r(i, k) can be calculated in the 
first iteration. After this the availabilities are calculated and stored to be ready for the 
next iteration. 

3 Preliminaries 

3.1 Definitions and Problem Formulation 

First we briefly introduce the notations that will be used in the rest of paper. 
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Table 1. Meanings of Symbols Used 

vSim( i, j) visual similarity distance between two images 
aSim( i, j) tag similarity distance between two images 
iSim( i, j) title similarity distance between two images 

q a query image user submits 
r a query radius 

| | the number of objects in  

Symbols Meaning 
 a set of social images 

i the i-th social image and i�  
n the number of images in  
m the number of predefined classification tags 

Sim( i, j) unified similarity distance between two images 

 

As we know, for a social image, it is composed of two kinds of features such as 
objective features and conceptual ones. The objective features of an image mainly refer 
to visual features. For the conceptual features, the tags and webpage title of a social 
image need to be considered.  

DEFINITION 1(Social Image). A social image λi can be modeled by a four-tuple: 

    λi::= <i, vis, tag, title >                       (3) 

where  
– i refers to the social image ID;  
– vis refers to the visual features of λi such as color histogram, texture, etc;  
– tag refers to a set of tags information provided by users; 
– title is the webpage title of the λi; 

Generally speaking, for a user Ui, he has different preferences in different period of 
time. Moreover, for his preferences, it is evident that the extent of such preferences be 
various during the time.    

DEFINITION 2(User). A user Ui can be modeled by a triplet: 

    Ui::= <i, N, P>                               (4) 

where  
– i refers to the user ID; 
– N denotes the user name;  
– P denotes the preferences of the Ui, formally represented by a triplet: 

 P ::=<name, tem, prob>                        (5) 

where  

  name is the preference name of Ui;  
  tem is the temporal information of Ui; 

  prob is the extent of the preference of Ui and prob∈[0,1]; 
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According to the usage of the user tags, the tag can be divided into two categories: 
object tag and classification tag.  

DEFINITION 3(Object Tag). An object tag(OT) of an image λi is a tag that describes the 
image.  

DEFINITION 4(Classification Tag). A classification tag(CT) of an image λi is a tag that 
can represent the classification of the image.  

Fig. 2. An example social images for “tiger” with highlighted title, tag and comments 

For example, for an image that describes an apple computer, ‘apple’ belongs to the 
OT, and ‘computer’ belongs to the CT. 

3.2 Similarity of Textual Information  

With the maturity of Web 2.0, the context of a social image is often very closer to its 
semantic meaning [4] and thus comparing textual features is beneficial. For the images, 
we also make comparisons for the associated metadata. The tags or the title of a social 
image can be regarded as a word set(WS) that is composed of a couple of words.  

● Preprocessing  

The context information that accompanies an image also has to be preprocessed before 
any clustering process. The preprocessing step includes normalization and comparison. 
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The normalization process involves stemming and removing stop words. Stemming is 
achieved by a WordNet stemmer and can be summarized by an example: changing the 
word “realization” to the stem “realiz-”. For comparison purposes, this is useful 
because the words “realize” and “realization” will now be recognized by our text 
comparison algorithm as a similar word through their common stem. The second part of 
the normalization involves eliminating stop words such as “I”, “do” or “the” because 
they will inflate the score of the comparison algorithm and affect clustering quality. For 
example, two sentences being compared may have many stop words in common but 
this does not necessarily imply that the sentences are indeed relevant. 

All punctuation symbols are removed and capitalized letters substituted for similar 
reasons. After normalization is complete every text can be compared using the 
following textual similarity measure and given a similarity score. Tags are only 
compared with tags, title with title, and description with description. 

● Similarity Measure   

Given two WSs(e.g., X and Y), the similarity measure of two words set X and Y can be 
defined in Eq.(6). 

{ : ( , ) 0} { : ( , ) 0}1 1
( , )

| | | |

y Y s x y x X s x y
x X y Y

sim X Y
X Y

∈ = ∈ =
∈ ∈

+ 
=

+
               (6) 

where s(x,y)=0 means word x is the same to y. This similarity is measured by the 
percentage of the same common words in two WSs. 

For example, given two WSs: s1=“Tiger Woods Greatest Golf Shot Ever” and s2 = 
“Tiger Woods Amazing Golf Shot”, their similarity distance is 0.73 because there are 
four common words between s1 and s2. 
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4 Probabilistic User Preference Model 

To facilitate a personalized clustering process, in this section, we propose a 
probabilistic user preference model. 

DEFINITION 5(User Preferences Distribution Table). A user preferences distribution 
table(UPDT) of the i-th user(Ui) can be represented by a triplet: 

    UPDTi::= <i, Prefj, Probj>                           (7) 

where  
– i refers to user ID;  

– Prefj refers to the j-th preference Ui has and j∈[1,|Pref|]; 

– Probj is the probability value that Uj chooses the Prefj and j∈[1, |Pref|]; 

Table 2 shows an example of the probabilistic distribution of a user’s preferences. It is 
worth mentioning that Prefj in definition 5 is the same to the classification tag(CT) in 
definition 4. 
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Table 2. An example of the probabilistic distribution of the i-th user’s preferences 

Preference(Prefj) Probability(Probj) 

computer 50% 

fruit 30% 

history 20% 

5 The Clustering Algorithm 

In this section, we propose a personalized multi-feature-based social image clustering 
method.  

5.1 Determining Features Weights 

Assuming that each type of visual and conceptual features contributes equally in image 
recognition is not supported in human perpetual system, as different image feature 
plays different roles for effective image clustering.  

How to obtain the relative weight of information carried by each of three kinds of 
features(i.e., the visual features (e.g., color histogram, texture, etc), tag and title) is 
critically important to the clustering effectiveness. Simply concatenating the multiple 
features to form a single high-dimensional feature may not be effective in terms of 
clustering accuracy. So in this work, we introduce two multivariable regression 
methods(i.e., multivariable regression(MVR) and support vector regression(SVR)) to 
determine the weight for each feature. The goal of our approach is to apply linear and 
nonlinear regression models to investigate the correlation between distance of each 
feature type and closeness between two social images. 

In the model, distance between two image items, , can be presented as a linear 
function of distance for the above three features. Symbolically, it can be written as 
below, 

(λi,λj)=×vSim(λi,λj)+×aSim(λi,λj)+×iSim(λi,λj)            (8) 

where w=[wv,wa,wi] is the vector of weight coeffcients to be determined (v, a and i 
denote visual feature, tag, and title feature) and d=[vSim(λi,λj), aSim(λi,λj), iSim(λi,λj)] is 
the vector of independent distance value for each type of feature. 

To determine the weight of Eq. (8), we first apply the MVR method. For training 
purpose, we select 2n image data [m1,m2…m2n] from the database, and we also have the 
distance value of similarity measurement [dSim1,dSim2,…,dSimn], e.g. Simi represents 
the distance between mi and mi+1. In this study, the distance value between two images 
is normalized to boolean value. For similar pair of image items, the final distance is set 
to be 1 and otherwise 0. The users determine whether two image objects are similar or 
not. After we determine the similarity between the pairs of training data, we get n*3 
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matrix. Each row has three items [vSim, aSim, iSim], i.e. the distance values taken by 
the above independent feature and dSim is a boolean value representing the similarity. 
With this matrix, we are able to calculate the weight for three features by the MVR. 

Similarly, we can also obtain the corresponding weights of the above three features 
by adopting the SVR. 

5.2 The Algorithm 

Based on the above unified similarity distance, for n social images, we can obtain a 
distance matrix Dn×n as an input of the AP clustering algorithm[10] by which images 
are grouped into k clusters. For each cluster, there exists a set of candidate tags.  
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Fig. 3. An example of the final ranking score 

Next, we propose a ranking method of the clusters based on users’ preferences. The 
method is described as follows: for each cluster(Ci), we first calculate the probabilities 
that some predefined CTs appear in Ci. Then, a final ranking score(sClus) between Ci 
and the UPDT can be derived in Eq.(9):  

| |
1( ) . .Pref

ji j jsClus C CT Prob Pref Prob== ×               (9) 

where CTj.Prob denotes the probability that CTj appears in Ci, for i∈[1,k] and j∈[1,m]. 

For example, as shown in Fig.3, suppose that there are three clusters. For each 
cluster, there exists a CT distribution table. Based on Eq.(9), for cluster 1, the final 
ranking score can be derived by: sClus(C1)=60%×50%+ 30%×30%+10%×20%=0.41. 
Similarly, we have: sClus(C2)=0.34, and sClus(C3)=0.3. 

For the clustering process, it is composed of two stages: 1) image clustering(lines 
2-6), and 2) ranking the clustered images according to the user’s preference(lines 7-9). 
When user Ui submits a query image λq, a query results(S) are returned(line 3). Its three 
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kinds of features are extracted(line 4) and an unified similarity distance matrix is 
obtained(line 5). Then, the images in S are grouped by the AP clustering algorithm [10]. 
After that, for each cluster, we calculate the final ranking score with the Ui’s 
preferences(lines 7-8). Therefore, the clustering result is returned to the user. 

 

Algorithm 1. The pMFC algorithm 
Input: query image λq, Ui, r 
Output: cluster results 
1.  S←Φ;            //   initialization   
2.  a user Ui submits a query image λq; 
3.  the image query results(S) are returned by a search engine as input images; 
4.  extract three kinds of features of each image in S; 
5.  obtain an distance matrix based on an unified similarity measure;  
6.  cluster the images in S by the AP clustering method;    
7.  for each cluster Ci do      
8.    calculate the final ranking score(sClus(Ci)) with Ui’s UPDT based on Eq.(9);   
9.  end for;  
10. return the result clusters that are ranked according to the sClus descending;  

Fig. 4. The pMFC clustering algorithm 

6 Experiments 

In this section, we present an extensive performance study to evaluate the effectiveness 
of our proposed clustering method. The image data we used are down- loaded from 
Flicker.com[1] which contains a set of the 50,000 images. All image data can be 
divided into 10 categories such as ‘computer’, ‘fruit’, ‘vehicle’, ‘animal’, ‘bird’, 
‘flower’, ‘people’, ‘school’, ‘music’ and ‘food’. We implemented the pMFC clustering 
method. All the experiments are run on a Pentium IV CPU at 2.0GHz with 2G Mbytes 
memory.  

6.1 A Prototype Clustering System 

We have implemented an online social image clustering system to testify the 
effectiveness of our proposed retrieval method comparing with the conventional 
one [3]. As shown in the right part of Fig. 5, when user submits an example image 
and the user’s preferences as well, the clustered images are quickly obtained by the 
system. The right part of the figure is the clustering result in which the similarity 
and confidence values of the answer images are given with respective to the query 
one. 
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Fig. 5. One social image clustering example 

6.2 Effectiveness of the Clustering Method 

In the following experiments, we evaluate the effectiveness of our proposed clustering 
method. 

Denoting the set of ground-truth as rel, and the set of results returned by the 
clustering method as ret, the recall and precision achieved by this clustering method is 
defined as: 

        
| |

| |

rel ret
recall

ret

∩= , 
| |

| |

rel ret
precision

rel

∩=                       (10) 

In the first experiment, we test the effect of two clustering methods on the clustering 
effectiveness. Fig. 6 illustrates a Recall-Precision curve for the performance 
comparisons of the conventional visual-feature-based approach and our proposed 
probabilistic clustering one. It compares the average clustering result of 20 images 
queries randomly chosen from the database. The figure shows that the clustering 
performance of the probabilistic clustering method is better than that of the 
conventional one by a large margin. This is because compared with the conventional 
similarity metric, the multi-feature-based approach can better capture the inherent 
similarity between two images. And the user’s clustering intention can be better 
represented by the user preference probabilistic model. 
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Fig. 6. Recall vs. precision 
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6.3 Comparison of Two Regression Methods 

In this experiment, we compared with the two multi-variable regression methods. Fig. 
7 shows the performance of query processing in terms of clustering accuracy. It is 
evident that the SVR outperforms the MVR. The clustering accuracy of the both 
regression methods increases slowly as the data size grows, then their accuracies 
decreased gradually. 
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Fig. 7. Comparison of two regression methods 

6.4 Effect of Data Size 

In the last experiment, we proceed to evaluate the effect of data size on the clustering 
method. Fig. 8 indicates that with the increase of data size, the accuracy of the pMFC is 
increasing. The results conform to our expectation that the search region of pMFC is 
significantly reduced and the comparison between any two images is a CPU- intensive task. 
The CPU cost of sequential scan is ignored due to the expensive computation cost of it. 
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Fig. 8. Effect of data size 

7 Conclusions 

In this paper, we presented a novel framework for personalized probabilistic multi- 
feature-based clustering method for social image query results. The prototype 
retrieval system is implemented to demonstrate the applicability and effectiveness of 
our new approach to social image clustering process. 
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Abstract. Recent research on Web page clustering has shown that the
user query plays a critical role in guiding the categorisation of web search
results. This paper combines our Query Directed Clustering algorithm
(QDC) with another existing algorithm, Suffix Tree Clustering (STC),
to identify common phrases shared by documents for base cluster identi-
fication. One main contribution is the utilising of a new Wikipedia link
based measure to estimate the semantic relatedness between query and
the base cluster labels, which has shown great promise in identifying the
good base clusters. Our experimental results show that the performance
is improved by utilising suffix trees and Wikipedia links.

Keywords: Document Clustering, Semantic Distance, Semantic Relat-
edness.

1 Introduction

Over the past few years, there has been an exponential increase of the World
Wide Web. The sheer amount of information and every genre and niche made
information access difficult for everyday user. Navigation is now mainly done by
search engine, such as Google, but difficulties in query construction and the long
list of inaccurate results even make this facilitated approach a challenge.

One method of making the web more accessible for people is to cluster the
results into clearly distinguishable topics. This allows the user to refine what
would be an unclear, ambiguous query, and filter out irrelevant results relative to
the topic. For example, a query “jaguar” can either mean the American big cat,
the British car manufacturer, an operating system by Apple, etc. An algorithm
to cluster similar documents together makes it easier to disambiguate.

Much work has been carried out in the fields of web page clustering. Almost
all the data clustering algorithms have been applied on web search results clus-
tering, including Hierarchical Agglomerative clustering, K-means, K-Medoids,
Probablistic, fuzzy c-Means, Bayesian, Kohonen self-organising maps, density
based, etc. The two algorithms that are closely related to this research are Suffix
Tree Clustering (STC) [1], and Query Directed Web Page Clustering (QDC) [2].
STC relies on a suffix tree to efficiently identify common phrase shared by docu-
ments. QDC[2] takes into account the query that the user inputs, and our recent
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research [3] has shown that it outperforms other existing algorithms including
STC.

However, the query directed approach that QDC utilizes is limited by the
single word labels on the clusters. This paper aims to combine the QDC with
STC, so we can use suffix tree to effectively identify the phrases commonly
shared by documents, and then use the phrases rather than single words to form
base clusters. The key to QDC’s success is a semantic distance measure that
estimates the distance between a query and a base cluster label. A limitation
is that the original QDC uses a semantic distance measure named normalized
Google distance (NGD) [4] which requires to dynamically query the search engine
many times, so it can be slow and expensive. Wikipedia as one of the largest
information source on the Internet has shown promise in improving many natural
language processing systems. This paper aims to use Wikipedia, especially the
link structure, as the external source to provide semantic information.

This paper has two main contributions: (1) combining QDC and suffix tree
clustering and building the base clusters use phrases instead of single words, and
(2) using a new wikipedia-based semantic similarity measure to replace NGD.

The rest of the paper is broken down into four parts. Section 2 discusses
the finer details of STC, QDC, NGD and a Wikipedia Link-Based Measure
(WLM) [5], and their respective advantages and disadvantages. Section 3 details
the two modifications made to the QDC algorithm via the use of suffix tree and
WLM in place of NGD. Section 4 evaluates our Extended Query Directed Clus-
tering (EQDC) algorithm, along with the two modifications separately, with the
original QDC algorithm. The final section summarizes the results and possible
future works.

2 Background and Related Work

There are many clustering algorithms that have been developed for web page
clustering. For the purposes of this paper, we will focus on the two most rele-
vant clustering algorithms: STC and QDC. These two clustering algorithms are
broken down into several general steps to produce the output of a list of clusters
that contain the set of documents relevant to the topic.

First step to any clustering algorithm is to pre-process the data. This involves
removing any tags, punctuation marks and stop words, stemming words to their
root form and converting all character to lowercase. After this, both STC and
QDC algorithms identify and group a set of documents sharing the same word in
a process called base cluster identification. These base clusters are then merged
further to produce clusters of documents.

2.1 Suffix Tree Clustering (STC)

The unique aspect of STC [1] involves inputting sentences from the document
into a suffix tree [6]. As shown in figure 1, after the documents have been read,
each node of the suffix tree forms a base cluster, which are then merged if they
hold more than half the documents in common for base clusters [1].
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The main advantage of STC is that STC runs on linear time and has superior
precision over more common algorithms such as K-means. Furthermore, the base
clusters constructed use phrases instead of single words. Although STC is a very
useful clustering algorithm, it is slightly outdated in comparison to algorithms
such as QDC. For example, the single-link clustering that STC uses may cause
cluster drifting. Such factors mean that QDC has superior precision and recall
in comparison to STC overall.

Fig. 1. Example of Suffix Tree Clustering

2.2 Query Directed Web Page Clustering (QDC)

QDC algorithm [2] consists of five major steps after pre-processing:

1. The base cluster identified and filtered out in the base cluster identification
process.

2. The remaining base clusters are merged in a single-link clustering.
3. The merged clusters are split if necessary to prevent cluster drifting.
4. From the resultant clusters, the best quality clusters are chosen via the use

of a heuristic.
5. The selected clusters are labeled, cleaned of irrelevant documents and have

its pages reordered.

This clustering algorithm first introduced comparing the semantics of the query
to the base clusters labels to select the most relevant clusters in the base cluster
identification process. The process is broken down into three parts. First, the
documents sharing a single word form a base cluster and the word is the label
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of the base cluster, denoted as D(b). Then, only the base clusters that holds
at least 4% of the total number of documents are selected. After filtering by
size, the minimum query distance QD(b) between each of the terms in the query
and the label D(b) of the base cluster b is calculated using normalized Google
distance (equation 3, see 2.3 for details), as shown by the equation below:

QD(b) = min
term∈query

NGD(D(b), term) (1)

The cutoff point for the maximum query distance allowed for a base cluster is
set at 1.5 and 2.5 for full and snippet length data respectively. Cutoff point is
more lenient for snippet length data due to snippet data containing dramatically
less content [2].

The next step orders the base clusters by their quality in respect to the query.
It does this by defining the quality of the base cluster by a heuristic value
baseQuality(b).

baseQuality(b) =
|b|

QD(b)
(2)

After reordering, the algorithm removes any excess base clusters, keeping the
number of clusters proportional to the total number of pages being clustered.

The base cluster identification significantly cuts down the number of base
clusters left before the clusters are merged, leaving only the best grouping in
terms of size and quality. This results in QDC being on an order of ten times
faster comparison to STC, even though the later stages of QDC is significantly
more complex than STC [2].

Although QDC is much faster and effective than STC algorithm in general,
there are limitations of QDC that can be improved on. For example, the base
clusters during the identification process are only represented by a single word.
In most cases, this would be sufficient enough to give an accurate description.
However, there are outlier cases where a phrase would be better suited than a
single word. The phrase ‘operating system’ is a lot more useful than single words
such as ‘operating’, ‘system’ or even ‘computer’. In such cases, the use of a suffix
tree like the STC algorithm would be a valid option.

2.3 Normalized Google Distance (NGD) and Wikipedia Link-Based
Measure (WLM)

Measuring semantics is another field in computer science that is ever expanding.
Nowadays, the analysis of semantics is mainly done by the use of two major fields.
One is of formal semantics, where the structure of the sentence is broken into
precise meaning, and the other is of statistical semantics, where the sentence is
broken by the analysis of patterns of words in a large database collection. For the
purposes of this paper, this discussion will be focusing only on how distant two
words are instead of their respective meanings, and will discuss two functions
used to measure the distance between the words: normalized Google distance
(NGD) [4] and Wikipedia Link-based Measure (WLM) [5].
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NGD(x, y) =
max{logf(x), logf(y)} − logf(x,y)

logM − min{logf(x), logf(y)} (3)

Normalized Google distance is a semantic distance measure that utilizes Google
search engine to calculate how distant two keywords are from each other. It is
derived from the number of hits for each keywords x and y, denoted f(x) and
f(y) and the number of web pages where both x and y occur, denoted f(x, y).
Finally, M denotes the total number of documents indexed by the search engine.

Wikipedia Link-based Measure, on the other hand, covers two new methods of
measuring semantics between two words using articles from Wikipedia. This was
introduced in 2008 by David Mile and Ian H. Witten [5]. The first measure uses
the angle between the vectors of the two links within each article, similar to the
TF-IDF measure used frequently in information retrieval. The second measure,
which was the one we use, exploits the hyperlinks shared between two Wikipedia
articles to find the semantic similarity, as shown by the formula below:

sr(a, b) =
log(max(|A|, |B|)) − log(|A ∩ B|)
log(|W |) − log(min(|A|, |B|)) (4)

In the above equation, A and B are the set of articles that link to articles a and
b, and W is the entire Wikipedia.

The original QDC algorithm relies on NGD to compare the distance between
the query to the labels of base clusters. This requires to query a search engine
multiple times which can be slow and is a major limitation. By showing that other
semantic similarity measures are valid in place of NGD for the QDC algorithm,
there will be other opportunities to improve the efficiency and accuracy of the
original algorithm.

3 EQDC Algorithm

QDC algorithm has 5 logical steps and we have modified the first step of the
algorithm on two different ways: (1) modifying the way for creating base clusters
such that a phrase is used as a label, and (2) modifying similarity measure from
Normalized Google Distance (NGD) to WikiMiner’s semantic similarity measure.

3.1 Phrase Substitution for Single Word Labels

We define phrases as being an ordered sequence of one or more words extracted
from the documents after pre-processing, and base cluster as an abstract repre-
sentation documents share in common.

The algorithm uses a suffix tree structure which takes in an input of phrases of
limited maximum size from the documents. The suffix tree then creates base clus-
ters containing the set of documents which containing the same ordered sequence
of words as the suffices produced. Then the procedure of filtering out base clusters
in terms of size and quality is carried out, where the semantic distance of the label
of the base cluster is compared with each of the query terms.
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The original filter for the quality was determined by the minimum distance
between a single query term and the single word label [2], using the NGD formula
(3). In order to avoid the high cost of calculating NGD, another change we made
is to utilize the local data set of documents instead of querying the search engine.
This means that f(x), f(y) and f(x, y) equals to the number of documents that
contains x, y and documents that contains both x and y respectively, and M
being the total number of documents in the data set.

To accommodate for measuring semantic distance between phrases and query
for the base cluster filtering, a modification was made to the original algorithm.
This distance is the minimum average distance between a query and each of the
words in the phrase, where D(b) is the ordered sequence of words that labels
base cluster b:

QD(b) = min
x∈query

∑
y∈D(b)NGD(x, y)

|D(b)| (5)

The cluster merging process in the original QDC algorithm merged the base
clusters together in single-link clustering [2]. Two heuristic values are calculated
and is compared against two thresholds. Both threshold must be satisfied before
the clusters are merged. First compares the sets of documents in the two clusters,
and the second compare the semantic similarity of the labels for the clusters.
For the semantic comparison between the labels, a threshold value of γ = 4.0 is
used as shown in the equation below, where f(d1) and f(d2) are the number of
hits for the keyword d1 and d2 respectively out of M documents, and f(d1 ∧ d2)
is the number of documents containing both keywords.

γ <
Mf(d1 ∧ d2)

f(d1)f(d2)
(6)

To accommodate the use of phrases in the EQDC algorithm, we have modified
the above equation to search for the number of documents in the local data set
containing each of the terms of the phrases D(c1) and D(c2) from the clusters
c1 and c2.

γ <
M
∏

d1∈D(c1),d2∈D(c2)
f(d1 ∧ d2)∏

d1∈D(c1)

∏
d2∈D(c2)

f(d1)f(d2)
(7)

After these have been carried out, the clusters then undergo the same procedure
as outlined in the QDC algorithm [2].

3.2 WikiMiner Semantic Similarity Measure

One of our main contributions is to investigate the effect of using a different
semantic distance measure in place of the original NGD. For this, we used a
new semantic relatedness measure called Wikipedia Link-based measure (WLM).
Our research also finds many other methods for calculating semantic relatedness
between word pairs [7,8,9]. We choose to use WLM because it is a light weighted
method and it is supported by a recent data mining tool called WikiMiner [5].

The raw relatedness value returned by WikiMiner[5], however, was unsuitable
to be used directly in the base cluster identification process, as NGD measures
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the distance between two terms and range from zero distance to infinite distance,
while WLM gives a value that range from zero similarity to exact similarity.
Therefore, a conversion was applied that converted the semantic relatedness
value into a distance value via the formula outlined in (8):

dist(x, y) = ln(
1

sim(x, y)
) (8)

The dist(x, y) value is substituted for NGD(x, y) in formula (5). After applying
the conversion, both NGD and WLM filter out base clusters under the same
cutoff threshold.

4 Evaluation

Since EQDC focuses primary on modifying the base cluster identification process,
we have decided to leave the rest of the algorithm out and tested only the base
clusters formed. By doing this, we can get a clear idea of whether the quality
of the base cluster filtering process has improved from QDC to EQDC, making
further extension much more promising.

For the experiments, we evaluated QDC against three different modifications:
(1) using only the phrase label for the base cluster, (2) modifying the seman-
tic measure, and (3) using the combination of both (1) and (2) by forming the
EQDC algorithm. These four algorithms were tested against three subset of the
raw data set [10]. Each were matched up with the respective queries ’jaguar’,
’apple’ and ’victoria’. All three of the queries were suitable due to their am-
biguous meaning. For example, ’jaguar’ could mean either a car, an animal or a
Macintosh operating system, making it ideal to separate out the documents into
the respective topics. Furthermore, our test data for each data set included a
manually labeled gold standard clustering, to which each of the clustering pro-
duced from the algorithms was then evaluated against. More information on the
data set is discussed below.

After a few preliminary tests, we discovered that it was unnecessary to exceed
the maximum phrase size of 3. This was due to the base clusters formed with
phrase size of 3 had for too few documents contained within the set. This meant
that these base clusters would almost immediately be filtered out.

4.1 Experimental Setup

To calculate the F-score for each of the clusters produced, we used 2 dimensional
arrays of precision, recall and f-measure for every possible pair of the evaluated
clusters and the gold clusters. From the 2 dimensional array the best precision,
recall and f-measure out of the gold clusters for each evaluated clusters were
taken. Finally, the weighted average of the precision, recall and f-measure was
calculated by taking the Root-Mean-Square of the values. This is done by taking
the average of the square of each entry, which then a square root is applied to
the average value. Apart from the weighted measures, we also present the results
of simple average Precision and Recall.
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4.2 Test Data Set

The test data set used to evaluate the algorithms consists of 400 snippet data
and 40 full length data [10], containing documents obtained from the web on
various keywords such as ’jaguar’, ’apple’, ’victoria’, ’football’ and such. Within
each keyword there are subjects that the documents related to, which forms the
gold labelling for the documents. Furthermore, the documents are pre-processed
by removing tags, punctuation and stop words, and stemming remaining words.
This test data was formerly used by Daniel Crabtree to test his QDC algorithm
[2]. This is currently the best external data available for use in query directed
clustering algorithms, as other clustering data does not contain the necessary
query along with the gold standard.

4.3 Results

From the results, it is clear that EQDC performs marginally better in all three
modification than the original algorithm. Furthermore, we can also see a slight
overall improvement when phrases are used instead of single words. As shown
in Table 1, the use of WLM alone produces clusters that are almost identical
in both precision and recall in comparison to the clusters produced from QDC
algorithm. WLM and QDC give an overall F-scores that are almost identical.
By combining phrases and WLM, the final EQDC shows an improvement.

Table 1. P(Precision), R(Recall) and F(F-measure) average over the three queries

QDC using NGD QDC using NGD QDC using WLM EQDC (using WLM
Phrase size 1 Phrase size 2 Phrase size 1 Phrase size 2)

P
Average 0.6622 0.6720 0.6644 0.6955
Weighted 0.6762 0.6908 0.6837 0.7139

R
Average 0.7430 0.7687 0.7364 0.7770
Weighted 0.7781 0.8050 0.7764 0.8096

F
Average 0.6488 0.6725 0.6556 0.6924
Weighted 0.6828 0.7093 0.6960 0.7282

5 Conclusion

This paper introduces Extended Query Directed Clustering (EQDC) which com-
bines QDC with Suffix Tree clustering (STC) and utilises a new similarity mea-
sure for estimating the distance between a query and a base cluster label. The
results from the tests show that EQDC is a modification that can further improve
the quality of web page clustering. Although the use of phrases and different se-
mantic measures separately did not yield any conclusive results, using the two
in conjunction can lead to improvements of the QDC algorithm.

Possible future extension may include modifying other components of the
QDC algorithm. One such example is the Cluster Merging process, where the
semantic similarity of the description has a large effect on whether the clusters
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are merged or not. In addition, the use of other better semantic similarity mea-
sure algorithm for phrases, such as ESA [11] will most likely to have a positive
effect on the accuracy of the algorithm. We will also test our algorithm on larger
data sets.
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Abstract. Recent improvements in positioning technology have led to a much
wider availability of massive moving object data. One of the objectives of spatio-
temporal data mining is to analyze such datasets to exploit moving objects that
travel together. Naturally, the moving objects in a cluster may actually diverge
temporarily and congregate at certain timestamps. Thus, there are time gaps
among moving object clusters. Existing approaches either put a strong constraint
(i.e. no time gap) or completely relaxed (i.e. whatever the time gaps) in dealing
with the gaps may result in the loss of interesting patterns or the extraction of
huge amount of extraneous patterns. Thus it is difficult for analysts to understand
the object movement behavior.

Motivated by this issue, we propose the concept of fuzzy swarm which softens
the time gap constraint. The goal of our paper is to find all non-redundant fuzzy
swarms, namely fuzzy closed swarm. As a contribution, we propose fCS-Miner al-
gorithm which enables us to efficiently extract all the fuzzy closed swarms. Con-
ducted experiments on real and large synthetic datasets demonstrate the
effectiveness, parameter sensitiveness and efficiency of our methods.

Keywords: Fuzzy closed swarm, fuzzy time gap, frequent itemset.

1 Introduction

Nowadays, many electronic devices are used for real world applications. Telemetry at-
tached on wildlife, GPS installed in cars, sensor networks, and mobile phones have
enabled the tracking of almost any kind of data and has led to an increasingly large
amount of data that contain moving object information. One of the objectives of spatio-
temporal data mining [2] [4] [5] [10] [11] [12] [14] is to analyze such datasets for in-
teresting patterns. For example, Buffaloes in South Africa (165 animals reported daily),
Golden Eagles in Alaska (43 animals reported daily), and so on1. Analyzing this data
gives insight into entity behavior, in particular and migration patterns [12]. The analysis
of moving objects also has applications in transport analysis, route planning and vehicle
control, socio-economic geography, location prediction, location-based services.

One of the crucial tasks for extracting patterns is to find moving object clusters (i.e.
group of moving objects that are traveling together). A moving object cluster can be
defined in both spatial and temporal dimensions: (1) a group of moving objects should

1 http://www.movebank.org

S. Zhou, S. Zhang, and G. Karypis (Eds.): ADMA 2012, LNAI 7713, pp. 100–114, 2012.
© Springer-Verlag Berlin Heidelberg 2012

http://www.movebank.org
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Fig. 1. An example of moving object clusters. o1, o2 are moving objects, c1, . . . , c4 are clusters
which are generated by applying some clustering techniques and A, B, C, F are spatial regions.

be geometrically closed to each other, (2) they should be together for at least some
minimum number of certain timestamps. In this context, many recent studies have been
defined to mine moving object clusters including flocks [2], moving clusters [9], convoy
queries [10], closed swarms [12], group patterns [14], etc...

The common part of such patterns is that they require the group of moving objects
to be together for at least mint timestamps (i.e. could be consecutive or completely
be non-consecutive), which might not be practical in the real cases. For instance, if
we set mint = 3 and the timestamps must be consecutive in Figure 1, no moving
object cluster can be found. But essentially, these two objects, o1 and o2, travel together
even though they temporarily leave the cluster at some snapshots. To address this issue,
Zhenhui Li et al. [12] propose swarm in which moving objects are not required to
be together in consecutive timestamps. Therefore, swarm can capture the movement
pattern in Figure 1. The pattern is ”o1, o2 are moving together from A to B to C and to
F at timestamps t1, t2, t4 and t1000”. This pattern could be interesting since it expresses
the relationship between o1 and o2. However, the issue here is that it is hard to say that
o1 and o2 moving together to F since they only meet each other at F by chance after
996 timestamps. In other words, enforcing the consecutive time constraint may result in
the loss of interesting moving object clusters, while completely relaxing this constraint
may generate a large number of extraneous and useless patterns.

In this paper, we propose a new movement pattern, called fuzzy closed swarm, which
softens the consecutive time constraint without generating extraneous patterns. The key
challenge is to deal with the time gap between a pair of clusters since: 1) it is difficult
to recognize which size of a time gap is relevant or not, 2) we need to know when the
patterns should be ended to eliminate uninteresting ones. To address these issues, we
present the definition of fuzzy time gap and fuzzy time gap participation index. Obtained
patterns are of the type ”o1, o2 are moving together from A to B to C with 60% weak,
20% medium and 20% strong time gaps”. These patterns are characterized by their time
gap frequency (or support), which is by definition the proportion of time gaps involved
in the patterns. As a contribution, we propose fCS-Miner algorithm to efficiently extract
the complete set of fuzzy closed swarms. The approach shares the same spirit with
the GeT Move algorithm [5] [6] but is different in terms of goal and properties. The
effectiveness as well as efficiency of our method are demonstrated on both real and
large scale synthetic moving object databases.

This paper is structured as follows. Section 2 discusses the related work. The def-
initions of fuzzy time gap and fuzzy closed swarm are given in Section 3. fCS-Miner
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algorithm will be clearly presented in Section 4. Experiments testing effectiveness and
efficiency are shown in Section 5. Finally, we draw our conclusions in Section 6.

2 Related Work

As mentioned before, many approaches have been proposed to extract patterns. For in-
stance, Gudmundsson and Van Kreveld [2] define a flock pattern, in which the same set
of objects stay together in a circular region with a predefined radius, Kalnis et al. [11]
propose the notion of moving clusters. Jeung et al. [10] define a convoy pattern and pro-
pose three algorithms CMC,CuTS,CuTS∗ that incorporate trajectory simplification
techniques in the first step. Then, the authors proposed to interpolate the trajectories by
creating virtual time points and by applying density measurements on trajectory seg-
ments. Additionally, the convoy is defined as a candidate when it has at least k clusters
during k consecutive timestamps.

Recently, Zhenhui Li et al. [12] propose the concept of swarm and closed swarm
and the ObjectGrowth algorithm to extract closed swarm patterns. The ObjectGrowth
method is a depth-first-search of all subsets of ODB through a pre-order tree traversal.
To speed up the search process, they propose two pruning rules. Apriori Pruning and
Backward Pruning are used to stop traversal the subtree when we find further traversal
that cannot satisfy mint and closure property. After pruning the invalid candidates, a
ForwardClosure checking is used to determine whether a pattern is a closed swarm.
In [14], Hwang et al. propose two algorithms to mine group patterns, known as the
Apriori-like Group Pattern mining algorithm and Valid Group-Growth algorithm. The
former explores the Apriori property of valid group patterns and the latter is based on
idea similar to the FP-growth algorithm.

The interested readers may refer to [7] where short descriptions of the most efficient
approaches and interesting patterns are proposed. Nevertheless, all the work above is
not able to address the problem of capturing fuzzy closed swarms.

3 Problem Statement

3.1 Preliminarily Definitions

Let us assume that we have a set of moving objects ODB = {o1, o2, . . . , oz}, a set of
timestamps TDB = {t1, t2, . . . , tm}.

Database of Clusters. A database of clusters, CDB = {C1, C2, . . . , Cm}, is the col-
lection of snapshots of the moving object clusters at timestamps {t1, t2, . . . , tm}. Note
that an object could belong to several clusters at one timestamp (i.e. cluster overlap-
ping). Given a cluster c ∈ CDB and c ⊆ ODB , |c| and t(c) are respectively used to
denote the number of objects belong to cluster c and the timestamp that c involved in.
To make our framework more general, we take clustering as a preprocessing step. The
clustering methods could be different based on various scenarios. We leave the details
of this step in the Appendix Obtaining Clusters.
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(a) Convoy (b) Swarm

Fig. 2. An example of convoy and swarm where c1, c2, c3, c4 are clusters

Fig. 3. Membership degree functions for fuzzy time gaps

From now, O = {oi1 , oi2 , . . . , oip}(O ⊆ ODB) stands for a group of objects, T =
{ta1 , ta2 , . . . , tam} (T ⊆ TDB) is the set of timestamps within which objects stay
together.

Convoys and Closed Swarms. Informally, a convoy (O, T ) is a group of objects O
containing at least mino individuals which are closed each other during at least mint

consecutive time points T . While, consecutive time constraint is relaxed in swarm in
which objects in O are closed each other for at least mint timestamps. To avoid redun-
dancy, Zhenhui Li et al. [12] propose the notion of closed swarm for grouping together
both objects and time. A swarm (O, T ) is object-closed if when fixing T , O cannot
be enlarged. Similarly, a swarm (O, T ) is time-closed if when fixing O, T cannot be
enlarged. A swarm (O, T ) is a closed swarm if it is both object-closed and time-closed.

For instance, in Figure 2a, withmino = 2,mint = 2we have two convoys ({o1, o2},
{t1, t2, t3, t4}) and ({o1, o2, o3}, {t3, t4}). While, in Figure 2b, if we set mino = 2 and
mint = 2, we can find the following swarms ({o1, o2}, {t1, t3}), ({o1, o2}, {t1, t4}),
({o1, o2}, {t3, t4}), ({o1, o2}, {t1, t3, t4}). We can note that these swarms are in fact
redundant since they can be grouped together in the following closed swarm ({o1, o2},
{t1, t3, t4}).

3.2 Fuzzy Closed Swarms

As illustrated before, enforcing the consecutive time constraint or completely relaxing
this constraint may result in the loss of interesting patterns or the generation of un-
interesting patterns. To deal with the issue, we propose the adaptation of fuzzy logic
principle in which the strength of time gaps are evaluated with a membership degree
function A (see Figure 3). Given two timestamps t1 and t2, a time gap x between t1
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and t2 is computed as x = |t1 − t2| − 1 (i.e. t1 �= t2). The fuzzy time gap is defined as
follows.

Definition 1. Fuzzy Time Gap. Given two timestamps t1 and t2, a pair of one time gap
x and one corresponding fuzzy set a, denoted by [x, a], is called a fuzzy time gap if
x = |t1 − t2| − 1 is involved in membership function A.

For instance, see Figure 4, there are totally four time gaps which are x1 = 3, x2 =
18, x3 = 34 and x4 = 939. The fuzzy time gap [x1, weak], [x1,medium] and [x1,
strong] respectively are μweak(x1) = 0.9, μmedium(x1) = 0.1 and μstrong(x1) = 0.
Since x4 is out of function A, it cannot be considered as a fuzzy time gap.

Definition 2. Fuzzy Time Gap Set. Given an ordered list of timestamps T = {ta1 ,
ta2 , . . . , tam}, a set of time gaps X = {x1, . . . , xn}, n = m− 1. (X,A) is a fuzzy time
gap set generated from T if ∀i ∈ {1, . . . , n} : xi = |tai − tai+1 | − 1 and ∀x ∈ X : x is
involved in A. Note that for any x ∈ X, x = 0 then x will be excluded from X without
any affection.

For instance, see Figure 4, a proper pattern ({o1, o2}, {t1, t2, t6, t25, t60}) and a fuzzy
time gap set is X = {x1, x2, x3} and for each time gap xi ∈ X , there are a correspond-
ing fuzzy set including strong,medium and weak. Note that x4 is out of membership
function and therefore it is not included in X and ({o1, o2}, {t1, t2, t6, t25, t60, t1000})
will not be considered as a valid pattern.

To highlight the participation of time gaps given by a fuzzy set a, we further propose
an adaptation of the participation index [8] which is fuzzy time gap participation index
proposed to take into account the fuzzy time gap occurrences in the pattern.

Definition 3. Fuzzy Time Gap Participation Ratio. Let (X,A) be a set of fuzzy time
gaps and a be an item of A, the fuzzy time gap participation ratio for a in X denoted
TGr(X, a) can be defined as follows.

TGr(X, a) =

∑
x∈X μa(x)

|X | (1)

Definition 4. Fuzzy Time Gap Participation Index. Let (X,A) be a set of fuzzy time
gaps and a be an item of A, the fuzzy time gap participation index of (X,A) denoted
TGi(X) can be defined as follows.

TGi(X) = Max∀a∈ATGr(X, a) (2)

For instance, see Figure 4, a fuzzy time gap setX = {x1, x2, x3} andTGr(X, weak) =
0.1+0.9+0

3 = 0.33, TGr(X, medium) = 0.1+0.9+0.35
3 = 0.45, TGr(X, strong) =

0+0+0.65
3 = 0.22. Thus, the fuzzy time gap participation index of X , TGi(X) = 0.45.

Fuzzy Swarm and Fuzzy Closed Swarm. Given a group of objects O moving together
in an ordered list of timestamps T and a set of fuzzy time gaps (X,A) generated from
T . (O, T,X) is a fuzzy swarm that contains at least mino objects (resp. |O| ≥ mino)
during at least mint timestamps (resp. |T | ≥ mint) and TGi(X) ≥ ε. The fuzzy
swarm can be defined as follows.
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Fig. 4. A fuzzy closed swarm running example

Definition 5. Fuzzy Swarm. Given integers mino,mint and a user-defined threshold
ε. (O, T,X) is a fuzzy swarm if and only if:⎧⎪⎪⎨⎪⎪⎩

(1) : |O| ≥ mino.
(2) : |T | ≥ mint.
(3) : (X,A) is a fuzzy time gap set.
(4) : ∀i ∈ {1, . . . , n}, TGi({x1, . . . , xi}) ≥ ε.

(3)

Note that if X = {x1, x2, x3} then the condition (4) means that TGi({x1}) ≥ ε,
TGi({x1, x2}) ≥ ε and TGi({x1, x2, x3}) ≥ ε.

By definition, if we set mino = 2,mint = 3 and ε = 0.2 then there are totally 13
fuzzy swarms in Figure 4 such as ({o1, o2}, {t1, t2, t6}, {x1}), ({o1, o2}, {t1, t2, t25},
{x = 22}), ({o1, o2}, {t2, t6, t25, t60}, {x1, x2, x3}) and so on. However, it is obvi-
ously redundant to output fuzzy swarms like ({o1, o2}, {t1, t2, t6, }) since it can be
enlarged to ({o1, o2}, {t1, t2, t6, t25, t60}, {x1, x2, x3}). To avoid mining redundant
fuzzy swarms, we further give the definition of fuzzy closed swarm. Essentially, a fuzzy
swarm (O, T,X) is time-closed if fixing T , O cannot be enlarged (�O′ s.t. (O′, T,X)
is a fuzzy swarm and O ⊂ O′). Similarly, a fuzzy swarm (O, T,X) is object-closed if
fixing O then T cannot be enlarged. Finally, a fuzzy swarm (O, T,X) is a fuzzy closed
swarm if it is both time-closed and object-closed. Our goal is to find the complete set of
fuzzy closed swarms. The definition is formally presented as follows.

Definition 6. Fuzzy Closed Swarm. Given a fuzzy swarm (O, T,X), it is a fuzzy closed
swarm if and only if:{

(1) : �O′, O ⊂ O′ ∧ (O′, T,X) is a fuzzy swarm.
(2) : �T ′, T ⊂ T ′ ∧ (O, T ′, X ′) is a fuzzy swarm.

(4)

For instance (Figure 4), a closed swarm is ({o1, o2}, {t1, t2, t6, t25, t60}, {x1, x2, x3}).

Property 1. Anti-monotonic. For all patterns (O, T,X), if (O, T,X) is not a fuzzy
swarm because of the condition (3) suffering then the following holds:

For all supersets of (O, T,X) by adding a later cluster and a fuzzy time gap in terms
of time to T and X are not fuzzy swarms.
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Table 1. Cluster Matrix corresponding to our running example in Figure 4

TDB t1 t2 t6 t25 t60 t1000
Clusters CDB c1 c2 c3 c4 c5 c6

ODB

o1 1 1 1 1 1 1
o2 1 1 1 1 1 1
o3 1

Proof. After construction, we have ∃k ∈ {1, . . . , n} s.t. TGi({x1, . . . , xk}) < ε. For
any X ′ = {x1, . . . , xn, xm}, (O, T ′, X ′) is not a fuzzy swarm since ∃k ∈ {1, . . . ,m}
s.t. TGi({x1, . . . , xk}) < ε.

4 Discovering of Fuzzy Closed Swarms

The patterns we are interested in here, fuzzy closed swarms, is the association of a set of
objects O, a set of timestamps T and a set of fuzzy time gaps X , denoted (O, T,X). As
first glance, we can employ ObjectGrowth algorithm [12] to extract all closed swarms
and then a post-processing step to obtain all the fuzzy closed swarms. However, moving
object databases are naturally large and thus the search space of closed swarm extract-
ing can be significantly increased (i.e. approximately 2|ODB | × 2|TDB |). Additionally, a
huge amount of generated closed swarms (i.e. including extraneous patterns) can cause
an expensive post-processing task. Furthermore, in real world applications (e.g. cars),
object locations are continuously reported by using Global Positioning System (GPS).
Thus, new data is always available and we need to execute again and again the al-
gorithms on the whole database (i.e. including existing data and new data) to extract
patterns. This is of course, cost-prohibitive and time consuming.

To deal with the issues, we propose fCS-Miner algorithm which is an adaptation
of Incremental GeT Move approach [5] [6] which has already been proved as being
efficient in large moving object databases.

Basic Idea of fCS-Miner Algorithm. As in [5] [6], we first present CDB in a cluster
matrix (see Table 1) so that Incremental GeT Move can be applied to extract all fre-
quent closed itemsets (FCIs). Next, we propose an novel property which can be used
to directly extract fuzzy closed swarms from generated FCIs without a post-processing
step. The cluster matrix definition is as follows.

Definition 7. Cluster Matrix [5] [6]. Given a set of clustersCDB = {C1, C2, . . . , Cm}
where Ci = {ci1ti , ci2ti , . . . , cinti} is a set of clusters at timestamps ti. A cluster matrix
is thus a matrix of size |ODB |×|CDB |. Each row represents an object and each column
represents a cluster. The value of the cluster matrix cell, (oi, cj) is 1 (resp. empty) if oi
is in (resp. is not in) cluster cj .

For instance, see Table 1 and Figure 4, the matrix cell of (o1, c2) is 1 since o1 ∈ c2 and
this is similar for c1, c3, c4, c6. While, the matrix cell of (o3, c1) is empty since o3 �∈ c1.

By applying Incremental GeT Move which mainly bases on LCM algorithm [13]
on the cluster matrix, we are able to extract all FCIs. Let us denote a frequent item-
set as Υ = {c1, c2, . . . , ck}, OΥ contains the corresponding group of moving objects
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which are closed each other in a set of timestamps TΥ = {t(c1), t(c2), . . . , t(ck)}. We
can recognize that |OΥ | = σ(Υ )2, |Υ | = |TΥ | and XΥ is used to denote as a fuzzy
time gap set generated from TΥ . For instance, see Table 1, a proper frequent item-
set is Υ = {c1, c2, c3, c4, c5} with OΥ = {o1, o2}, TΥ = {t1, t2, t6, t25, t60} and
XΥ = {x1, x2, x3}.

The following property, f-closed swarm, is used to verify whenever a frequent itemset
Υ can be a fuzzy closed swarm or not.

Property 2. f-Closed swarm. Given a frequent itemset Υ = {c1, c2, . . . , ck}, XΥ =
{x1, . . . , xn}. (OΥ , TΥ , XΥ ) is a fuzzy closed swarm if and only if:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

(1) : σ(Υ ) ≥ mino.
(2) : |Υ | ≥ mint.
(3) : ∀x ∈ X, x is involved in A.
(4) : ∀i ∈ {1, . . . , n}, TGi({x1, . . . , xi}) ≥ ε.
(5) : �Υ ′ s.t OΥ ⊂ OΥ ′ , TΥ ′ = TΥ and (OΥ ′ , TΥ , XΥ ) is a fuzzy swarm.
(6) : �Υ ′ s.t. OΥ ′ = OΥ , TΥ ⊂ TΥ ′ and (OΥ , TΥ ′ , XΥ ′) is a fuzzy swarm.

(5)

Proof. After construction, we have σ(Υ ) ≥ mino and thus |OΥ | ≥ mino since |OΥ | =
σ(Υ ). Additionally, |Υ | ≥ mint and therefore |TΥ | ≥ mint since |Υ | = |TΥ |. Further-
more, ∀x ∈ X : x is involved in A and ∀i ∈ {1, . . . , n}, TGi({x1, . . . , xi}) ≥ ε..
Consequently, (OΥ , TΥ , XΥ ) is a fuzzy swarm (Definition 5). Moreover, if �Υ ′ s.t
OΥ ⊂ OΥ ′ , TΥ ′ = TΥ and (OΥ ′ , TΥ , XΥ ) is a fuzzy swarm then (OΥ , TΥ , XΥ ) can-
not be enlarged in terms of objects. Therefore, it satisfies the object-closed condition.
Furthermore, if �Υ ′ s.t. OΥ ′ = OΥ , TΥ ⊂ TΥ ′ and (OΥ , TΥ ′ , XΥ ′) is a fuzzy swarm
then (OΥ , TΥ , XΥ ) cannot be enlarged in terms of lifetime. Therefore, it satisfies the
time-closed condition. Consequently, (OΥ , TΥ , XΥ ) is a fuzzy swarm and it satisfies
object-closed and time-closed conditions and therefore (OΥ , TΥ , XΥ ) is a fuzzy closed
swarm according to the Definition 6.

To show the fact that from an itemset mining algorithm we are able to extract the set of
all fuzzy closed swarms, we propose the following lemma.

Lemma 1. Let FI = {Υ1, Υ2, . . . , Υl} be the set of frequent itemsets being mined from
the cluster matrix with minsup = mino. All fuzzy closed swarms (O, T,X) can be
extracted from FI .

Proof. Let us assume that (O, T,X) is a fuzzy closed swarm. Note, T = {t(c1),
. . . , t(ck)}. According to the Definition 6 we have |O| ≥ mino. If (O, T,X) is a fuzzy
closed swarm then ∀t(ci) ∈ T, ∃ci s.t. O ⊆ ci therefore

⋂k
i=1 ci = O. Additionally, we

have ∀ci, ci is an item so ∃Υ =
⋃k

i=1 ci is an itemset and OΥ =
⋂k

i=1 ci = O, TΥ =⋃k
i=1 t(ci) = T . Furthermore, we also haveXΥ = X as well. Therefore, (OΥ , TΥ , XΥ )

is a fuzzy closed swarm since OΥ = O, TΥ = T and XΥ = X . So, (O, T,X) is ex-
tracted from Υ . Furthermore, σ(Υ ) = |OΥ | = |O| ≥ mino then Υ is a frequent itemset

2 σ(Υ ) is the support value of frequent itemset Υ .
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Algorithm 1. fCS-Miner
Input : double ε, int mino, int mint, set of items CDB

1 begin
2 Incremental GeT Move(CDB ,mino);
3 PatternMining(FCI, ε,mint)
4 begin
5 f-CS := ∅;
6 if |FCI | ≥ mint then
7 Υ := ∅;
8 for k := 1 to |FCI | do
9 Υ ′ := Υ ∪ ck;

10 if fuzzy(XΥ ′) = true ∧ TGi(Υ ′) ≥ ε then
11 Υ := Υ ′;
12 else
13 if OΥ = OFCI ∧ |Υ | ≥ mint + 1 then
14 f-CS := f-CS ∪Υ ;
15 Υ := ∅ ∪ ck;
16 return f-CS;
17 where: fuzzy(XΥ ′) returns true if XΥ ′ is a fuzzy time gap set, otherwise returns false. In

this function, we only need to verify that the last time gap is involved in A instead of all
the time gaps in XΥ ′ .

and Υ ∈ FI . Finally, ∀(O, T ) s.t. if (O, T,X) is a fuzzy closed swarm then ∃Υ s.t.
Υ ∈ FI and (O, T,X) can be extracted from Υ , we can conclude that ∀ fuzzy closed
swarm (O, T,X), it can be mined from FI .

Essentially, by scanning the FCIs from the beginning to the end with the f-closed swarm
property, we are able to extract the corresponding fuzzy closed swarms. The scanning
process will be ended whenever one of conditions (3), (4) is suffered (Property 1), after
that the current frequent itemset Υ (i.e. σ(Υ ) ≥ mino) only need to be verified the
conditions |Υ | ≥ mint and Υ contains the same number of objects with the FCI. This
is because Υ cannot be enlarged in terms of timestamps TΥ (i.e. Property 1) and objects
(i.e. FCI is closed). Thus, it satisfies all the requirements to be a fuzzy closed swarm
completely.

The pseudo-code of fCS-Miner is presented in the Algorithm 1. We first apply In-
cremental GeT Move on cluster matrix CDB with minsup = mino (line 2). Then, for
each generated FCI, we directly scan it with the f-closed swarm property as mentioned
before (lines 4-16). By using fCS-Miner, we are able to extract all fuzzy closed swarms
on-the-fly without a post-processing step.

5 Experimental Results

A comprehensive performance study has been conducted on real and synthetic datasets.
All the algorithms are implemented in C++, and all the experiments are carried out on
a 2.8GHz Intel Core i7 system with 4GB Memory. The system runs Ubuntu 11.10 and
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g++ version 4.6.1. The implementation of our proposed algorithm is also integrated in a
demonstration system available online3. As in [12] [2] [6], the following dataset4 have
been used during experiments: Swainsoni dataset includes 43 objects evolving over
time and 764 different timestamps. It was generated from July 1995 to June 1998.

To the best of our knowledge, there is no previous work which addresses fuzzy closed
swarms. Therefore, in the comparison, we employ the latest pattern mining algorithms
such as CuTS∗5 [10] (convoy mining) and ObjectGrowth [12] (closed swarm mining).
As pointed out in [12], ObjectGrowth outperforms VG-Growth [14] (group pattern min-
ing) in terms of performance and therefore we will only consider ObjectGrowth and not
both.

Similarly to [10] [12], we first use linear interpolation to fill in the missing data.
Furthermore, as [10] [11] [12], DBScan [1] (MinPts = 2, Eps = 0.001) is applied
to generate clusters at each timestamp. To make fair comparison, we adapt all the al-
gorithms to accommodate clusters as input but their time complexity will remain the
same. Additionally, to retrieve all the patterns including fuzzy closed swarms, convoys
and closed swarms, in the reported experiments the fuzzy function in Figure 3 is ap-
plied, the default value of mint is 1, mino = 1 and ε = 0.001. Note that the default
values are the hardest conditions for examining all the algorithms.

5.1 Effectiveness

The effectiveness of fuzzy closed swarms can be demonstrated through our online demo
system. One of the extracted patterns from Swainsoni dataset is illustrated in Figure 5c.
Each color represents a Swainsoni trajectory segment involved in the pattern.

To illustrate the feasibility of a fuzzy approach, we also show some of extracted
closed swarms and convoys from our system6 [3] in Figures 5a, b. We can consider
that closed swarm is extraneous since the two objects meet each other at Mexico on
October 1995 and after 5 months (i.e. to March 1996) for the next meeting location
(i.e. Argentina). In fact, it is hard to say that they are moving together from Mexico to
Argentina. While, the convoys are sensitive to time gaps and usually are short deal to
the consecutive time constraint (see Figure 5a). Thus, they fail to describe the insightful
relationship between objects. Either be too strict or too relaxed in dealing with time
gaps may result in the loss of interesting patterns or reporting many uninteresting ones.

Distinguish from previous work, by proposing fuzzy closed swarms, we are able to
reveal the relevant relationship between Swainsonies in a fuzzy point of view. Looking
at the illustrated pattern in Figure 5c, we can consider that, from United States, the two
objects are flying together along a narrow corridor through Central America and down
to South America. Furthermore, they temporally diverge at Panama and congregate
again at the Columbia central. The discovery of the fuzzy closed swarms on animal
migration datasets provides useful information for biologists to better understand and

3 http://www.lirmm.fr/˜phan/fcsminer.jsp
4 http://www.movebank.org
5 The source code of CuTS∗ is available at http://lsirpeople.epfl.ch/jeung/
source codes.htm

6 http://www.lirmm.fr/˜phan/index.jsp

http://www.lirmm.fr/~ phan/fcsminer.jsp
http://www.movebank.org
http://lsirpeople.epfl.ch/jeung/source_codes.htm
http://lsirpeople.epfl.ch/jeung/source_codes.htm
http://www.lirmm.fr/~ phan/index.jsp
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(a) A convoy. (b) A closed swarm. (c) A fuzzy closed swarm.

Fig. 5. An example of extracted patterns from Swainsoni dataset. The two object names are
’SW22’ and ’SW40’.

examine the relationship and habits of these moving objects. Due to the space limitation,
we do not provide experiments by varying the fuzzy membership function A. However,
in real world context, users can express their expertise through the membership function
for dealing with fuzzy approximate reasoning issues.

5.2 Parameter Sensitiveness

To show the parameter sensitiveness and efficiency of the proposed algorithm, as in
[12], we also generate a large synthetic dataset using Brinkhoff’s network7-based gen-
erator of moving objects. We generate 500 objects (|ODB| = 500) for 104 timestamps
(|TDB| = 104) using the generator’s default map with slow moving speed (5 × 106

points in total). DBScan (MinPts = 3, Eps = 300) is applied to obtain clusters.
Sensitiveness w.r.t ε. See Figure 6a, we can consider that fCS-Miner is not sensitive

in ε. This is because ε is only used to scan the FCIs for fuzzy closed swarm extraction
which is much less expensive than FCI mining task.

Sensitiveness w.r.t mint. Figure 6b shows that ObjectGrowth is the most sensitive
algorithm in mint. This is because ObjectGrowth applies a mint-based pruning rule,
called Apriori Pruning, which is very sensitive in mint. Since, it is used to limit approx-
imately 2|TDB | candidates in total. Furthermore, with different values of mint, there are
great differences in terms of the number of extracted closed swarms (Figure 7b). Mean-
while, fCS-Miner and CuTS* only use mint at the pattern reporting or verifying steps
without any pruning rule for mint. Additionally, as mentioned before the fuzzy closed
swarm verifying task is less expensive than the FCI extraction. Consequently, be similar
to CuTS*, the fCS-Miner sensitiveness in mint is less sensitive than ObjectGrowth.

Sensitiveness w.r.t ODB , TDB. Figures 6c-d show the sensitiveness in the sizes of
ODB and TDB. We can consider that all the algorithms are quite similar to each other.
However, CuTS* is a little bit less sensitive than the others. This is because, in CuTS*:
1) the number of clusters at a certain timestamp is not exponentially increased due to
the |ODB | and |TDB| increases, 2) for any cluster c, c can combine with the clusters

7 http://iapg.jade-hs.de/personen/brinkhoff/generator/

http://iapg.jade-hs.de/personen/brinkhoff/generator/
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(a) ε (b) mint

(c) |ODB | (d) |TDB|

Fig. 6. Running time on Synthetic Dataset

at the next timestamp. While, for ObjectGrowth, the number of candidates is greatly
increased due to the size increase of |ODB |, |TDB| (i.e. approximately 2|ODB | × 2|TDB |

candidates). As the results, the number of closed swarms is significantly increased (see
Figures 7c-d). This behavior is similar in fCS-Miner since the number of FCIs can be
large. However, thanks to the fuzzy approach, there are not huge amount of generated
patterns compared to ObjectGrowth. Obviously, fCS-Miner is similar to ObjectGrowth
and a little bit more sensitive than CuTS* in terms of |ODB | and |TDB|.

Influence of TGi(X) on #f-Closed swarms. Figure 8 shows the influence of the
fuzzy time gap participation index on the number of patterns that contain weak, medium
and strong time gaps. We can consider that the number of patterns which have TGi(X)
with weak fuzzy time gaps X , medium fuzzy time gaps X and strong fuzzy time gaps
X are quite distinguished from each other. Since, the number of patterns with weak
X is smallest, more number of patterns with medium X and the highest number of
patterns with strong X . Therefore, the TGi(X) enable us to rank the fuzzy closed
swarms well corresponding with the membership degree function. Furthermore, if we
ignore all the fuzzy closed swarms with strong (and medium) fuzzy time gaps, a number
of uninteresting patterns can be eliminated.

To summarize, fCS-Miner is effective to extract fuzzy closed swarms which are
novel and useful movement patterns. By applying fuzzy function, users can express
their background knowledge in order to obtain interesting patterns without generating
extraneous ones. Additionally, fCS-Miner parameter sensitiveness is quite acceptable
compare to the other model algorithms. Moreover, with the purpose to extract the com-
plete set of f-closed swarms, fCS-Miner is competitive in time efficiency to state-of-
the-art approaches (see Figure 6).
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(a) ε (b) mint

(c) |ODB | (d) |TDB|

Fig. 7. Number of patterns on Synthetic Dataset

Fig. 8. Influence of TGi(X) on #patterns through ε

6 Conclusions and Future Directions

In this paper, to deal with the issue that enforcing the consecutive time constraint or
completely relaxing may result in the loss of interesting patterns or the generation of
uninteresting patterns, we propose the concept of fuzzy swarm which softens the time
gap constraint. These concepts enable the discovery of insightful movement patterns
and the elimination of extraneous patterns. A new method fCS-Miner is proposed to
efficiently extract all the fuzzy closed swarms. The proposed algorithm’s effectiveness,
and parameter sensitiveness are demonstrated using real and large synthetic datasets.
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In the future work, the proposed approaches can be applied on other kinds of patterns
(e.g. gradual trajectory patterns [4]). Although the number of non-interesting patterns
are significantly reduced, it is still difficult to analyze the results since number of pat-
terns is still large. Another future directions is to directly mining top-K informative
fuzzy movement patterns to avoid extracting redundant information.
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Appendix: Obtaining Clusters

The clustering method is not fixed in our system. Users can cluster cars along high-
ways using a density-based method, or cluster birds in 3 dimension space using the
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k-means algorithm. Clustering methods that generate overlapping clusters are also ap-
plicable, such as EM algorithm or using a rigid definition of the radius to define a
cluster. Moreover, clustering parameters are decided by users’ requirements or can be
indirectly controlled by setting the number of clusters at each timestamp.

Usually, most of clustering methods can be done in polynomial time. In our experi-
ments, we used DBScan [1], which takes O(|ODB |log(|ODB|) × |TDB|) in total to do
clustering at every timestamp. To speed it up, there are also many incremental cluster-
ing methods for moving objects. Instead computing clusters at each timestamp, clusters
can be incrementally updated from last timestamps.
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Abstract. Semi-supervised clustering aims at incorporating the known
prior knowledge into the clustering process to achieve better performance.
Recently, semi-supervised clusteringwithpairwise constraintshas emerged
as an important variant of the traditional clustering paradigm. In this pa-
per, the disadvantages of pairwise constraints are analyzed in detail. To
address these disadvantages, exemplars-constraints are firstly illustrated.
Then based on the exemplars-constraints, a semi-supervised clustering
framework is described step by step, and an exemplars-constraints EM al-
gorithm is designed. Finally several UCI datasets are selected for experi-
ments, and the experimental results show that exemplars-constraints can
work well and the proposed algorithm can outperform the corresponding
unsupervised clustering algorithm and the semi-supervised algorithms
based on pairwise constraints.

Keywords: Semi-supervised Clustering, Mixture Model, Pairwise Con-
straints, Exemplars Constraints.

1 Introduction

In many situations when we discover new patterns using clustering, there exists
known prior knowledge about the problem. We wish to incorporate the knowl-
edge into the clustering algorithm. Recently, semi-supervised clustering (i.e.,
clustering with knowledge-based constraints) has emerged as an important vari-
ant of the traditional clustering paradigm [2,4].

Existing semi-supervised clustering methods have been focusing on the use of
background information in the form of instance level must-link and cannot-link
constraints. A must-link (ML) constraint enforces that two instances must be
placed in the same cluster while a cannot-link (CL) constraint enforces that two
instances must not be placed in the same cluster [16]. Typical semi-supervised
clustering methods based on constraints include Constrained Complete-Link [9],
Constrained EM [14], HMRFKmeans [1], MPCKmeans [3], Kernel methods
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[10,18,19,6,13,17], matrix-factorization based methods [11], and constraint pro-
jection [15,20,26,27]. Furthermore, several constraint propagation methods have
been proposed by considering the neighbors around the data points constrained
by the given must/cannot-links [5,7].

As far as we know, all the methods did not consider the following ques-
tions: what kind of pairwise constraints will improve the clustering accuracy;
and whether any pairwise constraints improve the clustering results. In this pa-
per, we address the two questions and illustrate exemplars constraints in detail.
There are two contributions of this paper.

1. It shows that not all the constraints improve the clustering accuracy, and
also studies the problem of choosing good data points to form constraints
(exemplars-constraints). To the best of our knowledge, it is one of the first
efforts on improving the clustering performance using exemplars-constraints.

2. Based on exemplars-constraints, a semi-supervised clustering framework is
designed and especially an exemplars-constraints mixture model is proposed
for semi-supervised clustering.

The rest of the paper is organized as follows. In Section 2, we introduce exemplars
constraints (EC) in detail. In Section 3, a semi-supervised clustering framework
based on EC is also proposed, and especially a mixture model based on EC is
stated. Experimental results are presented in Section 4. The paper ends with
conclusions in Section 5.

Table 1. The average accuracies of different algorithms on each dataset. Semi-
supervised clustering algorithms of COP-kmeans and Constrained EM can not always
obtain better results than unsupervised clustering algorithms, such as kmeans and EM.

Dataset Kmeans COP-Kmeans EM Constrained EM

haberman 0.5121±0.0254 0.5852±0.0216 0.6667±0.0234 0.6729±0.0421

iris 0.8933±0.0015 0.9067±0.0012 0.9667±0.0000 0.9660±0.0009

wdbc 0.8541±0.0002 0.8489±0.0023 0.9554±0.0008 0.9513±0.0021

wine 0.6632±0.0122 0.7130±0.0042 0.7528±0.0024 0.7752±0.0087

ionosphere 0.7123±0.0006 0.7068±0.0026 0.8168±0.0034 0.8324±0.0031

bupa 0.4840±0.0012 0.5569±0.0122 0.5072±0.0055 0.4991±0.0080

balance 0.5158±0.0048 0.5506±0.0016 0.5186±0.0042 0.5280±0.0016

heart 0.5926±0.0221 0.5926±0.0042 0.7148±0.0025 0.7259±0.0034

2 Exemplars-Constraints

2.1 On Pairwise Constraints

Pairwise constraints including must-link and cannot-link constraints were for-
mally introduced by Wagstaff et al. in 2001 [16]. A must-link constraint means
that two data points must be in the same cluster and cannot-link means that
two data points can not be in the same cluster. It is simple but important and
convenient for clustering, and therefore it attracts much attention for research.
However, there are three disadvantages of pairwise constraints.
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Table 2. The computation time (in seconds) of different algorithms on each dataset. It
is clear that the semi-supervised clustering algorithms of COP-kmeans and Constrained
EM need more computation time than unsupervised clustering algorithms.

Dataset kmeans COP-kmeans EM Constrained EM

Haberman 0.0031 0.0375 0.0500 0.2781

balance 0.0078 0.1672 0.1094 0.7344

iris 0.0047 0.0187 0.0437 0.7688

wine 0.0016 0.0297 0.0938 0.7641

bupa 0.0078 0.0359 0.1047 0.4625

sona 0.0063 0.0219 0.0328 0.1516

wdbc 0.0047 0.0938 0.1250 0.3312

wave 0.0719 5.1219 3.7281 4.8172

labor 0.0004 0.0063 0.0203 0.1047

1. They can not always improve the clustering accuracy and sometimes they
even decrease the performance when compared with the corresponding un-
supervised clustering alternatives.

2. It is computationally expensive for incorporating pairwise constraints.
3. Generally it needs many constraints to achieve good clustering performance.

Many labeled data points are available, but some of them may misguide the
results of clustering.

We use COP-kmeans [16], kmeans, Constrained EM [14] and EM algorithm on
several UCI dataset for experiments. The results are shown in Tables 1 and 2. We
can see that there are several times that algorithms based pairwise constraints
decrease the clustering accuracy in Table 1. And for the time complexities, Cop-
kmeans and kmeans are O(nkct) and O(nkt), respectively, where c is the number
of constraints, n is the number of data points, k is the number of clusters, and
t is the number of iteration. So more constraints lead to more computational
time. We can see from Table 2 that algorithms based pairwise constraints need
more computational time.

2.2 On Exemplars Constraints

Exemplars are the representative data points of a group in a dataset [23]. For ex-
ample, there are two clusters of 1000 data points generated by four Gaussian dis-
tributions as shown in Fig 1. In Fig 1(b) there are four exemplars of data points

such as A, C, D and E. In this example, totally there are
∑1000−1

i=1 i = 499500
pairwise constraints. If we use one data point, called exemplar, to represent all
the other data points in the same Gaussian distribution, totally there are only∑4−1

i=1 i = 6 pairwise constraints which are renamed as exemplars constraints.
So exemplars constraints are special cases of pairwise constraints. There are two
reasons why exemplars constraints are preferred. The first reason is that there
are too many pairwise constraints, and it is computationally expensive to use
them; The second is that semi-supervised learning based on pairwise constraints
can not always improve the clustering performance (in terms of accuracy), and
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Fig. 1. Pairwise constraints VS exemplars constraints

sometimes it is even worse than unsupervised learning (as shown in Table 1)
and it also needs more computational time (as shown in Table 2). Exemplars-
constraints include two types of constraints: Exemplar-must-link (EML) means
that two exemplars must be in the same cluster and Exemplar-cannot-link (ECL)
means that two exemplars must be in different clusters.

2.3 Finding Exemplars

In this section, we address the problem of how to find a good exemplar which can
represent the other data points in a group. Formally, we can define an objective
function as follows:

min� =
1

N

k∑
e=1

∑
xi→xe

|xi − xe|2, {in1 , eK1 }, (1)

where xe is an exemplar and xi → xe means that xe can represent the dat-
apoint xi. From the objection function there are some existing methods, such
as Exemplar-based clustering algorithms, to find the exemplars [21]. Exemplar-
based clustering is the task of not only performing the partitioning but of iden-
tifying for each cluster its most representative member, or exemplar [21]. An
important characteristic of the cluster exemplar is that its overall similarity to
other data points in the cluster is maximal, which is typically done by affinity
propagation algorithm [22]. Also we can employ another simple way, i.e., the
K-center algorithm, to find exemplars. K-center is similar to K-means and their
difference is that K-center chooses k data points as the data centers instead of
the cluster means.

2.4 Exemplars-Constraints Propagation

EML constraints specify that two data points have to be in the same cluster.
EML constraints are also transitive as pairwise constraints [12]. Let ki and kj
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be two connected components, and let xi and xj be the exemplars in ki and kj ,
respectively. Let M be the set of EML constraints, then

(xi, xj) ∈ M,xi ∈ ki, xj ∈ kj

=⇒ (a, b) ∈ M, ∀a, b : a ∈ ki, b ∈ kj .

ECL constraints specify that two instances must be placed in two different clus-
ters and ECL constraints can also be entailed. Let ki and kj be two connected
components, and let xi and xj be the exemplars in ki and kj , respectively. Let
C be the set of ECL constraints, then

(xi, xj) ∈ C, xi ∈ ki, xj ∈ kj

=⇒ (a, b) ∈ C, ∀a, b : a ∈ ki, b ∈ kj .

Also another exemplars-constraint propagation is that exemplars constraints
must influence their neighbor data points or their representative data points.

Given a set of p dimensional dataX = {x1, x2, ..., xn}, the corresponding pair-
wise EML constraint set is M = {(xi, xj)|xi ∈ ki;xj ∈ ki}, the pairwise ECL
constraint set is C = {(xi, xj)|xi ∈ ki;xj ∈ kj ; ki �= kj}, and the neighbors set
of xi is μ = {xl|ρ ≥ d(xe);xl ∈ X ; l = (1, ..., n)}. Simply we can use Euclidean
distance to choose the neighbors. So d(xe) can be

√
||xi − xe||2, and geodesic dis-

tance can be chosen as a standard to select neighbors. Moreover, we use a Gaus-
sian function centered at the given constraint xA, xB to determine the weight of
xi, xj , because a Gaussian function can propagate constraints that are closest to
the source exemplars constraint and will fall off smoothly. If the dataset is in dis-

crete space, normalized mutual information(NMI), NMI(xi, xj) =
I(xi,xj)√
H(xi)H(xj)

[24], is used for constraints propagation to select constraints neighbors.

3 A Semi-supervised Clustering Framework Based on
Exemplars Constraints

3.1 Framework Description

In this subsection we design a framework based on exemplars constraints for
semi-supervised clustering. The framework procedure is descried step by step as
follows.

Framework 1: (A semi-supervised learning framework based on exemplars con-
straints [SSL-EC])

Input: Dataset, {xi}ni=1, where xi is the data points

1. Choose one algorithm to select exemplar in datasets:
– Use k-centers to select exemplar in datasets;
– Use affinity propagation to select exemplars in datasets.
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2. Generate the set of exemplar-link according to the labels of exemplar.
3. Choose one constraint-based algorithm (clustering algorithms based on must-

link and cannot-link) for clustering:
– Choose COP-kmeans for clustering;
– Choose Constrained EM for clustering;
– Choose Constrained FCM for clustering.

Output: Cluster membership of every point.

3.2 An Exemplars-Constraints Mixture Model

A Gaussian mixture model (GMM) is a parametric statistical model which as-
sumes that the data originates from a weighted sum of several Gaussian sources.
More formally, a GMM is given by:

P (x|Θ) =
N∑
i=1

πip(x|θi),

where πi is the weight of each Gaussian and θi is its corresponding parameters.
Commonly EM is used to estimate the parameters as follows.

πt+1 =
1

N

N∑
i=1

P (yi = k|xi, Θt),

μt+1
k =

∑N
i=1 XiP (yi = k|xi, Θt)|xi|∑K
i=1 P (yi = k|xi, Θt)|xi|

,

Σt+1
k =

∑N
i=1Σ

t
ikP (yi = k|xi, Θt)|xi|∑K

i=1 P (yi = k|xi, Θt)|xi|
.

Exemplar-Must-link modifies the E step in the following way: instead of summing
over all possible assignments of data points to sources, only assignments which
comply with the given constraints are summed over. For example, if points xi
and xj are exemplar-must-link, assignments in which both points are assigned
to the same Gaussian source are considered. On the other hand, if these points
are exemplar-cannot-link, assignments in which each of the points is assigned to
a different Gaussian source are considered.

3.3 EM Algorithm Procedure

With the initial guesses for the parameters (π0, μ0, Σ0) of our mixture model,
each data point in each constituent distribution is computed by calculating the
expectation values for the membership variables. We can use an EM algorithm
to find the best-fit model (π∗, μ∗, Σ∗). The EM algorithm alternates between
two steps until convergence:
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Exemplars-constraints EM Algorithm:

Input: Dataset and random parameters: {xi}ni=1 and (π0, μ0, Σ0,M,C)

1. E-Step: Calculate the expectation of the log-likelihood over all possible as-
signments of data points to sources.

πt+1 =
1

N

N∑
i=1

P (yi = k|xi, Θt).

2. M-Step: Maximize the expectation by differentiating w.r.t current parame-
ters.

μt+1
k =

∑N
i=1X iP (yi = k|xi, Θt)|xi|∑K
i=1 P (yi = k|xi, Θt)|xi|

,

Σt+1
k =

∑N
i=1 Σ

t
ikP (yi = k|xi, Θt)|xi|∑K

i=1 P (yi = k|xi, Θt)|xi|
.

Output: (π∗, μ∗, Σ∗), where π∗ is the probability of cluster membership of every
point.

After (t) iterations, the value of expectation is πt. In the (t+ 1)th iteration,

N∑
i=1

L(πt, μt, Σt)

≤
N∑
i=1

L(πt, μt+1, Σt+1) (2)

≤
N∑
i=1

L(πt+1, μt+1, Σt+1). (3)

The first inequality holds because in the E-step, (2) is the maximum of L(πt, μt+1,
Σt+1). The second inequality holds because in the M-step, (3) is the maximum
of L(πt+1, μt+1, Σt+1). Therefore, the objective function is non-decreasing until
convergence [25].

4 An Empirical Study

4.1 Experiment Setup

In this section, we perform experiments on 8 real-world datasets from UCI ma-
chine learning repository. The number of objects, features and classes of each
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Table 3. The number of the instances, features and classes in each dataset

Dataset Characteristic Instances Features Categories

iris real 150 4 3

wdbc real 569 30 2

wine real 178 13 3

ionosphere real 351 34 2

bupa discrete 345 6 2

balance discrete 625 4 3

hear real 270 13 2

haberman discrete 306 3 2

Table 4. The average accuracies results of the experiments. Exemplars constraints EM
is the proposed method.

Dataset Kmeans COP-Kmeans EM Constrained EM Exemplars constraints EM

haberman 0.5121±0.0254 0.5852±0.0216 0.6667±0.0234 0.6729±0.0421 0.6850±0.189

iris 0.8933±0.0015 0.9067±0.0012 0.9667±0.0000 0.9660±0.0009 0.9767±0.0016

wdbc 0.8541±0.0002 0.8489±0.0023 0.9554±0.0008 0.9513±0.0021 0.9554±0.0012

wine 0.6632±0.0122 0.7130±0.0042 0.7528±0.0024 0.7752±0.0087 0.8039±0.0026

ionosphere 0.7123±0.0006 0.7068±0.0026 0.8168±0.0034 0.8324±0.0031 0.8535±0.0042

bupa 0.4840±0.0012 0.5569±0.0122 0.5072±0.0055 0.4991±0.0080 0.5154±0.0026

balance 0.5158±0.0048 0.5506±0.0016 0.5186±0.0042 0.5280±0.0016 0.5376±0.0017

heart 0.5926±0.0221 0.5926±0.0042 0.7148±0.0025 0.7259±0.0034 0.7333±0.0026

data set are listed in Table 3. For evaluation, we use micro-precision [8] to mea-
sure the accuracy of the cluster with respect to the true labels. The micro-
precision is defined as MP =

∑k
h=1 ah/n, where k is the number of clusters and

n is the number of objects, ah denotes the number of objects in the cluster h
that are correctly assigned to the corresponding class. We identify the corre-
sponding class for a cluster h as the true class with the largest overlap with the
cluster, and assign all objects in cluster h to that class. Note that 0 ≤ MP ≤ 1
with 1 indicating the best possible consensus clustering, which has to be in full
agreement with the class labels.

In our experiments, the constraints are generated as follows: for each con-
straint, one pair of data points are picked out randomly from exemplars of the
input data sets (The labels of which were available for evaluation purpose but
unavailable for clustering). If the labels of this pair of points are the same, then
an EML constraint is generated. If the labels are different, an ECL constraint is
generated. The amounts of constraints are determined by the size of input data.
On all the datasets, the experiments are performed 10 times and the performance
measure is averaged to eliminate the difference caused by constraints.

4.2 Performance Comparison

Todemonstrate how ourmethodworks for semi-supervised clustering problemand
improves the clustering performance, we compare it with the following
methods:
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Fig. 2. The experimental results with the number of constraints increasing. In this
experiment constrained EM (blue line) and exemplars-constraints EM (red line) are
used for experiments. On the 8 datasets experiment constrained EM outperforms con-
strained EM.
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1. COP-Kmeans [16]: performing COP-Kmeans on the original datasets with
5% random constraints;

2. Kmeans: performing K-means on the original datasets;
3. Constrained EM [14]: performing constrained EM on the original datasets

with 5% random constraints;
4. EM: performing EM on the original datasets;
5. Exemplars-constraints EM: performing exemplars-constraints EM on the

original datasets with 5% exemplars-constraints.

The performance comparison is shown in Table 4. There are total 8 datasets and
5 algorithms. The proposed algorithm of Exemplars-constraints EM achieves 7
best results among the algorithms on these datasets. On the dataset of balance,
exemplars-constraints EM gets the second best result. Moreover, we can see that
Exemplars-constraints EM outperforms constrained EM on each dataset.

4.3 Parameter Tuning

We also report the experiment results on constraints increasing. In this experi-
ment, the accuracies are obtained when the number of pairwise constraints (for
constrained EM algorithm) and exemplars constraints (for exemplars-constraints
EM algorithm) are increasing gradually. In Fig. 2, the x coordinate is the number
of pairwise constraints and exemplars constraints, and the y coordinate is the av-
erage accuracy on corresponding constraints. Among the 8 datasets, exemplars-
constraints EM algorithm obtains better results than constrained EM algorithm.
When the number of constraints increases, the accuracy results are gradually in-
creasing.

5 Conclusions

In this paper, we analyzed the disadvantages of pairwise constraints. To ad-
dress these disadvantages, we proposed a semi-supervised clustering framework
based on the exemplars-constraints and designed an exemplars constraints EM
algorithm. Experimental results on several UCI datasets demonstrate the ef-
fectiveness of our proposed method. In our future work, we will focus on the
theoretical analysis such as the convergence of exemplars constraints and better
selection of constraints.
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Abstract. Customer segmentation is an important topic of customer re-
lationship management and FCM is a common method for customer seg-
mentation. However, FCM is sensitive to outliers and hard to determine
the number of clusters. In this paper, we define hierarchical analytical
indicators for power customer segmentation, and propose a new algo-
rithm called WKFCM S2 by combining enhanced-FCM algorithm with
the analytical hierarchy process. Experiments on a real customer data
set of a power supply enterprise show that the WKFCM S2 algorithm is
more robust to noise and more suitable for applications.

Keywords: FCM, Clustering, Customer segmentation, AHP.

1 Introduction

With the development of technology, customer segmentation [1] becomes the key
strategy for power supply enterprise to develop market and promote customer
service. Clustering is one of the main methods for customer segmentation. Gener-
ally, clustering methods can be categorized into hierarchy based, density based,
graph theoretic and minimizing an objective function. Fuzzy c-means (FCM)
algorithm, which introduce the fuzzy set theory to improve the clustering effi-
ciency, is the most popular method of objective function based clustering meth-
ods [2]. In this paper, we will use enhanced-FCM algorithm to perform customer
segmentation.

FCM has some achievements in applications [3], but it is sensitive to out-
liers and hard to determine cluster number. There are some related researches
about these two issues: in [4], an improved algorithm FCM S was presented to
reduce noise by adding effect of pixel’s neighborhood information, but it leads to
high cost of computation; on this basis, a more robust algorithm KFCM S2 was
proposed in [5], which introduces neighborhood mean and the Gaussian kennel
function; in [6], a weighted Euclidean distance strategy is introduced by consid-
ering the cohesion and coupling of features; in [7], a new cluster validation index
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vK was presented to eliminate the monotonically decreasing tendency with in-
creasing number of clusters in the traditional vXB index. However, they did not
consider the different importance of attributes from the business view.

This paper measures customer’s value from four aspects, defines a series of
analysis indicators, and applies KFCM S2 algorithm and vK index to power cus-
tomer segmentation. Furthermore, a new algorithm named WKFCM S2 which
combines KFCM S2 with analytical hierarchy process (AHP) is proposed to dis-
tinguish the importance of each indicator from the viewpoint of application.
Finally we use the data set of a power supply enterprise to verify it.

The remaining of the paper is as follows. Section 2 introduces the analytical
indicators. Section 3 develops the WKFCM S2 algorithm. In section 4, we present
the experimental results. The paper concludes with Section 5.

2 Selection of Analytical Indicators

2.1 Determining Analytical Indicators

Customer segmentation proceeding from customer value is good for enterprises
to allocate limited resource to high value customers. There are not uniform
standards to measure customer’s value. According to our investigation of power
enterprise managers, we knew that their most concerns are contribution and
credibility, so we determined to measure customer’s value from four aspects,
including credibility, contribution, growth and faithfulness, and then defined
eight secondary analytical indicators, the details refer to Fig. 1.

Fig. 1. Hierarchical analytical indicators



Customer Segmentation for Power Enterprise Based on Enhanced-FCM 129

2.2 Analytical Indicators Explanation

Arrears Rate (Ar). The ratio of arrears and receivables. For the latest arrears
rate best reflects customer’s credibility, we use cumulation of weighted arrears
rate of the latest three months, half a year, one year and history. Ar is calculated
as follows.

Ar =
1

4
(ε1 × Ar3 + ε2 × Ar6 + ε3 × Ar12 + ε4 × Arhistory) (1)

where

εi =
24−i∑3
k=0 2

k
(2)

and Ar3 is the arrears rate of the latest three months, Ar6 is the arrears rate of
the latest half a year, Ar12 is the arrears rate of the latest one year, Arhistory is
the historical arrears rate.

Arrears Frequency (Af). The ratio of arrears times and receivable times.

Average Duration of Payment (Dp). The average interval between receipt
of a notice and payment. It measures customers’ payment initiative.

Monthly Power Consumption (Pc). Customers’ average electric consump-
tion per month.

MonthlyElectricCharge (Ec). Customers’ average electric charge permonth.

Applied Capacity (Ac). The power rating when customer applied for instal-
lation.

Power Annual Growth Rate (Gr). Measures increase in the customers’
consumption.

Duration of Customer Preservation (Dc). The number of months since
the customer opened an account till now.

3 Algorithm

3.1 Enhanced-FCM (KFCM S2)

In [5], Songcan Chen and Daoqiang Zhang proposed an enhanced-FCM algorithm
KFCM S2 which increases the robustness of FCM to noise by incorporating
neighborhood information into the objective function of original FCM and using
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the Gaussian kernel function to measure the similarity between data points. This
approach maps the original space of data points to high dimension feature space
through nonlinear conversion while clustering is performed still in the original
space and results can be interpreted intuitively. The objective function is defined
as follows:

JS =

c∑
i=1

N∑
k=1

um
ik (1 − K (xk, vi)) + α

c∑
i=1

N∑
k=1

um
ik (1 − K (x̄k, vi)) (3)

where xk stands for the k-th data point, U={uik} is a fuzzy partition matrix and
m is the exponent for the matrix U , vi denotes centroid of the i-th cluster, the
parameter α controls the effect of the penalty and x̄k is the mean of neighboring
data points lying within a window around xk. K(x, y) is the Gaussian kernel
function defined as follows:

K (x, y) = exp

⎡⎣−
(∑d

i=1 |xi − yi|2
)

δ2

⎤⎦ . (4)

The following solution can be obtained by minimizing (3):

uik =
((1 − K (xk, vi)) + α (1 − K (x̄k, vi)))

− 1
m−1∑c

j=1 ((1 − K (xk, vj)) + α (1 − K (x̄k, vj)))
− 1

m−1

(5)

vi =

∑n
i=1 u

ik
m (K (xk, vi)xk + αK (x̄k, vi) x̄k)∑n

i=1 u
ik
m (K (xk, vi) + αK (x̄k, vi))

. (6)

3.2 Feature Weighted Algorithm

KFCM S2 uses single width Gaussian kernel function which regards all features
as equally important. In fact, sample space distribution is uneven in most cases,
thus single width Gaussian kernel function usually leads to partial optimization;
in addition, the importance of attributes also varies in different applications. So
we propose a new feature weighted algorithm (WKFCM S2), which uses AHP
method to calculate the weight of features, and modifies the KFCM S2 algorithm
by adding weight factors to the Gaussian kernel function.

Attribute Weight Calculation. AHP is a system analysis method proposed
by A. L. Saaty in 1980 [8]. The procedure to determine the attribute weight
using AHP method [9] is as follows.

1) The decision maker fills in a questionnaire like Table 1, where each grid
stands for an important ratio of two indicators, thus we can construct a 8 × 8
matrix.

2) Calculate the eigenvector of the maximum eigenvalue of the above matrix.

(ω1, ω2, ω3, ω4, ω5, ω6, ω7, ω8) . (7)
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Table 1. Questionnaire

Ar Af Dp Pc Ec Ac Gr Dc

Ar 1 5 5 5 5 5 5 5
Af 1/5 1 3 3 3 3 3 3
Dp 1/5 1/3 1 1 1 1 1 1
Pc 1/5 1/3 1 1 1 1 1 1
Ec 1/5 1/3 1 1 1 1 1 1
Ac 1/5 1/3 1 1 1 1 1 1
Gr 1/5 1/3 1 1 1 1 1 1
Dc 1/5 1/3 1 1 1 1 1 1

3) Get the weight vector by standardizing the eigenvector according to the
following form.

ω1 + ω2 + ω3 + ω4 + ω5 + ω6 + ω7 + ω8 = 8. (8)

Weighted Gaussian Kernel Function. The width parameter δ in Gaussian
kernel function controls the radial functioning scope [10], we can amplify the lin-
ear translational distance between sample points by increasing the width param-
eter, so we set different δ to different attribute, give small δ to more important
attributes and rewrite (4) as follows:

K (x, y) = exp

[
−

d∑
i=1

|xi − yi|2

δ2i

]
(9)

where δi stands for the width parameter of the i-th attribute. Then we replace
δi by weight vector:

δ2i =
δ2

ωi
(10)

and modify (9) as follows:

K (x, y) = exp

⎡⎣−
[∑d

i=1 ωi |xi − yi|2
]

δ2

⎤⎦ . (11)

Thus the width parameter of each attribute can be adjusted by its weight. Fi-
nally, we deduce a new algorithm WKFCM S2 by replacing the kernel function
in (3), (5), (6) with (11).

Steps of WKFCM S2 Algorithm

Step 1) Calculate attribute weights by AHP method.

Step 2) Calculate neighborhood mean of each data point.

Step 3) Update the partition matrix.

Step 4) Update the centroids and objective function.
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Repeat Steps 3)-4) until the variation of the objective function less than a thresh-
old.

3.3 Validity Index

In [7], S. H. Kwon proposed a new cluster validation index vK , which eliminates
the monotonically decreasing tendency with increasing number of clusters in the
traditional index vXB. We used this index to select optimal number of clusters
and evaluate clustering results in our experiment.

vk =

∑c
i=1

∑n
k=1 u

2
ik ‖xk − vi‖2 + 1

c

∑c
i=1 ‖vi − v̄‖2

mini	=j

(
‖vi − vj‖2

) (12)

where

v̄ =
1

n

n∑
j=1

xj . (13)

4 Experimental Results

In this section, we described the experimental results based on large industrial
customer data from a power supply enterprise. There are 7922 samples, all data
are standardized by z-score method. We used the vK index to select optimal num-
ber of clusters, and compared the results of FCM, KFCM S2 and WKFCM S2.
We set the parameters m=2, δ=150.

4.1 Compare the Results of FCM and KFCM S2

We performed FCM and KFCM S2 with different number of clusters to compare
the performance of original FCM and KFCM S2. Table 2 illuminates the vK
index of the two algorithms, the smaller the vK is, the better the result is. It
could be concluded that KFCM S2 is indeed to create better result than the
original FCM, we choose KFCM S2 to do the following experiment.

Table 2. vK of FCM and KFCM S2 with different cluster number

Cluster number FCM KFCM S2

3 11113 10965
4 11929 11847
5 23834 9690
6 18532 20266
7 12405 15981
8 20966 12728
9 20613 11102
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4.2 Select Optimal Number of Clusters

As to customer segmentation, too few classifications can not match the goal of
fine management, while too many classifications lead to management difficul-
ties. We limited the customer segmentation number to 3-9 classifications in this
experiment, and choosed optimal number by minimize the vK index, as can be
found in Table 2, it is 5.

4.3 Customer Segmentation Using KFCM S2

We use KFCM S2 to show how the above algorithms are used for power customer
segmentation, the same process can be repeated by WKFCM S2. Table 3 shows
the centroids of clusters, as the data are standardized by z-score, we can only see
relative numbers which reflect the diversity of clusters. Table 4 shows averages
within clusters and is not standardized.

Table 3. Centroids of clusters

Cluster Ar Af Dp Pc Ec Ac Gr Dc

1 0.97 -0.16 0.58 10.60 10.50 4.46 0.20 0.17
2 0.40 -0.27 -0.43 -0.04 -0.04 -0.06 -0.08 0.33
3 0.28 -0.17 1.27 -0.06 -0.06 -0.07 -0.04 0.26
4 0.04 2.83 0.13 -0.09 -0.08 -0.04 0.02 -2.92
5 -0.73 -0.27 -0.40 -0.13 -0.13 -0.07 -0.09 0.27

Table 4. Averages within clusters

Cluster Ar Af Dp Pc Ec Ac Gr Dc

1 1.01 8.96 9 11680 8710 99800 18 40
2 9.27 6.85 6 259 206 1316 20 45
3 0.89 7.38 12 179 141 890 40 45
4 8.36 17.40 8 149 131 1250 145 19
5 5.73 6.33 6 71 69 904 6 44

According to the result above, we analysed the characteristics of each cluster
to obtain the final customer segmentation, we also designed management objec-
tive for each type according to the marketing strategy. The percentage of each
type is presented in Fig. 2.

Diamond Customer. A few customers, whose power consumption is huge,
although pay inactively but have low arrears rate. The management objective of
them is to maintain customer loyalty.
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Fig. 2. Percentage of every type of customer

Platinum Customer. This type accounts for the highest dividend, almost
50%. Although their power consumption is far below diamond customers, but
they are the most influential type for their big proportion. Yet in consideration
of their high arrears rate, the management objective is to reduce arrears rate.

Quality Potential Customer. Big electric power consumption with low ar-
rears rate and high consumption increase rate, implies their strong momentum
of development. The management objective is to improve customer satisfaction.

Young Potential Customer. Some new customers consumption growing
rapidly, causing pressure to the power load. They are mainly the new estab-
lished big enterprises, the management objective is to make them long-term
stability customers.

Small Enterprise. Small electric power consumption with low consumption
increase rate, the enterprise should reduce the maintenance costs to them.

4.4 Compare the Result of WKFCM S2 and KFCM S2

In this experiment, we use Table 1 to create the matrix and calculate the weight
vector, and conduct the customer segmentation using WKFCM S2 and com-
pare its result with KFCM S2. Since this questionnaire regards arrears rate and
arrears frequency as the two most important indicators, we speculate that the re-
sult on these two indicators could be better than unweighed algorithm KFCM S2.

Calculate Attribute Weights. We got the eigenvector of the maximum eigen-
value from Table 1, which is (0.86,0.38,0.14,0.14,0.14,0.14,0.14,0.14). So the stan-
dardized eigenvector (weight vector) is (3.3,1.46,0.54,0.54,0.54,0.54,0.54,0.54).
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Compare the Result of WKFCM S2 and KFCM S2. From Fig. 3 we can
see that the vK index of WKFCM S2 is bigger than KFCM S2 algorithm, this
does not mean the performance become poor, because the attribute weights is
not based on sample space distribution, but use the expert scoring method to
measure the importance of attribute. We suppose that, the performance will be
better than unweighted algorithm if we use attribute weight based on sample
space distribution. We choose 3 clusters according to Fig. 3.

Fig. 3. vK of WKFCM S2 and KFCM S2 with different cluster number

Fig. 4 and Fig. 5 shows the scatter diagram of WKFCM S2 and KFCM S2 on
the most important two attributes, we could see the division of WKFCM S2 in
Fig. 4 is much more clear and has less overlap than KFCM S2 in Fig. 5, proving
that high weight attribute is strengthened in WKFCM S2.

Fig. 4. Scatter diagram of WKFCM S2
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Fig. 5. Scatter diagram of KFCM S2

5 Conclusion

Customer segmentation is useful for market strategy, but different application
have different segmentation standards, This paper proceeds from customer value,
measure customer’s value from four aspects, uses enhanced-FCM algorithm to
perform the customer segmentation of power enterprise and achieve good results.
The paper also proposes a new algorithmWKFCM S2 that using AHP method to
add weight to attributes from the viewpoint of business. Experiment shows that
the new algorithm can significantly emphasize the importance of high weighted
attributes, and is more suitable for applications. For future work, we plan to
develop an algorithm where the attribute weights are based on sample space
distributions.
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Abstract. Clustering proteins or identifying functionally related pro-
teins in Protein-Protein Interaction (PPI) networks is one of the most
computation-intensive problems in the proteomic community. Most re-
searches focused on improving the accuracy of the clustering algorithms.
However, the high computation cost of these clustering algorithms, such
as Girvan and Newmans clustering algorithm, has been an obstacle to
their use on large-scale PPI networks. In this paper, we propose an algo-
rithm, called Clustering-MR, to address the problem. Our solution can ef-
fectively parallelize the Girvan and Newmans clustering algorithms based
on edge-betweeness using MapReduce. We evaluated the performance of
our Clustering-MR algorithm in a cloud environment with different sizes
of testing datasets and different numbers of worker nodes. The experi-
mental results show that our Clustering-MR algorithm can achieve high
performance for large-scale PPI networks with more than 1000 proteins
or 5000 interactions.

Keywords: PPI, Clustering, MapReduce, Edge-betweenness.

1 Introduction

Detection of physically and functionally related proteins is one of the most
challeng-ing tasks for the proteomics community. Intensive computation is needed
to analyze pairwise protein interaction in order to understand how proteins work
together to perform their tasks. The PPI network is an important information
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source, which en-codes the interaction between proteins. The network contains
nodes (i.e. proteins) and edges, which represent the interactions between the
proteins. When proteins are expe-rienced in the same cellular process or have
the same protein complex, they are ex-pected to have strong interactions with
their partners [1], and vice versa. Furthermore, modularity is mostly studied by
grouping physically or functionally related proteins in a cluster such that the
proteins in the same cluster share common biological features [2]. Therefore, the
computation objective is to discover the clustering structures in the PPI net-
work, i.e. to determinate a collection of sets of nodes where each node is closer
to the other nodes within the same set than to nodes outside of the set.

Several graph-based clustering algorithms have been applied to PPI network to
find highly connected sub-graphs. The flow-based cluster algorithm [3] was used to
cluster large-size networks and the time complexity of this algorithmwas approxi-

matelyO(k |ε|+
∑|vc|

i=1 d
2
i ), where the di is the degree of the node i in the graph, and

k is a small constant which is typically set to 10. A quasi all paths-based network
analysis algorithm, called CASCADE [4], was proposed to effectively detect bio-
logically relevant clusters with the time complexity of O(n3 logn + n2m), where
n is the number of nodes and m is the number of edges. Girvan and Newmans
Edge-betweeness algorithm [5] is one of the most popular clustering algorithms,
which has been widely used to discover clustering structures in different domain
networks, such as web, social networks, and PPI networks. The time complexity
of this algorithm is O(nm2).These studies mainly focused on improving the clus-
tering accuracy of Girvan and Newmans Edge-betweeness algorithm.

However, the high computation cost of using these clustering algorithms be-
comes a major issue when the PPI network has thousands of nodes and millions
of edges. In fact, the time complexities of these clustering algorithms for PPI
networks are more than quadratic in terms of the number of nodes.

In this paper, we aim to develop a novel parallel implementation of Girvan
and Newmans edge-betweenness algorithm using MapReduce to address the high
com-putation cost issue. Although the edge-betweenness algorithm provides good
accuracy for clustering small or medium size PPI networks, its high computation
cost has become an obstacle to applying it for clustering large size PPI networks
[6]. A parallel version of betweenness algorithm using the MapReduce distributed
programming framework is proposed to handle large-scale PPI networks.

The rest of this paper is organized as follows: Section 2 describes background
on notations and technologies used in this paper. In Section 3 we propose our
MapReduce-based parallel algorithm. The experimental results are presented
and discussed in Section 4. We conclude in Section 5.

2 Background and Related Work

2.1 Girvan and Newmans Edge-Betweenness Algorithm

Edge-betweenness measures the centrality of an edge within a graph. The be-
tweenness is formulated as follows: Given a graph G(V,E), where V is the set of
n nodes and E is the set of m edges. Let σs,t denote the total number of shortest
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paths from node s to node t and σs,t(e) is the number of those paths that pass
through e where e ∈ E. δs,t(e) represents the ratio of the total number of shortest

paths between s and t that pass through e to the σs,t(e), where δs,t(e) =
σs,t(e)
σs,t

.

Thus, the betweenness of an edge e is defined as BC(e) =
∑

s	=t∈V δs,t(e).
An edge with high betweenness indicates that a large number of the shortest

paths between two nodes pass through it. If the edge is removed, the graph
is split into two subgraphs. Similarly, by removing the edges with the highest
betweenness in descending order, we can separate the PPI graph into several
subgraphs. Such subgraph contains interconnected proteins that have strongly
functional relationships.

Girvan and Newmans edge-betweenness algorithm first calculates the be-
tweenness for all edges in a graph by using breadth-first searching (BFS) method.
Then it removes the edge with the highest betweenness. The algorithm repeats
the calculation and removal steps until no edges remain. The total time com-
plexity of Girvan and New-mans edge-betweenness algorithm is O(nm2), where
n is the number of nodes and m is the number of edges.

2.2 PPI Modularity Evaluation

There are m collections of subgraphs produced by Girvan and Newmans edge-
betweenness algorithm. In order to determine which one is the best collection in
terms of functionally related proteins in a cluster, the modularity evaluation for

each collection is defined as Q =
k∑

i=1

(fii − (
∑k

j=1 fij)
2
), where k is the number

of subgraphs in current collection, fii represents the fraction of all edges in
the network that connect nodes in the same subgraph while fij represents the
fraction of all edges in the network that connect the nodes in subgraph i to the
nodes in subgraph j.

If Q approaches 1, it indicates that the collection has strong clustering struc-
ture. The higher the value of Q is, the stronger the clustering structure is. There-
fore, the collection with the highest value of Q is selected as the final clustering
structure in PPI network. The time complexity of calculating all the values of
Q is O(nmk2).

2.3 Parallel Implementations for Computing Betweenness

Since Girvan and Newmans edge-betweenness algorithm suffers from high
computa-tional cost, it is impractical for processing large-scale PPI networks.
Few researches studied the parallel implementation of betweenness algorithm
to handle graphs with more than hundred thousand edges. These parallel algo-
rithms were mainly designed for the shared-memory architecture. For example,
Bader and Madduri [7] implemented the first parallel algorithm for comput-
ing the betweenness based on SNA software package on the IBM p5 570 with
16-processors and 20GB-memory, and the MTA-2 with 40-processor and 160GB-

memory. The algorithms time complexity and space complexity is O(nm+n2 logn
p )
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and O(n+m) respectively, where p is the number of processors. Madduri et al.
[8] proposed a parallel implementation based on the massively multithreaded
Cray XMT system with the Threadstorm processor and 16GB memory. It also

takes O(nm+n2 logn
p ) time complexity and O(n +m) space complexity to calcu-

late the betweenness. G. Tan et al. [9] extended their work and improved the
algorithm by reducing the time complexity to O(nmp ). However, usually these
massive computer servers are very expensive.

2.4 MapReduce and Hadoop

MapReduce is a distributed programming model for parallel processing large-
scale datasets and the computing. Compared with shared-memory architecture,
MapReduce has lower economical cost and better scalability in terms of problem
sizes and re-sources.

A MapReduce-based algorithm is different from the parallel algorithms based
on shared-memory architecture, because MapReduce is based on message-passing
architecture. The MapReduce model mainly contains two data processing phases:
Map and Reduce. During the Map phase, the input data is split into smaller data
segments and distributed to multiple processing units, such as virtual machines
in Cloud, for parallel processing by using a map function. The intermediate out-
put produced by the map function is a collection of key-value pair tuples. During
the Reduce phase, the intermediate outputs from each map function are trans-
ferred to the machines that execute a reduce function. The key-value formed
data are sorted by using the keys and aggregated by using the reduce function.

Hadoop is an open source version of Googles MapReduce and Google File
System. Hadoop includes a master node and multiple worker nodes. The mas-
ter node consists of a JobTracker and a NameNode. The JobTracker manages
jobs scheduling and assigns the jobs to the TaskTrackers on the worker nodes,
which is responsible for executing the map function and the reduce function.
The NameNode is responsible for storage and management of file metadata and
file distribution across several DataNodes on worker nodes, which store the data
contents of these files.

3 MapReduce-Based Clustering Algorithm
Implementation

In this section, we propose our MapReduce-based parallel algorithm, called
Clustering-MR. As being seen in Fig.1, the Clustering-MR contains the following
four steps.

Step1 : An algorithm, called forward-MR, executes n tasks in parallel by using
MapReduce. Each task has been given a node v, which is set as a root node. The
object of this algorithm is to find the shortest paths by using BFS and calculate
their distances from other nodes to the root node.

Step2 : An algorithm, called backward-MR, executes m tasks in parallel by us-
ing MapReduce. Each task has been give an edge e. The object of this algorithm
is to calculate the edge-betweenness BC(e).
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Fig. 1. The workflow of the Clustering-MR algorithm

Step3 : The algorithm removes the edge with the highest betweenness and
calculates Q value.

Step4 : The algorithm repeats previous steps till no edge remains.

3.1 Input File Format for MapReduce

We use an adjacency list to represent a PPI network, which is considered as the
MapReduce input file. There are totally n×n lines in the input file. The format
of a line in the input file is defined as:

<NodeId> <Root> <Neighbors> | <Distance> | <Color> | <Path>
where:

. NodeId is the ID of a node;

. Neighbors is a list of nodes that are the neighbors of this node;

. Root is the ID of the root node;

. Path is the shortest path;

. Distance is shortest-path distance from the node to the root node;

. Color is the status of this node.

There are three states for each node: (1) WHITE: the node is unreached; (2)
GRAY: the node is reached and going to be handled; and (3)BLACK: the node
is reached and has been handled. Initially, the Distance for each node is set as
MAX and its color is set as WHITE. If NodeId equals to Root, its Distance and
Color are set to 0 and GRAY respectively.

3.2 Forward-MR

In forward-MR, the map function reads a line from the input file. If the Color
is GRAY, it is changed to BLACK. For each node in Neighbors, if the Color is not
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BLACK, the map function generates a set of key-value pairs as its output, where
the keys are neighbors NodeIds and Root, and the values contains Distance+1,
GRAY and NodeId.

Based on the map functions outputs, the reducer selects the minimum distance
among the values , updates the status of this node, and records the path, then
produces the output consisting of NodeId, Root, Neighbors, Distance, Color and
Path, where Distance is the minimum distance, Color is the latest state and Path
is the shortest path. If the node is not reached, then the Distance remains MAX
and the Color remains WHITE. The pseudocode of the map function for forward-
MR is shown in Algorithm 1 and reduce function is shown in Algorithm 2.

Fig.2 shows an example of the process of the forward-MR changing the nodes
color in a network, where node 4 is the root node. Firstly, for node 2, 3 and 6,
which are the Neighbors of the node 4, the map function emits the key-value
pairs as <2 4 4 1 GRAY 4>, <3 4 1,4 1 GRAY 4> and <6 4 4,5,7 1 GRAY
4>. For node 4, the key-value pair is <4 4 2,3,6 0 BLACK >. Then the reduce
function updates the Color of 2,3 and 6 as GRAY, the Distance and Path as 1
and 4, and the color of 4 as BLACK. Secondly, for node 1, 5 and 7 which are
the Neighbors of the node 3 and 6, the map function emits the key-value pairs
as <1 4 3 2 GRAY 4,3>,<5 4 6,7 2 GRAY 4,6> and <5 4 6,7 2 GRAY 4,6>.
For node 2, 3 and 6, the key-value pairs are <2 4 4 1 BLACK 4>, <3 4 1,4 1
BLACK 4> and <6 4 4,5,7 1 BLACK 4>. Then the reduce function updates
the Color of 1,5 and 7 as GRAY, the Distance and Path as 2 and 4,3, 4,6 and
4,6 separately, and the Color of node 2,3 and 6 as BLACK. Since the Color of
node 4 is BLACK, the status of it is not changed. Thirdly, for node 1, 5 and 7,
the Color of each neighbor NodeId is BLACK, the map function just emits the
key-value pairs as <1 4 3 2 BLACK 4,3>,<5 4 6,7 2 BLACK 4,6> and <5 4 6,7
2 BLACK 4,6>. Then the reduce function updates the Color of node 1,5 and 7
as BLACK. At last, as each node has reached, the forward-MR finishes.

Algorithm 1. Mapper: Forwardmapper

Input: Each line contains NodeID, Root, Distance, Path, etc.
Output:<key, value>pair, where key contains nodeId and root while value
contains node’s info
1.if (line.Color is GRAY)
2.foreach node in neighbors do
3. if(the color of node is not BLACK)
4. node.distance = line.Distance + 1
5. node.color = GRAY
6. node.path = line.Path.add(line.NodeId)
7. output.write(<node,line.Root>,node.value)
8. endif
9.endfor
10.line.Color = BLACK
11.output.write(<line.NodeId, line.Root>,line.value)
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3.3 Backward-MR

The final output file of forward-MR is used as the input file for backward-MR.
The map function of backward-MR reads a line from the input file, and generates
the key-value pairs, where the keys are the edges within the Path, and every
value is set to 1. The reduce function calculates the edge-betweenness for each
edge. Only one shortest path between two nodes is recorded in order to make
computation tractable [10],thus Clustering-MR is an approximate algorithm.

4 Evaluation

In this section, we evaluate the performance of our Clustering-MR algorithmwith
different datasets and different numbers of worker nodes (4, 8, 12, 16 and 20).

The theoretical time complexity of Clustering-MR algorithm is O(nm2)
p , where

n is the number of nodes, m is the number of edges and p is the number of
processors. In addition, we compare Clustering-MR with a sequential algorithm
(Clustering-SEQ) which executes on only one processor with single thread.

Algorithm 2. Reducer: ForwardReducer

Input: <key, list(value)>, where key contains nodeId and root while list
contains the node’s info.
Output:<key, value>pair, where key contains nodeId and root while value
contains node’s info.
1. currentNode = key.nodeId
2. foreach value in list(value) do
3. if(value.Nighbors != null)
4. currentNode.Neighbors = value.Neighbors
5. endif
6. if(value.distance <= currentNode.Distance)
7. currentNode.Distance = value.distance
8. currentNode.Path = value.path
9. endif
10. if(value.color != WHITE)
11. currentNode.Color = value.color
12. endif
13. endfor
14.output.write(key,currentvalue)

4.1 Experiment Setup

The Clustering-MR algorithm was tested on a Hadoop system, which consists
of a single Master Node and 20 identical Worker Nodes. The Master Node con-
tains four 64-bit Intel dual-core 3.3GHz processor, along with 4GB memory, and
500GB disk Each Worker Node contains a single 32 bit Intel 2.8GHz processor,
1GB memory and 164.7GB disk. All the nodes ran on Ubuntu 10.04 and had
Hadoop v0.20.205.0 de-ployed. The network bandwidth was 12MB/s.
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Fig. 2. (a) An example of a toy network. (b) The forward-MR algorithm execution
process

4.2 Datasets

We evaluated the Clustering-MR algorithm on these seven datasets containing
PPI graphs, which were downloaded from DIP database [11] on 18th, May, 2012.
Table 1 shows the size of each dataset including the original size and the MapRe-
duce input size.

Table 1. Experimental Datasets

Species Mark Proteins Interactions Size(KB)
(original)

Size(KB)
(MapReduce
Input)

D.melanogaster DM 7,439 22,632 227 2,637,954

S.cerevisiae SC 2,993 7,029 70 365,973

C.elegans CE 2,629 3,970 38 225,598

E.coli EC 1,355 5,476 48 92,378

H.sapiens HS 941 1,160 10 24,389

H.pylo HP 7,01 1,358 12 15,966

M.musculus MM 314 267 3 2,356

4.3 Experimental Results

Fig.3(a) shows the overall execution time of the Clustering-MR algorithm for
processing each dataset in the Hadoop system using different worker nodes: 4,
8, 12, 16 or 20. For the DM dataset, the execution time of the algorithm with 4
worker nodes was almost 3 times longer than the runtime of the algorithm with
20 worker nodes. Similarly, for SC and CE dataset, the execution time of the
algorithm with 4 worker nodes was almost 2 times longer than the runtime of
the algorithm with 12 worker nodes. However, the performance didnt improve
anymore when the number of worker nodes was larger than 12. For EC, HS,
HP, and MM datasets, although the execution time decreased as the number of



146 L. Liu et al.

machines increases, it didnt have big improvement. These results indicate that
our Clustering-MR algorithm with Hadoop indeed can improve performance for
large size datasets. However, the improvement is not obvious for small data
sizes and cannot remain linear as the number of work nodes reaches a certain
threshold. This is because the system would spend more time on the management
and data transferring among these machines.

Fig.3(b) shows the relationship between the number of nodes (proteins) in PPI
graphs and the runtime of the Clustering-MR algorithm in a Hadoop system using
the different number of work nodes: 4, 8, 12, 16 and 20. Similarly, Fig.3(c) shows
the relationship between the number of edges (interactions between proteins) in
PPI graphs and the runtime of theClustering-MR algorithm. In the case of using 4
worker nodes, the execution time of the algorithm increased dramaticallywhen the
number of proteins was larger than 3000 or the number of interactions was larger
than 6000. But, in the case that more worker nodes were used in the Hadoop sys-
tem, the runtime slightly increased. For small size of proteins and interactions, the
number of machines used in the system did not affect much the execution time of
the Clustering-MR algorithm. But for larger size of proteins and interactions, the
impact of the number of machines became big.

Fig. 3. The experiment results. In (a),(b),(c), the y-axis is the running time of com-
putation, and the x-axis is the number of worker nodes, proteins and interactions
respectively. In (d), the y-axis is the speedup (serial/parallel) and the x-axis is the
number of worker nodes.
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Fig.3(d) shows the ratio of the running time of the Clustering-SEQ algorithm
to the Clustering-MR algorithm in a Hadoop system with using different worker
nodes: 4, 8, 12, 16 and 20, when both algorithms are working on MM dataset. The
speedup increases as the number of worker nodes increases from 4 to 12. Inter-
estingly, the speedup decreases as the number of worker nodes increases from 12
to 20. This is because the MM dataset contain relative small PPI networks and
the Clustering-SEQ algorithm can perform reasonably good on the small PPI net-
works. Furthermore, as the number ofworker nodes increases, task scheduling, data
transferring, large number of hard disk andmemory switching took up a large por-
tion of total running time. There-fore, given a dataset size, determining the optimal
number of Hadoop worker nodes can be an interesting research work.

5 Conclusions

In this paper, we proposed a new parallel processing algorithm, called the
Clustering-MR, applying the MapReduce model to parallelize the Girvan and
Newmans edge-betweenness for large PPI networks. This new algorithm over-
comes the issues of high computation cost caused by the sequential process-
ing. Compared with the shared-memory based parallel algorithms, our algo-
rithm is cost-effective and easy to scale. We implemented Clustering-MR on a
real distributed system using Hadoop. Our experimental results show that: (1)
Clustering-MR gets better performance on runtime than Clustering-SEQ. (2)
Clustering-MR can efficiently handle larger-scale PPI networks with more than
1000 proteins or 5000 interactions, which would be very difficult (if not impos-
sible) for Clustering-SEQ.

We observed that the experimental results in practice do not totally agree
with the theoretical analysis, especially when the number of nodes or edges
becomes lager and lager. The reason is that the space complexity of Clustering-
MR algorithm that equals to O(nm2) leads to the increment of data transmission
between machines which costs a large amount of time to complete. To reduce the
space complexity is one of the key points in our following work. We will improve
the Clustering-MR algorithm by changing the input data format and optimizing
the Reduce step.

In our future work, we will also compare Clustering-MR to the MPI(Message
Passing Interface)-based clustering algorithm for large PPI networks. Both
of them are message-passing based algorithms. Besides, we will evaluate our
Clustering-MR algorithm in other applications, such as social networks and
linked web.

Acknowledgements. This work was partially supported by National Natural
Science Foundation of China (grant no. 61003240) and Gansu Provincial Science
& Technology Department (grant no. 1007RJYA010). We would also like to
thank DIGICOM JAPAN Co.Ltd (http://www.digicomnet.co.jp) to provide us
the Hadoop system for our experiments.



148 L. Liu et al.

References

1. Maslov, S., Sneppen, K.: Specificity and stability in topology of protein networks.
Science 296(5569), 910–913 (2002)

2. Baraba’si, A., Oltvai, Z.N.: Network Biology: Understanding the Cell’s Functional
Organization. Nature Reviews Genetics 5, 101–113 (2004)

3. Satuluri, V., Parthasarathy, S.: Scalable Graph Clustering Using Stochastic Flows:
Applications to Community Discovery. In: Proceedings of the 15th ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining, KDD 2009,
Paris, France, pp. 737–745 (2009)

4. Hwang, W., Cho, Y., Zhang, A., Ramanathan, M.: CASCADE: a novel quasi all
paths-based network analysis algorithm for clustering biological interactions. BMC
Bioinformatics 9(64) (2008)

5. Girvan, M., Newman, M.E.J.: Community structure in social and biological net-
works. PNAS 99(12), 7821–7826 (2002)

6. Dunn, R., Dudbridge, F., Sanderson, C.M.: The Use of Edge-Betweenness Clus-
tering to Investigate Biological Function in Protein Interaction Networks. BMC
Bioinformatics 6(39) (2005)

7. Bader, D.A., Madduri, K.: Parallel Algorithms for Evaluating Centrality Indices in
Real-world Networks. In: International Conference on Parallel Processing (ICPP
2006), pp. 539–550 (2006)

8. Madduri, K., Ediger, D., Jiang, K., Bader, D.A., Chavarria-Miranda, D.: A Faster
Parallel Algorithm and Efficient Multithreaded Implementations for Evaluating
Betweenness Centrality on Massive Datasets. In: IEEE International Symposium
on Parallel & Distributed Processing (IPDPS 2009), pp. 1–8 (2009)

9. Tan, G., Tu, D., Sun, N.: A Parallel Algorithm for Computing Betweenness Central-
ity. In: International Conference on Parallel Processing (ICPP 2009), pp. 340–347
(2009)

10. Maier, M., Rattigan, M., Jensen, D.: Indexing network structure with shortest-path
tree. ACM Transactions on Knowledge Discovery from Data 5(3) (2011)

11. DIP Database, http://dip.doe-mbi.ucla.edu/

http://dip.doe-mbi.ucla.edu/


A New Manifold Learning Algorithm

Based on Incremental Spectral Decomposition

Chao Tan and Jihong Guan

Dept. of Computer Science and Technology, Tongji University, Shanghai, China
tanchao222@gmail.com, jhguan@tongji.edu.cn

Abstract. Manifold learning is to construct nonlinear low-dimensional
manifolds from sample data points embedded in high-dimensional spaces.
In streaming data applications, new data points come continually, which
will change the existing data points’ neighborhoods and their local dis-
tributions. Such applications call for incremental algorithms not only to
deal with the adding of new data points but also to update the local
neighborhoods of the existing data points. In this paper, we introduce
a new manifold learning algorithm by updating the structure of eigen-
problem iteratively. Incremental spectral decomposition is used in the
iterative process and the resulting eigenvectors correspond to the low di-
mensional embedded coordinates. Experimental results show that 1) as
the number of data points increases, the mapping results of the proposed
approach become closer and closer to that of batch-style approaches, in-
cluding LTSA and LE, and 2) the proposed approach outperforms the
incremental ISOMAP (IISOMAP, a typical incremental manifold learn-
ing algorithm) in mapping accuracy. We argue that the new algorithm
is suitable for incremental learning of large-scale data streams.

Keywords: Manifold learning, Incremental spectral decomposition, In-
cremental learning.

1 Introduction

Manifold learning [1,2] is to construct nonlinear low-dimensional manifolds from
sample data points embedded in high-dimensional spaces, which has been ac-
cepted as a kind of effective nonlinear dimensionality reduction methods. In the
past decade, a number of manifold learning algorithms were proposed and ap-
plied to image analysis and computer vision, information retrieval, and human
gene distribution study, etc. The typical manifold learning algorithms include
isometric feature mapping (ISOMAP) [1], locally linear embedding (LLE) [2],
Laplacian eigenmaps algorithm (LE) [3], Hessian LLE (HLLE) [4] and local tan-
gent space alignment algorithm (LTSA) [6].

Most existing manifold learning algorithms aim at the learning from a fixed
dataset. However, for many applications, the datasets are dynamic, with new
data points being added continually. To address the learning of dynamic datasets,
incremental manifold learning algorithms have been developed. For example, in-
cremental Isomap algorithm (IIsomap) proposed by Law and Jain [10] learns
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the input data stream incrementally, which can find the evolution process of
manifold structure. The incremental learning algorithm for Laplacian eigen-
maps (ILE) proposed by Jia et al. [14] computes the low-dimensional repre-
sentation of a dataset by optimally preserving local neighborhood information,
and a sub-manifold analysis with a formulation of linear incremental method
was employed to learn the new samples incrementally. Kouropteva et al. [16]
proposed the incremental LLE algorithm (ILLE), which evaluates the mapping
values of the new samples and re-calculates the projections of original samples.
Incremental LTSA algorithm (ILTSA) [17] can get the low-dimensional embed-
ding coordinates of new data points by minimizing the reconstruction error.

In this paper, we propose a new manifold learning algorithm for dynamic
datasets. For some existing learning methods, new points may change the cur-
rent neighborhoods and local distribution of the manifold. In Isomap [1] if the
neighborhood is chosen improperly, short-circuit or cavitation phenomenon will
happen. Similar problems also exist in incremental methods such as IIsomap [10].
The addition of a new sample can delete critical edges in the graph and subse-
quently change the geodesic distances dramatically. To solve this problem, in the
proposed approach we update a new point’s position incrementally in the low
dimensional space by updating the structure of eigen-problem iteratively. For
this end, we employ relevance vector and matrix to deal with neighborhood mod-
ification caused by newly-coming sample points on the manifold, and establish
the new points’ positions in the low dimensional embedding space by updating
the structure of eigen-problem iteratively, which is done by incremental spectral
decomposition. The obtained eigenvectors correspond to the low dimensional em-
bedded coordinates. Experimental results show that the mapping results of the
proposed approach are closer to original datasets than batch-style approaches
(including LE and LTSA) as the number of data points increases, and more
accurate and stable than IISOMAP.

Major contribution of this paper: A new manifold learning approach for learn-
ing dynamic datasets based on incremental spectral decomposition is proposed,
with its convergence proved. And an algorithm to implement the proposed ap-
proach is developed. Then we conduct extensive experiments to validate the
effectiveness of the proposed approach.

The reminder of this paper is organized as follows: Section 2 introduces the
preliminaries indicating notation declarations. Section 3 presents the new man-
ifold learning approach and the algorithms. Section 4 gives the experimental
results. Section 5 concludes this paper.

2 Notation Declarations

Let R denote the manifold. Lower case letters indicate vectors or elements, capi-
tal letters represent matrices. Subscripts are used to index the elements in vectors
and matrices. For example, ui is the i-th element of vector u. Ri. and R.j indicate
the i-th row and the j-th column of matrix R respectively, and Rij represents
the element with index (i, j) in R. || · || denotes the l2 norm, that is, ||x|| =√
xTx.
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3 Manifold Learning Based on Incremental Spectral
Decomposition

In this section, we introduce a new approach for incremental learning from a data
stream employing relevance vector and matrix [7]. By updating the structure of
eigen-problem incrementally, we can get the mapping of the newly added data
point xn+1. The relevance eigenvalue is used to represent the existing sample
points x1, x2, ..., xn whose neighbors will be changed by the insertion of xn+1.

3.1 Some Definitions

Definition 1. Given a dataset D of size n, Uj = [U1j , · · · , Uij , · · · , Unj]
T (i =

1, · · · , n) is a relevance vector.

Uij =

{
1 if point i is among the k nearest neighbors of point j or vice versa;
0 otherwise.

Definition 2. Given a dataset D of size n, we can construct a n × n relevance
matrix U , each column Uj is a relevance vector.

Definition 3. Given a dataset D of size n, an incidence matrix W is a n × n
matrix whose element wij , called incidence element, is evaluated as:

wij =

{
1
k if point i is among the k nearest neighbors of point j or vice versa;
0 otherwise.

Definition 4. rij is a column vector with only two nonzero elements: i-th
element is 1 and j-th element is -1.

3.2 Incremental Eigenmaps

In order to represent the dynamic characteristics of an eigenvalue system with-
out changing its original representation, we propose a more effective algorithm to
evaluate the incremental representation of an updated dataset based on the it-
eratively generated eigenvalue system. We have known the LE algorithm can
preserve the local neighborhood of the low dimensional representation of a
dataset [3]. Here, we use an incremental way onto the LE algorithm to learn
data streams in an incremental style.

First of all we give a graph with weight: G = G(V,W ), where V is the vertex
set and W the weight set indicating the incidence between vertex vi and vj . In
this paper, the incidence matrix W is assumed to be the weight matrix where
wij =

1
k when vertex i and vertex j are mutual k nearest neighbors, else wij = 0.

Define diagonal matrix D as: D = diag{d1, d2, ..., dn}, di =
∑
j

wij . Then we

introduce some propositions and theorems.
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Proposition 1. Given a n × n Laplacian matrix L = D − W , there exists an
relevance matrix U and R such that L = W (RRT ) [5], where R contains all the
column vectors rij (1 ≤ i < j ≤ n).

Proof. According to Definition 2, U =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

...
...

· · · 0 · · · 1 · · ·
...

...
· · · 1 · · · 0 · · ·

...
...

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, which is a relevance

matrix with the element Uij is 1 if points i and j are connected by an edge,
otherwise it is 0.

According to Definition 4, rijr
T
ij =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

...
...

· · · 1 · · · −1 · · ·
...

...
· · · −1 · · · 1 · · ·

...
...

⎞⎟⎟⎟⎟⎟⎟⎟⎠
. Since L = D − W ,

whereD = diag{d1, d2, ..., dn} and di =
∑
j

wij . Add all of wijrijr
T
ij (1 ≤ i, j ≤ n)

together, we get L =
∑
i,j

wij(rijr
T
ij + uij) -

∑
i,j

wijuij = W (RRT ).

Proposition 2. Ly = L1y1 + ...+ Lnyn = W1R1R
T
1 y1 + ...+WnRnR

T
nyn.

Proof. According to the definition of Krylov subspaces [9], an intuitive method
for finding an eigenvalue (specifically the largest eigenvalue) of a given ma-
trix L is the power iteration. Starting with an initial random vector y0, this
method calculates Ly0, L

2y0, ... iteratively, storing and normalizing the result
into y on each turn. Ly can be computed neighborhood by neighborhood with-
out constructing repeatedly. This suggests us to construct the Krylov form of
Ly: Ly = L1y1 + ...+ Lnyn = W1R1R

T
1 y1 + ...+WnRnR

T
nyn.

For the incidence matrix W with incidence elements wij , we define W ≈ 1
keie

T
i ,

where ei = {1, ..., 1}T , (i = 1,...,n). So, Li ≈ 1
k eie

T
i RiR

T
i , it fits the incremen-

tal nature of structure which can be computed neighborhood by neighborhood
without explicitly forming L. We now consider the reconstructing error in low
dimensional space based on the existing Laplacian framework Li, which repre-
sents the local geometry. We assume WiRiR

T
i = 1

keie
T
i RiR

T
i +ΔL. Here, ΔL is

the reconstruction error and we need to find optimal solutions to minimize it.
We have ΔL = ΔWiRiR

T
i −ε. Considering Proposition 1 and Proposition 2,

the change of incidence matrix W can be expanded by appending the relevance

vector ri and approximate W :
∼
Wi. The reconstruction error can be represented

as

ΔWiRiR
T
i = (I −

∼
Wi) − (I − Wi)RiR

T
i . (1)
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Substitute Eq. (1) and
∼
Wi =

1
keie

T
i into the expression of WiRiR

T
i ,

WiRiR
T
i =

1

k
eie

T
i RiR

T
i + (I − 1

k
eie

T
i ) − (I − Wi)RiR

T
i − ε (2)

The error can be expressed in accordance with Eq. (2) as follows,

ε = 1
keie

T
i RiR

T
i + I − 1

k eie
T
i − RiR

T
i = (I − 1

keie
T
i )(I − RiR

T
i ).

Let Ki = (I − 1
k eie

T
i )(I − RiR

T
i ). The matrix K is the projection onto the

subspace spanned by the column vectors of R. For minimizing the reconstruction
error, we define

Ki = I − EiE
T
i (3)

with Ei = [e/
√
k, r1, ..., rd]. So Li = WiRiR

T
i can be computed as:

Li = Xi(I − EiE
T
i )X

T
i , (4)

where Xi = [xi1, ..., xik]. Li can be regarded as the Laplacian matrix defined
on Xi during the i-th iteration. The optimal results should be constructed by
resolving some eigen-resolvers. According to Proposition 2, L can be computed
by partially summing as follows:

L(Ii, Ii) ← L(Ii, Ii) + I − EiE
T
i (i = 1, ..., n). (5)

Here, Ii is a set of indices for the k nearest neighbors of xi denoted by Ii =
{i1, ..., ik} . With respect to n, the computation cost is obviously linearly. To
minimize the reconstruction error after dimensionality reduction, we compute
the eigenvector matrix [t1, ..., td] of L corresponding to the d smallest eigenvalues
to compose the data points’ mapping coordinates after the new data point comes.

The Eq. (5) has constructed an incremental alignment matrix that describes
the eigenvalues and eigenvectors in spectral clustering. By updating the struc-
ture of eigen-problem iteratively we can get the mapping of all the data points
without recomputing the updated subspace.

Now we propose an alternative iterative process to compute the new point’s
embedding coordinate into the low dimensional space. With the definition of
Laplacian matrix, we know {Ln}, ||Ln|| < ∞ and lim

k→∞
Lk = L. We have the

following lemma [13]:

Lemma 1. Let {Mn} be a sequence of real matrices. If lim
n→∞

Mn = M , then

lim
n→∞

1
n

n∑
i=1

Mi = M .

According to Lemma 1, we have lim
n→∞

1
n

n∑
k=1

Lk = L.

Denote the eigenvector of Lk as vk, λk as the eigenvalue. That is Lkvk = λkvk.

Define uk = Lkvk, therefore lim
k→∞

uk = Lv = λv. Then set Mn = 1
n

n∑
k=1

uk.
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According to Lemma 1, we have lim
n→∞

Mn = lim
k→∞

uk = λv. Consequently,

lim
n→∞

Mn

||Mn|| = v.

Mn can be written in a recursive form for incremental estimation as follows:

Mn =
1

n

n∑
k=1

uk =
1

n

n∑
k=1

Lkvk =
n − 1

n
(

1

n − 1

n−1∑
k=1

Lkvk) +
1

n
Lnvn

=
n − 1

n
Mn−1 +

1

n
Lnvn. (6)

Since vn is the eigenvector of Ln and can be estimated by Mn−1

||Mn−1|| , we have

lim
n→∞

vn = v ≈ lim
n→∞

Mn−1

||Mn−1|| , thus

Mn ≈ n − 1

n
Mn−1 +

1

n
Ln

Mn−1

||Mn−1|| . (7)

The convergence of the process will be given by Theorem 1 [12] below. We can
find the similar theorems with proof in Zhang and Weng’s work [11].

Theorem 1. If matrices sequence A(n), ||A(n)|| < ∞ converges to a matrix

A ∈ Rd×d, i.e., lim
n→∞

1
n

n∑
i=1

A(i) = A, where A is nonnegative determined matrix

and ||A|| < ∞, the eigenvalues of A satisfies λ1 > λ2 ≥ ... ≥ λd ≥ 0, then the
iterative process converges to the maximum eigenvalue of matrix A multiplied
by the corresponding eigenvector.

v(n) =
n − 1

n
v(n − 1) +

1

n
A(n)

v(n − 1)

||v(n − 1)|| . (8)

According to Theorem 1, we can derive the convergence of (7).

Theorem 2. The iterative expressionMn converges to the maximum eigenvalue
of matrix Ln multiplied by the corresponding eigenvector.

Proof. For ||Ln|| < ∞ and {Ln} converges to a matrix L ∈
Rn×n, lim

n→∞
1
n

n∑
k=1

Lk = L, the eigenvalues of L are nonnegative. By Theorem 1,

we know the iterative process (7) will converge.

3.3 Algorithm Summary

Considering the discussion above, we propose a new manifold learning method
based on incremental spectral decomposition named LISD. The LISD approach
can be implemented to two algorithms outlined as follows. The first one has
global incremental significance, called LISD-1. The second one is a local in-
cremental method, adding new adjacent information and revising the existing
samples’ low-dimensional embedding results, which is termed as LISD-2.
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Algorithm LISD-1

Step 1. Solve Ly = λDy as standard Laplacian Eigen-decomposition for eigen-
vectors with the smallest eigenvalues. The solution and the matrix L
serve as the initialization v1 and L1.

Step 2. With definitions in 3.1 and Proposition 1, obtain Ei on the basis of
W ≈ 1

keie
T
i and Li ≈ 1

k eie
T
i RiR

T
i .

Step 3. Form the matrix L by locally summing Eq. (5). After all similarity
changes occur, we compute the d smallest eigenvalues of L to get the
eigenvector matrix [t1, ..., td] corresponding to them.

Step 4. If a data point is added, Step 2 is repeatedly conducted.

Algorithm LISD-2

Step 1. The same as the step 1 of LISD-1. Then compute the initial M : M1 =
u1 = L1v1.

Step 2. When a new data point arrives, use Eq. (7) to update Mn. This process
will save large compute complexity when n is large.

Step 3. Towards the incremental sample point, since vn is the Eigen-solutions
of Ln and can be estimated by Mn−1

||Mn−1|| , the returned vector corre-

sponds to the new point’s low-dimensional embedding coordinate, which
is provided with incremental significance. The local linear incremental
method adds new adjacent information and revises the existing samples’
low-dimensional embedding results.

Step 4. If a data point is added, Step 2 is repeatedly conducted.

3.4 Complex Ananlysis

The first step of both LISD-1 and LISD-2 needs to solve a (k × k) eigenvector
problem, where k is the number of the nearest neighbors. The time complexity
of solving the (k × k) eigenvector problem is O(k2).

Except for step 1, the core computation process of LISD-1 and LISD-2 involves
some multiplications and additions of Eq. (5) and Eq. (7). The computation of
Eq. (5) involves in k nearest neighbors. So after n iterative addition we can
obtain the complexity of O(nk2). The Eq. (7) is fast in convergence rate and low
in the computational complexity. The computational complexity saved by the
similar iterative process is (k − 1)/2 in Weng and Zhang’s work [15]. So we can
derive the complexity of Eq. (7) by computing k(k+1)/2−(k−1)/2 = (k2+1)/2,
in which k is the number of the nearest neighbors. After n iterative additions
we can find the computational complexity is O(nk2).

Except for step 1 and step 2, the computational complexity is mainly linear in
both LISD-1 and LISD-2, which involves of multiplications of determinants and
some easy additions. So the core computation complexity focuses on the previous
2 steps, and we can reach a conclusion that the computation complexity of our
method is O(nk2). While in ILE, ILLE and ILTSA, they all need to develop a new
manifold after new points come and recompute a new alignment matrix. The time
complexity of solving the (n+1)×(n+1) eigenvector problem is O((n+ 1)3) [14].
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The complexity of incremental ISOMAP algorithm(IISOMAP) is O(n2 logn +
n2q) for update geodesic distance in each iteration, where n is number of points
and q is the maximum degree of vertices in the graph. And the update of iteration
costs O(n2) time because of the matrix multiplication [10]. So we can draw the
conclusion that IISOMAP will take much longer time in updating of coordinates
compared with our algorithm, which has higher efficiency.

4 Experimental Evaluation

4.1 Experiment Setting

Experimental comparison is conducted with several major manifold learning algo-
rithms on some typical nonlinear manifold databases. The four datasets are Swiss
Roll, Toroidal Helix by Coifman & Lafon [18], Twin Peaks by Saul & Roweis [8],
and Punctured Sphere by Saul & Roweis [8]. Each dataset has 800 sample points
that will be projected from 3-dimensional space to 2-dimensional space.

We use the error metric defined in [10] to measure the accuracy of each algo-
rithm, which is evaluated as the mean error between the resulting coordinates of
our method and the compared algorithm, further normalized by the total sample
variance as follows:

εn =

√√√√ n∑
i=1

||Xi − Xi||2/n
n∑

i=1

||Xi||2. (9)

4.2 Comparison with Batch-Style Algorithms

Fig. 1 shows the results with datasets Toroidal Helix, Twin Peaks and Punctured
Sphere. For Toroidal Helix, the shape of mapping results in low dimensional
space of LISD-1 are smoother and rounder than LTSA, while the results of
LISD-2 are roughly similar to that of LE. For Twin Peaks, mapping results of
LISD-1 is similar to LE, but the result’s distribution of LISD-1 is more uniform.
LISD-2 and LTSA have more evenly-distributed results, but LISD-2’s results are
sparser, means that the mapping results of LISD-2 are easier to discriminate.
For Punctured Sphere, there are some differences between the shapes of mapping
results of the four algorithms, but data distributions are quite similar. Judged
from the results of the three datasets, LISD-2 has better mapping results than
the other algorithms on two datasets: Toroidal Helix and Twin Peaks.

Fig. 2 shows the results on manifold Swiss Roll. We can see that: 1) when
nearest neighbors’ number k is small (=8), LISD-1 has quite similar result with
LTSA while LISD-2’s result is very similar to LE’s. 2) When k gets larger (≥18),
LTSA fails to get acceptable dimension reduction results while the other algo-
rithms can still work effectively. 3) Considered as a whole, LISD-2 has the best
result in the sense that its mapping result is more discriminative.

In summary, the results of the four test datasets reveal that the proposed
algorithms perform satisfactorily, especially LISD-2, which is the best one in the
four evaluated algorithms.
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Fig. 1. Comparison of low dimensional embedding results of LISD-1, LISD-2, LTSA
and LE on three manifolds: (e) Toroidal Helix, (f) Twin Peaks and (g) Punctured
Sphere

4.3 Mapping Error

In this section, we compare our algorithm’s mapping results in low dimensional
space with LTSA, LE and incremental ISOMAP algorithm, by the error measure
define in Eq. (9).

First, we take the results of LTSA and LE as references, and estimate the
errors of our algorithms against LTSA and LE respectively. From Fig. 3, we can
see that the error εn of LISD-1/LISD-2 against LE tends down gradually when n
increases. And the error of LISD-2 against LTSA fluctuates around n=800.When
n is large enough, εn of LISD-1 against LTSA decreases along with n slightly to
disappearance. We can draw the conclusion that LISD-1 is more stable, while
LISD-2 can produce good performance but is not stable enough.

Second, we take the result of LTSA as reference, and evaluate the errors of our
algorithms and the incremental ISOMAP (IISOMAP) algorithm against LTSA
respectively. The results are shown in Fig. 4. As more data points are projected
into the low dimensional space, the errors get more stable. εn of our method
becomes smaller and smaller, and finally close to 0; While εn of IIsomap against
LTSA converges to 0.4. So our algorithm LISDs have smaller error than IIsomap.
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Fig. 2. Comparison of low dimensional embedding results of LISD-1, LISD-2, LTSA
and LE on Swiss Roll manifold (k=8, 18, 24, 45, 66 and 99)
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Fig. 3. Mapping error εn of the proposed method against LE and LTSA when the
number of data points increases (Swiss Roll dataset)
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Fig. 4. Mapping error εn of IIsomap, LISD-1 and LISD-2 against LTSA when the
number of data points increases (Swiss Roll dataset)

5 Conclusion

This paper proposes a new incremental manifold learning algorithm based on
incremental spectral decomposition, which is useful to incremental learning. By
updating the structure of eigen-problem incrementally, the obtained eigenvec-
tors correspond to the low dimensional embedded coordinates. Compared with
existing manifold learning dimension-reduction approaches LTSA and LE, the
proposed approach LISD can obtain good or even better mapping results. When
k (the number of nearest neighbors) is large, the projection results generated
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by LISD-2 are much better than other compared algorithms. Compared with
IISOMAP, LISD has higher accuracy and lower complexity.
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Abstract. In high dimensional setting, componentwise L2boosting
method has been used to construct sparse model of high prediction, but it
tends to select many ineffective variables. Several sparse boosting meth-
ods, such as, SparseL2Boosting and Twin Boosting, have been proposed
to improve the variable selection of L2boosting algorithm. In this paper,
we propose a new general sparse boosting method (GSBoosting). The
relations are established between GSBoosting and other well known reg-
ularized variable selection methods in orthogonal linear model, such as
adaptive Lasso, hard thresholds etc. Simulations results show that GS-
Boosting has good performance in both prediction and variable selection.

Keywords: boostingalgorithm, sparsity,model selection, adaptiveLasso.

1 Introduction

The goal of the statistical learning is to construct the model of high prediction
and to select the effective variables, particularly, in the case of high dimensional
data. Boosting is an effective method for modeling. The main idea of boost-
ing is to minimize the empirical risk and pursuing iterative steepest descent in
function space ([6]). This very general and useful view of boosting has been con-
sidered by Breiman ([1],[2]) and developed further by Friedman et al. ([9]) and
Friedman ([10]).

In high dimensional setting, Bühlmann and Yu ([7]) proposed componentwise
L2Boosting, which is a variant of L2Boosting with only one covariate selected to
construct the fitting function using specified base learner in each iteration. If the
early stopping strategy is adopted to select the number of iteration, componen-
twise L2Boosting can be used to select variables and to construct sparse model.
However, besides effective variables, componentwise L2Boosting usually selects
many ineffective variables. Several sparse boosting methods have been pro-
posed to improve the feature selection of L2Boosting, such as, sparseL2Boosting,
Twin Boosting etc. Bühlmann and Yu ([8]) proposed sparseL2Boosting and
proved that it is equivalent to nonnegative garrote for orthogonal linear model.
Bühlmann and Hothorn ([5]) proposed Twin Boosting and proved that Twin
boosting with componentwise linear base learner can be equivalent to adaptive
Lasso in orthogonal linear model (See the proposition 1 of [5]). The relations of
Lasso type methods with sparseL2Boosting and Twin Boosting are interesting.

S. Zhou, S. Zhang, and G. Karypis (Eds.): ADMA 2012, LNAI 7713, pp. 161–172, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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In this paper, we propose a new family of sparse boosting algorithm, called
general sparse boosting(GSBoosting), which can build sparse model of high pre-
diction. We show that in orthogonal linear model, GSBoosting with different
parameters can be equivalent to Lasso, Adaptive lasso, ridge regression, hard
threshold, OLS etc. Simulation results in different situation confirm the effec-
tiveness of GSBoosting.

The main contents of this paper are arranged as follows. Several boosting
algorithms are briefly reviewed in section 2. General sparse boosting algorithm
(GSBoosting) is proposed in section 3. In section 4, the relations are established
between GSBoosting and the well-known methods in orthogonal model. Section
5 presents the simulation results on the comparison of GSBoosting with other
methods. And conclusions are presented in section 6.

2 Review of Generic Boosting and Sparse L2Boosting

Boosting can be viewed as a minimization of empirical loss function by gradient
descending in function space ([9],[10]). Suppose that X = (x1, · · · , xp)T is the
regressor and Y is responsor. {(Xi, Yi)}ni=1 are the independent sample. Let
ρ(·, ·) denote the loss function. Consider the problem of estimating a real function
f∗(·) = argminf(·)E(ρ(Y, f(X))). Estimation of f∗(·) with boosting can be done
by considering the empirical risk n−1

∑n
i=1 ρ(Yi, f(Xi)) and pursuing iterative

steepest descent in function space. The following generic boosting algorithm is
from Bülhmann and Hothorn (2007).

1. Initialize f̂ [0]. Let f̂ [0] ≡ Ȳ . Set m = 0.
2. Increase m by 1. Compute negative gradient − ∂

∂f ρ(Y, f) and evaluate at

f̂ [m−1](Xi)

Ui = − ∂

∂f
ρ(Y, f)|f=f̂ [m−1](Xi)

, i = 1, 2, · · · , n.

3. Fit negative gradient vector (U1, U2, · · · , Un)
T by the weak learner

(Xi, Ui)
n
i=1

base procedure−→ ĝ[m](·).

4. Update f̂ [m] = f̂ [m−1] + vĝ[m], where 0 < v ≤ 1 is a step length.
5. Iterate steps 2–4 until m = mstop for some stopping iteration mstop.

The choice of the step length in step 4 is of minor importance. In literature,
v generally takes value being sufficiently small, e.g. v = 0.1 ([10]). Square loss
function is a special case of generic boosting algorithm with ρ(Y, f) = 1

2 |Y − f |2
and Ui = Yi − f̂ [k−1](Xi) (i = 1, · · · , n) in step 2.

Bühlmann and Yu ([8]) proposed the sparseL2Boosting algorithm, which leads
to sparser model than componentwise L2Boosting. They also showed that, for
orthogonal linear model, componentwise L2Boosting and sparseL2Boosting can
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be equivalent to Lasso (soft threshold) ([13]) and nonnegative garrote (briefly
NNG), respectively. Bühlmann and Hothorn([5]) proposed Twin boosting and
proved that it is equivalent to adaptive Lasso in orthogonal linear model.

3 General Sparse Boosting

Let {(Xi, Yi)}ni=1 be independent copy of (X,Y ), where X = (x1, · · · , xp)T and
Y ∈ R. Consider the model

Y = Xβ + ε, (1)

where ε ∼ N(0, Inσ
2), X = (X1, · · · , Xn)

T = (x1, · · · ,xp), Y = (Y1, · · · , Yn)
T .

Without loss of generality, suppose that 1T
p xj = 0,xT

j xj = 1, (j = 1, · · · , p),
where 1p = (1, 1, · · · , 1)T .

Frank and Friedman([11]) proposed the bridge regression family, by consider-
ing the following problem

argmin
β

{||Y − Xβ||2 + λn · Pγ,w(β)}, (2)

where Pγ,w(β) =
p∑

j=1

wj|βj |γ . Motivated by the penalty function in bridge re-

gression, we propose the following generalized penalty criteria to develop sparse
boosting algorithm.

3.1 Generalized Sparse L2Boosting (GSBoosting) in Linear Model

Given variable xj (j = 1, · · · , p), let Hj denote the corresponding projection op-
erator of given base learner ([7]). For example, Hj = xjx

T
j /x

T
j xj for linear base

learner. Let Ŝm,m = 1, 2 · · · , denote the index of the variable selected in m-th
iteration. Assume that xj is selected in mth iteration, and define corresponding
projection as

Bm,j = In − (In − vHj)(In − vHŜm−1
) · · · (In − vHŜ1

), 1 ≤ j ≤ p (3)

where v > 0 is the step length. Then the residual sum of square can be denoted
as ([8])

Rss(m, j) =‖ (In − Bm,j)Y ‖2 .

Let β̂
(j)
m be the estimated coefficient with xj been selected in m-th iteration,

where 1 ≤ j ≤ p; m = 1, 2, · · ·. Denoting by β̄m−1 the estimate of β after m − 1

iteration, then we have, β̄m−1 = β̂
Ŝm−1

m−1 . Furthermore, denote the residual after
m − 1 iterations as

Um−1 = (In − Bm−1,Ŝm−1
)Y = Y − Xβ̄m−1.

where Bm−1,Ŝm−1
is defined as in (3). If xj is selected in m-th iteration, then, by

[7], the corresponding prediction of Y is Ŷm,j = Bm,jY = Xβ̂
(j)
m . By the above
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notations, it is easy to see that β̂
(j)
m = β̄m−1 + vδm,j , with δm,j = (0, · · · , 0,

xT
j Um−1/x

T
j xj , 0, · · · , 0)T and v being the step length. And the corresponding

residual can be denoted as

U(j)
m = (In − Bm,j)Y = Y − Xβ̂(j)

m .

Denote the sum of square residual as Rss(m, j) =‖ U
(j)
m ‖2 . The main idea of

componentwise linear L2Boosting is to select into the model the variable that
reduces the residual most, that is,

Ŝm = arg min
1≤j≤p

||(In − Bm,j)Y||2

= arg min
1≤j≤p

||(In − vHj)Um−1||2

= arg min
1≤j≤p

||(In − vxjx
T
j /x

T
j xj)Um−1||2,

Due to the fact xT
j xj = 1, it holds that Ŝm = arg max

1≤j≤p
|xT

j Um−1|2. Let

U
(j)
m denote the population version of the U

(j)
m . Let θ

(j)
m = (θ

(j)
m,1, · · · , θ(j)m,p)T =

cov(X,U
(j)
m ), the correlation between X and the pseudo-responsor U

(j)
m , and let

θ0 = (θ0,1, · · · , θ0,p)T = cov(X,Y ), the correlation between the X and Y . It
should be note that θ0 generally differs from true parameter β in (1), where
we do not assume cov(X) = Ip. The corresponding sample estimators respec-

tively are denoted as θ̂
(j)
m = XTU

(j)
m and θ̂0 = XTY. Recall that OLS estimator

β̂OLS = (XTX)−1XY is the minimizer of the problem argminβ ||Y − Xβ||.
Smaller value of Rss(m, j) means the better fitting, or equivalently β̂

(j)
m be-

ing closer to β̂OLS . On the other hand, to improve the variable selection of

L2Boosting, some penalty should be used. We use ||XTU
(j)
m ||2 as the penalty.

Different from U
(j)
m , XTU

(j)
m does contains information on the complexity of the

model. In fact, it can be viewed as some distance between β
(j)
m and OLS/ridge

estimator.
Assumed that XTX = GΛGT , where G is the orthogonal matrix whose

columns consist of eigenvectors and Λ = diag(λ1, · · · , λp) consisting of the eigen-

values. If (XTX)−1 exists, then due toU
(j)
m = Y−Xβ̂

(j)
m andXTY = XTXβ̂OLS ,

we have

‖XTU(j)
m ||2 = ‖(XTX)(β̂OLS − β̂(j)

m )‖2 = ‖ΛGT (β̂OLS − β̂(j)
m )‖2. (4)

As λj ≡ c > 0, 1 ≤ j ≤ p, we have ‖XTU
(j)
m ||2 = c · ‖β̂OLS − β̂

(j)
m ‖2. In

general setting, ‖XTU
(j)
m ||2 can be viewed as a weighted distance between β̂

(j)
m

and β̂OLS . If the XTX is ill conditioned, then XTY = (XTX + λIp)β̂ridge,

where λ > 0 and β̂ridge denotes the ridge estimator. We have ‖XTU
(j)
m ‖2 =

‖(Λ+λIp)G
T β̂ridge −ΛGT β̂

(j)
m ‖2, which can be viewed as some measurement on

the difference between β̂ridge and β̂
(j)
m . In one word, ||XTU

(j)
m ||2 can be regarded

as some distance between β̂
(j)
m and OLS/ridge estimator.
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Note that OLS and ridge estimator are non-sparse solution, fitting a model of

the high complexity. Smaller value of ||XTU
(j)
m ||2 means estimate being closer to

OLS/ridge estimator. In order to get the sparse solution, β̂
(j)
m should not close

to OLS/ridge estimator too much; hence larger value of ||XTU
(j)
m ||2 is preferred.

Thus we construct the penalty as P (m, j) = ||XTU
(j)
m ||2 =

∑p
i=1 |θ̂(j)m,i|2. Fur-

thermore, similar to adaptive Lasso ([14]), we consider further the penalty of the

form |θ̂(j)m,i|γ/|θ̂(j)0,i |ω. Then the penalty function can be extended as follows.

Pγ,ω(m, j) =

p∑
i=1

|θ̂(j)m,i|γ

|θ̂0,i|ω
=

p∑
i=1

|XT
i U

(j)
m |γ

|XT
i Y|ω

,

where γ > 0 and ω ∈ R. From the above argument, we want Rss(m, j) being
small and Pγ,ω(m, j) being large simultaneously. This motives us to consider
minimizing the following penalized empirical risk

T j(m,λn, γ, ω) = Rss(m, j) − λnPγ,ω(m, j), λn > 0.

The best variable selected in m-th iteration is denoted by Ŝm =
arg min

1≤j≤p
T j(m,λn, γ, ω). For simplicity, let

Rss(m) = Rss(m, Ŝm),

Pγ,ω(m) = Pγ,ω(m, Ŝm), (5)

T (m,λn, γ, ω) = T Ŝm(m,λn, γ, ω).

As m increases, Rss(m) decreases and the complexity of the model increases;

also the distance between estimator β̂
(Ŝm)
m and OLS estimator decreases and

consequently −Pγ,ω(m) increases. Therefore the stopping number can be taken
as m̂ = arg min

1≤m≤N
T (m,λn, γ, ω), for some large integer N . We summarize the

GSBoosting algorithm as follows.

1. Initialization. Let F̂0(·) ≡ 0, m = 0 and U0 = Y .
2. Increase m from 1. The pseudo-responsor are Um,i = Yi − F̂m−1(Xi), i =

1, · · · , n. Let Um = (Um,1, · · · , Um,n)
T .

3. Minimize T j(m,λn, γ, ω) to select the best variable, that is,

Ŝm = arg min
1≤j≤p

T j(m,λn, γ, ω).

Fit the pseudo-responsor with linear base learner and construct the fitted func-
tion f̂m(·) = xŜm

xT
Ŝm

Um/xT
Ŝm

xŜm
;

4. Let F̂m(·) = F̂m−1(·) + vf̂m(·), 0 < v ≤ 1;
5. Repeat step 2–4 until some large iteration number N . The optimal iteration

number can be taken as m̂ = arg min
1≤m≤N

T (m,λn, γ, ω). The final estimate is

F̂m̂(·).
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3.2 Data-Driving GSBoosting and Parameter Selection

To avoid the selection of the tuning parameters λn, in this paper, we adopt the
AICc criteria, the correction of AIC ([12]). Let

CAICc(Rss, k) = log(Rss) +
1 + k/n

1 − (k + 2)/n
. (6)

Then the AICc based penalized loss function is defined as

TAICc(m,γ, ω) = min
j

{CAICc(Rss(m, j),−Pγ,ω(m, j))} := min
1≤j≤p

T j
AICc(m,γ, ω). (7)

Under the penalized loss function (7), the corresponding GSBoosting algorithm
can be denoted as AICc-GSBoosting, a data driving method. AICc score can be
used to select the variable and the optimal iteration number. AICc-GSBoosting
Algorithm is as follows.

Steps 1, 2, and 4 are the same as GSBoosting algorithm. Just replace steps 3
and 5 there by the following steps, respectively.

3′. The index of the selected variable is Ŝm = arg min
1≤j≤p

T j
AICc(m, γ, ω). Fit the

pseudo-responsor Um by xŜm
with specified base learner to obtain the estimate

function f̂m(·).
5′ The optimal stopping number is m̂ = arg min

1≤m≤N
TAICc(m, γ, ω)

Two methods can be used to select the parameters. The first one is to apply
multiple K-fold CV or GCV. The second one is Monte Carlo method. Separate
the data at random into training data set and the testing data set and compute
the prediction error on the testing data. Repeat the procedure for L times and
compute the average prediction error on the testing data. The parameters which
result in the smallest average prediction error can be selected as the optimal
parameters.

3.3 Further Extension to General Base Learner

For nonlinear model, nonlinear base learner should be used, e.g. componen-
twise spline function and componentwise decision tree etc. and the penalty
function should be revised. In the case of componentwise nonlinear function

as base learner, let f
(U)
i,j (xi) denote the function of fitting U

(j)
m by xi, where

f
(U)
i,j (·) having the same complexity for i = 1, · · · , p. Then, θ̂(j)m,i can be defined

as θ̂
(j)
m,i = (f

(U)
i,j (xi))

TU
(j)
m / ‖ f

(U)
i,j (xi) ‖, the correlation between the fitted value

f
(U)
i,j (xi)/ ‖ f

(U)
i,j (xi) ‖ and the residualsU

(j)
m . And θ̂0,i is defined in the same way.

Particularly, for spline base learner, we propose the following penalty function

Pγ,ω(m, j) =

p∑
i=1

∣∣∣ĝ(U)
d.f.(xi)

TU
(j)
m /||ĝ(U)

d.f.(xi)||
∣∣∣γ∣∣∣ĝ(Y )

d.f.(xi)TY/||ĝ(Y )
d.f.(xi)||

∣∣∣ω ,
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where ĝ
(U)
d.f.(xi) denotes the function of fitting U

(j)
m by xi with spline function of

fixed degree of freedom and ĝ
(Y )
d.f.(xi) is defined similarly. Based on this extension

of penalty function, AICc-GSBoosting algorithms can readily be used to build
nonlinear model.

4 Relations between GSBoosting and Other Variable
Selection Methods

In this section, we discuss the relations between GSBoosting method with other
well known methods in the orthogonal linear model.

Y = Xβ + ε, XTX = XXT = In (8)

whereX=(x1, · · · ,xn), β=(β1, · · · , βn)T ,Y=(Y1, · · · , Yn)
T and ε=(ε1, · · · , εn)T .

For GSBoosting algorithm, we take the square loss function and the compo-
nentwise linear function as base learner. Now, we show that GSBoosting with
different parameters can be equivalent to soft-threshold, hard-threshold, non-
negative garrote etc. The proofs of the following theorems are deferred to Ap-
pendix.

Let β̂
(m̂)
GSB denote the coefficient obtained by GSBoosting after m̂ iterations.

Denote by β̂Alasso, β̂hard, β̂ridge and β̂OLS , the estimator of adaptive Lasso,
hard-threshold, ridge regression and OLS method, respectively. The following
results hold.

Theorem 1. For model (8), let 0 < γ < 2, ω ≥ 0 and N < ∞ in GSBoosting

algorithm. Then, as v → 0, we have β̂
(m̂)
GSB,j = β̂Alasso,j, j = 1, · · · , n.

The proof of the following theorem 2 is quite similar to that of theorem 1, we
omit it here for conciseness.

Theorem 2. For model (8), given {λn > 0, n = 1, 2, · · ·} where λn < 1 as n
being large, let v −→ 0, the following results hold.

(1) As γ = 2, ω > 0 and N = ∞, we have β̂
(m̂)
GSB = β̂hard.

(2) As γ = 2, ω = 0 and N = ∞, we have β̂
(m̂)
GSB = β̂OLS.

(3) As γ > 2, ω = γ − 2 and N < ∞ we have β̂
(m̂)
GSB = β̂ridge.

5 Simulation Results

In this section we compare the AICc-GSBoosting(denoted briefly as GSBoost-
ing), L2Boosting, SparseL2Boosting, Twin Boosting and adaptive Lasso in their
prediction and variable selection performance for linear model. The stopping
number of iteration of L2Boosting and sparseL2Boosting are based on gMDL
criteria([8]). Twin Boosting method contains two parameters, the first round iter-
ation number m1 and the second round iteration number m2. We take m1 = 100
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and select m2 by gMDL criteria. The step length is taken as v = 0.1 for all
boosting methods, as usually used in literature. And for adaptive Lasso, we take
the penalty function in (2) with γ = 1 and the weight function as

ŵ = 1/|β̂0|τ (9)

and select the optimal τ from the set {0, 0.5, 1, 1.5, 2} by 5-fold cross validation.

As τ = 0, adaptive Lasso estimator equals Lasso estimator. β̂0 is taken as either
OLS estimator or ridge regression estimator and will be specified later. In appli-
cation of AICc-GSBoosting method, we use Monte Carlo method in section 3.2
to select parameters γ and ω, the optimal parameter denoted as γopt and ωopt.

5.1 Simulation Results

We introduce the following notations. rate10 denotes the ratio of the number of
falsely missed effective variables over the number p1 of the true effective variables.
rate01 denotes the ratio of the number of falsely selected non-effective variables
over the number p − p1 of the non-effective variables. Repeat the simulation
for L times, and let R10 and R01 denote respectively the means of rate10 and
rate01 in L replications. Let Mpr and STD denote respectively the means and
standard error of the prediction error in L replications. And for simplicity, in
the following tables, sparseL2Boosting, L2Boosting, Twin Boosting, adaptive
Lasso and GSBoosting are denoted briefly by spB, L2B, TwB, Alasso, GSB,
respectively.

Model 1. Consider the sparse model

Yi = βTXi + εi, i = 1, · · · , n

where Xi ∼ N(0,Σ), εi ∼ N(0, 1) being i.i.d. samples and Σ = (σi,j)p×p with
σi,j = ρ|i−j|. β = (5, 5, 5, 5, 0, · · · , 0)T with the number p1 = 4 of the true
effective parameters. Take ρ = 0, 0.6 and p = 50, 100.

Take sample size n = 100 and select at random 80% observations as training
set and rest ones as testing set (that is, the size of training set is n1 = 80).
Repeat the simulation with L = 50 times. For GSBoosting method, we select
the parameter γ from the set {0.1, 0.5 : 0.5 : 4} and ω from the set {−4 : 1 : 4},
where 0.5 : 0.5 : 4 means [0.5, 1.0, · · · , 3.5, 4.0], the the grid with width 0.5 and

{−4 : 1 : 4} is defined similarly. For adaptive Lasso, we take β̂0 in (9) being
OLS estimator in the case of p = 50. As p = 100, since matrix XTX may be ill
conditioned, we take β̂0 being ridge regression estimator.

Table 1 displays the results of sparseL2Boosting, L2Boosting Twin Boost-
ing, adaptive Lasso and GSBoosting with the optimal parameter γopt, ωopt.
As p = 50, ρ = 0, (γopt, ωopt) = (4,−2); as p = 50, ρ = 0.6, (γopt, ωopt) =
(2,−2); as p = 100, ρ = 0, (γopt, ωopt) = (4,−2); and as p = 100, ρ = 0.6,
(γopt, ωopt) = (1,−1). From Table 1, it follows that GSBoosting is better than
those of sparseL2Boosting, L2Boosting and Twin Boosting in prediction. The
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R01 of GSBoosting is better than those of other three boosting methods, that
is, GSBoosting tends to select sparser model, especially for ρ = 0.6.

Table 1 also shows that GSBoosting is slightly better prediction than adaptive
Lasso, especially for p = 100. And for ρ = 0, the variable selection of GSBoosting
is similar to or slightly better than that of adaptive Lasso. For ρ = 0.6, adaptive
Lasso performs best on variable selection among all methods; GSBoosting per-
forms slightly worse than adaptive Lasso but much better than other methods.

Table 1. Comparasion of GSBoosting with other methods on model 1

p method ρ = 0 ρ = 0.6

Mpr STD R01 R10 Mpr STD R01 R10

spB 1.401 0.517 0.301 0 1.237 0.528 0.233 0

L2B 1.373 0.453 0.550 0 1.211 0.493 0.505 0

50 TwB 1.312 0.454 0.206 0 1.224 0.542 0.175 0

Alasso 1.257 0.437 0.209 0 1.259 0.422 0.022 0

GSB 1.248 0.427 0.116 0.012 1.045 0.329 0.072 0

spB 1.315 0.382 0.236 0 1.421 0.427 0.214 0

L2B 1.261 0.383 0.376 0 1.434 0.365 0.353 0

100 TwB 1.229 0.388 0.127 0 1.348 0.363 0.114 0.013

Alasso 1.263 0.405 0.139 0 1.324 0.456 0.003 0

GSB 1.099 0.372 0.118 0.013 1.210 0.313 0.045 0

5.2 Real Data Analysis: Ozone Data

Ozone data ([3]) contains n = 330 observations and 8 covariates: Height, Hu-
midity, InversionHt, Pressure, Temp2, Temperature, Visibility, WindSpeed. We
select at random 80% observations as training data and the rest as testing data.
Repeat the simulation with 50 times. We consider the following case.

We add additional 20 independent variable X9, · · · , X28, i.i.d ∼ N(0, 1) to the
original ozone data, where the original 8 variables are denoted by X1 · · · , X8.
Therefore regressor X is of dimension p = 28. Take the componentwise smooth-
ing spline function as the base learner for all boosting methods. Adaptive Lasso
is not applicable for this nonlinear setting. For GSBoosting method, parameter
γ is selected from the set [0.1, 1 : 1 : 4] and ω from the set [−3 : 1 : 3].

Simulation results are presented in Table 2, where N1 denotes the average
number of variables selected from X9, · · · , X28, and N2 denotes the average
number of the variables selected from X1, · · · , X8. For GSBoosting method, the
optimal parameters are γopt = 2, ωopt = 0.

From Table 2, it follows that GSBoosting is slightly better than other meth-
ods in prediction performance. Compared with L2Boosting, values of N1 of
Twin Boosting and GSBoosting are small, which means that both methods se-
lect less ineffective variables. The N2’s of Twin Boosting and GSBoosting are
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Table 2. Simulation results on Ozone data

method Mpr STD N1 N2

spB 25.253 4.610 4.3 6.2
L2B 23.022 4.819 11.7 6.7
TwB 23.222 4.487 2.4 4.4
GSB 22.524 4.953 2.3 5.3

smaller than those of sparseL2Boosting and L2Boosting, which means that the
model constructed by both methods are sparser than those of L2Boosting and
sparseL2Boostng.

6 Conclusion

In this paper, we propose a new sparse boosting algorithm, named GSBoost-
ing, based on correlation penalty. We show in theory that in orthogonal linear
model, GSBoosting with different parameter is equivalent to many existing vari-
able selection method, such as, adaptive LASSO, hard threshold etc. Theorefore
GSBoosting is very flexible as tuning parameters vary. GSBoosting can be eas-
ily extend to general base learner, such as, spline function etc. To simplify the
computing, AICc criteria is used to select the tuning parameter in GSBoosting
algorithm. Simulations results confirm the advantages of GSBoosting.

Appendix A: Proof of Theorem 1

Since ‖ xj ‖= 1, the projection operator on xj = (x1j , · · · , xnj)T is Hj = xjx
T
j .

Then the operator of L2Boosting with the m iteration is

Bm = In − (In − vHŜm
) · · · (In − vHŜ1

),

Due to the xT
j xk = 0, we have HjHk = HkHj . Therefore, we have

Bm = In − (In − vH1)
m1(In − vH2)

m2 · · · (In − vHn)
mn ,

where mj is the total number that the variable xj has been selected in m it-

erations. Therefore, we have m =
n∑

j=1

mj . Moreover, Bm can be rewritten as

Bm = XDmXT , where XTX = XXT = In, Dm = diag(dm,1, · · · , dm,n), dm,j =
1 − (1 − v)mj . Therefore the residuals sum of square after m iterations is

Rss(m) = ||Y−BmY||2 = ||XTY−XTBmY||2 = ||Z−DmZ||2 = ||(I−Dm)Z||2,

where Z = XTY = (Z1, · · · , Zp)
T . Note that θ̂0,j = xT

j Y = Zj and

θ̂
(Ŝm)
m,j = XT

j U
(Ŝm)
m = xT

j (In − Bm)Y = xT
j X(In − Dm)XTY = (1 − v)mjZj .
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We have

T (m,λn, γ, ω) = Rss(m) − λn

n∑
j=1

|θ̂(Ŝm)
m,j |γ

|θ̂0,j |ω

=
n∑

j=1

Z2
j (1 − v)2mj − λn

n∑
j=1

(1 − v)mjγ |Zj |γ−ω

:=
n∑

j=1

Z2
j fj(sj),

where sj = (1−v)mj and fj(sj) = s2j −λn|Zj |γ−ω−2sγj . Note that v −→ 0, being
sufficiently small. Minimizing T (m,λn, γ, ω) over m is equivalent to minimizing
fj(sj) for sj ∈ [0, 1], for j = 1, · · · , n, respectively. Under the assumption that
0 ≤ mj ≤ N < ∞, minimizing T (m,λn, γ, ω) is equivalent to min{fj(sj) : 0 <
sj ≤ 1}. It is easy to obtain that

∂fj(sj)

∂sj
= 2sj − γλn|Zj|γ−ω−2sγ−1

j = sγ−1
j [2s2−γ

j − γλn|Zj |γ−ω−2].

Let
∂fj(sj)
∂sj

= 0, then sj = 0 or sj = (
γλn|Zj |γ−ω−2

2 )
1

2−γ = ( γλn

2|Zj |2−γ+ω )
1

2−γ . Since

0 < sj ≤ 1, sj = 0 should be deleted.

(a) As 0 <
(

γλn

2|Zj |2−γ+ω

) 1
2−γ ≤ 1 or equivalently |Zj | ≥ (γλn

2 )
1

2−γ+ω . Since

Ŷ = Xβ̂
(m̂)
GSB = BmY, recalling Bm = XDmXT and the fact XTX = In, we have

β̂
(m̂)
GSB = DmZ. As v being sufficiently small, minimizing T (m,λn, γ, ω) leads to

β̂
(m̂)
GSB,j = (1 − (1 − v)mj )Zj = (1 − sj)Zj

= Zj − ( γλn

2|Zj |2−γ+ω )
1

2−γ Zj

= Zj − (γλn)
1

2−γ

2|Zj |
ω

2−γ
sign(Zj).

(b) As
(

γλn

2|Zj |2−γ+ω

) 1
2−γ

> 1 or equivalently |Zj | < (γλn

2 )
1

2−γ+ω , due to v −→ 0,

then sj = 1 is the minimizer of T (m,λn, γ, ω). Therefore, we have

β̂
(m̂)
GSB,j = (1 − (1 − v)mj )Zj = (1 − sj)Zj = Zj − Zj = 0.

Therefore, the GSBoosting estimator is

β̂
(m̂)
GSB,j =

⎧⎨⎩Zj − (γλn)
1

2−γ

2|Zj |
ω

2−γ
sign(Zj), |Zj | ≥ (γλn

2 )
1

2−γ+ω ;

0, |Zj | < (γλn

2 )
1

2−γ+ω .

From the above discussion, as 0 < γ < 2, ω ≥ 0, for model (8), GSBoosting
estimator is equivalent to that of adaptive Lasso estimator. This completes the
proof of theorem 1.
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Abstract. This paper presents a probabilistic model for coping with
multiple annotators for discrete binary classification tasks. Here, anno-
tators decline to label instances when they are unsure and therefore,
ignorance and real errors are represented separately. Our model inte-
grates both error and ignorance into a conditional Bayesian model where
only the observed instance is needed to infer the label. Furthermore,
we provide a more accurate study on the properties of each annotator
over previous methods. Extensive experiments on a broad range of data
sets validate the effectiveness of learning from multiple naive (ignorant)
annotators.

Keywords: supervised learning, multiple annotators, ignorance,
Bayesian analysis, properties of labelers.

1 Introduction

A classical supervised learning scenario can be formalized as the problem of infer-
ring a function y = f(x), based on a training dataset D = {(xi, yi)}Ni=1, contain-
ing N instances xi with a corresponding known label yi. xi is a d-dimensional
vector and yi is of categorical nature. In binary classification, yi ∈ {0, 1}. In
real-world applications, obtaining the ground truth label yi for each instance xi
of the training dataset may be expensive and time-consuming. Instead, recent
availability of online annotation services (e.g Amazon Mechanical Turk) open up
the possibility of obtaining multiple judgments y1i , y

2
i , ..., y

T
i , from T non-expert

annotators for each data point xi. Throughout the paper, we use the term expert
for an annotator who can provide the correct label for all the dataset. On the
other hand, the term non-expert is used for a random teacher (annotator) who
has not the appropriate knowledge for annotating all the instances.

Acquiring labels from non-expert annotators is clearly cheaper and faster.
However, this generally leads to massive databases where some annotators are
more reliable and more experienced than others. Hence, in order to generate
a good classifier, it is important to evaluate their reliability. Recently, several
approaches have been undertaken to address this issue [4,5,10]. The common
target of this family of work is both to learn a good classifier and to evaluate
the truthworthiness of each annotator.

We address a new aspect of this problem, motivated by the fact that while
multiple annotators may be available, we do not have control over their quality,

S. Zhou, S. Zhang, and G. Karypis (Eds.): ADMA 2012, LNAI 7713, pp. 173–185, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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and their lack of knowledge may be significant. In this paper, we tackle the
problem of learning from the ignorance of the annotators. Our contribution to
include annotators’ ignorance in the model is motivated by several points:

– Ignorance is an important aspect of real-world information. In [8] , the author
shows that a proper measure of ignorance helps to avoid situations where
gathering more information would be appropriate. In other words, we can
learn from ignorance, and ignoring ignorance is ignorant.

– Previous works implicitly assume that annotators are always able to pro-
vide the required label. This assumption rarely holds as annotators are non-
experts: their lack of knowledge can be significant, and a teacher aware
of his deficiencies may feel unconfortable at labeling an example in unsure
situations.

– When labeling, annotators with the same error rate are not necessarily
equally good (or bad): a labeler who is aware of his strengths and deficien-
cies is better than another one who isn’t. Hence, real errors and ignorance
should be studied separately in order to provide a more accurate analysis of
the behavior of each annotator when labeling.

Our model - called Ignore - describes a Bayesian probabilistic approach for su-
pervised learning when multiple annotators do not necessarily provide a label for
each instance. Experimental results support that learning from both errors and
ignorance can significantly improve the quality of the learned models. We orga-
nize the rest of the paper as follows. The next section reviews related work in the
literature. Section 3 explains in detail the proposed framework, followed by the
empirical evaluation in Section 4. Finally, the last section offers our conclusions.

2 Related Work

In many fields, collecting multiple annotations where gold standard labels are
missing is becoming a more common practice. In the biostatistics community, au-
thors in [9] studied the error rate estimation problem when conflicted responses
are given to various medical questions. In the natural language processing com-
munity [1], the authors show that using multiple labels provided by non expert
annotators can be as effective as using annotations from one expert. In a more
supervised learning context, authors in [4] propose an EM-based algorithm in
order to give an estimate of the actual hidden labels and to evaluate the different
labelers. Many other papers aim at addressing the same problem [5,10].

All the above works aim to address the problem of multiple deficient anno-
tators, that is, annotators who generate errors while labeling. However, they all
focus on the annotators’ knowledge without trying to learn from their ignorance,
although ignorance is widely present in real-world applications. For this reason,
a formalism dealing with real-world information should allow expressing and
quantifying both aspects (knowledge and ignorance) of accurate information.

The problem of ignorance has received due attention in the statistical liter-
ature for many years. First treated as missing values, the nature of its work
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has considerably changed. In [8], the author shows that Dempster-Shafer theory
[12] is appropriate for modeling and quantifying ignorance. In [11], the authors
replace conventional point estimators with regions of estimates. Despite the ex-
tensive work on both ignorance and supervised learning with multiple annota-
tors, we are not aware of any approach that takes into account the ignorance of
annotators to generate a classifier. The closest approach in this area is a very
theoretical work where the problem is analyzed in a PAC learning context [2].

Our model Ignore, which is inspired from a previous efficient algorithm [4],
includes annotators’ ignorance. In summary, our contributions are as follows:

– To the best of our knowledge, we are the first to present a practical and
efficient algorithm dealing the ignorance issue in supervised learning from
multiple annotators. These labelers are no longer forced to label all instances.
In a context of binary classification, they may infer ’0’, ’1’, or ’?’ in case of
ignorance.

– We propose a Bayesian analysis to model ignorance. We set different prior
distributions depending on whether the label is given or not. Three different
priors are tested on unlabeled instances: the Beta prior, and the two non-
informative uniform and Jeffreys’ prior.

– We study and analyse real errors and ignorance of annotators separately.
This leads to a more accurate evaluation of the behaviors of the annotators
when labeling, compared to previous approaches.

Extensive experiments on several different datasets validate the effectiveness of
our approach against the baseline method of Raykar and Al. [4].

3 The Model

3.1 Data Rewriting Process

Given N instances {x1, ..., xN}, each data point xi is described by D descriptors
and labeled by T non expert annotators. We denote yti the label of the i-th
instance given by annotator t (t ∈ {1, ..., T }). As annotators are non experts, they
may mark ’?’ in case of ignorance. Hence, in a context of binary classification,
yti ∈ Y = {0, 1} ∪ {?}. Let zi be the true label for the i-th instance. zi ∈ Z =
{0, 1} is unknown. For compactness, we define the matrices X =

[
xT1 ; ...;x

T
N

]
∈

RN×D1, Y =
[
y
(1)
1 , ..., y

(T )
1 ; ...; y

(1)
N , ..., y

(T )
N

]
∈ RN×T and Z = [z1, ..., zN ]

T
.

In order to integrate all ’?’ into the model, we introduce a matrix H ∈ RN×T

of ignorance as follows:

ht
i =

{
0 if yti = {0, 1}
1 otherwise

(1)

From this idea, H can be seen as the traceability of their ignorance. Once H
has been defined, all ’?’ can be replaced with a missing data method. While the

1 (.)T is the matrix transpose.
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proposed approach can use any method, we consider the random function which
replaces all ’?’ by 0 and 1 randomly. This choice is motivated by the fact that we
don’t want to put any bias on the annotators’ response. For compactness, we set

H =
[
h
(1)
1 , ..., h

(T )
1 ; ...;h

(1)
N , ..., h

(T )
N

]
∈ RN×T , and our goal is to: (1) Estimate

the ground truth labels Z, (2) Produce a classifier to predict the label z for a
new instance x and (3) Estimate the reliability of each annotator, conditionally
to the ignorance of each labeler.

3.2 Probabilistic Model

We model our problem with the joint conditional distribution P (X,Y, Z|H,Θ),
where Θ is the set of parameters to be estimated (defined later in the paper).
Our model can be understood as a conditional Bayesian network, as represented
in Fig.1.

Fig. 1. Ignore model structure

Once the probability P (X,Y, Z|H,Θ) is estimated, we need to obtain an es-
timation of all the parameters Θ. While previous approaches maximize the log-
likelihood, here, knowing the ignorance of each annotator enables us to fix priors
on the parameters. Therefore, a Bayesian approach is used and our goal is to
maximize the log-posterior with the maximum-a-posteriori estimator (MAP):

Θ̂MAP = argmaxΘ {lnPr[X,Y, Z|H,Θ] + lnPr[Θ]} (2)

These estimates are obtained using a combination of the Expectation-
Maximization Algorithm (EM), Newton-Raphson update and LBFGS quasi-
Newton method.

3.3 Maximum a Posteriori Estimator

As the ground truth labels z are supposed unknown for all instances, we first
need to estimate the probability P (X,Y |H,Θ). The variables z will be integrated
as missing variables later in the model. Assuming the instances are independent
from each other and considering Bayes Theorem, the likelihood of P (X,Y |H,Θ)
can be expressed as follows:

Pr(X,Y |H,Θ) =

N∏
i=1

Pr[y1i , ..., y
T
i |xi, h1

i , ..., h
T
i , Θ]
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which becomes, using Bayes theorem and including the ground truth labels Z:

Pr[X,Y, Z|H,Θ]=

N∏
i=1

Pr(y1i , ..., y
T
i |zi = 1, h1

i , ..., h
T
i , Θy1)Pr(zi = 1|xi, Θz1)+

N∏
i=1

Pr(y1i , ..., y
T
i |zi = 0, h1

i , ..., h
T
i , Θy0)Pr(zi = 0|xi, Θz0)

with Θ = {Θy1 , Θz1 , Θy0 , Θz0}.
As Pr(zi = 0|xi, Θz0) = 1 − Pr(zi = 1|xi, Θz1), {Θz1} = {Θz0} = {Θz} and

therefore Θ = {Θy1 , Θy0 , Θz}. We need to consider each conditional-distribution
individually.

Concerning Pr(zi = 1|xi, Θz), while the proposed method can use any other
classifier, we assume for simplicity a logistic regression model, i.e:

Pr[zi = 1|xi, w] =
1

1 + e−wTxi
(3)

where w ∈ Rd. Therefore, Θz = {w}.
Concerning Pr(y1i , ..., y

T
i |zi = 1, h1

i , ..., h
T
i , Θy1), assuming that the annotators

(resp. annotators’ ignorance) are independent from each other, we have:

Pr[y1i , ..., y
T
i |zi = 1, h1

i , ..., h
T
i , Θy1 ] =

T∏
t=1

Pr(yti |zi = 1, ht
i, Θ

t
y1
)

As yti is a binary event, a common strategy is to use a Bernoulli model. How-
ever, as ht

i can take both modalities {0, 1}, a Bernoulli model would not be
appropriate. Instead, we model yti as a mixture of two Bernoulli distributions:

yti =

{
Bernoulli(αt

1) if ht
i = 1

Bernoulli(αt
0) otherwise

which can also be written as follows:

yti ∼ ht
i ∗ B(αt

1) + (1 − ht
i) ∗ B(αt

0)

Consequently, αt
1 (resp. αt

0) is the parameter of the Bernoulli distribution for
the known (resp. unknown) labels. Therefore, Θt

y1
= {αt

0, α
t
1} and

Pr(yti |zi = 1, ht
i, Θ

t
y1
) = ht

i(α
t
1)

yt
i (1 − αt

1)
1−yt

i + (1 − ht
i)(α

t
0)

yt
i (1 − αt

0)
1−yt

i (4)

Respectively, we set Θt
y0

= {βt
0, β

t
1} and we have

Pr[yti |zi = 0, ht
i, Θ

t
y0
] = ht

i(β
t
1)

1−yt
i (1 − βt

1)
yt
i + (1 − ht

i)(β
t
0)

1−yt
i (1 − βt

0)
yt
i (5)
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Let pi = Pr[zi = 1|xi, Θz ], ai = Pr[y1i , ..., y
T
i |zi = 1, h1

i , ..., h
T
i , Θy1 ] and bi =

Pr[y1i , ..., y
T
i |zi = 0, h1

i , ..., h
T
i , Θy0 ], the likelihood can be written:

Pr(X,Y, Z|H,Θ) =

N∏
i=1

[aipi + bi(1 − pi)] (6)

Next section describes which prior is assumed on each parameter.

3.4 Prior Distributions

We consider the following prior distributions :

– Prior on parameters {α0, β0}
According to equations (4) and (5), we have αt

0 = Pr [yti = 1|zi = 1, ht
i = 0]

and βt
0 = Pr [yti = 0|zi = 0, ht

i = 0]. In other words, αt
0 and βt

0 are respec-
tively the sensitivity2 and the specificity3 of annotator t. Since they represent
the probability of a binary event, a natural choice of prior distribution is the
beta prior B(a,b), where both a and b are strictly positive. Thus, we assume
a beta prior on both parameters {α0, β0}, i.e:{

Pr(αt
0|at01, at02) ∼ Beta(αt

0|at01, at02)
Pr(βt

0|bt01, bt02) ∼ Beta(βt
0|bt01, bt02)

Parameters {at01, at02, bt01, bt02} are estimated as follows. Let (a,b) be the pa-
rameters of a beta distribution. (a,b) are both estimated by solving:

μ = a/(a+ b) (7)

∫ u2

u1

Beta(p|a, b)dp = C (8)

where p is the probability to be calculated, i.e, the sensitivity and the speci-
ficity, μ the mean of the beta distribution, and C, u1, u2 three constants
to initialize. The labeler provides his expectation μ of p, and equation (8)
defines the percentage of chance that p is between the interval assessment
[u1,u2]. As ht = 0, we assume that μ = 0.9, Pr[αt

0 ∈ [0.5 : 1]] = 0.9, and
Pr[βt

0 ∈ [0.5 : 1]] = 0.9. Therefore, C = 0.9 and [u1,u2] = [0.5,1] are the
values used in our experimentations.

– Prior on parameters {α1, β1}
According to equations (4) and (5), αt

1 = Pr [yti = 1|zi = 1, ht
i = 1] and βt

1 =
Pr [yti = 0|zi = 0, ht

i = 1]. In other words, αt
1 = Pr(random(0, 1) = 1|zi = 1)

and βt
1 = Pr(random(0, 1) = 0|zi = 0, ht

i = 1). Three different priors are
considered and analyzed:

2 True positive rate.
3 1-false positive rate.
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Beta(a,b) Prior: Since αt
1 and βt

1 represent the probability of a binary
event, the beta distribution prior B(a,b) can be assumed for both parameters:{

Pr(αt
1|at11, at12) ∼ Beta(αt

1|at11, at12)
Pr(βt

1|bt11, bt12) ∼ Beta(βt
1|bt11, bt12)

And parameters {at11, at12, bt11, bt12} are estimated using equations (7) and (8),
with μ = 0.5, C = 0.9 and [u1,u2] = [0.4,0.5].
In other words, Pr[αt

1 ∈ [0.4 : 0.6]] = 0.9 (resp. Pr[βt
0 ∈ [0.4 : 0.6]] = 0.9).

Beta(1,1) Prior: Non-informative priors are often used to model ignorance,
as they reflect a situation where there is a lack of knowledge about a pa-
rameter. In case of a binary event, many researches have advocated the use
of a uniform[0,1] distribution as a non-informative prior, or equivalently, a
Beta(1,1) distribution. This prior assumption can be written as follows:{

Pr(αt
1|1, 1) = Beta(αt

1|1, 1)
Pr(βt

1|1, 1) = Beta(βt
1|1, 1)

Jeffreys’ Prior: Another non-informative prior widely used in Bayesian
analysis and in a wide variety of applications is Jeffreys’ prior [7]. For (αt

1, β
t
1)

we have: ⎧⎨⎩p(αt
1) =

1√
αt

1(1−αt
1)

p(βt
1) =

1√
βt
1(1−βt

1)

– Prior on parameter w: For sake of completeness, we assume a zero mean
Gaussian prior on the weights w with inverse covariance matrix Γ :

w ∼ N(w|0, Γ−1)

3.5 Computing Issues

Our goal is to estimate Θ̂MAP by calculating (2). Since there are missing values
z, a well-known approach to estimate the maximum log-posterior is to use the
Expectation-Maximization (EM) algorithm [6]. Although it was first used to
estimate the maximum likelihood, a derived algorithm has been developed for
the MAP estimation.

E-Step: Given the observations X, Y, H and the current estimate of the param-
eters Θ, the expectation of the log-likelihood is:

E [ln Pr [Y, Z,X |H,Θ]] ∝ ln[Pr(Θ)]+

N∑
i=1

μiln(piai)+(1−μi)ln(1−pi)bi (9)

where μi = Pr
[
zi = 1|y1i , ..., yTi , xi, h1

i , ..., h
T
i , Θ

]
.
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Using Bayes theorem and equations (3) and (4), we obtain the following ex-
pression for μi :

μi α Pr[y1i , ..., y
T
i |zi = 1, h1

i , ..., h
T
i , Θ] × Pr[zi = 1|xi, Θ] (10)

=
aipi

aipi + bi(1 − pi)
(11)

M-Step: Based on the current estimation of μi and on the observations X and
Y, parameters Θ can be estimated by equating the gradient of (9) to 0. For both
Beta(a,b) and Beta(1,1) priors, we obtain for j ∈ {0, 1}:

αt
j =

∑
i∈{i|ht

i=j} μiy
t
i + atj1 − 1

atj1 + atj2 − 2 +
∑

i∈{i|ht
i=j} μi

(12)

βt
j =

bj1 − 1 +
∑

i∈{i|ht
i=j}(1 − μi)(1 − yti)

btj1 + btj2 − 2 +
∑

i∈{i|ht
i=j}(1 − μi)

(13)

For Jeffreys’ prior, it is not possible to directly equate the gradients of both
parameters {αt

1, β
t
1} to zero. Instead, we use the LBFGS quasi-Newton algorithm,

and for convenience, the gradients with respect to both parameters are provided.
We set fopt = E [ln Pr [X,Y, Z|H,Θ]] and we obtain:

∂fopt
∂αt

1

=

N∑
i=1

[
μi(α

t
1 − yti) +

1 − 2αt
1

2
√
αt
1(1 − αt

1)

]
(14)

∂fopt
∂βt

1

=

N∑
i=1

[
(1 − μi)[(1 − yti)(1 − βt

1) − ytiβ
t
1] +

2βt
1 − 1

2
√
βt
1(1 − βt

1)

]
(15)

Concerning the parameter w, we use the Newton-Raphson update method given
by:

wq+1 = wq − ηH−1g (16)

where g is the gradient vector, H the Hessian matrix and η the step length (refer
to [4] for more details on the calculation of g and H). Steps E and M are iterated

until convergence. μi is initialized using 1
|P |
∑P

t=1 y
t
i with P = {t|ht

i �= 1}.
Once the parameters are estimated in the EM algorithm, a new instance xi is

classified by calculating p(zi = 1|xi) = (1 + exp(−wTxi))
−1, the probability for

xi to have the true label zi equals to 1.
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4 Experiments

4.1 Experimental Setup and Results

In this section, we compare the performance of our Ignore approach with two
methods: the baseline algorithm developed in [4], and a more classical linear
regression model. For the regression model, we first encode the binary labels by -1
and 1, and the ”don’t know” flag, i.e. ’?’, by 0. Consequently, yti ∈ Y = {−1, 0, 1}.
Then, we perform a linear regression model on each annotator for each instance,
and majority voting is finally used to estimate the hidden true label zi.

Simulations have been performed on eight datasets from the UCI Machine
Learning Repository [3] for which binary labels are available. The data used are:
Ionosphere (351,34), Cleveland Heart (297,13), Musk(version 1) (476,167), Glass
(214,10), Bupa (345,7), Vertebral (310,6), Spect Heart (267,22) and Haberman
(306,3) (with (number of instances, number of features)). In addition, we use the
galaxy dim data described in [13], which contains 4192 samples and 14 features
with also available binary labels. Before performing the simulations, each data
D has been processed in four steps:

1. D is randomly divided into two folds Dtrain (training set - 80% of D) and
Dtest (testing set - 20% of D).

2. For T annotators, Dtrain is divided into T equally-sized folds {d1, d2, ..., dT }
using K-means.

3. We assume annotator t is an expert for the set dt, i.e:{
Error(yt, dt) = 0%
Ignorance(yt, dt) = 0%

4. On the rest of the data d̄t, we assume annotator t makes 10% of errors and
I% of ignorance, I ∈ {0%, 10%, ..., 80%, 90%} :{

Error(yt , d̄t) = 10%
Ignorance(yt, d̄t) = I%

The simulations have been conducted in order to test how the proposed model be-
haves when confronted to ignorance, compared to the two other well-established
methods. We generate T=5 annotators for each data, with the different levels of
ignorance I ∈ {0%, 10%, ..., 80%, 90%}. Then, we simulate each model a hundred
times using the bootstrap method.

To evaluate our method, we use the following two criterias, which are the AUC
(Area Under roc Curves) and the classification error rate cross the different levels
of ignorance. The mean of all the AUC obtained is calculated. In Figure 2, we
plot the evolution of the resulted AUC for each dataset considering the different
levels of ignorance. For both baseline and regression methods, the bootstrap
AUC collapses when the ignorance rate increases, in opposition to our Ignore
method which is clearly more robust when confronted to ignorance. In addition,
we computed, for each Dtest, the mean of the error rate classification and its
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Fig. 2. Comparison of the evolution of the AUC between Ignore, Raykar’s and linear
Regression methods, when the ignorance rate of the annotators increases

Table 1. Experimental results of Baseline, Ignore with three priors (Beta, Uni-
form and Jeffrey) and Regression for all datasets. Here E = 10% and I ∈
{0%, 10%, ..., 80%, 90%}. (error mean ± std) are then calculated cross the different
levels of ignorance.

error rate cross different levels of ignorance
Dataset Baseline Beta Uniform Jeffreys Regression

Cleveland 0.164 ± 0.038 0.135 ± 0.019 0.137 ± 0.016 0.145 ± 0.016 0.313 ± 0.096
Galaxy Dim 0.336 ± 0.083 0.063 ± 0.001 0.058 ± 10−5 0.060 ± 0.001 0.625 ± 0.081
Ionosphere 0.271 ± 0.088 0.215 ± 0.012 0.218 ± 0.011 0.224 ± 0.009 0.227 ± 0.044
Musk 0.331 ± 0.041 0.161 ± 0.033 0.161 ± 0.032 0.162 ± 0.023 0.234 ± 0.035
Glass 0.391 ± 0.066 0.358 ± 0.016 0.361 ± 0.017 0.359 ± 0.022 0.385 ± 0.062
Bupa 0.371 ± 0.025 0.361 ± 0.012 0.366 ± 0.016 0.352 ± 0.011 0.379 ± 0.023
Vertebral 0.429 ± 0.094 0.246 ± 0.015 0.234 ± 0.016 0.239 ± 0.022 0.478 ± 0.071
Spect Heart 0.345 ± 0.097 0.294 ± 0.015 0.301 ± 0.019 0.298 ± 0.024 0.390 ± 0.082
Haberman 0.411 ± 0.027 0.389 ± 0.021 0.379 ± 0.024 0.391 ± 0.018 0.412 ± 0.168

Mean 0.339 ± 0.066 0.247 ± 0.016 0.246 ± 0.017 0.248 ± 0.018 0.383 ± 0.074
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standart deviation over the different levels of ignorance. The results are reported
in table 1. We notice that the error rate prediction over the different levels of
ignorance is significantly lower in our models (around 0.250 for Ignore, 0.340 for
the baseline and 0.380 for the regression). Furthermore, the calculated standard
deviation also confirms its stability comparing to the other two baseline methods
(around 0.017 for Ignore, 0.066 for the baseline and 0.074 for the regression).

In conclusion, the obtained results for each dataset show clearly the efficiency
and the stability of our approach compared to both baseline and regression
methods, especially when the ignorance increases. This validates the effectiveness
of learning from the ignorance of the labelers.

4.2 Annotators Properties

The proposed Ignore model considers separately the behavior of each annotator
in case of errors and ignorance. In fact, for each annotator, four parameters are
estimated: αt

0 and βt
0 (resp. αt

1 and βt
1) measure the sensitivity and the speci-

ficity when annotator t is sure (resp. unsure) of the label given. Therefore, unlike
previous methods, we are here able to study more precisely the behavior of each
annotator when labeling, as our model estimates his performance both in sure
and unsure situations. This section discusses this issue and presents our prelimi-
nary results and conclusions. In order to evaluate their performance, we assumed
that annotators always label instances even if they are unsure. Therefore, they
give a label in addition to the flag ”?”. In this context, we characterize each
annotator t by its precision in both sure and unsure situations. This composed
precision is represented by a pair (πt, σt) where πt is the error rate in the case the
annotator t is sure, and similarly σt represents the error rate in unsure situations.
To give a concrete example, we consider four profiles of annotators: Unconscious
(π is high and σ is low), bad (both π and σ are high), expert (both π and σ are

Fig. 3. Annotators properties. 100 annotators simulated, 25 for each category. Repre-
sentation of the values of the parameters obtained for MUSK data.
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low), and conscious (π is low and σ is high). We simulated 100 annotators, 25
for each category. In our simulation, we define a high value of π and σ when the
error rate is higher than 65%. We define a low value of π and σ when the error
rate is lower than 35%. Afterwards, we constructed the Ignore model for each
dataset and then extracted the appropriate parameters α0, β0, α1, β1 computed
for each annotator. In order to facilitate the interpretation of the parameters,
we combined the two parameters of ignorance by calculating for each labeler the
product α0×β0 and we calculate as well the product α1×β1. The result obtained
for Musk data can be seen in Figure 3. The four categories of labelers are very
well represented: experts labelers are opposed to bad labelers, while conscious
labelers are opposed to unconscious labelers. This is a promising preliminary
experimental result related to how the parameters of the Ignore models capture
the properties of each annotator.

5 Conclusion

This paper addresses the challenging problem of learning from the ignorance of
the annotators. The proposed framework presents a new probabilistic Bayesian
approach, dealing with the presence of ’don’t know’ labels in the annotations of
the labelers. Experiments over a broad range of datasets validate the effective-
ness of our model Ignore compared to two baseline methods. Furthermore, our
model Ignore enables us to study more precisely the behavior of each annotator
when labeling. Due to its accuracy and efficiency, Ignore is expected to be more
practical, especially in the age of the crowdsourcing services.
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Abstract. In real applications of inductive learning, labeled instances
are often deficient. The countermeasure is either to ask experts to label
informative instances in active learning, or to borrow useful informa-
tion from abundant labeled instances in the source domain in transfer
learning. Due to the high cost of querying experts, it is promising to
integrate the two methodologies into a more robust and reliable classi-
fication framework to compensate the disadvantages of both methods.
Recently, a few research studies have been investigated to integrate the
two methods together, which is called transfer active learning. However,
when there exist unrelated domains which have different distributions
or label assignments, an inevitable problem named negative transfer will
happen which leads to degenerated performance. Also, how to avoid se-
lecting unconcerned samples to query is still an open question. To tackle
these issues, we propose a hybrid algorithm for active learning with the
help of transfer learning by adopting a divergence measure to measure
the similarities between different domains, so that the negative effects
can be alleviated. To avoid querying irrelevant instances, we also present
an adaptive strategy that is able to eliminate unnecessary instances in
the input space and models in the model space. Extensive experiments
on both synthetic and real data sets show that our algorithm is able
to query less instances and converges faster than the state-of-the-art
methods.

Keywords: active learning, transfer learning, classification.

1 Introduction

Nowadays, a challenging issue in nosology is that when people encounter a new
epidemic, it is crucial to classify the patients as early as possible with a high
accuracy. However, even there exist thousands of suspected cases, only a few of
them are labeled (diagnosed) and to label an unlabeled instance by experts is
often expensive and time consuming. Active learning (AL) [3] provides a solu-
tion by selecting unlabeled examples to query, with the objective to obtain a
satisfactory classifier using as few instances as possible where the labeling cost
is high. In this learning scenario, a significant challenge is how to select the most
informative instance in each query from the large potion of the unlabeled pool
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in the target task. There have been substantial works on active learning [3], in
which one representative approach is the Query by Committee (QBC) strategy
which assumes a correct Bayesian prior on the set of hypotheses, and the com-
mittee members are all trained on the current labeled data set [9]. However,
as pointed out in [3,15], given only a few labeled instances in the data set, the
initial hypotheses sampled from these instances are not reliable since they may
deviate from the optimal hypothesis with respect to the input distribution in
the end of the classification procedure.

To help tackling with the problem of the lack of labeled information in the
target task, transfer learning (TL) techniques aim to borrow the strength of
existing data and models. In the transfer learning setting, a target data set is
assumed to have only a small number of labeled instances, while abundant useful
information is available in the source data sets that can be obtained with little
cost. However, an essential problem in transfer learning is that, when the distri-
butions of the source and the target domains are different, directly transferring
knowledge would hurt the performance on the target task, which is also known
as “negative transfer” [16]. It is likely to happen once we underestimate the side
effect resulting from the distribution differences of multiple source tasks, which
is common in real applications.

There exist several research works concerning integrating active learning and
multi-task learning [18,22,1,23,14] with the same assumption that all tasks are
similar and related. However, for our problem with existence of irrelevant do-
mains which is common in practice, this assumption may not holdwhen two
data sets have the same distribution but reversed label assignments. Moreover,
informative instances are selected to improve the overall performance on multiple
tasks but without a guarantee on every single task, consequently a trade-off must
be made between a specific task and a set of tasks which contradicts the transfer
learning setting in which the performance of the target task is most concerned.
Recently, only a few research works have been done to explore the feasibility of
improving active learning given the transfer learning framework [7,21]. A hybrid
method is proposed in [4], however, without enough query samples on both pos-
itive and negative ones, the algorithm would fail to calculate the corresponding
weights because the ratio of the positive instances are taken into the calculation
form. Therefore, in the algorithm, the number of query is fixed to a large value,
and it turns out to be costly in real applications. The active transfer learning
method in [21] tries to use instances from the source domain to label the ones
in the target domain by firstly adopting an existing active learning method to
induce the initial hypothesis, then the decision function for labeling informative
instances which relies on it is used to decide the instance to query. However, as
we discussed above, the initial hypothesis is not reliable which may deviate from
the true underlying distribution, and consequently impedes the performance on
the target task.

As mentioned before, the QBC framework maintains a committee of models
which consider the consensus probability based on some disagreement measure
instead of an individual model. To utilize the useful information from the source
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domain, unlike conventional QBC methods which only consider sampled models
from the target task and all members are assigned with same weights, we extend
the QBC Active Learning framework in cooperation with the Transfer Learning
(ALTL) setting with each member as a model from the source domain, in order
to avoid training the initial hypotheses by using the re-sampled data. Models in
the source tasks are assigned with different weights related to the similarities to
the target task, and the weights are updated during each iteration. By exploring
the advantages of KL divergence in measuring similarities between models which
is proved to be useful in transfer learning, we propose a weighted KL divergence
to update the weights of the initial hypotheses that can decrease the negative
effects of inferior ones. We also have an adaptive strategy which could eliminate
unnecessary instances in the input space and models in the model space. In such
a way, our algorithm aims to query only instances of interests in order to avoid
the negative transfer problem.

2 Problem Setting and the Framework of ALTL

In this paper, we deal with the classification problem on a target data set where
several source data sets are available. There is a task set S from the source and
the target domains which contains K + 1 data sets Si (i = 1, 2, ...,K,K + 1),
where the first K data sets are in the source domain and the (K +1)th data set
is from the target domain. In the target data set, labeled data is regarded to be
insufficient, denoted by L, while abundant unlabeled data is available which is
denoted by U . Y is the set of possible labels for the instances with d dimensions
and the jth class is denoted by yj while yj ∈ Y = {y1, y2, ..., yd}. The objective
is to obtain the class label yj for each instance x in the unlabeled data using a
d-dimensional parametric model Pθ(yj |x) on the target data set, and we write
Pθ for convenience. Note that also the model for each of the source data set Si

(i = 1, 2, ...,K) is denoted by Pθi .
We are motivated to borrow the strength of transfer learning, and let each

model induced from the source tasks and the target task to be a committee mem-
ber, so that to avoid obtaining inferior initial hypotheses. However, an inevitable
problem is that, if the discrepancy between the distributions of the source and
the target domains is too large, a negative transfer is more likely to happen [16].
Therefore, given the objective to find the most informative instance, we propose
a novel weighted disagreement measure to deal with the “inferior” models in
the learning stage. In our framework, each model Pθi in one of the K + 1 tasks
is regarded as a committee member. Therefore, the labeled information from
multiple source data sets can be directly transferred to the target task. Dur-
ing the learning process, the most informative instance is selected based on the
disagreement on the class label of all committee members. In the conventional
QBC setting [2], all members are treated equally important. However in trans-
fer learning setting, some models may have similar distributions with the target
task, while some models have totally different distributions. This situation is
also shown later in Figure 2 in Section 5. Therefore, instead of assigning equal
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weights to every member, a more flexible way is to use different weights based
on the similarities of distributions with the target task. Therefore, we firstly
consider to measure the similarities among tasks.

KL divergence was successfully implemented in active learning to measure
the committee disagreement [2]. It is an information-theoretic measure which
captures the expected number of extra “bits of information” required to code
samples from one distribution when using a code based on the other. Therefore,
we can evaluate the relevance between two models without calculating the real
bits needed for coding. In our method, we add a weight wi for each model Pθi

based on the KL divergence, to measure the discrepancy between the model and
the current best model P ∗ with the lowest error rate, which is given as follows:

wi = exp [−K(Pθi(Y |XL)||P ∗(Y |XL))] (1)

whereK(Q1||Q2) denotes the K directed divergence [12] between two probability
distributions Q1 and Q2 of a discrete random variable, which is defined as:

K(Q1||Q2) =
∑
j

[
Q1(j) logQ1(j) − Q1(j) log

(
Q1(j) +Q2(j)

2

)]
We adopt K directed divergence instead of KL divergence for the weights in our
framework based on the following reason: for Q1 and Q2, KL(Q1||Q2) is not
defined when Q2(j) = 0 but Q1(j) > 0. In our proposal, the same technical diffi-
culty is encountered when we try to calculateKL(Pθi(Y |XL)||P ∗(Y |XL)). There
are basically two techniques to deal with this kind of problem, one is to smooth
the distributions in some way such as [13], for instance with a Bayesian prior
or taking the convex combination of the observation with some valid (nonzero)
distribution. The second way is to employ heuristics to discard those zero fre-
quencies. However, as pointed out by [6], these methods violate the nature of
the true distributions, which may lead to unsatisfactory results. Therefore, we
sidestep this problem by using the K directed divergence which inherits the good
properties of KL divergence meanwhile avoids the zero frequency problems.

Note that wi = 1 only when Pθi(Y |XL) = P ∗(Y |XL). If for some y,
P ∗(y|XL) = 0, it is easy to prove that the divergence function is still mean-
ingful. Note that wi ≤ 1 all the time, thus the exponentiated function converts
the number of “bits of information” into a scalar distance between 0 and 1.

Then we propose our framework, and the most informative instance selected
by the committee is given as follows:

x∗ = argmax
x

K+1∑
i=1

wiKL(Pθi(Y |x)||PC(Y |x)) (2)

where:

KL(Pθi(Y |x)||PC(Y |x)) =
∑
j

Pθi(yj |x) log
Pθi(yj |x)
PC(yj |x)

(3)
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PC(yj |x) =

K+1∑
i=1

wiPθi(yj |x)

K+1∑
i=1

wi

(4)

wi = exp [−K(Pθi(Y |XL)||P ∗(Y |XL))] (5)

where Pθi(Y |x) is the class distribution of a committee member, and PC(yj |x)
is the weighted “consensus” probability that yj is the correct label. P ∗ is the
current best model. wi is the weight for each model Pθi and XL are the instances
in L of the target task.

The argmax function (2) denotes that, the instance with the maximum diver-
gence to the weighted “consensus” probability will be chosen to query. Different
from the classical QBC method in the symmetric setting which only measures
the disagreement between models, our method is able to balance the divergence
between a single model to the current best model, and the divergence between
this model to the consensus model.

3 The ALTL Algorithm and Analysis

3.1 The Procedure of ALTL

In pool-based active learning algorithms, one query is selected from the large
pool of unlabeled data U in each iteration. Therefore, it is necessary to reduce
the region of the instance space in U . In our algorithm, before selecting the most
informative instance using the uncertainty measure, the region of the instance
space is reduced by eliminating the instances with labels that all committee
members agree. It means that in the eliminated region, there does not exist an
instance x that, for any two committee members Pθi and Pθj , the labels predicted
by the two models are identical. This is reasonable because, if all members agree
on an instance x, there is no necessary to query the label of this instance as its
entropy is equal to zero.

The main flow of our algorithm is summarized in Algorithm 1, and the ter-
mination condition (8) in the pseudo code will be explained in Section 5.2. Note
that for each iteration, when updating the committee, we add a new committee
member by building a model from the labeled data L and the instance queried.
Some existing methods [4] try to reduce the model space by eliminating those
models that disagree with a query in round i. However, due to the lack of the
knowledge of the underlying distribution of the target task, a model that per-
forms unsatisfactorily might possibly be the best model given enough instances,
as the red real line shown in Figure 1. As pointed in [15], it is not reasonable
to get rid of a model that performs badly in the current stage. In our method,
we keep all the models in the committee, and the final model is determined at
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Algorithm 1. ALTL algorithm

Input: Si (i = 1, 2, ..., K,K + 1), where the first K tasks are in the source domain
and the last one is from the target domain. Parametric models for the source tasks
P (y|x, θi) (i = 1, 2, ..., K)

Output: parametric model P (y|x, θ), where x ∈ UL
1: Build an initial model P 0

θK+1
from the labeled data L of SK+1, P

∗ = P 0
θK+1

2: Create a committee C consists of Pθi (i = 1, 2, ..., K) and P 0
θK+1

3: Set t = 1
4: while UL �= ∅ and the termination condition (8) is not satisfied do
5: Eliminate the instances in UL with labels that all committee members agree
6: if UL = ∅ then
7: Output P ∗

8: else
9: Select one instance to query by the uncertainty measure of Eq.(2)
10: Update the current best model P ∗ of the model with the smallest ε(P )
11: L = L ∪ {x∗}, UL = UL\{x∗}
12: Build a new model P t

θK+1
from L

13: Update the committee C by C ∪ P t
θK+1

14: end if
15: t = t+ 1
16: end while
17: Output P ∗

the end of the iterations. Each model is assigned a weight, and the weights of
those models deviate from the class distribution of the current best model tend
to become lower. In such a way, we try to decrease the impacts of inferior models
in each iteration instead of eliminating them from further consideration.

3.2 Termination Condition and Analysis

A simple way adopted in most existing methods is to set a number N as the
maximum number of iterations to terminate the loop of querying unlabeled
instances [2,21]. Although in such a way, it is easy to control the number of
queries in the learning procedure, we can not guarantee the performance of
the algorithm. To learn a classifier with an error less than ε in a noise-free
environment, passive learning requires O(1ε ) labels while binary search needs
O(ln 1

ε ) labels [15]. That means N should not be larger than 1
ε or it will be

meaningless to adopt active learning. Since ε is not available in the initial stage
of learning, it is not appropriate to fix the number of iterations.

We adopt a flexible way to terminate the learning process. We firstly define
the hypothesis space Ht in iteration t that consists of the models with the error
rates between the lower bound LB and the upper bound UB.

Ht = {Pθi : LB ≤ ε(Pθi) ≤ UB} (6)
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where

LB = min ε(Pθi), i ∈ (1, 2, ...,K + t)

UB =
(|U | + |L|εmin(Pθi))

|Sk+1|

For the termination condition, we define the Volume of the current region of
Uncertainty (VOU) similar to [15] as:

V OU(Ht) = Prx∈U [∃Pθi , Pθj ∈ Ht : Pθi(y|x) �= Pθj (y|x)] (7)

Therefore, the termination condition can be written as:

V OU(Ht) ≤ ε0 (8)

where ε0 denotes the allowed error rate.
Our model is able to distinguish those models from the source domain which

deviate from the distribution underlying the target domain. If all the models are
different from the target task, the weights of these models become zero and the
transfer learning problem can thereafter be regarded as a single task learning.
Only if the weights of all the model are equal to 1, the asymmetric problem is
regarded as the symmetric multi-task learning problem where all the tasks are
treated as equally important. Therefore, our algorithm can adaptively fit to the
learning scenario.

4 Experiments

We perform experiments on both the synthetic data sets [21] with specific struc-
tures to demonstrate the performance of our algorithm, and two real data sets
that are the 20 Newsgroups data sets1 and the 4 Universities data sets2. Our
algorithm is compared with the basic QBC model [10], the state-of-the-art ac-
tive learning method, as well as the random query. We also compare our method
with Active Transfer [21] which is a hybrid method combine the active learning
and the transfer learning. The baseline method is chosen as SVM. We follow the
values of the parameters in the original papers. 10 labeled instances are chosen
in the beginning for each experiment. In the following figures, we use “ALTL”
to denote our algorithm, “QBC” for the QBC algorithm, “RQ” for the random
query learning method, and “AT” as the active transfer algorithm.

1 http://people.csail.mit.edu/jrennie/20Newsgroups
2 http://www.cs.cmu.edu/afs/cs/project/theo-20/www/data/

http://people.csail.mit.edu/jrennie/20Newsgroups
http://www.cs.cmu.edu/afs/cs/project/theo-20/www/data/
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4.1 Results on Synthetic Data Sets

For the synthetic data sets, we use the same two-dimensional data sets in [21]
as shown in Figure 2, in which the red circles denote the positive instances
and the blue crosses represent the negative instances. Note that, except for
the two data sets (a) and (b), others have different distributions. For the data
set (c), it shares some similarities with (a) and (b) but for the data set (d),
the underlying distribution is dramatically different. The data set (e) has the
reversed distribution from (a) and (b). We conduct experiments on each of the
data set as the target task, with others as the source tasks.
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Fig. 1. Structures of the synthetic data sets

The objectives of our method is to query as few instances as possible, as well
as to obtain a high accuracy in classification on the unlabeled data sets. For
the experiments with the synthetic data sets, we set each of the data set in
Figure 2 as a single target task, while others are treated as the source tasks. The
results are presented in Figure 3. Generally, our method is the best among all
the methods especially when the number of queries becomes larger than 5, and
also it converges quickly than others.

For Figure 3(a) and 3(b), the performances of all the methods are obviously
better than those on the other data sets. For example in Figure 3(a), the er-
ror rate for the baseline method is about 0.12, while the result of our method
becomes stable and converges to 0 after about 20 queries. For RQ and QBC,
the convergence is not as good as our method. The reason can be concluded as
that for the data set (a) as the target task, there exists a similar source task
(b) with the same underlying distribution and therefore transfer learning could
bring much improvements on the accuracy. The same situation occurs in (b) in
which our method converges quickly after about 10 queries.

The distribution for the target task (c) is similar but not identical with those
underlying (a) and (b). However, the results shown in Figure 3(c) illustrate that
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Fig. 2. Error rates on synthetic data sets

the performance of our method is still satisfactory due to the transfer learn-
ing. One advantage of transfer learning is that it can borrow the strength from
similar tasks to help to improve the performance on the target task. Even the
distributions among tasks are not identical, we are still able to obtain lower error
rates after 10 queries.

The challenge tasks are (d) and (e), while in (d), the distribution is quite
different from others but still there are some similarities, and the data set (e)
has the reversed distribution with (a) and (b). The results on the two data
sets show us that the performances of all the algorithms on task (d) fluctuate
and our algorithm becomes much stable after 20 queries. On the task (e), the
reversed distribution with (a) and (b) helps to improve the results and our
method obtains an error rate nearly to 0 after 15 queries. The possible reason
is that, in transfer learning, the negative information is sometimes helpful to
improve the performance as shown in (e) when the target task has a totally
different distribution with others but spatially similar. However in the task (d),
the useful information can be transferred from the source domain to the target
domain is inadequate.

4.2 Results on Real Data Sets

Firstly, we show the results on 20 Newsgroups data sets in Figure 4. Generally,
our method outperforms others in most circumstances especially after 10 queries.
For example in (a) rec vs sci, the performance of our algorithm becomes stable
after about 15 queries. However, in the initial stage, the error rate for ALTL
fluctuates and sometimes is higher than others. We believe that, in the initial
stage, some committee members outfit the target task and therefore they gain
higher weights, but after several iterations, our algorithm could decrease their
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weights and meantime more robust committee members start to dominate the
learning process. Therefore, after several queries, the performance becomes stable
and the informative instances could be adaptively selected.

For the results on the other categories, our ALTL is able to achieve lower
error rates than the other methods. It outperforms the basic QBC algorithm by
larger than 10% in most circumstances, and converges more quickly than others.
The results could serve as an evidence of the effectiveness of our algorithm.
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Fig. 3. Error rates for the 20 Newsgroups data set

As illustrated in Figure 5, for the 4 universities data sets, our method is still
the best one among all the methods, especially after 10 queries. Note that, the
error rates in Cornell are lower than those in the other figures, while in Texas, the
discrepancy is much larger. Even in this kind of circumstances, our algorithm
could obtain an error rate as low as 5%, which is much lower than the error
rates of the other methods. It is obvious that our ALTL converges more quickly
than the state-of-the-art algorithms. In each iteration, the most informative in-
stance could be selected effectively which leads to the overall improvement of
the classification accuracy.

5 Related Work

In this section, we review research works relevant to ours. Our ALTL belongs
to the supervised inductive transfer learning where both the source and the
target tasks contain labeled data [17,8]. For the perspective of active learning,
our method is the pool-based active learning algorithm [3].
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Fig. 4. Error rates for the 4 Universities data set

Active learning aims to find the most informative instance and query it to
an oracle. It can be divided into two main categories which are the pool-based
sampling [10] and the stream-based sampling [5]. Stream-based active learning
scans the data sequentially and makes query decisions individually, while the
pool-based active learning makes one decision each time from the entire collection
of the unlabeled pool. [19] provided an active learner that can identify data points
that change the current belief in the class distributions the most. In [11], AL
had been applied in the multi-view setting. In multi-view problem, features can
be partitioned into subsets each of which is sufficient for learning the mapping
from the input to the output space.

Although there exist several papers concerning integrating active learning
and multi-task learning [18,22,1,23,14], with the objective to improve the overall
performance rather than a single task, they can not be applied to our problem
where the performance of the target task is emphasized. Some research works
have been done by combining the active learning and transfer learning together in
order to improve the classification accuracy on the target task, however they did
not consider the negative transfer problem explicitly. For example, [7] provided
a hybrid method which combines the discriminative method and the generative
method with SVM, but the query number is fixed to a large number and there
is not an effective strategy to avoid selecting unconcerned instances. In [21], it
is pointed out by the author that experts are heavily relied on, as the possibility
to query an expert is set to be higher than 50%. Moreover, the decision function
which relies on the initial hypothesis of an existing active learning method is not
reliable due to the initial hypothesis problem. [22] proposed an active learning
framework that can exploit relations among multiple tasks on their labels.
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6 Conclusion

In this paper, we propose a novel active learning framework by extending the
basic QBC (Query by Committee) algorithm in the target domain, but with the
help of the useful information from the source domain. A weighted KL diver-
gence measurement is adopted to evaluate the similarities between committee
members, in order to decrease the negative effects of inferior models. An adaptive
strategy is designed to get rid of those unnecessary instances and models. By
incorporating the advantages of both active learning and transfer learning, our
method is able to obtain high classification accuracy with less queries meanwhile
converges faster than the state-of-the-art methods.
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Abstract. In this paper, we introduce a nonparametric Bayesian ap-
proach for clustering based on both Dirichlet processes and generalized
Dirichlet (GD) distribution. Thanks to the proposed approach, the ob-
stacle of estimating the correct number of clusters is sidestepped by
assuming an infinite number of components. The problems of overfit-
ting and underfitting the data are also prevented due to the nature of
the nonparametric Bayesian framework. The proposed model is learned
through a variational method in which the whole inference process is
analytically tractable with closed-form solutions. The effectiveness and
merits of the proposed clustering approach are investigated on two chal-
lenging real applications namely anomaly intrusion detection and image
spam filtering.

Keywords: Clustering, mixture models, Dirichlet process, nonparamet-
ric Bayesian, generalized Dirichlet mixtures, variational inference, intru-
sion detection, spam image.

1 Introduction

During the last decade, Bayesian nonparametric models have received signifi-
cant attention from the machine learning and data mining communities [24].
As opposed to parametric approaches in which a fixed number of parameters
are used, Bayesian nonparametric approaches allow the complexity of models to
grow with data size. The Dirichlet process (DP) is currently one of the most
popular Bayesian nonparametric models and is defined as a distribution over
distributions [29,23]. Thanks to the development of Markov chain Monte Carlo
(MCMC) [38] techniques, Dirichlet processes are now widely used in various do-
mains [35,40]. One of the most common applications of the Dirichlet process is
in clustering data where it is translated to a mixture model with a countably
infinite number of mixture components [37,4,10,13]. The DP mixture model can
then be represented as an infinite mixture model in which the difficulty of se-
lecting the number of clusters, that usually occurs in the finite case, is removed.
In DP mixture model, the actual number of clusters used to model data is not
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fixed and can be automatically inferred from the data set using a Bayesian pos-
terior inference framework via MCMC techniques. However, in practice, the use
of MCMC methods is often limited to small-scale problems due to the high com-
putational resources required. Another problem regarding MCMC approaches is
the difficulty of diagnosing the convergence. An efficient alternative to MCMC
techniques is a deterministic approximation approach known as variational infer-
ence or variational Bayes [28,5]. The variational approach is based on analytical
approximations to the posterior distribution and has received a lot of atten-
tion recently. Compared to MCMC techniques, only a modest amount of com-
putational time is required for variational methods. Moreover, the well-known
Bayesian information criterion (BIC) for model selection can be derived as a spe-
cial case of variational inference learning [5]. Due to its convincing generalization
power and computational tractability, variational learning have been applied in
various applications [32,22,21].

Most of the works regarding infinite mixture models make the Gaussian as-
sumption. This assumption, however, is not realistic for non-Gaussian data and in
particular normalized count data (i.e., proportion vectors) which are of particu-
lar importance in several disciplines like computer vision, data mining, machine
learning, and bioinformatics and which arise in a wide variety of applications such
as text and image modeling [1]. Indeed, recent works have shown that in the case
of proportional data which subject to two restrictions, namely, nonnegativity and
unit-sum constraint, other distributions can give better results and are more
appropriate, such as the generalized Dirichlet (GD) [12,9,11,16] distribution.

The purpose of this paper is to propose a Bayesian nonparametric approach
for clustering based on Dirichlet processes mixtures with GD distribution, which
can be seen as an infinite GD mixture model. Our contributions are summarized
as the following: first, we extend the finite GD mixture model into an infinite
version using a stick-breaking construction [39,27] such that the difficulty of
choosing the appropriate number of clusters is avoided. Second, we develop a
variational inference framework for learning the proposed model, such that the
whole inference process is analytically tractable with closed-form solutions. Fi-
nally, we apply the proposed Bayesian nonparametric approach on two chal-
lenging real-world applications involving anomaly intrusion detection and image
spam filtering.

The rest of this paper is organized as follows: Section 2 presents the details of
our infinite GD mixture model with the stick-breaking representation. In Section
3, we describe our variational approximation procedure for the proposed model
learning. Section 4 presents the experimental results. Section 5 closes this paper
with conclusions and future directions.

2 The Infinite Generalized Dirichlet Mixture Model

2.1 The Finite Generalized Dirichlet Mixture

Let us consider a D-dimensional random vector Y = (Y1, . . . YD) which is as-
sumed to be generated from a finite generalized Dirichlet (GD) distribution [12]:
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GD(Y |αj ,βj) =

D∏
l=1

Γ (αjl + βjl)

Γ (αjl)Γ (βjl)
Y

αjl−1
l

(
1 −

l∑
k=1

Yk

)γjl

(1)

for
∑D

l=1 Yl < 1 and 0 < yl < 1 for l = 1, . . . , D, where αj = (αj1, . . . , αjD),
βj = (βj1, . . . , βjD), αjl > 0, βjl > 0, γjl = βjl − αjl+1 − βjl+1 for l =
1, . . . , D − 1, and γjD = βjD − 1. Γ (·) is the gamma function defined by
Γ (x) =

∫∞
0 ux−1e−udu. Let Y = {Y 1, . . . ,Y N} denotes a set of N independent

and identically distributed vectors assumed to arise from a finite generalized
Dirichlet mixture

p(Y i|π,α,β) =
M∑
j=1

πjGD(Y i|αj ,βj) (2)

where α = (α1, . . . ,αM ), β = (β1, . . . ,βM ), and π is the vector of mixing
coefficients, π = (π1, . . . , πM ), which are positive and sum to one.

In this paper, we exploit an interesting mathematical property of the GD
distribution thoroughly discussed in [14] to transform the original data points
into another D-dimensional space with independent features and rewrite the
finite GD mixture model in the following form

p(Xi|π,α,β) =
M∑
j=1

πj

D∏
l=1

Beta(Xil|αjl, βjl) (3)

where Xi1 = Yi1 and Xil = Yil/(1 −
∑l−1

k=1 Yik) for l > 1. Beta(Xil|αjl, βjl) is a
Beta distribution defined with parameters (αjl, βjl).

2.2 The Infinite Generalized Dirichlet Mixture

The infinite GD mixture model proposed in this paper is constructed using
a Dirichlet process with a stick-breaking representation and is defined as fol-
lows: given a random distribution G, it is distributed according to a DP: G ∼
DP (ψ,H) if the following conditions are satisfied:

λj ∼ Beta(1, ψ) , θj ∼ H , πj = λj

j−1∏
s=1

(1 − λs) , G =

∞∑
j=1

πjδθj (4)

where δθj denotes the Dirac delta measure centered at θj , and ψ is a positive
real number. The mixing weights πj are obtained by recursively breaking an
unit length stick into an infinite number of pieces. Now assume that we have an
observed data set X = (X1, . . . ,XN ) with an infinite number of clusters. Then,
a latent variable Z = (Z1, . . . , ZN ) is introduced as the mixture component
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assignment variable, in which each element Zi takes an integer value j denoting
the component from which Xi is drawn. The marginal distribution over Z can
be specified in terms of the mixing coefficients πj as

p(Z|π) =
N∏
i=1

∞∏
j=1

π
1[Zi=j]
j (5)

where 1[Zi = j] is an indicator function which has the value 1 when Zi = j and
0 otherwise. Based on (4), we can rewrite (5) as a function of λ by

p(Z|λ) =
N∏
i=1

∞∏
j=1

[
λj

j−1∏
s=1

(1 − λs)

]1[Zi=j]

(6)

According to (4), the marginal distribution of λ is given by

p(λ|ψ) =

∞∏
j=1

Beta(1, ψj) =

∞∏
j=1

ψj(1 − λj)
ψj−1 (7)

More flexibility is added by introducing a prior distribution over the hyperpa-
rameter ψ. Motivated by the fact that the Gamma distribution is conjugate to
the stick lengths [7], a Gamma prior is placed over ψ

p(ψ) = G(ψ|a, b) =
∞∏
j=1

b
aj

j

Γ (aj)
ψ
aj−1
j e−bjψj (8)

It is noteworthy that the conditional distribution of Xi given Z, α and β is
equivalent to the distribution of X i conditioned on the Zith component in the
mixture and is given by

p(X |Z,α,β)=
N∏
i=1

p(Xi|αZi ,βZi) =

∞∏
j=1

D∏
l=1

{[
Γ (αjl + βjl)

Γ (αjl)Γ (βjl)

]nj

×
N∏
i=1

[
X

αjl−1
il (1 − Xil)

βjl−1
]1[Zi=j]

}
(9)

where nj is the occupation number which represents the number of observations

belonging to class j and is defined as nj =
∑N

i=1 1[Zi = j].
Next, we need to introduce priors over unknown parameters α and β. Since

the formal conjugate prior for the Beta distribution is intractable, we adopt
Gamma priors G(·) as suggested in [32] to approximate the conjugate priors
by assuming that the Beta parameters are statistically independent, such that:
p(α) = G(α|u,v) and p(β) = G(β|s, t). A directed graphical representation of
this model is illustrated in Fig. 1.
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Fig. 1. Graphical model representation of the infinite generalized Dirichlet mixture
model. Symbols in circles denote random variables; symbols in squares denote hyper-
parameters. Plates indicate repetition (with the number of repetitions in the lower
right), and arcs describe conditional dependencies between variables.

3 Variational Infinite GD Mixture

In this section, we propose a truncated variational inference on the stick-breaking
representation of the infinite GD mixture model. To simplify notation, we define
Θ = {Z,α,β,λ,ψ} as the set of latent variables and parameters. Similarly, the
set of all observed variables is represented by X . The central idea in variational
learning is to find an approximation for the posterior distribution p(Θ|X ) as
well as for the model evidence p(X ). By applying Jensen’s inequality, the lower
bound L of the logarithm of the marginal likelihood p(X ) can be found as

L(Q) =

∫
Q(Θ) ln[p(X , Θ)/Q(Θ)]dΘ (10)

where Q(Θ) is an approximation for p(Θ|X ). In our case, we truncated the
variational distributions at a value M , such that: λM = 1, πj = 0 when j >

M,
∑M

j=1 πj = 1, where the truncation level M is a variational parameter which
can be freely initialized and will be optimized automatically during the learning
process [7]. Moreover, we adopt a factorization assumptions for restricting the
form of Q(Θ) [41]. Then, we have

Q(Θ) =

[
N∏
i=1

Q(Zi)

][
M∏
j=1

D∏
l=1

Q(αjl)Q(βjl)

][
M∏
j=1

Q(λj)Q(ψj)

]
(11)

In order to maximize the lower bound L(Q), we need to make a variational
optimization of L(Q) with respect to each of the distributions Qi(Θi) in turn.
For a specific factor Qs(Θs), the general expression for its optimal solution can
be found by
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Qs(Θs) =
exp
〈
ln p(X , Θ)

〉
i	=s∫

exp
〈
ln p(X , Θ)

〉
i	=s

dΘ
(12)

where 〈·〉i	=s is the expectation with respect to all the distributions of Qi(Θi)
except for i = s. The optimal solutions for the factors of the variational posterior
can then be obtained by applying (12) to each of the factor, such that

Q(Z) =

N∏
i=1

M∏
j=1

r
1[Zi=j]
ij , Q(λ) =

M∏
j=1

Beta(λj |cj , dj), Q(ψ) =

M∏
j=1

G(ψj |a∗j , b∗j )

(13)

Q(α) =
M∏
j=1

D∏
l=1

G(αjl|u∗
jl, v

∗
jl) , Q(β) =

M∏
j=1

D∏
l=1

G(βjl|s∗jl, t∗jl) , (14)

where we have defined

rij =
ρij∑M

j=1
ρij

, a∗
j = aj + 1 , b∗j = bj − 〈ln(1− λj)〉 (15)

cj = 1 +

N∑
i=1

〈Zi = j〉 , dj = 〈ψj〉+
N∑
i=1

M∑
s=j+1

〈Zi = s〉 (16)

ρij = exp
{ D∑

l=1

[
R̃jl+(ᾱjl−1) lnXil+(β̄jl−1) ln(1−Xil)

]
+
〈
lnλj

〉
+

j−1∑
s=1

〈
ln(1−λs)

〉}
(17)

u∗
jl = ujl+

N∑
i=1

〈
Zi = j

〉
[Ψ(ᾱjl+β̄jl)−Ψ(ᾱjl)+β̄jlΨ

′(ᾱjl+β̄jl)(〈lnβjl〉−ln β̄jl)]ᾱjl (18)

s∗jl = sjl+

N∑
i=1

〈
Zi = j

〉
[Ψ(ᾱjl+β̄jl)−Ψ(β̄jl)+ᾱjlΨ

′(ᾱjl+β̄jl)(〈lnαjl〉−ln ᾱjl)]β̄jl (19)

v∗jl = vjl −
N∑
i=1

〈
Zi = j

〉
lnXil , t∗jl = tjl −

N∑
i=1

〈
Zi = j

〉
ln(1−Xil) (20)

where Ψ(·) and Ψ ′(·) are the digamma and trigamma functions, respectively.

Note that, R̃ is the lower bounds of R =
〈
ln Γ (α+β)

Γ (α)Γ (β)

〉
. Since this expectations

is intractable, we use the second-order Taylor series expansion to find its lower
bounds. The expected values in the above formulas are given by

ᾱjl = 〈αjl〉 =
u∗
jl

v∗jl
, β̄jl = 〈βjl〉 =

s∗jl
t∗jl

,
〈
Zi = j

〉
= rij , 〈ψj〉 =

a∗
j

b∗j
(21)

〈
lnλj

〉
= Ψ(cj)− Ψ(cj + dj) ,

〈
ln(1− λj)

〉
= Ψ(dj)− Ψ(cj + dj) (22)〈

lnαjl

〉
= Ψ(u∗

jl)− ln v∗jl , 〈(lnαjl − ln ᾱjl)
2〉 = [Ψ(u∗

jl)− ln u∗
jl]

2 + Ψ ′(u∗
jl) (23)
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〈
ln βjl

〉
= Ψ(s∗jl)− ln t∗jl , 〈(lnβjl − ln β̄jl)

2〉 = [Ψ(s∗jl)− ln t∗jl]
2 + Ψ ′(s∗jl) (24)

Since the solutions to each variational factor are coupled together through the
expected values of other factors, the optimization of the model can be solved in
a way analogous to the EM algorithm. The complete algorithm is summarized
in Algorithm 1.1

Algorithm 1. Variational infinite GD mixture learning

1: Choose the initial truncation level M and the initial values for hyper-parameters
ujl, vjl, sjl, tjl, aj and bj .

2: Initialize the value of rij by K-Means algorithm.
3: repeat
4: The variational E-step: Estimate the expected values in (21)∼(24), use the cur-

rent distributions over the model parameters.
5: The variational M-step: Update the variational solutions for Q(Z), Q(α), Q(β),

Q(λ) and Q(ψ) using the current values of the moments.
6: until Convergence criterion is reached.
7: Compute the expected value of λj as 〈λj〉 =

cj
cj+dj

and substitute it into (4) to

obtain the estimated values of the mixing coefficients πj .
8: Detect the optimal number of components M by eliminating the components with

small mixing coefficients close to 0.

4 Experimental Results

In this section, the effectiveness of the proposed approach is tested on two chal-
lenging applications: anomaly intrusion detection and image spam detection. In
our experiments, the initialization value of the truncation level M is set to 15
with equal mixing coefficients. In order to provide broad non-informative prior
distributions, the initial value of u and s for the conjugate priors are set to 1,
and v, t are set to 0.01. The hyperparameters a and b are both initialized to
1. For comparison, we have also applied three other well-developed approaches
for these two applications: the variational finite GD mixture (varGDM) model,
the variational infinite Gaussian mixture (varInGM) model proposed in [7], and
the variational Gaussian mixture (varGM) model proposed in [17]. Notice that,
our goal is to demonstrate the advantages of using infinite mixture models over
finite ones, as well as using GD mixtures over Gaussian mixtures. Comparing
our results with other state of the art methods that have been applied to both
applications is obviously beyond the scope of this paper.

4.1 Anomaly Intrusion Detection

Recently, an increasing number of security threats have brought a serious risk
to the internet and computer networks. Therefore, Intrusion Detection Systems

1 The complete source code is available upon request.
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(IDSs) play a critical role in strengthening the security of information and com-
munication systems [30,33]. Normally, IDSs are classified into two main cate-
gories: misuse (i.e. signature-based) detection and anomaly detection systems
[36]. Compared to the misuse detection, anomaly detection has the advantage of
being able to detect new or unknown attacks. In this experiment, we propose a
novel statistical approach for unsupervised anomaly intrusion detection. In our
approach, patterns of normal and intrusive activities are learned through the
proposed variational infinite generalized Dirichlet mixture (varInGDM) model.

Table 1. Training and testing data set

Data Set Normal DOS R2L U2R Probing

Training 97277 391458 1126 52 4107

Testing 60593 223298 5993 132 2377

The well known KDD Cup 1999 Data2 is used to investigate our infinite mix-
ture model. We use a 10 percent subset of the data in the experiments. In our
case, the training data consists of 494,020 data instances of which 97,277 are
normal and 396,743 are attacks. The testing set contains 292,393 data instances
of which 60,593 are normal and 231,800 are attacks. All of these attacks fall into
one of the following four categories: DOS: denial-of-service (e.g. syn flood); R2L:
unauthorized access from a remote machine (e.g. guessing password); U2R: unau-
thorized access to local superuser (root) privileges (e.g. buffer overflow attack)
and Probing: surveillance and other probing (e.g. port scanning). Therefore, we
have five categories in total including the ‘Normal’ class. The details of the data
sets can be seen in Table 1.

Since the features are on quite different scales in the data set, we need to normal-
ize the data such that one feature would not dominate the others in our modeling
approach. In the used data set, each data instance contains 41 features in which
34 are numeric and 7 are symbolic (i.e. each data instance is then represented as
a 41-dimensional vector). Features represented by symbolic values are replaced by
numeric values for training and testing. For example, the values of icmp, tcp, and
udp of feature protocol type are replaced by values 1, 2, and 3, respectively. By find-
ing the maximum and minimum values of a given featureXl in a data instanceX,
we can transform the feature into the range [0, 1] by

Xl =
XL − min(Xl)

max(Xl) − min(Xl)
(25)

where Xl is set to a small value if the maximum is equal to the minimum.
Table 2 demonstrates the obtained confusion matrix with classification ac-

curacy rate and FP rate using varInGDM. In this table, diagonal values rep-
resent the number that is correctly classified. The results of applying different

2 http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html

http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
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Table 2. Confusion Matrix for Intrusion Detection using the proposed varInGDM

Normal DOS R2L U2R Probing Accuracy (%) FP (%)

Normal 60351 141 8 4 89 99.6 10.9

DOS 7246 215930 26 1 95 96.7 0.8

R2L 101 1253 4627 2 10 77.2 0.9

U2R 26 3 8 94 1 71.1 10.4

Probing 29 290 3 4 2051 86.3 8.7

Overall Rate 86.1 6.3

Table 3. Classification accuracy rate (Accuracy), false positive (FP) rate and the
estimated number of components (M̂) computed using different algorithms

Algorithm M̂ Accuracy (%) FP (%)

varInGDM 4.98 86.1 6.3

varGDM 4.92 83.8 7.9

varInGM 4.94 78.7 12.6

varGM 4.89 76.5 14.5
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Fig. 2. The classification accuracy vs. the number of training instances

approaches on the KDD99 data set can be seen in Table 3, in terms of the av-
erage classification accuracy rate (Accuracy), false positive (FP) rate and the
estimated number of components (M̂). We can clearly observe that the proposed
varInGDM algorithm outperforms the other three approaches with the highest
accuracy rate (86.1%), the lowest FP rate (6.3%) and the most accurately de-
tected number of components (4.98). It is worth mentioning that, the number
of components (M̂) in each variational algorithm is obtained by eliminating
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Fig. 3. Sample spam images from Dredze spam data

components with mixing coefficients close to 0. Figure 2 shows the evolution of
the classification accuracy according to the number of instances in the train-
ing data. According to this figure, the higher number of training instances, the
higher the accuracy of the classification. Since the availability of many data in-
stances for training, increases the accuracy of estimating the parameters of the
varInGDM model, which then leads to an increase in the classification accuracy.

4.2 Image Spam Filtering

One of the cyber nuisances that both companies and ordinary computer users
have to put up with their daily life is the growing spam phenomenon [2]. A
successful new trick that is widely used now consists of embedding spam images
into emails. This trick is generally referred to as image spam or image-based
spam. Recently, many algorithms have been proposed for detecting image spam,
most of them are based on pattern recognition and computer vision techniques
[25,6,19,3] and each has its own strengths and weaknesses. In this subsection, an
unsupervised approach for image spam detection is proposed by adopting the
varInGDM model and the probabilistic Latent Semantic Analysis (pLSA) model
[26,8] with bag-of-visual-words representation [18].

Our methodology for determining if the input image is spam or ham (i.e. legit-
imate email) can be summarized as follows: first, 128-dimensional Scale-Invariant
Feature Transform (SIFT) vectors [31] are extracted from each input image us-
ing the Difference-of-Gaussian (DoG) interest point detector [34]. Then, these
local descriptors are grouped into W homogenous clusters, using a clustering or
vector quantization algorithm such as K-Means. Therefore, each cluster center
is treated as a visual word and a visual vocabulary can then be constructed
with W visual words. Applying the paradigm of bag-of-words, a W dimensional
histogram representing the frequency of each visual word is calculated for each
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Table 4. The average classification accuracy rate (Accuracy) and the average false
positive (FP) rate of image spam detection computed using varInGDM, varGDM,
varInGM and varGM over 20 random runs

Dredze SpamArchive Princeton

Accuracy (%) FP (%) Accuracy (%) FP Accuracy (%) FP

varInGDM 86.9 4.47 85.5 5.34 83.7 10.56

varGDM 84.2 6.21 83.6 6.93 82.4 12.75

varInGM 78.6 8.34 77.4 9.54 79.3 16.66

varGM 75.1 10.22 75.3 10.63 76.8 18.12

image. Then, the pLSA model is applied to reduce the dimensionality of the
resulting histograms allowing the representation of images as proportional vec-
tors. As a result, each image is represented now by a D-dimensional proportional
vector where D is the number of latent aspects. Finally, we employ the proposed
varInGDM model as a classifier to determine if an input image is spam or ham.

Three challenging real-world image spam data sets are used in our experi-
ments: the personal spam emails collected by Dredze et al. [19], a subset of the
publicly available SpamArchive corpus used by [25,19] and the Princeton spam
image benchmark3. One common ham data set of images which is collected and
used by Dredze et al. [19] is included in our experiments. In summary, there are
2,550 images in the Dredze ham data set, 3,210 images in the Dredze spam data
set, 3,550 images in the SpamArchive and 1,071 images in Princeton spam image
benchmark. Sample spam images are shown in Fig. 3.

In our experiments, each data set is randomly divided into two halves: one
for constructing the visual vocabulary, another for testing. Subsequently, an
accelerated version of the K-Means algorithm [20] is employed to cluster all
the SIFT vectors into a visual vocabulary with size 800, as explained in the
previous section. The pLSA model was applied by considering 45 aspects for all
three data sets and each images in the data set was then represented by a 45-
dimensional vector of proportions. Last, the resulting vectors were clustered by
the varInGDM model. The entire procedure was repeated 20 times for evaluating
the performance of our approach.

For comparison, we also applied the varGDM, varInGM and varGM models
on the different data sets using the same experimental settings. Table 4 demon-
strates the performances of using different algorithms for each data set in terms
of the average classification accuracy rate and the average false positive rate. It is
obvious that the proposed varInGDM model outperforms the other adopted ap-
proaches by providing the highest average accuracy rate and lowest false positive
rate. According to our experimental results, the choice of the visual vocabulary

3 http://www.cs.jhu.edu/~mdredze/datasets/image$_$spam

http://www.cs.jhu.edu/~mdredze/datasets/image$_$spam
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Fig. 4. Classification accuracy vs. vocabulary size for the Dredze spam data
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Fig. 5. Classification accuracy vs. the number of aspects for the Dredze spam data

size and the number of visual aspects may become a crucial factor for the clas-
sification accuracy. Different sizes of visual vocabulary and numbers of aspects
were tested for each tested approach. As shown in Fig. 4, the highest classifica-
tion rate was obtained when the vocabulary size was around 800 for the Dredze
spam data set. Moreover, the optimal accuracy was reached when the number
of aspects was set to 45 as illustrated in Fig. 5. Similar results were obtained for
the other two data sets.

5 Conclusion and Future Work

In this paper, we have proposed a Bayesian nonparametric model namely the
infinite generalized Dirichlet mixture for clustering. The proposed infinite model,
which offers a practical solution to the challenging problem of model selection,
is learnt within a variational framework in which the whole inference process is
analytically tractable with closed-form solutions. Variational framework offers
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a deterministic efficient alternative to fully Bayesian inference by maximizing
a lower bound on the marginal likelihood. Its main advantages are computa-
tional efficiency and guaranteed convergence that can be easily assessed. The
effectiveness of the proposed approach has been tested on two challenging prob-
lems involving anomaly intrusion detection and spam image detection. Future
work can be devoted to the inclusion of a feature selection component, like the
one previously proposed in [15,14], within the proposed framework which may
improve further modeling capabilities and clustering performance.

References

1. Aitchison, J.: The Statistical Analysis of Compositional Data. Blackburn, Caldwell
(2003)

2. Amayri, O., Bouguila, N.: A study of spam filtering using support vector machines.
Artif. Intell. Rev. 34(1), 73–108 (2010)

3. Amayri, O., Bouguila, N.: Content-based spam filtering using hybrid generative dis-
criminative learning of both textual and visual features. In: ISCAS, pp. 862–865.
IEEE (2012)

4. Antoniak, C.E.: Mixtures of Dirichlet processes with applications to Bayesian non-
parametric problems. Annals of Statistics 2, 1152–1174 (1974)

5. Attias, H.: A variational Bayes framework for graphical models. In: Proc. of NIPS,
pp. 209–215 (1999)

6. Biggio, B., Fumera, G., Pillai, I., Roli, F.: Image spam filtering using visual in-
formation. In: Proc. of the 14th International Conference on Image Analysis and
Processing, pp. 105–110 (2007)

7. Blei, D.M., Jordan, M.I.: Variational inference for Dirichlet process mixtures.
Bayesian Analysis 1, 121–144 (2005)
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Abstract. Since multi-label data is ubiquitous in reality, a promising
study in data mining is multi-label learning. Facing with the multi-label
data, traditional single-label learning methods are not competent for the
classification tasks. This paper proposes a new lazy learning algorithm
for the multi-label classification. The characteristic of our method is that
it takes both binary relevance and shelly neighbors into account. Unlike
k nearest neighbors, the shelly neighbors form a shell to surround a given
instance. As a result, our method not only identifies more helpful neigh-
bors for classification, but also exempts from the perplexity of choosing
an optimal value for k in the lazy learning methods. The experiments
carried out on five benchmark datasets demonstrate that the proposed
approach outperforms standard lazy multi-label classification in most
cases.

Keywords: Data mining, Multi-label learning, Shelly neighbors, kNN.

1 Introduction

Pattern classification is to train prediction models on a given dataset and then
predict the class of an unknown data using the trained models [1]. Given a dataset
D = {(Xi, yi)|i = 1, ..., n} consisting of n labeled instances (i.e., instances),
where Xi is a m-dimensional vector of m features (or attributes) and yi is its
corresponding label, the common assumption of traditional learning algorithms
is that their output is a single value (i.e., label) of pre-specified classes. That is to
say, the output result of a classifier is mutually exclusive and each instance can
only be labeled as one class. This, however, is unreasonable because instances
may often belong to two or more classes at the same time in reality. Such data
is called multi-label.

Multi-label data is ubiquitous in many domains, such as text categorization
and scene image classification. For example, a movie can be classified as action,
horror and science fiction types. Facing with the multi-label data, traditional
learning algorithms are not competent for the classification tasks. To tackle with
this problem, multi-label classification derived from and deeply rooted in the
text categorization has been introduced [2]. Like traditional single-label classifi-
cation, multi-label classification also aims at training classifiers for a given set of

S. Zhou, S. Zhang, and G. Karypis (Eds.): ADMA 2012, LNAI 7713, pp. 214–222, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



A Multi-label Learning Algorithm Using Shelly Neighbors 215

multi-label data and predicting the classes of a query using the classifiers. The
difference is that multi-label classifiers output multiple labels for an unknown
instance. It is noticeable that multi-label classification is much more challenging
than single-label classification.

Due to its great potential applications, in last decades multi-label classifica-
tion has attracted more and more attentions from many disciplines, such as in-
formation retrieval, pattern recognition, data mining and machine learning, and
now has been successfully used to text categorization [3,4], images and video
annotation [13], music processing [6], bioinformatics [7], and so on. A statistical
comparison of multi-label classification algorithms has been made by Demsar
in [8]. Generally speaking, multi-label learning algorithms can be grouped into
two major categories, i.e., problem transformation and algorithm adaption [2].
The later technique extends traditional single-label classifiers so as to they can
handle multi-label data and achieve classification tasks.

The instance-based (or lazy) multi-label classification has become an impor-
tant research topic since kNN was introduced to multi-label classification. The
lazy multi-label learning methods usually take standard k nearest neighbors as
the input and predict the labels of a new instance based on Bayesian rule or ma-
jority rule. Typical examples include MLkNN [9], BRkNN [10] and LPkNN [11].
The underlying reason of the lazy learning methods popular is that they are
conceptually simple, efficient and can be easy implemented. Like the traditional
kNN classifiers, this kind of learning algorithms determines the labels of a given
instance in terms of its corresponding k nearest neighbors identified during the
learning process.

It is worth noting that one of challenges posed by most of multi-label classi-
fiers based on kNN is that the optimal value of k is hard to be chosen, which
places a vital role to the performance. If the value of k is large, the boundaries
of classes become smooth, while its efficiency is a question; if k is too small,
kNN is sensitive to noisy data. To untie this knot, in this paper we introduce
the concept of shelly neighbor into multi-label learning and propose a new al-
gorithm for multi-label classification. The advantage of our method is that only
the shelly nearest neighbors (SNN), which refer to those neighbors that form a
shelly to encapsidate the given instance [12], are considered. Experimental re-
sults conducted on benchmark datasets downloaded from MULAN toolkit [2]
demonstrates that the proposed approach outperforms standard instance-based
multi-label classification.

The rest of this paper is organized as follows. Section 2 briefly recalls related
work. In Section 3, some basic concepts are given and then our multi-label clas-
sification method is proposed. Simulation experiments to evaluate the proposed
approach are presented in Section 4. Finally, this paper is concluded.

2 Related Work

An intuitive and näıve solution for multi-label learning is to transform the multi-
label data into its corresponding single-label one, because the single-label data
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is a special case of the multi-label data. Tsoumakas et al. [2] discusses three
different transformation strategies, i.e., copy, selection and ignore, to separate
the multi-label data into several single-label ones. The copy method simply sub-
stitutes |Yi| single-label instances (Xi, yi) for each multi-label instance (Xi, Yi),
where yi ∈ Yi, while the selection strategy selects only one label yi ∈ Yi to take
the place of Yi. In the binary relevance (BR) learning [2], p different datasets Dk

are firstly created from the original one D, where p is the number of class labels.
In each new dataset Dk, the class of each instance Xi is positive if the p-th label
occurs in the multi-label Yi of Xi, and negative otherwise. These p datasets are
then used to construct p different binary classifiers and the prediction results of
an unknown instance are finally combined into a subset of labels, hitherto called
labelset.

Note that the above transformation methods do not take the interrelation
of labels into account. Indeed, the labels of data are relative to each other in
many applications. To tackle with this issue, most of multi-label learning meth-
ods consider the whole labelset together during the learning stage. As a typical
example, the label powerset (LP) algorithm [13] is such kind of learning meth-
ods. It considers each unique labelset Yi of Xi as a new class, and the output
of LP is the labelset with the highest probable over all labelsets. RAkEL (RAn-
dom k labELsets) [11] trains several classifiers with different k, i.e., the length
of labelset, and then integrates them into an ensemble one.

Unlike BR, the ranking by pairwise comparison (RPC) [14] builds a binary
classifier for each pair of labels (yi, yj), such that each instance exclusively la-
beled with either yi or yj. Further, Furnkranz et al. [15] proposed a variation
of RPC, called calibrated label ranking (CLR or CLRanking), by adding a vir-
tual label. The function of virtual label is to determine a natural breaking point
between relevant and irrelevant labelsets. On the other hand, Tsoumakas et
al. [16] in MLStacking pruned the stacking models of BR by introducing corre-
lation coefficient, which is used to estimate the correlation of each label pair. In
MLStacking, the label will not be considered further if its correlation with the
label being learned at the meta-level is lower than a pre-specified threshold.

From the perspective of classifier, many multi-label learning algorithms have
been fulfilled by modifying some constrain conditions of traditional learning
methods, such as C4.5, SVM and AdaBoost, for the multi-label data. The advan-
tage is that the traditional classifiers can also adapt to the problem of multi-label
classification by minor modifications. It is noticeable that the k nearest neigh-
bors (kNN) learning algorithm is very popular for the multi-label classification
tasks. As a typical example, MLkNN [9] predicts the labelset of an unknown
instance based on the prior and posterior probabilities for the frequency of each
label within its k nearest neighbors. BRkNN [10] constructs the binary relevance
classifiers upon the k nearest neighbors for each unseen instance.

For the kNN classifiers, one of challenges is that the optimal value of k is
hard to be chosen. If k is too large, the boundaries of classes become smooth,
while its efficiency is a question; if k is small, kNN is sensitive to noisy data.
To alleviate this problem, Guo et al. [17] developed a method called MkNN to
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determine automatically a proper value of k for different data. MkNN firstly
constructs a kNN model for the data, and then takes its classification accuracy
as the basis to choose an optimal value of k. It is similar to the cross-validation
(CV) technique. Additionally, Zhang [12] identified shelly neighbors, rather than
nearest neighbors, of a new instance to calculate its missing values. Here we also
adopt the concept of shelly neighbor into our method for multi-label learning.

3 Binary Relevance Using Shelly Nearest Neighbors

Before delving into the details of our learning method, we will give some basic
concepts about multi-label data and shelly neighbors at the beginning.

3.1 Basic Concepts

Let Y = {yi|i = 1, ..., p} be the finite set of labels. A dataset D = {(Xi, Yi)|i =
1, ..., n} is called a multi-label dataset, if Yi is a labelset and Yi ⊆ Y , where
Xi is represented as the vector form with m features. From this definition, one
may observe that for each Yi of the i-th instance in D, if only a single label
is concerned, i.e., |Yi| = 1 or Yi ∈ Y , the multi-label dataset D is degenerated
into a conventional single-label dataset. This means that single-label data is a
special case of multi-label data. Under the context of multi-label data, the task
of learning methods is to determine an ordering or a bipartition of the set of
labels for an unknown instances in terms of specific applications at hand [2].

K nearest neighbor (kNN) is one of the most fundamental and simple learning
methods in data mining, especially when there is little or no prior knowledge
about the distribution of the data [1]. Given a dataset D = {Xi|i = 1, ..., n}
consisting of n instances in a m-dimensional space. The k nearest neighbors of
a query instance x in D can be formally defined as

N(x, k) = {Xi ∈ D|d(x,Xi) ≤ d(x,Xj), j �= i, i = 1, ..., k}, (1)

where the function d is a distance function between two instances. Given two
instances x and y in a m-dimensional space, the Minkowski distance is

d(x, y) = (
∑

i=1,...,m

(xi − yi)
p)

1
p . (2)

Note that the Minkowski distance is a general metric. It turns out different forms
if p takes different values. For example, it is Manhattan distance as p = 1. In a
similar vein, this formula is turned out as Euclidean or Chebychev distance as
p = 2 or p →∝, respectively. Generally, the function d is often represented as
the Euclidean distance between instances in kNN. The center idea of kNN clas-
sification is to determine the label of the unclassified instance x by considering
the labels of its N(x, k) in a major voting strategy. As mentioned above, deter-
mining an optimal value of k is a trial thing, and kNN is sensitive to noise and
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its decision boundary is very sharp if k is too small. To alleviate this problem,
Zhang [12] introduces a concept called shell nearest neighbor.

For a query instance Xt, its left and right nearest neighbors in the dataset D
are defined as follows:

X−
t = {Xi ∈ D|Xij ≤ Xtj , i = 1, ..., n, j = 1, ...,m}, (3)

X+
t = {Xi ∈ D|Xij ≥ Xtj , i = 1, ..., n, j = 1, ...,m}, (4)

whereXij is the j-th attribute value of Xi. From this definition, one may observe
X−

k or X+
k may not exist in the nearest neighbors N(Xt, k) of Xt. On the other

hand, for a nearest neighbor Xi in N(Xt, k), either Xij ≤ Xtj if there is a X−
t

in N(Xt, k), or Xij ≥ Xtj if there is a X+
t in N(Xt, k). The shelly neighbors

SN(Xt) of Xt refers to both the left neighbors X−
t and the right neighbors X+

t ,
i.e.,

SN(Xt) = X−
t ∪ X+

t . (5)

3.2 Our Method

Given a dataset D, the shelly neighbors of an unknown instance Xt are deter-
mined and can be identified in advance. One of advantages of adopting shelly
neighbors for classification is that the number of the selected nearest neighbors
is a variable determined by data, whereas the kNN method uses a fixed k. That
is to say, it is free from the parameter k. Based on this analysis, here we take
use of shelly neighbors for the purpose of multi-label classification.

As aforementioned discussion, BRkNN [10] is a typical multi-label classifica-
tion algorithm, which combines the kNN learning algorithm with binary rele-
vance together. Due to its intuitive idea and easy implement, here we incorporate
the concept of shelly neighbor into BRkNN and propose a new algorithm called
BRSN (Binary Relevance using Shelly Neighbors). Our method is similar to
BRkNN. Unlike BRkNN, our method takes shelly neighbors of test instances,
rather than k nearest neighbors, as the basis of prediction for the instances. The
details of BRSN are described as follows (Algorithm 1).

Algorithm 1. BRSN: Binary Relevance using Shelly Neighbors
Input: A multi-label dataset D = {(Xi, Yi)} and a query instance x.
Output: The prediction labelset Yx of x.
1). Obtain the shelly neighbors SN(x) of x in terms of Eq.(5);
2). For each label y occurring in the labels of SN(x), calculate its

probability or certainty factor;
3). Add the label y into the labelset Yx, if it is larger than a pre-specified

threshold;
4). Return Yx as the final results.
End
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The BRSN algorithm works in a straightforward way and can be easily under-
stood. It firstly obtain the shelly neighbors SN(x) of the query instance x are
identified from the training dataset D. The advantages include that all shelly
neighbors of x in D can be found and none neighbor will be ignored. Addi-
tionally, from the perspective of computational cost the kNN method and the
parameter k do not need be considered during the learning process. The second
step aims at calculating the class distribution of each label y occurring in the
shelly neighbors SN(x). Subsequently, the label with large probability will be
added into the labelset Yx, and the final prediction labelset of the query instance
is determined.

For the first step in the Alg. 1, we can also obtain the shelly neighbors SN(x)
from the its corresponding k nearest neighborsN(x, k), rather thanD. To achieve
this purpose, the k nearest neighborsN(x, k) of the given query/test x should be
firstly identified from the training multi-label dataset D. It should be mention
that the obtained shelly neighbors SN(x) from N(x, k) may be not equal to the
one from D. In addition, for the parameter k of N(x, k), it can be specified in
advance or obtained with a cross validation manner.

4 Experiments

4.1 Datasets

In our experimental study, five benchmark datasets, including Emotions, Medi-
cal, Scene, Yeast and Hierarchical, with different types and sizes were collected
from different domains. They are frequently used to validate performance of
multi-label classifiers. Table 1 summarizes some of their general description in-
formation, where the second column is the name of dataset. The numbers of
instances, attributes and labels in each datasets are given in the next three
columns. The cardinality column refers to the average number of labels of the
instances in dataset. It is used to quantify the number of alternative labels that
characterize the instances in a multi-label dataset. The density column is a frac-
tion of the cardinality by the number of labels. The purpose of introducing this
concept is that it might expose some different characters between two datasets
with the same label cardinality but with different number of labels. Note that
these datasets have different number of labels and differ greatly in the sample
size (range from 593 to 2417) and the number of attributes (from 72 to 1449).

Table 1. The brief descriptions of datasets used in our experiments

No Dataset Instances Attributes Labels Cardinality Density

1 Emotions 593 72 6 1.869 0.311
2 Medical 978 1449 45 1.245 0.028
3 Scene 2407 294 6 1.074 0.179
4 Yeast 2417 103 14 4.237 0.303
5 Hierarchical 1600 80 366 7.138 0.020
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4.2 Experimental Settings

Currently, many outstanding learning algorithms for multi-label data have been
proposed. For the reasons mentioned above, we mainly place our interesting
on the kNN classifiers, especially on BRkNN [10] and MLkNN [9]. Indeed, our
method (i.e., BRSN) is an extension of BRkNN by using shelly neighbors, rather
than nearest neighbors. As recommended by Zhang and Zhou [9], the value of
k in BRkNN and MLkNN was assigned as 10 when compared to the BRSN
classifier, and the distance function was the simple Euclidean metric on the whole
attribute space. To achieve impartial results, ten 10-fold cross validations had
been adopted for each algorithm-dataset combination in verifying classification
capability.

Unlike the single-label classification, the situation of the multi-label learn-
ing is relatively intricate and difficult, where only the classification accuracy is
not enough to measure the performance of classifiers. Thus, more measures are
needed to evaluate the predictive performance of classifiers for the multi-label
classification. In our experiments, five popular metrics, such as subset accuracy
(SA), micro F-measure (MF), micro AUC (MAUC), one error (OE) and ranking
loss (RL), were adopted to measure the performance of classifiers.

4.3 Experimental Results

In order to validate the performance of our method, we carried out experiments
on the benchmark datasets, and made a comparison BRSN to BRkNN and
MLkNN. The experimental results are given in Table 2, where the bold value
refers to the best one among these three classifiers on the same dataset. In
addition, the notation ’*’ means that the value in the current entry is significantly
worse than BRSN on the same dataset in a statistical t-test, where the baseline is
BRSN and the confidence level is 95%. For example, the ranking loss of MLkNN
(i.e, 0.7271 in the 2th row and the last column) on the emotions dataset is
significantly worse than BRSN.

From the results in Table 2, one may observe that BRSN outperforms BRkNN
and MLkNN in most cases. For example, the performance achieved by BRSN is
the best one than others at the aspects of micro-F1 (MF), micor-AUC (MAUC)
and ranking loss (RL). This is indicates that shelly neighbor is more effective
than nearest neighbor in the multi-label classifier with binary relevance.

For the subset accuracy, BRkNN achieved better performance than others
on the Yeast datasets. Similarly, this classifier also has lowest one error on the
Emotions and Yeast datasets, while the one error of BRSN is significant better
than MLkNN on these two datasets. This, however, is reasonable because the
label densities of these datasets are large. As a matter of fact, most of shelly
neighbors can be identified from the k nearest neighbors when the dataset has
relative label density and k is assigned with an appropriate value.

It is noticeable that the performance of MLkNN is relatively poor among
these three classifiers in many situations, especially on the Hierarchical dataset,
where the performance is significantly worse. For example, the subset accuracy
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Table 2. Experimental results of BRkNN, MLkNN and BRSN

SA MF MAUC OE RL

Emotions
BRkNN 0.2915 0.6487 0.8588 0.2565 0.1610
MLkNN 0.2831 0.6598 0.2835* 1.7884* 0.7271*
BRSN 0.3048 0.6662 0.8667 0.2581 0.1567

Medical
BRkNN 0.4018 0.5840 0.9470 0.3067 0.0474
MLkNN 0.5061 0.6784 0.2403* 2.6378* NaN
BRSN 0.5480 0.6682 0.9508 0.2679 0.0436

Scene
BRkNN 0.5962 0.7012 0.9345 0.2522 0.0889
MLkNN 0.6248 0.7343 0.2239* 0.4744* 0.8253*
BRSN 0.7046 0.7433 0.9508 0.2347 0.0727

Yeast
BRkNN 0.1982 0.6344 0.8415 0.2309 0.1778
MLkNN 0.1874 0.6427 0.2292* 6.2324* 0.5091*
BRSN 0.1891 0.6471 0.8484 0.2342 0.1687

Hierarchical
BRkNN 0.0287* 0.0991* 0.9319 0.5806 0.0627
MLkNN 0.0300* 0.1276* 0.5631* 26.955* NaN
BRSN 0.8994 0.9445 0.9676 0.0738 0.0176

and micro-F1 of MLkNN on the Hierarchical dataset are only 3% and 0.1276,
respectively, whereas the one error almost reaches to 27. The reason underlying
it is that the number of labels is too large. As a result, its label density is
relatively sparse and the elapsed time by MLkNN is high. Moreover, the one
error and ranking loss achieved by MLkNN are significant worse than BRSN
over all benchmark datasets.

5 Conclusions

In this paper we have proposed a new and efficient algorithm for lazy multi-
label classification. The center idea of the proposed method is that it exploits
the binary relevance of labels and the shelly neighbors, rather than k nearest
neighbors, to determine the set of labels of multi-label data. As a result, it
exempts from choosing an optimal value of k in the lazy learning algorithms.
The experiments conducted on five benchmark datasets demonstrate that the
proposed method performs better than the state-of-the-art multi-label learning
algorithms.
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Abstract. Various instance weighting methods have been proposed for
instance-based transfer learning. Kernel Mean Matching (KMM) is one
of the typical instance weighting approaches which estimates the instance
importance by matching the two distributions in the universal reproduc-
ing kernel Hilbert space (RKHS). However, KMM is an unsupervised
learning approach which does not utilize the class label knowledge of the
source data. In this paper, we extended KMM by leveraging the class
label knowledge and integrated KMM and SVM into an unified opti-
mization framework called KMM-LM (Large Margin). The objective of
KMM-LM is to maximize the geometric soft margin, and minimize the
empirical classification error together with the domain discrepancy based
on KMM simultaneously. KMM-LM utilizes an iterative minimization al-
gorithm to find the optimal weight vector of the classification decision
hyperplane and the importance weight vector of the instances in the
source domain. The experiments show that KMM-LM outperforms the
state-of-the-art baselines.

Keywords: Transfer learning, Instance weighting, Kernel mean match-
ing, Large margin.

1 Introduction

In many real-world applications of data mining, it is normally expensive and
time-consuming to obtain appropriate training data to learn the robust models.
For example, sentiment classifiers for online reviews need to work properly on
data of different types of products; search engines must provide consistent qual-
ity of service on the Web data in the markets of different languages. However,
the training data commonly exist only in a limited number of domains. Col-
lecting and annotating data for each different domain would become practically
prohibitive. On the other hand, abundant labeled data may exist in some related
domains. The target domain data are commonly drawn from a different feature
space and follow a different distribution from that of the source domain. To
bridge the domain gap is a challenging issue for the model learned from source
domain to be generalized well in target domain.

Transfer learning utilizes labeled data available from some related domain in
order to achieve effective knowledge transformation from source to target do-
main. It is of great importance in many applications, such as cross domain doc-
ument classification [1], sentiment classification [2, 3], collaborative filtering [4],
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online recommendation [5] and Web search ranking [6]. If done successfully,
knowledge transfer can greatly improve learning performance and meanwhile
avoid excessive data annotation effort.

One of the most intuitive methods for transfer learning is to identify a subset
of source instances and reuse them to build the model for the target domain
data. The major technique is to apply instance weighting to the source domain
data according to their importance to the target domain. Huang et al. [7] pre-
sented a two-step approach called Kernel Mean Matching (KMM) which directly
produces re-sampling weights without distribution estimation. The objective is
to minimize the discrepancy between means of instances in a reproducing kernel
Hilbert space (RKHS) between the two domains by re-weighting the instances
in the source domain. Then the reweighted instances can be incorporated into a
variety of classification algorithms, such as support vector machine (SVM) [8].
Experiments shown that using KMM to re-weight the instances in the source
domain as a preprocessing step can improve the performance of adaptation in
the target domain.

However, KMM is an unsupervised learning method which does not utilize
the class label knowledge of the source data. Though the simple combination of
KMM and SVM is effective, it would be expected that the adaptation perfor-
mance can be further improved by leveraging the label knowledge while reweight-
ing the instances. This paper therefore looks at the possibility of combining the
two distinct stages of KMM and SVM into an unified optimization framework
that will be called KMM-LM. The objective of KMM-LM is to maximize the
geometric soft margin, and minimize the empirical classification error together
with the domain discrepancy based on KMM simultaneously. KMM-LM utilizes
a two-phase iterative minimization algorithm to find the optimal weight vec-
tor of the classification decision hyperplane and the importance weight vector
of the source data. Firstly, it searches for a good weight vector of the decision
hyperplane while keeping the instance importance weight vector fixed. Secondly,
it re-weights the instance while keeping the decision weight vectors fixed. The
two weight vectors constrain mutually with each other. The more optimal the
instance importance weight, the better discriminative the decision hyperplane,
and vice versa, which creates a positive cycle and can gradually improve the
performance of adaptation.

The rest of the paper is organized as follows. Section 2 reviews the related
work. The proposed KMM-LM model and the iterative minimization algorithm
are presented in Section 3. Section 4 reports the experiments and results. Finally,
in Section 5 the conclusions are drawn.

2 Related Work

Traditional machine learning methods make a basic assumption that the training
and testing data should be drawn from the same feature space and the same dis-
tribution. However, in many real-world applications, this identical distribution
assumption does not hold true. Transfer learning assumes that multiple tasks
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can benefit from certain structures of data shared among different distributions.
As pointed out by Pan and Yang [9], there are three fundamental issues in trans-
fer learning, i.e. “what to transfer”, “how to transfer” and “when to transfer”.
“What to transfer” asks which common part of knowledge can be transferred
across domains. “How to transfer” is related to the design of appropriate algo-
rithms to extract and transfer the common knowledge. “When to transfer” is
concerned with whether the transferring skills should be done or not, which is
related to negative transfer. Most current works on transfer learning focused on
what to transfer and how to transfer by implicitly assuming that the source and
target domains are related to each other. Existing methods can be divided into
instance-based approach [10, 11], feature-based approach [2, 12] and parameter-
based approach [13].

Various instance weighting methods have been proposed for instance-based
transfer learning [10, 11]. Instance-based approach assumes that some training ex-
amples in the source domain are similar to the data in target domain and can be
reused to train the model for the target domain. Re-weighting is the major tech-
niques in instance-transfer learning. Therefore, the problem with estimating the
ratio of two probability densities has been actively explored in the literature. A
naive approach to density-ratio estimation is to first separately estimate the train-
ing and testing probability densities, and then estimate the instance importance
by taking into account the ratio of the estimated densities. However, density es-
timation is known to be a hard problem particularly in high-dimensional cases in
practice [14]. The difference in distributions may occur both in marginal and con-
ditional probabilities. Most of the existing domain adaptation works focus on the
marginal probability distribution difference between the domains, assuming that
the conditional probabilities are similar [7, 14–18]. Some recent work [19] focused
on the estimation of both marginal and conditional probabilities.

Sugiyama [15] proposed the KLIEP approach which tries to match an im-
portance based estimation of the test input distribution to the true test input
distribution in terms of the Kullback-Leibler divergence. This approach solved
this matching problem in a non-parametric fashion, i.e. the training and test in-
put distributions are not parameterized, but only the importance is parameter-
ized. Tsuboi et al. [16] proposed a scalable direct importance estimation method
called LL-KLIEP which is an extension of KLIEP [15]. The key difference is
that the KLIEP used a linearly parameterized function for modeling the impor-
tance, while LL-KLIEP adopted a log-linear model. The log-linear model only
takes non-negative values, which enables reformulating the KLIEP optimization
problem as an unconstrained convex problem. Then a new scalable estimation
procedure is developed whose computation time is nearly independent of the
number of test samples.

Kanamori et al. [17] developed a squared-loss version of the M-estimator for lin-
ear density-ratio models called unconstrained Least-Squares Importance Fitting
(uLSIF), and have shown that uLSIF possesses superior computational properties.
That is, a closed-form solution is available and the leave-one-out cross-validation
score can be analytically computed. Kanamori et al. [14] proposed a kernelized
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variant of uLSIF for density-ratio estimation, which is called kernel unconstrained
least-squares importance fitting (KuLSIF). They investigated its fundamental sta-
tistical properties including a non-parametric convergence rate, an analytical-form
solution, and a leave-one-out cross-validation score.

LogReg [18] built a probabilistic classifier that separated training input sam-
ples from test input samples, by which the importance can be directly estimated.
The maximum likelihood estimation of logistic regression models can be formu-
lated as a convex optimization problem.

Sun et al. [19] proposed a two-stage domain adaptation methodology which
combined weighted data from multiple sources based on marginal probability dif-
ferences (first stage) as well as conditional probability differences (second stage),
with the target domain data. The weights for minimizing the marginal proba-
bility differences are estimated independently, while the weights for minimizing
conditional probability differences are computed simultaneously by exploiting
the potential interaction among multiple sources.

Huang et al. [7] presented a two-step approach which directly produced re-
sampling weights without distribution estimation. The kernel mean matching
(KMM) method directly gives estimates of the importance at the training in-
puts by matching the two distributions efficiently based on a special property of
universal reproducing kernel Hilbert spaces. Then the reweighted instances can
be incorporated into a variety of classification algorithms, such as SVM.

In this research, we extended KMM by incorporating the label knowledge to
estimate the instance importance. Furthermore, we integrated KMM and SVM
into an unified optimization framework to find the optimal classification decision
hyperplane and the instance importance vector simultaneously.

3 The Proposed Model

We first introduce the notations and the problem formulation, and then present
the integrated optimization framework. Finally, an iterative algorithm is pro-
posed to minimize the objective function.

Suppose we are given a set of labeled source domain data and unlabeled target
domain data. The target domain is different but related to the source domain.
The goal is to build a classifier with the help of both domain data and use it
to predict the class label of the instances in the target domain as accurately as
possible. For the simplicity of expression, we are focused on binary classification
problem. However, the generalization of our proposed approach to multi-class
classification is not difficult.

Let n and m be the number of instances in the source and target domains,
respectively. Let Ds = {(xi, yi)}ni=1 denote data set in the source domain where
xi is the column vector for the ith instance, and yi is the corresponding class
label. The unlabeled data set in the target domain is denoted by Dt = {(zi)}mi=1

where zi is the column vector for the ith instance.
Let φ(·) be the kernel function of mapping the instances from the original

feature space to a reproducing kernel Hilbert space (RKHS). The weight vector
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in the mapped feature space is denoted by w. Let u be the instance importance
weight vector of the source domain. The kernel matrix for the source data is
denoted by Ks, and the kernel matrix for both domains data is denoted by K.
The label vector of the source data is represented by y = (y1, · · · , yn)T .

3.1 Objective

Our proposed approach extends KMM [7] and makes use of label knowledge to
estimate the instance importance. Furthermore, instead of using a two-step ap-
proach which first estimates the instance importance and then uses it to build
the classifier, we integrate KMM and SVM into an unified optimization frame-
work. The goal of KMM-LM is to maximize the geometric soft margin, while
minimizing the empirical classification error together with the domain discrep-
ancy based on KMM simultaneously. Mathematically speaking, the objective of
KMM-LM is to minimize

min
w,u

J(w, u) = min
w,u

‖w‖2 + λ1

n∑
i=1

uiξi + λ2‖
1

n

n∑
i=1

uiφ(xi)−
1

m

m∑
i=1

φ(zi)‖2 (1)

s.t. yi(w
Tφ(xi) + b) ≥ 1 − ξi

ξi ≥ 0

|
n∑

i=1

ui − n| ≤ nε

0 ≤ ui ≤ n

(i = 1, 2, · · · , n)

where ξ is the soft slack variances. Here the first two terms in the right side of
Eq. 1 can be regarded as the weighed version of SVM, and the last term measures
the domain distance based on KMM. The coefficient λ1 is the same as that used
in SVM. Another trade-off parameter λ2 is introduced to balance the domain
distance and the structural risk. When λ2 = 0, Eq. 1 is reduced to the weighted
version of SVM.

Next, we will show that the above optimization problem can be solved effi-
ciently by alternately finding the optimal weight vector of decision hyperplane
w and the instance importance vector u.

The Computation of Optimal w∗. When u is kept fixed, the optimization
problem defined in Eq. 1 is reduced to

min
w

J(w) = min
w

||w||2 + λ1

n∑
i=1

uiξi (2)

s.t. yi(w
Tφ(xi) + b) ≥ 1 − ξi

ξi ≥ 0

(i = 1, 2, · · · , n)
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The above optimization problem can be solved in a way similar to SVM [8] as
follows. We will derive a Lagrangian in order to arrive at its dual optimization
problem. Introducing Lagrange multipliers α and γ, we can obtain

LP = ||w||2 + λ1

n∑
i=1

uiξi −
n∑

i=1

αi[yi(w
Tφ(xi) + b)− 1 + ξi]−

n∑
i=1

γiξi (3)

The KKT conditions can be stated as follows

∂LP

∂w
= w −

n∑
i=1

αiyiφ(xi) = 0 (4)

∂LP

∂b
= −

n∑
i=1

αiyi = 0 (5)

∂LP

∂ξ
= λ1u− α− γ = 0 (6)

αi[yi(w
Tφ(xi) + b)− 1 + ξi] = 0, i = 1, 2, · · · , n (7)

γiξi = 0 i = 1, 2, · · · , n (8)

αi ≥ 0, i = 1, 2, · · · , n (9)

γi ≥ 0, i = 1, 2, · · · , n (10)

By re-substituting Eq.4, Eq. 5,and Eq. 6 into Eq.3, we can obtain the dual form
of the primal problem as follows

min
α

1

2

n∑
i,j=1

αiαjyiyjφ(xi)
Tφ(xj)−

n∑
i=1

αi = min
α

1

2
αTHα− pTα (11)

s.t.
n∑

i=1

yiαi = 0

0 ≤ αi ≤ λ1ui, i = 1, 2, · · · , n

where
H = Λ · Ks · Λ

pi = 1, i = 1, 2, · · · , n
Here Λ = Diag{y1, · · · , yn} is diagonal matrix. It is easy to show that the opti-
mization problem of Eq. 11 is a linear constrained convex quadratic optimization
problem which can be solved using quadratic problem solvers.

After solving the problem Eq. 2, we use the constraints in Eq. 2 to approxi-
mately estimate the soft margin

ξi = max{0, 1 − yi(w
T φ(xi) + b)}

= max{0, 1 − yi(

n∑
j=1

yjαjφ(xj)
T
φ(xi) + b)} (i = 1, 2, · · · , n) (12)
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The Computation of Optimal u∗. Next, the obtained soft margin ξ is then
incorporated into the following optimization framework. Since the class label
knowledge is embedded into the soft margin ξ, it would guide the model to
estimate the more optimal instance importance in comparison with the original
KMM [7] approach.

When keeping w unchanged, the optimization problem of Eq. 1 can be reduced
to

min
u

J(u) = min
u

λ1

n∑
i=1

uiξi + λ2||
1

n

n∑
i=1

uiφ(xi)−
1

m

m∑
i=1

φ(zi)||2 (13)

s.t. |
n∑

i=1

ui − n| ≤ nε

0 ≤ ui ≤ n

(i = 1, 2, · · · , n)

Eq. 13 can be transformed into

min
u

1

2
uTQu− qTu (14)

s.t. |
n∑

i=1

ui − n| ≤ nε

0 ≤ ui ≤ n

(i = 1, 2, · · · , n)

where

Q =
2λ2

n2
Ks

qi = −λ1ξi +
2λ2

nm

m∑
j=1

φ(xi)
Tφ(zj), i = 1, 2, · · · , n (15)

Since Q is positive semi-definite, Eq. 14 is also a linear constrained convex
quadratic optimization problem, which can be solved using quadratic optimiza-
tion solvers.

Eq. 15 can also lead to an intuitive interpretation about the difference be-
tween KMM and our proposed approach. In KMM [7], large value of κi =
m∑
j=1

φ(xi)
T
φ(zj) corresponds to particularly important instance xi and is likely

to lead to large instance weight ui. In other word, the importance weight tends
to be more large for an instance which is more similar to the target domain data.
But if the instance is difficult to be classified, its importance weight would be
reduced. Therefore, the soft margin ξi is included into Eq. 15 as a discount term
to penalize the misclassified instances though they are similar with the target
data.
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Algorithm 1. Algorithm for KMM-LM

Require:
The source dataset Ds = {(xi, yi)}ni=1

The target dataset Dt = {(zi}mi=1

Iteration number Nmax

Ensure:
Class label assigned to each instance in Dt;

1: repeat
2: Compute the weight vector of the decision function w using Eq. 2 while keeping

u fixed;
3: Compute the instance importance weight vector u using Eq. 13 while keeping w

fixed;
4: until iteration ≥ Nmax

5: for each unlabeled zi ∈ Dt do
6: Assign zi the class label based on Eq. 16;
7: end for

Prediction. For an unlabeled instance in the target domain, the classification
decision function is as follows

f(zj) = sgn(wTφ(zj) + b) = sgn

(
n∑

i=1

yiαiφ(xi)
Tφ(zj) + b

)
(16)

3.2 Algorithm

We summarize the above training and testing procedure using Algorithm 1. It
solves the optimization problem using an iterative method which updates w and
u alternately until convergence. Then the obtained decision function is used to
assign the class labels to the test data.

4 Experiments and Results

In this section, we empirically evaluate the KMM-LM algorithm for cross-domain
document classification in comparison with the state-of-the-art baselines. Two
popular real-world text datasets, i.e. Cora [20] and Reuters-21578 [21], are used
in our experiments.

4.1 Datasets and Setup

Cora [20] is an online archive of computer science research papers. The Cora
dataset contains approximately 37,000 papers, and over 1 million links among
roughly 200,000 distinct documents. The documents in the dataset are cate-
gorized into a hierarchical structure. We choose a subset of Cora for our model
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training and test, which are contained in the five top categories and ten corre-
sponding sub-categories (the numbers of papers are shown in the parenthesis):

- DA 1: /data structures algorithms and theory/

computational complexity/ (711)

- DA 2: /data structures algorithms and theory/

computational geometry/ (459)

- EC 1: /encryption and compression/encryption/ (534)

- EC 2: /encryption and compression/compression/ (530)

- NT 1: /networking/protocols/ (743)

- NT 2: /networking/routing/ (477)

- OS 1: /operating systems/realtime/ (595)

- OS 2: /operating systems/memory management/ (1102)

- ML 1: /machine learning/probabilistic methods/ (687)

- ML 2: /machine learning/genetic algorithms/ (670)

Based on this data, we used a way similar to Dai et al. [12] to construct our
training and test sets. For each set, we chose two top categories, one as positive
class and the other as the negative. Different sub-categories were regarded as dif-
ferent domains. The task is defined as top category classification. For example,
the dataset denoted as DA-EC consists of source domain: DA 1(+), EC 1(-);
and target domain: DA 2(+), EC 2(-). The method ensures the domains of la-
beled and unlabeled data related due to same top categories, but the domains
are different because they are drawn from different sub-categories. Such a pre-
processing is a common practice for data preparation for adaptation purpose.
Some previous works [9, 12] found that SVM classifier trained on in-domain data
performed much worse on the out-of-domain, implying large domain gap.

We preprocessed the data for text information. The stop words and low-
frequency words with count less than 5 were removed. Then the standard TF-
IDF [22] technique was applied to the text datasets.

Reuters-21578 [21] is one of the most famous test collections for evaluation
of automatic text categorization techniques. Reuters-21578 corpus also has hi-
erarchical structure. It contains 5 top categories. Among these categories, orgs,
people and places are three big ones. We generated three data sets, i.e. orgs vs
people, orgs vs places and people vs places, for evaluation in a way similar to
what we have done on the Cora datasets.

4.2 Performance Comparison

We compared KMM-LM with both SVM [8] and KMM [7]. For the implemen-
tation details, we used the default parameter ε = (

√
n− 1)/

√
n and RBF kernel

k(xi, xj) = exp(−σ||xi − xj ||2) in KMM. After obtaining the importance weight
using KMM, we used the weighted version of libsvm 1 to build the classifier
by incorporating the instance importance. SVM also used the RBF kernel. For
both SVM and KMM, we tuned the parameters using five cross-validation on the

1 http://www.csie.ntu.edu.tw/~cjlin/libsvm/

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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Table 1. Error rate of classification adaptation on Cora datasets

Data SVM KMM KMM-LM
DA-EC 0.309 0.282 0.241
DA-NT 0.145 0.091 0.082
DA-OS 0.197 0.108 0.158
DA-ML 0.258 0.237 0.204
EC-NT 0.339 0.323 0.253
EC-OS 0.322 0.299 0.267
EC-ML 0.355 0.332 0.299
NT-OS 0.406 0.367 0.384
NT-ML 0.141 0.126 0.099
OS-ML 0.226 0.185 0.157

Table 2. Error rate of classification adaptation on Reuters datasets

Data SVM KMM KMM-LM
Orgs-People 0.285 0.212 0.209
Orgs-Places 0.329 0.292 0.275
People-Places 0.387 0.334 0.297

source data. The classification error rate on the target data is used to evaluate
classification performance, which is defined as follows:

ε =
Nmisclassified

Ntotal

whereNmisclassified denotes the number of misclassified test instances and Ntotal

denotes the total number of test instances.
The KMM-LM algorithm used the same RBF kernel as what we used in KMM

to map the data from the original feature space to the RKHS. For each dataset,
we tuned the kernel parameter σ and the trade-off parameters, λ1 and λ2, by
using five fold cross-validation on the source data. For the kernel parameter σ,
the adjusting range is {0.125, 0.25, 0.5, 1, 2, 4, 8}. The adjusting ranges for both
λ1 and λ2 are {0.1, 1, 10, 100, 1000}.

Table 1 and 2 show the test error rates for the Cora and the Reuters, respec-
tively. SVM is a state-of-the-art algorithm for traditional classification problem,
which gained superior performance on a large number of classification tasks.
However, from the two tables we can see that SVM does not work well on the
cross-domain text classification tasks as it did not consider the domain discrep-
ancy. Thus SVM would not be effective for transfer learning. In contrast, both
KMM and KMM-LM perform better by taking the distribution divergence be-
tween two domains into consideration than by treating them indiscriminately.

The results show that KMM-LM outperforms KMM on most datasets. Two
reasons may account for the competencies of our proposed method. Firstly,
KMM-LM could obtain the more appropriate instance importance than KMM
by making use of the knowledge of class label in the source data. Specifically,
KMM assigns bigger importance weights to the instances which are more similar
to the target data. But if the instances are hard to classify, it would be expected
that their importance would decrease. Hence, the soft margins are used to penal-
ize the misclassified instances in our proposed method. Secondly, instead of using
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a two-step procedure in KMM, KMM-LM combines the two separate stages into
an unified optimization framework. Both the classification decision weight vector
and the instance importance weight vector mutually constrain with each other.
The more optimal the instance importance weight, the better discriminative the
decision hyperplane, and vice versa. The complementary cooperation between
the two weight vectors creates a positive cycle and could gradually improve the
adaptation performance.
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Fig. 1. Error rate curves with iterations

We also empirically analyse the convergence property of KMM-LM since it
is an iterative minimization algorithm. Figure 1 shows the error rate curves
with iterations for the three Cora datasets. We can see that the test error rate
decreases slowly when the iteration number is close to 10. It indicates that our
algorithm converges very fast. Thus, we empirically set the maximum iteration
count Nmax = 10.

5 Conclusions

In this paper, we presented the KMM-LM approach for transfer learning which
integrated KMM and SVM into an unified optimization framework. The thrust
of our technique is to incorporate the class label knowledge of the source data to
guide the model to find the more appropriate instance importance in comparison
with KMM. KMM-LM further combined the two separate stages of KMM and
SVM into an optimization framework by leveraging the complementary cooper-
ation between the two weight vectors. We empirically evaluated the KMM-LM
algorithm for cross-domain document classification. The comparison experiments
shown that it outperformed the baseline methods.
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Abstract. Method names play an important role in software mainte-
nance. A good name explains the function of a method to developers,
while bad names mislead them. However, method naming is a compli-
cated task. For example, Java programming specification suggests that
method names should be verbs or verb phrases. Previous research shows
that each identical verb is related to at least one name rule and each
rule is consists of 30 conditions. Since large-scale software contains hun-
dreds of identical verbs, choosing the proper verb for a method is related
to thousands of conditions. There exists some semi-automated method
verb rule mining techniques. these rules are useful to find if a method
uses the wrong verb. However, they are not effective for general case
when no rules are applicable. In addition, none of them discusses how
to find the proper target of the verb. This paper proposes an automated
method-naming tool, based on machine learning approach. Experiments
on Eclipse and other Java projects show that our tool can successfully
predict the verbs of 70% methods and pick out the proper targets in
method contents for 90% methods.

1 Introduction

Method name is the abstraction of a method, telling what the method is and
what it can do. Proper method names help program comprehension. For example,
if a class has both Method lock() and unlock(), the class is a mutex. We can also
assert that method lock() shall be executed before unlock(). Such “lock&unlock”
rules is mined by [5] and the rules are further used to find bugs. Using method
names and method invocation rules, a Finite State Automata (FSA) model of
the behavior of the Java class can be built [4].

Software maintenance also highly depends on proper method names [9,11]. For
example, Eclipse bug #40165 shows that Eclipse users often forget to include
default tools “tools.jar” into their projects. If all methods in the class containing
the bug (AntCorePreferences.java) are properly named, it is not difficult for the
developer to locate the bug. Since the bug arises when something important is
not loaded into the project, methods such as load*** and get*** are likely to
contain it. Second, the bug deals with tools.jar, so the search space is further
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limited to the methods whose names also contain tools and jar. There is only 1
method among all 56 methods fulfill both conditions: Further debugging proofs
that the method getToolsJarURL is the very one containing the bug.

Unfortunately, although method names are so important for software engineer-
ing, it is not an easy task to name methods properly. A proper method name
means most software developers can understand the function of the method by
the name. In other words, the name must follow method name conversions agree
among most developers. The first step of Java method name conventions can
be found in Java language specification [6], “Method names shall be verbs and
verb phases.” For example, getToolsJarURL consists of a verb get and its target
ToolsJarURL. However, the specification [6] do not provide further guidance.

The developers of Eclipse (the most famous open source IDE) deployed class
NamingConventions.java in package jdt.core to implement method name con-
ventions by hard coding. One of the implemented rules is: if the method reads
the value of an attribute, AND it returns an attribute of the class, its action name
should be get. The hard coded rules can only check two verbs (get and set) and
the rules are not at all precise. It can not go further because more precise rules
are too complex to be manually coded.

[7] shows that each identical action name is related to at least one such name
rules and each rule is related to at least 30 AND or OR conditions. Eclipse has
237 identical verbs, which mean the rules to choose the proper action for methods
is related to at least 237*30 conditions. This is certainly too complicated for
developers to learn and implement, either by source code or by natural language.
Therefore an automated tool for method naming is well required.

Previous researches try to automatically discover above mentioned name rules
[7,8,1]. They pre-defined a set of conditions, such as “creates regular objects” or
“reads field”. If most methods using the same action name fulfill the same set
of conditions, the condition set is considered a rule. They assist developers by
checking existing method names against such rules. Their approach is successful
in rule mining and method name debugging. However, the approach has at least
the following three problems.

First, they only focus on how to choose verbs. Our experiments show that
more than 90% method names have both verbs and targets. Therefore choosing
proper targets for method names is almost as important as choosing proper verbs.
However, previous techniques provide little knowledge about target choosing.

Second, their approach only works when there are applicable rules. For the
major grey zone where no rules are available, their approach does not work. For
example, if 40% check*** methods follows rule A and another 40% follows rule
B, no applicable name rules for verb check can be found since neither rules is
followed by majority.

Since automated method naming tool is well required and existing approaches
are not sufficient for the requirement, we develop a method-naming tool, which
solves the problems. Our tool is based on classification — a widely used ma-
chine learning technique. Given a number of predefined categories, a classifier
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learns from some already-categorized objects and predict the category of new
objects [12].

In this paper, classification technique is used to choose both proper verb and
proper target. In order to find the proper verb, each unique verb is considered
as a category and each Java method as an object. Verb naming is fitted to the
problem of assigning a method to a corresponding verb category. In order to
find the proper target, local variables of a method is considered an object and
they are categorized to being or being not the target of the method. The already
categorized data is called training set and the un-categorized data are called test
set.

Major contributions of this paper are as follows:

1. an vector space model to capture the function & structure of Java methods
and the environment of variables.

2. A classification based approach to properly and automatically name Java
methods.

3. Extensive empirical experiments on Eclipse dataset are conducted to eval-
uate the proposed approach. We successfully discover the proper verbs of
70% Eclipse methods and other Java projects, achieving a 70% accuracy.
The experiments on predicting targets achieve a high accuracy as 90%.

The rest of this paper is organized as follows: Section 2 presents our approach
to automatically naming Java methods. Section 3 gives the experiment results.
Section 4 concludes the paper.

2 The Approach

Our tool consists of two namers: a namer to choose the proper verb and another
to choose the proper target. Both our verb namer and target namer are classi-
fiers. Verb naming is a multi-class categorizing, each verb is a category and each
method is an object. A method belongs to a certain category if its name uses
corresponding verb. The target naming is a bio-class categorization. Each vari-
able is an object. If an variable is the target of the method using it, the variable
belongs to the positive category. If not, it belongs to the negative category.

The rest of this section introduces the approach to build Java method namer.
We first give the roadmap, and then present the detailed implementation tech-
niques. Since both our namers share very similar steps, in most of the following
subsections we do not explain them separately.

2.1 Roadmap

Figure 1 shows the overview of the roadmap to build the Java method namer. The
dataset is a Java project used as training set. The parser extracts semantic items
from dataset by parsing its abstract syntax tree (AST). The feature matcher
extracts method names, variable names and features from the AST. It models
a method or a variable as a feature vector. The POS tagger identifies the verb
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Fig. 1. The roadmap to build the Java method namer

and the target of each method. The results of feature matcher and POS tagger
are used to train the classifier, which we used as the Java method namer.

The application process of the namer is similar to building it. A new method
or variable is parsed and its feature vector is extracted. The trained classifier is
used to predict its category, i.e., the verb of the method.

2.2 Parser

Java source codes are text files. A parser transforms each source code file into
an AST. In AST, method nodes are children of their class nodes. Method names
and operation statements are children of method nodes. Smaller semantic items
such as variables or operators are children of statement nodes. The features used
in our approach are extracted from the AST.

2.3 Feature Matcher

Feature matcher traverses the AST and extracts method names, variable names
and other required items from AST. Based on these items, a set of chosen features
are used to model methods and variables. A method or a variable is modeled as a
vector in the feature space. Each unique feature forms a dimension of the space.
The occurrence number of the feature is the value on corresponding dimension.

public List getURLs_1() {
List result = new List();
if (fDefaultURLs != null) {

result.addAll(fDefaultURLs);
}
return result ;

}

public List getURLs_2() {
List result = new List();
if (fDefaultURLs != null) {

result.addAll(fDefaultURLs);
}
if (fCustomURLs != null) {

result.addAll(Arrays.asList(fCustomURLs));
}
return result ;

}

Fig. 2. Example methods

In Figure 2, Method getURLs 1 creates 1 List object and contains 1 if branch.
Method getURLs 2 also creates 1 List object, but it contains 2 if branches.
Considering a simple feature space model < Createsobject, Ifbranch >, the
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corresponding vector of Method getURLs 1 is < 1, 1 >. The vector of Method
getURLs 2 is < 1, 2 >.

There are three types of method features: signature features, content features
and sub-verbs. Signature features represent the basic behaviors of a method, such
as the parameter types and return type. Content features locate in the method
body, such as the number of objects created, the number of for loops and so on.
[8] also models methods by features, our signature features and content features
are mainly adopted from it. Sub-verb are the verbs of methods called by the
original method. A complete list of the features is shown in Table 1.

Table 1. Attributes for modeling methods

Signature features

Returns void Returns boolean
Returns digit Returns string
Returns object Has parameters
Has boolean parameters Has digit parameters
Has string parameters Has string parameters

Returns field value

Content features

Reads field Writes field
Accesses argument Accesses boolean
Accesses digit Accesses string
Accesses object Accesses array
Creates string Creates arrary
Declares variable Creates object
Reads constant Casts variable
For loop While loop
If branch Switch branch
Return points Throws exceptions
Catches exceptions Exposes checked exceptions
Recursive Method call Method call on field value
Method call on parameter value

Sub-verb features

Methods called with certain action names

Most listed features in Table 1 are self-explanatory. Only sub-verbs need fur-
ther explanation. Each unique verb is a unique sub-verb feature. For example,
method getURLs 1 calls method addAll() once. Therefore its value on dimension
add is 1. Signature attributes are different from the other two types of attributes
because they only tell whether a certain attribute exists. In other words, it value
is binary, a choice of 0 or 1. Content attributes and sub-verbs are numerical
attributes. They tell how many times a certain attribute occurs in a method.

The approach to vectorize variables is quite similar to method vectorizing.
Variable features are listed in Table 2.

If branch condition in Table 2 means how many times the variable is used
in the condition expression of an if branch. If branch body means how many
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Table 2. Attributes for modeling variables

Signature features

Is parameter Is attribute
Is return value Is boolean
Is digit Is string
Is object

Content features

Being assigned Being accessed
If branch condition If branch body
Switch branch condition Switch branch body
For loop condition For loop body
While loop condition While loop body
Try branch body Catch branch body
Sub-method parameter Sub-method return value

Sub-verb features

Sub-method verb, as a parameter
Sub-method verb, as a return value

times the variable is used in the body of an if branch. The definition of other
content features is the same. For Sub-verb features, if the variable is used by
2 add methods as a parameter, its value on dimension Sub-method add, as a
parameter is 2. The definition of the other sub-verb feature is the same.

2.4 POS Tagger

Java programmers usually use “camel case” when forming multiple-word method
names. For example, method name setCustomTypes consists of 3 words: set,
custom and types. In order to combine them into a single method name and
keep the boundary between two words, Java programmers capitalize the fist
letter of custom and types. We reverse the process and split method names and
variable names into word sequences [10].

Section 1 shows that Java method names are usually leaded by verbs. The
POS tagger is used to identify whether the first word in the word sequence
extracted from a method name is a verb. If it is, the verb is taken as the verb of
the method.

Although most method names are leaded by a verb, there exist methods not
following name convention. For example, the method returning the size of a list
can be size(). In this paper we only consider methods leading by verbs. Our
approach can be easily extended to other method leading words such as size.

2.5 Classifier

Classification intends to group objects into a set of predefined categories. Typical
classification approaches transform an object into a space vector based on the
vector space model (VSM).
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Formally, we denote the set of categorized method vectors as M and the not
categorized vectors M ′. Each vector in M or M ′ belongs to a certain category c
of the category set C. An function c = C(m) maps m to a proper category c. In
this paper, the complete set of verb V erb is equal to C. A classifier CF is trained
by M and predicts the category of any vector m′ ∈ M ′. A correct prediction
means CF(m′) = C(m′).

Practically, our verb namer is trained by named and vectorized methods and
predict the verb of unnamed methods. Our target namer is trained by trained
by named and vectorized variables and predicts if a variable is or is not the
target of the method using it. We use precision to evaluate the effectiveness of
a classifier, which is measured as follows:

precision =
#ofHits

#ofT ests
, (1)

where #ofHits is the number of correctly categorized methods and #ofTests
means the number of methods being categorized.

In this paper, we adopt support vector machine (SVM) [2] as our classifi-
cation approach. A support vector machine constructs a hyperplane or set of
hyperplanes in a high or infinite dimensional space, which can be used for clas-
sification, regression or other tasks. Intuitively, a good separation is achieved
by the hyperplane that has the largest distances to the nearest training vectors
of any class. SVM is powerful for datasets characterized by small sample size,
nonlinearity, and high dimensionality.

3 Experiment Results

In this section, we present the experiment results. We first describe the setup
of the experiments, and then present the results to show the effectiveness of the
proposed approach in naming Java methods.

3.1 Experiment Setup

The Eclipse project 3.61 is used as experimental dataset. It is an open source
SDK, mainly coded in Java. We use antlr 3.12 to parse Java codes, get each
method and the corresponding AST. We develop our attribute matcher in Java.
GATE5.13 is adopted as our POS tagger. Libsvm [3] is used to implement the
classifier.

3.2 Verb Namer Effectiveness

We train the method namer with source codes of Eclipse. 237 verbs are used by
the 101015 methods of Eclipse project. That is, the total number of categories is

1 http://www.eclipse.org/
2 http://www.antlr.org/
3 http://gate.ac.uk/

http://www.eclipse.org/
http://www.antlr.org/
http://gate.ac.uk/
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Fig. 3. Size of top 10 Eclipse verbs

237. Figure 3 shows the sizes of verbs used in Eclipse project. get is the biggest
verb which leads about 25% methods. That means a naive namer which predicts
get for every method reaches precision 25%.

Figure 4 show the precision results for different sizes of training set. Each
training set consists of randomly chosen methods, and the rest of dataset is used
to evaluate the namer’s precision. Figure 4 shows that 1) as more methods are
used for training, the classifier ca get higher precision. 2) our approach can get
a precision of 73% when 60% methods are used for training. Compare to 25% of
naive naming, it is a significant improvement.

Furthermore, we can see that our classifier can achieve good precision even
with small training sets. The precision does not drop drastically when the train-
ing set goes smaller. When only 10% methods are used to train the classifier, our
approach can still predict correctly the action names of 69% methods. This re-
sult suggests that our classifier can work well in real applications when software
is under development and no large training datasets are available.

In the models of [7,8], the occurrence frequencies of features are not con-
sidered. All features have only 0-1 values. In this paper, we not only consider
whether a method has a certain feature, but also consider how frequently the fea-
ture appears. Figure 5 compares the results of the two cases. Here, 60% Eclipse
methods chosen randomly are used to train the classifier and the rest 40% for
testing. The results show that the numeric model significantly outperforms the
boolean model.

Here we show whether the method namer trained by one Java project is
also effective over other projects. For this end, we randomly choose 60% Eclipse
methods to train a classifier, and then test it on two other Java projects, TomCat
7.0.16 and Hadoop 0.20.203. The results are shown in Figure 6.

Figure 6 show that the classifier trained by Eclipse methods is almost as ef-
fective in Eclipse as in TomCat 7.0.16 and Hadoop 0.20.203. The result indicates
that Java developers of at least the three projects follow the similar name con-
ventions so that a method namer trained by one project can be applied to the
others.
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Fig. 4. Precision vs. the size of training dataset

3.3 Target Namer Effectiveness

In this subsection we show that our approach can not only discover the proper
verb for method names but also the proper target. The target is usually a noun
or a noun phrase. For Method getProperties, get is the verb and Properties is
the target.

Not like verb choosing, which is limited to a verb list, target choosing is a
much wider choice. Fortunately, most method targets can be directly found in
the method itself. The target is an attribute of the class, or a parameter/variable
of the method.

If we can find a variable in the method which is of the same name with the
target, we call it a full-target method. The corresponding variable is called full-
target variable. If only a part of the target can be found in method body, we
call the method a semi-target one. For example, if we cannot found variable
AllProperties in Method getAllProperties() but only variable Properties, getAll-
Properties() is a semi-target method. The corresponding variable Properties is
called a semi-target variable. If a variable is neither a full-target variable nor
a semi-target one, it is none-target. An attribute of the class used in a certain
method or a parameter of the method is respected as an independent variable
of the method.

Our investigation shows that slightly more than 10% method names are single
verbs. We need not bother to find the proper target for them. Less than 10%
method names have targets, but neither full-targets nor semi-targets can be
found in method body. Our technique cannot be applied to these methods. Our
tool focuses on the major 80% method names. Their targets can be found in
method bodies.

In Eclipse, 12.7% attributes/parameters/variables are targets, 15.1% are semi-
targets, the majority 70% are non-targets. Following three experiments are de-
veloped to verify the effectiveness of our target namer. A 0-1 classifier is used
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Fig. 5. Boolean model vs. numeric model
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Fig. 6. Precision comparison of the method namer over three Java Projects

to identify if a variable is a target variable. If the identification is correct, our
target namer find the proper target for the method containing the variable. In
each experiment, 60% of the data set is used as the training set and the rest
40% the test set.

1. Experiment Full target. Only full-target methods are used in this exper-
iments. All full target variables in these methods constitute the positive
category. Non-target variables in full-target methods constitute the negative
category. The high precision (93.6%) in Figure 7 shows that our approach is
successful in discovering method targets.
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Fig. 7. Precision of target prediction

2. Experiment Full-Semi target. All full-target variables and semi-target ones
from full-target methods form the positive category. All non-target variables
in in the same set of methods form the negative set. The precision of the
classifier is even higher (97.1%).

3. Experiment Semi-target is the closest to real world applications. All full-
target/semi-target variables in all methods are the positive category and all
non-target variables are the negative category. In this experiment, we still
get a precision higher than 90%.

4 Conclusion

This paper introduces an approach to properly and automatically name Java
methods. Experimental results show that the method namer trained by 60%
Eclipse methods can predict the verbs of roughly 70% Java methods and more
than 90% targets.

Our method naming approach is based on Java method naming rule:“Method
names shall be verbs and verb phases.”. Since object oriented programming
languages other than Java also follow similar rules, our approach can also be
extended to other programming languages such as C++ or Python with a slight
modification.
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Abstract. Record linking is the task of detecting records in several
databases that refer to the same entity. This task aims at exploring
the relationship between entities, which normally lack common identi-
fiers in heterogeneous datasets. When entities contain multiple relational
records, linking them across datasets can be more accurate by treating
the records as groups, which leads to group linking methods. Even so, in-
dividual record links may still be needed for the final group linking step.
This problem can be solved by multiple instance learning, in which group
links are modelled as bags, and record links are considered as instances.
In this paper, we propose a novel method for instance classification and
group record linkage via bag reconstruction from instances. The bag re-
construction is based on the modeling of the distribution of negative
instances in the training bags via kernel density estimation. We evaluate
this approach on both synthetic and real-world data. Our results show
that the proposed method can outperform several baseline methods.

Keywords: Multiple instance learning, bag reconstruction, instance clas-
sification, record linkage, group linkage, historical census data.

1 Introduction

The goal of record linking is to match records referring to the same entity in dif-
ferent datasets [7]. This is a non-trivial task because identifying the relationship
between records is not straightforward due to commomly different structures in
the datasets to be studied, and the possibly low quality of data in these datasets.
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Record linking is used in a number of applications, for example, paper citation
analysis, medical record linkage, and consumer behavior mining [7,15,17].

A record linking system contains several components, which includes data pre-
processing, record pair comparison, record pair classification, and result evalu-
ation [7]. Among them, record pair classification has attracted most attention.
In this task, the similarities of record pairs determine whether the pairs are
matched or non-matched. Efforts in this area can be dated back to 1946, when
Dunn proposed the initial idea of record linkage [8]. Since then, many approaches,
either deterministic or probabilistic, have been developed [7,16]. In recent years,
machine learning approaches have been widely used to improve record linking
performance. These approaches include support vector machines (SVMs) [2,5],
clustering [9], and graph-based methods [19,23].

In many cases, a matching decision has to be made over a collection of record
pairs instead of individuals. To address this problem, Bhattacharya and Getoor
proposed a collective entity resolution method [1]. In this method, an entity
graph and a reference graph are used to characterize the similarity of the at-
tributes of entities and their co-occurrence relationships. Then a relational clus-
tering algorithm is used to compute the similarity of two clusters as a weighted
sum of the attribute similarity and co-occurrence relational similarity. This al-
lows those records that correspond to the same entity be assigned to the same
cluster. Variations of this method include collective graph identification [18],
transforming graph representation [21], and collective classification [24].

On et al. [20], on the other hand, proposed to link groups of record via a
group linkage measure based on weighted bipartite graph matching [3]. In this
method, similarities between records are computed first. Then these weights are
used to compute group similarities between two collections of record pairs. In
this way, the matching of two groups is determined not only by the similarity
between records, but also by how many record pairs are being matched.

Although the goal of group linkage is to classify groups of records as matched
or non-matched, decisions on individual record links are often necessary as well.
For example, the group linkage model of On et al. [20] requires the information
on the number of matched record links for group similarity computation. This
has made group linkage a binary classification problem at both the group level
and the record pair level. Therefore, it would be advantageous if this two-level
classification process can be solved using an integrated solution. However, such
a solution is often difficult to find due to the lack of labeled training data of
record pairs.

Fu et al. proposed an approach that uses the multiple instance learning with
instance selection (MILIS) method to solve this problem [13,14]. In MILIS, data
are represented as bags, each of which contains some instances. While the group
classification can be solved by a traditional Multiple Instance Learning (MIL)
classifier, the instance level classification is performed by a bag reconstruction
step that groups the target instance to be classified with some negative in-
stances selected from the negative instance prototype generated by MILIS. Then
the instance classification can be naturally transformed into bag classification.
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Although this solution has achieved sound results [13], the bag reconstruction
step is performed in a random manner, and has not taken the negative instance
distribution into consideration.

In this paper, we introduce a new method for bag reconstruction. Our method
explicitly measures the distribution of instances in the negative training bags us-
ing kernel density estimation (KDE). Then the negative instances that are most
representative are selected for bag reconstruction. We show in the experiments
that this approach delivers a more deterministic and robust solution than the
earlier method proposed in [13].

The rest of the paper is organized as follows. Section 2 introduces the MILIS
method reported in [14]. Section 3 describes the proposed bag reconstruction
method. The experimental results and analysis are presented in Section 4. Fi-
nally, we draw conclusions in Section 5.

2 Bag Reconstruction Based on the MILIS Method

2.1 MILIS Method

The MILIS method [14] was developed to solve the low efficiency problem of
multiple instance learning of the embedded instance selection (MILES) method
[4]. Both MILIS and MILES map bags into a feature space defined by a few
instances. This allows a bag to be converted to a vector that characterizes the bag
to instance similarities. Then the bag classification is transformed into a normal
vector classification problem. While MILES uses all instances in the training
set to perform feature mapping, MILIS only extract one instance prototype (IP)
from each training bag. This allows MILIS to generate a much lower-dimensional
feature representation with comparable classification accuracy as MILES.

In a MIL setting, suppose a bag Bi contains mi instances denoted by xi,j for
j = 1, . . . ,mi. If the labels of at least one xi,j ∈ Bi is positive, i.e., with yi,j = 1,
Bi is considered as a positive bag with label Yi = 1. Alternatively, if Bi contains
only negative instances with yi,j = −1, it is a negative bag and is labeled as
Yi = −1. MIL tries to solve the following problem: given a set of positive bags
B+ = {B+

1 , . . . , B
+
n+} and a set of negative bags B− = {B−

1 , . . . , B
−
n−}, predict

the label of a new bag B.
In the feature mapping step, MILIS selects one IP from each training bag by

measuring the probability that an instance is generated from the distribution
of instances in negative training bags. For a positive bag, such IPs corresponds
to an instance that is most unlikely to be generated, i.e., is least negative. On
the contrary, for a negative bag, an IP is selected as the most negative instance.
The likelihood of an instance x to be negative is calculated using kernel density
estimation:

p(x|B−) =
1

Z

T∑
j=1

exp
(
−τ ||x − x−

j ||
)
, (1)
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where x−
j ∈ B− is a negative instance, T is the total number of negative instances

in B−, ||.|| denotes the Euclidean norm, Z is a normalization factor which can
be omitted in computation because it is the same for every instance x, and τ is
a parameter that controls the contribution of training samples.

With the IPs ready, bag-level feature representation can be created based on
the similarities between a bag and the IPs. More specifically, such similarity is
calculated as:

s(Bi, I) = max
xi,j∈Bi

exp (−η||xi,j − I||2), (2)

where I is an IP, and η is a feature mapping parameter that controls the simi-
larity. Then a bag can be represented as an n-dimensional vector:

vi = [s(Bi, I1), . . . , s(Bi, Ii), . . . , s(Bi, In)], (3)

where Ii is the instance prototype selected from the i-th training bag, and
n = n+ + n− is the total number of training bags. With the vectorized fea-
ture representation handy, an SVM classifier Φ is used to classify bags [22].

2.2 Bag Reconstruction for Instance Classification

The MILIS algorithm has provided a sound solution for bag classification. How-
ever, it cannot classify instances. This is mainly due to the fact that instance
labels are not available in the training set. As mentioned before, in the case of
group record linkage, instance labels, which correspond to whether two records
are matched or not, are essential in measuring the similarity between groups.

To solve this problem, a bag reconstruction method has been proposed in [13],
which provides a two-step algorithm for bag and instance level classification. In
the first step, unknown bags are classified as positive or negative using the MILIS
algorithm. In the second step, instances in the bags are classified. According to
the MIL setting, the labels of the instances in bags that have been predicted
as negative can be generated directly because the negative bags only contain
negative instances. Therefore, the instance classification problem reduces to pre-
dicting the labels of only these instances in the bags that have been classified as
positive. The bag reconstruction step then groups each instance in a positive bag
with negative IPs to form new bags. Finally, the trained bag classifier is used to
classify these newly constructed bags, and the bag classification results is treated
as the corresponding instance classification results. This method is based on the
rationale that if an instance is negative, then the reconstructed bag only consists
of negative instances, and thus will be classified as negative. Otherwise, the new
bag contains one positive instance, and therefore shall be classified as positive.

In [13], two strategies have been adopted for the bag reconstruction. The first
strategy randomly selects instances from the negative IPs and groups them with
the instance to be classified. The second strategy adopts a greedy algorithm
and performs bag reconstruction and prediction simultaneously. The instances
in the testing bag are added sequentially into an initially reconstructed bag that
contains randomly selected negative IPs as in the first strategy, until the new bag
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is classified as positive or all instance have been added. The results show that
bag reconstruction using the greedy strategy slightly outperformed the Random
option [13].

3 Bag Reconstruction via Negative Instance Distribution
Modeling

The classification performance of the reconstructed bags is dependent on the
quality of the selected negative instances. One would expect that these new
bags shall be consistent with the distribution of the bags in the training set, so
that the learned classification model Φ will generate good classification results.
However, the random and greedy instance selection strategies in [13] have not
taken this into consideration. This means the quality of the bag reconstruction
is not guaranteed due to the uncertainty in negative instance selection. To solve
this problem, we seek to model the distribution of the instances in the negative
training bags and propose a new method to fulfill the bag reconstruction task.
For convenience, from now on, we denote the selected negative instances for bag
reconstruction as X . Please note that X will be used for all instances to be
classified.

We commence by a formal definition of the problem. Given training sets
{B+,B−} and the learned bag classification model Φ, the goal of instance clas-
sification is to predict the binary label yi,j ∈ {1,−1} of xi,j ∈ Bi, after Bi has
been predicted as positive. In bag reconstruction, xi,j is grouped with selected

instances X in B− to create a new bag B̃. Then the classification model Φ can
be used to classify B̃, whose result is also considered as the label for xi,j . The
goal of our method is to find the most representative X .

Note that Equation 1 defines a kernel density estimator with an isotropic
Gaussian kernel [14]. This allows the modeling of the likelihood that an instance
x is contained in the negative bags. Based on this observation, our first solution
is to select the most negative instance in the negative bags as the member of X .
Thus, x∗ is defined by

x∗ = arg max
x∈B−

p(x|B−) (4)

where p(x|B−) is given by Equation 1.
This solution is similar to the MILIS negative IP selection process. The dif-

ference lies in that an IP is selected from a single bag in MILIS, while the x∗ is
selected from the whole negative instance pool. Such an option has three advan-
tages. Firstly, from the data distribution point of view, x∗ will be close to the
negative IPs and far away from the positive IPs. Because the bag level feature
representation step is performed using Equation 2, the similarity between a bag
and an IP is based on the instance in the bag that is most similar to the IP.
Thus, with the most negative instance being selected as x∗, it is guaranteed that
high similarity to negative IPs can be achieved. Secondly, the selection of x∗ is
deterministic. Unlike the random selection strategy proposed in [13], the most
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Algorithm 1. Instance Classification

Input:
- Training set B = {B+,B−}
- A testing bag Bi that contains mi instances xi,j for j = 1, . . . ,mi

Output:
- Label Yi ∈ {1,−1} for bag Bi and labels yi,j ∈ {1,−1} for instances xi,j ∈ Bi

1. Generate IPs using Equation( 1) and MILIS instance selection strategy
2. Calculate instance-based embedding for bag feature representation using

Equation( 3)
3. Train bag-level SVM model Φ
4. Classify Bi

5 if Yi = −1
6. Classify all xi,j ∈ Bi as negative
7. else
6. Create X based on the distribution of negative training bags
8. for xi,j ∈ Bi do

9. Create a reconstructed bag B̃ = {xi,j ,X}
10. Classify B̃ using Φ

11. if B̃ is negative
12. yi,j = −1
13. else
14. yi,j = 1

negative instance in the negative training bags is unique. Thirdly, the recon-
struction of all instances to be tested uses the same x∗, which is not dependent
on the testing data or the number of iterations to be performed. Therefore, this
approach is very efficient. A summary of this instance classification method is
given in Algorithm 1.

When the data is generated from a mixture of Gaussian models or from an
arbitrary distribution, it may be necessary to select multiple instances for bag
reconstruction. Therefore, x∗ is expanded to a set of instances X = {x∗

1, . . . ,x
∗
k}.

This leads to a larger reconstructed bag. A simple method of generating such
an X is to iteratively search for x∗ from the remaining negative instances in
B− without replacement. This guarantees the retrieval of the most negative
instances based on kernel density estimation. However, there is a high possibility
that several selected negative instances are very close to each other. Then the
contributions of these instances to the instance embedding step are similar. This
means that the X may contain redundant information. On the other hand, some
important negative instances may be missed.

This problem can be illustrated by an example shown in Fig. 1. In this ex-
ample, the data is generated from the sum the six Gaussian distributions with
means −2.1, −1.3, −0.4, 1.9, 5.1, and 6.2, respectively. The standard deviation
of the Gaussian distribution is set to 1. It can be seen that there are two peaks
in the curve. When X contains only a single element, x∗

1 will be selected due to
the highest probability density at the location. If more than one elements in X
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Fig. 1. Kernel density estimation for instance selection in bag reconstruction

are needed, it is most likely that points surrounding x∗
1, will be selected, while

x∗
2 is missed.
To solve this problem, we introduce the second solution, which is based

on dividing the feature space of negative instances into subspaces, and then
applying kernel density estimation on each subspace. The subspace division
can be performed by k-means clustering, which partitions the B− into k sets
B− = {B−

1 , . . . ,B−
k }. For each set B−

i , we run kernel density estimation on all
the negative instances in it. Therefore, Equation 1 is modified as

p(x|B−
i ) =

1

Z

t∑
j=1

exp
(
−β||x − x−

j ||
)
, (5)

Here, t is the total number of negative instances in B−
i . The negative instance

selection rule in Equation 4 is updated correspondingly as

x∗
i = arg max

x∈B−
i

p(x|B−
i ) (6)

This allows both x∗
1 and x∗

2 in the above example be selected, which are the
most representative instances. Note that when k = 1, Equations 5 and 6 reduce
to the single element case in Equations 1 and 4.

4 Experiments

We have performed experiments on both synthetic data and real-world histor-
ical census datasets to demonstrate the utility of the proposed method. The
implementation of MILIS method follows [14], but with the iterative model fine
tune step omitted. LIBLINEAR [10] is used to train the bag classifier with all
parameters set to the default values. We set τ = 1 in Equation 1 and η = 1 in
Equation 2. The selection of value k for the size of X will be discussed later.
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Fig. 2. Examples of synthetic data sets. Each panel contains four Gaussian distribu-
tions, whose means are [1, 1], [−1, 1], [1,−1], and [−1,−1], respectively. The standard
deviation of the Gaussian distribution in the left panel is set to 0.5. The standard
deviation of the Gaussian distribution in the right panel is set to 1.

4.1 Results on Synthetic Data

Two example of the synthetic datasets are shown in Fig. 2. Both sets contain
1,000 positive instances (red circles) and 5,000 negative instances (blue aster-
oids). These instances were randomly generated from four Gaussian distribu-
tions, two for positive instances and two for negative instances. The means of
the Gaussian distributions used to generate these two datasets are identical, but
their standard deviations are different. With larger standard deviation, the pos-
itive and negative instances are more overlapping with each other, and thus are
more difficult to be classified. We constructed positive bags by randomly sam-
pling from both positive and negative instances. Negative bags were constructed
in a similar manner, but only from negative instances. Each bag contains a ran-
dom number of instances ranging from 1 to 10. In this way, we have generated
1,000 positive bags and 1,000 negative bags. In the experiments, the instance la-
bels are only used for evaluation purpose, without being accessed in the training
stage.

Two important baseline methods to be compared are the random and greedy
bag reconstruction methods proposed in [13], which are marked as “random” and
“greedy”, respectively. Furthermore, we have included the strategy that uses
clustering centers of the negative instance prototypes for bag reconstruction.
This is marked as ”k-means”. The proposed method based on kernel density
estimation is marked as “KDE” for the option of retrieving the most nega-
tive instances in the negative bags, and “k-means+KDE” for the option of se-
lecting multiple instances using kernel density estimation on clustered negative
instances, respectively.

In the first experiment, we compare the robustness of the proposed method
and the baseline methods when the difficulty level of data varies. We have ran-
domly divided the synthetic data into a training set and a testing set with
equal number of positive and negative bags. The bag level classifier was learned



A Bag Reconstruction Method for Multiple Instance Classification 255

0.1 0.2 0.3 0.4 0.5 0.6
60

65

70

75

80

85

90

95

100

Standard Deviation

A
cc

ur
ac

y 
(%

)

 

 

random
k−means
greedy
KDE
k−means+KDE

Fig. 3. Comparison of classification accuracies with data in different difficulty levels

from the training set using the MILIS algorithm [14]. The testing was only per-
formed on the positive testing bags, which contains both positive and negative
instances. This is because we are more interested in the performance of the
bag reconstruction methods for instance classification. In this experiment, the
number of instances selected for reconstruction is set to 5, which is the average
number of instances in synthetic bags. The standard deviations of the Gaussian
distributions are set from 0.1 to 0.6 with 0.1 in interval. The experiments are
run for 10 times, with randomly split training and testing sets. Fig. 3 displays
the mean accuracy of each method.

The results show that when the difficulty of the data is low, all methods
perform similarly well. However, after the standard deviation of Gaussian dis-
tribution is set to a value larger than 0.5, the proposed method achieves much
higher accuracy than the alternatives. This implies that using the most negative
instances in the negative training bags for bag reconstruction is the most robust
approach among all methods being compared. On the other hand, the alternative
methods do not show much differences in their performance.

In the second experiment, we analyze the influence of number of negative
instances in X , i.e, the size of the reconstructed bags. Here, the standard devia-
tion of Gaussian distribution for data generation is set to 0.5 for moderate level
of data difficulty. As shown in Fig. 4, the “KDE” method performs the best
among all instance classification methods in overall performance with a very
flat accuracy curve. The highest accuracy is achieved at 17 negative instances,
which is only slightly higher than the accuracy with 1 negative instance. This
is reasonable because the selected most negative instances may be close to each
other as described in Section 3. Therefore, the contribution of these instances,
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Fig. 4. Influence of reconstructed bag size to the classification accuracy

no matter how many they are, are similar in the feature embedding step of the
reconstructed bags. This implies that the reconstruction with the most negative
instance in the training set is sufficient to achieve good performance.

This observation can greatly simplify the X generation because now we only
need to find the most negative instance in the negative training bags, which is
already available from the MILIS IP generation step. On the other hand, the
option of instance selection from clustered negative instances is not very stable
due to the randomness of the initialization of k-means clustering method. The
accuracy of other methods under comparison is greatly affected by the number
of instances used for bag reconstruction. All of these methods achieve the highest
accuracy with 1 negative instance. When the bag size increases, their accuracies
drop significantly.

4.2 Historical Census Data

In this experiment, we used two historical census datasets collected in 1871 and
1881 from the United Kingdom. The 1871 dataset contains 5,575 households
with 26,229 records. The 1881 dataset contains 6,025 households and 29,051
records. Each record contains the personal details of one individual, and there
are no duplicates in each dataset. Each record has twelve attributes, including
the address, first and family name, age, gender, relationship to head, occupation,
and place of birth of each individual1. The goal of the historical census data
linkage is to link both households and individuals in these two datasets.

In order to generate the ground truth data, we have manually labeled 2,400
household links, including 1,200 matched households and 1,200 non-matched
households. The individual links in these households are also labeled. In the

1 www.uk1851census.com

www.uk1851census.com
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Table 1. Classification accuracy % on the historical census datasets

random greedy k-means KDE

Means 97.97 96.51 98.18 98.63
Stand Deviation 0.44 0.69 0.11 0.42

MIL setting, we consider household links as bags. Each bag contains several
instances corresponding to individual record links. The task in this experiment
is to classify unknown record links using a trained household link classifier.

Before classification, the data was cleaned and standardized using the Febrl
data were cleaning and record linkage tool [6,11]. A variety of approximate string
comparison functions were used to calculate the similarity between individual
record pairs [12]. The bag level classifier was learned and used for the instance
classification step following the proposed method. The experiments were ran ten
times with a random split of the labeled data into equal size of training and
testing sets. In the instance classification step, based on the results from the
second experiment on the synthetic data, only one negative instance was used
for bag reconstruction for each method.

We compare the classification accuracies of the proposed method and the
baseline methods. Here, we have removed the “k-means+KDE” method because
it is equivalent to “KDE” method when there is only one negative instance
for bag reconstruction. The experimental results are summarized in Table 1. It
can be observed that the proposed method (KDE) has generated the highest
accuracy. At the same time, all alternative methods under comparison have
achieved very high classification performance. This suggests that the difficulty
of correctly classifying these historical census data is not high.

5 Conclusion

In this paper, we have presented a novel method of instance classification for
multiple instance learning and group record linkage. This method models the
distribution of the negative training bags, and groups the most representative
negative instances with the target instance to be classified in order to covert
instance classification to bag classification. Experimental results show that this
method is very effective, and has outperformed several baseline methods. Anal-
ysis on the results also suggests that very few instances are required for the bag
reconstruction purpose, which allows fast and convenient bag reconstruction.
Future work will focus on the integration of the instance selection step with the
multiple instance learning process, and the extension of this strategy to other
multiple instance learning methods. We will also apply the proposed method to
other datasets that require both group and instance level classification.
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Abstract. Naive Bayes is one of the popular methods for supervised
classification. The attribute conditional independence assumption makes
Naive Bayes efficient but adversely affects the quality of classification
results in many real-world applications. In this paper, a new feature-
selection based method is proposed for semi-naive Bayesian classification
in order to relax the assumption. A weighted kernel density model is
first proposed for Bayesian modeling, which implements a soft feature
selection scheme. Then, we propose an efficient algorithm to learn an
optimized set of weights for the features, by using the least squares cross-
validation method for optimal bandwidth selection. Experimental studies
on six real-world datasets show the effectiveness and suitability of the
proposed method for efficient Bayesian classification.

Keywords: Bayesian classification, feature weighting, kernel density
estimation, least squares cross-validation.

1 Introduction

Classification is a supervised learning technique aimed at assigning unlabeled
samples to known classes, based on knowledge of labeled samples. The technique
has been studied extensively, and a number of classification methods have been
proposed in the literature [1]. Among the various existing methods, Bayesian
classification, which predicts the class label using the posterior probability ac-
cording to Bayes’ rule, has sparked wide interest in the data mining community,
due to its clear probabilistic semantics and its effectiveness [2, 3].

The existing Bayesian methods differ from each other in their ways of mod-
eling and subsequently learning the interdependencies between attributes. In
Bayesian Networks (BN for short) [2], the interdependencies are modeled as a
graph in which each node corresponds to an attribute and each edge to the
dependency between two attributes, represented by the conditional probability.
Because learning an optimal BN is NP-hard, one has to resort to approximate
algorithms such as loopy belief propagation in practice [2]. Currently, the most
popular Bayesian method is Naive Bayes (NB for short), which is based on the as-
sumption that the predictive attributes are conditionally independent given the
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class attribute. Thanks to the independence assumption, NB yields incredible
savings in number of model parameters and has been widely used in real-world
applications [4].

Since the independence assumption adversely affects the quality of classifica-
tion results when it is violated, a number of NB variants have been proposed to
relax the assumption: examples include [5–7]. These variants are alternatively
known as the semi-naive Bayesian methods [3, 8], among which feature-selection
based methods are specially stressed because of their intuitive but effective ideas:
improving NB by eliminating those noisy features that do not contribute to class
prediction[9], and the redundant features that are not conditionally independent
given the class [10]. Other examples are reported in [3, 11–13]. However, these
latter methods usually suffer from high computational complexity because it is
in general not feasible to perform an exhaustive search to find the optimal fea-
ture subsets due to the huge number of admissible subsets which is exponential
in the data dimensionality.

From the perspective of dimension reduction, feature weighting, which closely
relates to feature selection but assigning a continuous weight to each feature,
can be used to address these problems. However, few attempts have been made
to combine feature weighting in NB classification due to the difficulties in es-
timating the feature weights. Actually, in the existing feature-weighting-based
methods, such as the SVM-based weighting NB [10] and the recently published
FWNB [14], the weights are assigned to the features in a separated process. For
these methods, feature weighting can only be regarded as a pre-processing step
before NB classification, which is performed independently from the classifica-
tion process.

In this paper, a new semi-naive method is proposed for Bayesian classifica-
tion using an embedded feature-weighting technique, which, in effect, equates to
performing a dynamic feature selection for the classes. We formulate the feature
selection an integral part of the classification model, by weighted kernel density
estimation such that the feature weights can be learned using an efficient op-
timization algorithm. The performance of the new method is evaluated on six
real-world datasets, and the experimental results show its effectiveness.

The remainder of this paper is organized as follows. Section 2 presents some
preliminaries and related work. Section 3 describes our semi-naive Bayesian
model and the training algorithm. Experimental results are presented in
Section 4. Finally, Section 5 gives our conclusion and discusses directions for
future work.

2 Preliminaries and Related Work

In what follows, the training dataset is denoted by DB={z1, z2, . . . , zN}, with
zi=(xi,yi), i = 1, 2, . . . , N . Here, xi=<xi1,xi2,. . . , xiD> is a D-dimensional
input. In this paper, we will focus on categorical data. For the jth categorical
attribute, where j = 1, 2, . . . , D, denote the set of categories by cj , i.e., the jth
attribute takes |cj |(> 1) different values. We use yi to denote the pre-defined
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class of xi, yi ∈ {1,2,. . . ,K}, where K stands for the number of classes contained
in the training dataset. The number of samples in class k is denoted by nk.

Let xt be a test sample. p(k|xt) stands for the probability that xt be assigned
to class k. In an NB model, the probability is computed by

p(k|xt) =
p(k)

∏D
j=1 p(xtj |k)
p(xt)

(1)

based on Bayes’ rule and the independence assumption. Subsequently, the class
of xt, say yt, is predicted as

yt = argmaxk p(k)
∏D

j=1
p(xtj |k) (2)

because the denominator of Eq.(1) dose not depend on k. Since xtj only takes
discrete values, it is common to estimate p(xtj |k) by the frequency estimator

f̄k(xtj) =
fk(xtj)

nk

or, by the Laplace’s law of succession [1]. Here, fk(xtj) denotes the number of
category xtj ∈ cj appearing in the kth training class. Moreover, the probability

p(k) can be estimated by p(k) = |nk|
N , if nk > 0 for k = 1, 2, . . . ,K, which is the

case considered in this paper.
A number of semi-naive Bayes methods [3] have been proposed in recent

years. They fall into two categories: structure-based and data-based methods.
Those in the first category improve NB via structure extension. For example, in
Tree Augmented Naive Bayes (TAN) [6] and Averaged One-Dependence Esti-
mators (AODE) [5], the attribute dependencies are explicitly represented based
on the assumption that each attribute depends upon the class and at most one
other attribute. The methods in the second category aim at choosing a reduced
subset of training data such that the dependencies within the subset are weaker
than those in the whole dataset. Examples include the Locally Weighted Naive
Bayes (LWNB) [7], which accommodates violations of the independence assump-
tion by choosing a desired set of the training samples on which NB is applied.
This is built on the observation that the independence assumption may hold or
approximately hold in a subset of the training set although violated in the whole
set [8].

It can be seen from Eq. (2) that the conventional NB essentially assumes
that all the features are equally important for classification, which hardly holds
in real-world applications. This motivates the development of another group
of methods in the data-based category, called feature-selection based methods,
where a feature selection algorithm is applied to remove irrelevant and redun-
dant attributes from the data. For example, the algorithm proposed by [11]
identifies the attribute whose elimination best reduces the training error in a
pre-processing step. Here, a wrapper method [13] can be used to determine the
attributes subset, combining with the classification algorithm. However, in prac-
tice, the number of admissible subspaces would be very large; thus such a method
is time-consuming and becomes intractable, especially for high-dimensional data.
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Recently, some attempts have been made to combine feature weighting for
Bayesian classification. In the methods proposed by [10, 14], the posteriori prob-
ability is estimated by

p(xt|k) =
∏D

j=1
p(xkj |k)w(j)

where w(j) denotes the weight assigned to the jth attribute. The weights are
typically assigned based on some heuristic measures developed for supervised
dimensionality reduction, such as feature dependency, information gain and gain
ratio used for constructing a decision tree [12]. However, using these methods, the
features are weighted in the pre-processing step of a classification task, where
the weights are assigned independently from the classification model. In this
paper, we propose a new feature-selection based Bayesian classifier, which is
built on soft feature weighting techniques such that the model itself contains
parameters that make variable selection as an integral part of it. Moreover, the
feature weights can be optimized in linear time complexity.

3 The Proposed Method

3.1 Weighted Kernel Density Estimation

As discussed previously, p(xtj |k) can be conventionally estimated using the fre-
quency estimator f̄k(xtj). From a statistical perspective, such a non-smooth
estimator may have the least sample bias; however, it may also have a large es-
timation variance (the finite-sample mean squared error [15]) at the same time.
For the work described here, we shall employ the kernel smoothing method
[15, 16] for the probability estimation, to make a good trade-off between the two
conflicting factors.

Let Xkj be a random variable associated with the observations xij for i =
1, 2, . . . , nk of class k, and κ(Xkj , xlj , λkj) a kernel function defined for the
jth attribute. Here, xlj ∈ cj for l = 1, 2, . . . , |cj | and λkj is the smoothing pa-
rameter called bandwidth. Aitchison and Aitken [17] proposed a widely used
kernel function, defined as κAA(Xkj , xlj , λkj) = 1 − λkj if Xkj = xlj , and
κAA(Xkj , xlj , λkj) =

1
|cj|−1λkj if Xkj �= xlj . By definition, λkj of κAA is confined

in interval [0, 1− 1
|cj| ]. In fact the two extreme points of the interval correspond

to the two extreme cases of the smoothing estimation: In the case of λkj = 0,
κAA is exactly an indicator function; and when λkj grows to 1 − 1

|cj | , κAA be-

comes a constant 1
|cj| for all values of Xkj and xlj . Since the interval [0, 1− 1

|cj| ]

is related to the number of categories (say, |cj |) on the individual attributes for
the same class k, we propose a variation on the kernel function defined by

κ(Xkj , xlj , λkj) =

{
1 − |cj|−1

|cj | λkj Xkj = xlj
1

|cj |λkj Xkj �= xlj
(3)

with λkj ∈ [0, 1] being the bandwidth.
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On the other hand, for many types of real-world data, the attributes con-
tribute unequally to classification [18, 19]. That is, the classes are only correlated
with a set of relevant attributes, while the attributes relevant to classes in the
same dataset are generally different from each other. In order to formalize these
characteristics, we employ a locally feature-weighting scheme, where a weighting
value wkj is assigned to the jth attribute of class k, satisfying{∑D

j=1 wkj = 1, k = 1, 2, ...,K

0 < wkj < 1, k = 1, 2, . . . ,K; j = 1, 2, ..., D
(4)

Here, the weight wkj is defined to measure the contribution of the jth attribute
to prediction of class k. This is inspired by the locally weighting scheme de-
veloped in projective clustering domain [19]. For a given ck, the assignment of
wk1,wk2,. . . ,wkD can be regarded as a soft feature selection procedure for the
space in which ck exists [18]. In NB, all the attributes have the same importance
on classification, corresponding to the special case of wk1 = wk2 = . . . = wkD =
1
D . To achieve a weighted density estimation, we then introduce a weighting
coefficient in the definition of kernel bandwidth for the individual attribute, i.e.,

λkj = wβ
kjλk (5)

where λk is a class-dependent width for each class k, and β(> 1) a weighting
exponent controlling the weights distribution. Although there might exist var-
ious relationships between λkj and λk, a linear projection approach as shown
in Eq. (5) has been popularly adopted for feature-weighting based probability
estimation [18, 19].

Based on the above definitions, we estimate p(xtj |k) using the weighted kernel
density p̂(xtj |wkj , λk), given by

p̂(xtj |wkj , λk) =
1
nk

∑nk

i=1 κ(xtj , xij , λkj)

= (1 − |cj|−1
|cj | wβ

kjλk)f̄k(xtj) +
1

|cj |w
β
kjλk(1 − f̄k(xtj))

= f̄k(xtj) +
(

1
|cj| − f̄k(xtj)

)
wβ

kjλk

(6)

subject to Eq. (4). The new Bayesian classification model then can be derived.
In this weighted-kernel based Bayesian classifier, the class of testing sample xt

is determined according to the rule of

yt = argmaxk p(k)
∏D

j=1
p̂(xtj |wkj , λk),

by replacing the probability function of Eq. (2) with the weighted kernel density
function defined in Eq. (6).

3.2 Model Learning Method

Given the training dataset consisting of K classes, the goal of this subsection is
to learn the set of parameters {ωk}Kk=1 with ωk = {wkj |1 ≤ j ≤ D}. Here, the
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class-dependent width λk is considered as a constant that depends on the training
class k. Following [20], we set λk = 1√

nk
in this paper. Note that if nk → +∞ then

λk → 0. This satisfies the general property of a kernel width, that is, the width
should shrink to zero when the number of objects goes to infinity [15, 20]. Based
on these, the problem of learning ωk equates to optimization of the individual
bandwidths λkj for j = 1, 2, . . . , D. Then, the model parameters can be learned
using a data-driven method for bandwidth selection, such as the least squares
cross-validation (LSCV) [15, 16], from the training dataset.

The LSCV method is based on the principle of selecting a model that min-
imizes the total error of the resulting estimation, i.e.,

∑D
j=1

∑
s∈cj

(p̂(s|wkj , λk)

−p(s|k))2. Therefore, the optimized parameters should minimize the following
objective function:

J0(ωk) =
∑D

j=1

∑
s∈cj

[p̂(s|wkj , λk) − p(s|k)]2

∼
∑D

j=1

(∑
s∈cj

[p̂(s|wkj , λk)]
2 − 2

∑
s∈cj

p̂(s|wkj , λk)p(s|k)
)

where the term
∑D

j=1

∑
s∈cj

[p(s|k)]2 is omitted because it remains as a constant

that is irrelevant to ωk. Since the term
∑

s∈cj
p̂(s|wkj , λk)p(s|k) in the previous

equation is the expectation of s ∈ cj , we can estimate the term by the sample
mean [15]. Moreover, following [16], the leave-one-out validation method is used;
then, the resulting objective function is obtained, as follows:

J(ωk) =
∑D

j=1

∑
s∈cj

[p̂(s|wkj , λk)]
2

− 2
nk−1

∑D
j=1

(
nk

∑
s∈cj

f̄k(s)p̂(s|wkj , λk) +
|cj|−1
|cj | wβ

kjλk − 1
) (7)

subject to the constraints of Eq. (4).
For the optimization problem of Eq. (7), the optimal parameters can be

learned by taking derivatives to the objective function. In detail, by setting
the gradients of J(ωk) with respect to wkj to zero for all j, we have

∂J
∂wkj

= 2βwβ−1
kj

∑
s∈cj

(
p̂cat(s|wkj , λk) − nk

nk−1 f̄k(s)
)(

1
|cj| − f̄k(s)

)
λk

− 2
nk−1

|cj |−1
|cj| βwβ−1

kj λk = 0

which follows

wβ
kj =

1

λk(nk − 1)

1 −
∑

s∈cj

[
f̄k(s)

]2
∑

s∈cj

[
1

|cj | − f̄k(s)
]2 . (8)

3.3 The Training Algorithm

The KWNB (denotes Kernel-Weighting for Naive Bayes) algorithm, as outlined
by Algorithm 1, trains the classification model by minimizing the objective func-
tion of Eq. (7), using the methods presented in the previous subsection. Note
that we have a closed-form solution to wkjs, because the term

1
λk(nk−1) of Eq. (8)
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remains the same for different attributes; thus it can be ignored when the con-
straints defined in Eq. (4) are applied to normalize the weights. In the algorithm,
we first compute

w̃kj =

⎡⎢⎣ 1 −
∑

s∈cj

[
f̄k(s)

]2
∑

s∈cj

[
1

|cj| − f̄k(s)
]2
⎤⎥⎦

1
β

. (9)

based on Eq. (8) for j = 1, 2, . . . , D. In the case when the numerator or the

denominator of Eq. (9) happens to be zero, two small constants ( 2(nk−1)
n2
k

for the

numerator, and 2
n2
k
for the denominator) are used for the estimation to make

the weights computable in practice. Then, the weight wkj is finally obtained by
normalizing w̃kj , as follows:

wkj =
w̃kj∑D
l=1 w̃kl

. (10)

For a training dataset consisting of K classes, KWNB is called for K times,
each for the kth class(k=1,2,. . .,K). On the whole dataset, the time complexity
is O(KND) while the space complexity is O(KD).

Input: the training samples xi(i = 1, 2, . . . , nk) in class k;
Output: a set of feature weights ωk;
begin

Compute w̃kj using Eq. (9) for j = 1, 2, . . . , D;
Compute wkj for j = 1, 2, . . . , D by normalization using Eq. (10);

end

Algorithm 1. Outline of the KWNB algorithm

4 Experimental Evaluation

In this section, we evaluate the performances of KWNB on real-world categorical
data. We also experimentally compare KWNB with mainstream classification
methods.

4.1 Datasets and Experimental Setup

The experiments were conducted on six widely used real-world datasets, all of
which were obtained from the UCI Machine Learning Repository (ftp.ics.uci.edu:
pub/machine-learning-databases). Table 1 lists the details of the datasets. Note
that both the Mushroom and Vote datasets contain missing attribute values.
The missing value in each attribute was considered as a special category in our
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experiments. For example, in the Mushroom dataset, the 11st attribute (named
stalk-root) takes its value from {b, c, u, e, z, r}; however, there are 2480 sam-
ples miss values in this attribute. For this case, an additional category denoted
? was inserted into the original categories set; then the resulting set becomes
{b, c, u, e, z, r, ?}.

Table 1. Details of the real-world datasets

Dataset Dimension(D) Classes(K) Data size(N)

Balance 4 3 625
Car 6 4 1728
Vote 16 2 435

Mushroom 21 2 8124
Soybean 35 19 683
Splice 60 3 3190

Four competing classifiers: the conventional NB, Feature Weighted NB
(FWNB in short)[14], Attribute Selective Bayesian Classifier (ASBC in
short) [11], and Bayesian Networks (BN in short) have been chosen for compar-
ison in our experiments. FWNB is a recently published method for semi-naive
Bayesian classification, based on the locally weighted learning approach, which
assigns the test sample a specified weight according to its neighborhood [14].
ASBC performs semi-naive Bayesian classification by wrapper-based feature se-
lection [11]. We adopted the implementations of ASBC (AttributeSelectedClas-
sifier with NaiveBayes as the classifier) and BN (Bayesian Networks) from the
WEKA system [21]. For NB, the posterior probability of s ∈ cj is estimated

using the common M-estimation, i.e., p(s|k) = fk(s)+1
nk+K . We set β = 2 for KWNB

in the experiments.
We also used the start-of-art decision tree algorithm as the baseline classifier

in the experiments. The J4.8 classifier implemented in WEKA system [21] was
employed. All the parameters in J4.8 were left as default values.

4.2 Experimental Results

The classification performances of the different classifiers were measured using
the Micro-F1 (F1 over classes and samples) and Macro-F1 (average of within-
class F1 values). Each dataset was classified by each algorithm for 10 executions
using ten-fold cross validation, and the average performances are reported in the
format average ± 1 standard deviation, as shown in Table 2, where the two
figures in each cell represent Micro-F1 and Macro-F1, respectively. In the tables,
the better and worse results are marked by symbols � and ◦, respectively, for
the algorithms on each dataset comparing with NB, using the paired t-test with
significance level 0.05.

Table 2 shows that KWNB is able to obtain high-quality overall results. By
examining the results in more detail, we can see that KWNB outperformed
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the conventional NB in 7 out of 12 comparisons, whereas FWNB and BN per-
formed poorly. ASBC achieved high classification accuracy comparable to that
of KWNB. Compared with the other two methods, the performances of FWNB
and J4.8 are unstable across the datasets. For example, J4.8 outperformed the
other methods on the Mushroom dataset; however, it also performed the worst
on Balance and Splice.

Table 2. Comparison of classification accuracy

Dataset NB KWNB FWNB ASBC BN J4.8

Balance

0.915 0.915 0.905 0.914 0.914 0.641
±0.012 ±0.011 ±0.021 ±0.013 ±0.013 ±0.042 ◦
0.635 0.635 0.628 0.635 0.635 0.444
±0.007 ±0.007 ±0.014 ◦ ±0.008 ±0.008 ±0.029 ◦

Car

0.856 0.859 0.803 0.855 0.856 0.922
±0.021 ±0.023 ±0.028 ±0.026 ±0.026 ±0.020 �
0.633 0.657 0.608 0.632 0.641 0.811
±0.071 ±0.067 � ±0.060 ◦ ±0.085 ±0.086 ±0.069 �

Vote

0.900 0.904 0.929 0.946 0.902 0.966
±0.039 ±0.038 � ±0.038 � ±0.030 � ±0.039 ±0.026 �
0.896 0.900 0.926 0.943 0.898 0.964
±0.040 ±0.040 � ±0.039 � ±0.032 � ±0.040 ±0.027 �

Mushroom

0.955 0.991 0.985 0.985 0.962 1.000
±0.007 ±0.003 � ±0.004 � ±0.005 � ±0.008 � ±0.000 �
0.954 0.991 0.985 0.985 0.962 1.000
±.007 ±0.003 � ±0.004 � ±0.005 � ±0.008 � ±0.000 �

Soybean

0.900 0.942 0.897 0.922 0.931 0.918
±0.030 ±0.027 � ±0.030 ±0.030 � ±0.030 � ±0.032 �
0.928 0.964 0.928 0.940 0.955 0.911
±0.028 ±0.021 � ±0.027 ±0.030 � ±0.023 � ±0.041 ◦

Splice

0.954 0.951 0.945 0.958 0.955 0.941
±0.011 ±0.049 ±0.012 ±0.010 � ±0.011 ±0.013 ◦
0.949 0.945 0.941 0.954 0.950 0.935
±0.012 ±0.054 ±0.013 ◦ ±0.012 � ±0.013 ±0.014 ◦

� better, and ◦ worse, comparing with NB.

KWNB owes its good performance to the embedded-in feature selection
method. In effect, the soft feature weighting technique used in KWNB equates to
performing a dynamic feature selection for the respective class during the train-
ing process. This is not the case for FWNB, which is also a feature-weighting
based method. Actually, FWNB weights the features based on GainRatio of each
attribute computed like in a decision tree algorithm [14]; and more importantly,
here the weights are assigned in a separated pre-processing step. Such a method
easily leads to the over-fitting problem especially on the datasets in relative high
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dimensionality, such as the Mushroom and Splice datasets. Note that the perfor-
mance of J4.8, as a decision tree method, also is barely satisfactory on these two
datasets. In principle, BN prevails against NB (as well as the other semi-naive
Bayesian methods) due to its ability in detecting the arbitrary dependencies
among attributes. Therefore, its improvement on the small datasets (such as
Balance and Vote) and the datasets involving complex interdependencies like
Mushroom in the experiments, may be defeated at a discount.

It is interesting to remark that both KWNB and ASBC, as two feature-
selection based methods, yield high-quality results on most of the datasets com-
pared with the others. This, on one hand, confirms that combination of feature
selection in NB is a promising approach for semi-naive Bayesian classification.
However, there is an essential difference between KWNB and ASBC. KWNB
assigns a continuous value weight to each attribute; and thus is a more flexible
method than hard feature selection (as used in ASBC) which can be regarded as
a special case of feature weighting with the weight value being restricted to either
0 or 1. Moreover, because of its linear time complexity in training the classifica-
tion model, KWNB is more efficient than ASBC. Due to the space limitations,
evaluation on scalability of different methods is omitted.

5 Conclusion and Perspectives

In this paper, we proposed a feature-weighting based method for Bayesian clas-
sification, in order to alleviate the independence assumption made by the con-
ventional Naive Bayes, and subsequently improve the classification performance.
We proposed a weighted kernel density function to model the training data and
to perform a soft feature selection scheme that adaptively identifies the differ-
ent contributions of attributes to class prediction. We also proposed an efficient
training algorithm, called KWNB, to learn an optimized set of feature weights
in order to select the optimal bandwidth for kernel estimation. The experiments
were conducted on UCI datasets that are widely used in real-world applications,
and the results show the effectiveness of KWNB.

There are many directions that are clearly of interest for future exploration.
One avenue of further study is to test KWNB on more extensive datasets, and to
compare with other mainstream methods such as Minka’s method [22]. Another
efforts will be directed towards extending the weighted Bayesian model to mixed
categorical and numeric data, incorporating with our previous work [18] aimed
at numeric data classification.
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Abstract. This work proposes a semi-supervised sentiment classifica-
tion method. Our method utilizes spectral clustering-based algorithm to
improve the sentiment classification accuracy. We adopt a spectral clus-
tering algorithm to map sentiment units in consumer reviews into new
features which are extended into the original feature space. One sen-
timent classifier is built on the features in the original training space,
and the original training features combined with the extended features
are used to train the other sentiment classifier. The two basic sentiment
classifiers together form the final sentiment classifier through selecting
instances in the unlabeled data set into the training data set. Experi-
mental results show that our proposed method has better performance
than Self-learning SVM-based sentiment classification method.

1 Introduction

With the development of Web 2.0 technologies, many websites provide facil-
ities to let Web users publish various consumer reviews. Lots of consumer re-
views scatter in Blogs, Web forums, electronic commercial or opinion aggregation
websites. Consumer reviews comprise various subjective texts that are used to
express consumers’ satisfaction or anger when they finish their purchasing activ-
ities for products or services. If a consumer review is not a fake review, then the
sentiment polarity of the review can be very revealing the consumer’s opinions.

Sentiment classification is a hot research topic in the field of opinion mining.
Sentiment classification techniques are widely applied in business intelligence
systems, recommendation systems, public opinion collecting and mining sys-
tems, etc. Therefore, sentiment detection and classification of consumer reviews
is the main task of product opinion mining. Because there are a huge number
of consumer reviews on the Web, how to automatically determine the sentiment
polarity of consumer reviews has become a research problem. We can basically
classify consumer reviews into three kinds of sentiment classes: positive, nega-
tive and neutral. Positive sentiment can be expressed with happy, supportive,
approving language, and negative sentiment can reveal angry and depression.

The research of sentiment classification can be roughly divided into two cate-
gories. In the first category, researchers use lexical, syntactic, semantic analysis
methods and nature language processing techniques, even combining with rules
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or probability models to do sentiment classification. In the second category,
machine learning techniques play a very important role in sentiment classifi-
cation. From the perspective of machine learning, sentiment classification ba-
sically falls into three categories: supervised machine learning-based methods,
semi-supervised machine learning-based methods and unsupervised sentiment
classification. Unsupervised sentiment classification approaches generally need
the help of an external dictionary or other language resources. On the other
hand, supervised sentiment classification methods may need to manually label
a number of training data in order to achieve the desired accuracy. However,
a semi-supervised sentiment classification approach only needs to label a small
amount of training data, and relies on proper algorithm(s) to exploit unlabeled
data set to expand the training data set for improving the accuracy of sentiment
classification.

According to our basic observation, we find that Web users like to use various
sentiment words or expressions which may have similar meanings and the same
sentiment polarity in the consumer reviews having the same overall sentiment
polarity. For example, in the sentence“The hotel staff are helpful and friendly.”,
“helpful” and “friendly” are two sentiment words to describe “staff ”. “Help-
ful” and “friendly” have high probability to modify “staff ” in the reviews with
positive sentiment polarity, but “not polite” and “rude” are likely to describe
“staff ” in the reviews with negative sentiment polarity. The research question
is whether it is possible to improve the sentiment classification accuracy of con-
sumer reviews through exploiting similarity of sentiment words or expressions
which are used to express opinions on product features or service aspects.

The similarity of two sentiment units is measured by the frequency of the
same product feature or service aspect in their context windows in the same
reviews. We try to show the similarity of sentiment units can be used to conduct
sentiment classification of Web reviews effectively. We firstly extract sentiment
units according to simple extraction rules. (Note: a sentiment unit is different
to a common uni-gram feature, and we will give a more detailed description
in Section 3.) Utilizing similarity relationship of sentiment units, our method
maps sentiment units into new features which are used to extend the original
feature space. The uni-gram features in original training space are used to train
a sentiment classifier, and the original uni-gram training features combined with
extended features are used to train the other sentiment classifier. We use the two
classifiers together with unlabeled data set to build the final sentiment classifier.
Our method is a kind of semi-supervised sentiment classification method which
only requires a small number of labeled training instances and some unlabeled
instances. Experimental results show that our method has better performance
than Self-learning SVM-based sentiment classification method.

The remainder of this paper is organized as follows. We firstly show some
related publications in Section 2. We present our product feature ranking scheme
in Section 3. In Section 4, we show our experiments that have been conducted
on the extracted product reviews. Finally, in Section 5 we conclude our work.
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2 Related Work

Sentiment classification is one of the main tasks of opinion mining. There are
many excellent publications in the field of sentiment classification.

Lee et al. [6] divided opinion mining into three important task: (1) the de-
velopment of language resources; (2) sentiment classification; and (3) opinion
summarization. Pang’s survey [17] gives a complete picture of recent research
progress of sentiment analysis, especially the work addresses some research chal-
lenges and directions of sentiment analysis. Hatzivassiloglou and McKeown [5]
adopted a regression model to predict whether conjoined adjectives had the
same or different sentiment orientations. Hatzivassiloglou and McKeown’ pub-
lication [5] is the early research work focusing on word level sentiment clas-
sification. Turney [21] proposed PMI (Pointwise Mutual Information) method
to determine the sentiment orientation of words. PMI is a simple and practi-
cal method which can be used to infer sentiment orientation a word from its
statistical association with a set of positive and negative words [21]. Based on
PMI, Turney [20] also proposed an approach to document sentiment classifica-
tion, namely PMI-IR (Pointwise Mutual Information and Information Retrieval)
which was used to classify documents into negative and positive classes according
to sentiment words appearing in the documents.

Machine learning techniques have been used for sentiment classification too.
Pang [18] employed three machine learning methods, namely Naive Bayes, max-
imum entropy classification and support vector machines to conduct sentiment
classification on movie reviews. Pang’s work shows [18] that the standard ma-
chine learning techniques are promising for document sentiment classification
and they outperform human-produced baselines. Machine learning techniques
not only use common syntax features, but also can utilize some social informa-
tion to improve the accuracy of sentiment classification. For instance, Guerra et
al. [2] tried to transfer users’ bias toward a topic into text features which were
used to build a real-time sentiment classifiers. Consumers’s sentiment towards
products or services may change over time. Even for a product, the strength of
sentiment can be different in different time period. Liu et al.’s work [11] con-
siders the problem of the change in sentiments evolving over time. In this work,
we don’t consider the problem of sentiment evolution.

Traditional machine learning-based sentiment classification methods need
training and test data sets. The challenge lies in that the user generated reviews
are highly dynamic textual content in different domains. In order to construct
training data sets for these domains, training and test documents usually must
be labelled by humans. The labelling work is labour intensive and time consum-
ing. In order to reduce labeling work, semi-supervised sentiment classification
method came into being. For example, Zhou [22] gave the semi-supervised ma-
chine learning sentiment classification method based on the active deep network.
Some studies have tried to solve imbalanced semi-supervised sentiment classifica-
tion, such as Li’s work [9]. Li’s another article [8] describes a Co-Training-based
approach to sentiment classification. In addition, there are some research publi-
cations focus on cross-domain sentiment classification, such as [16] [1].
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3 Our Proposed Approach

3.1 Problem Definition

Suppose the training data set is T , and there are n training instances in T . The
unlabeled data set is U , and there are m unlabeled instances in U . A train-
ing instance is expressed as an ordered pair which comprises a consumer re-
view instance and its sentiment class label. Hence T can be shown as T =
{(x1, y1), (x2, y2), ..., (xn, yn)}, where xi is a training instance, yi is sentiment
class label, 1 ≤ i ≤ n. Let all training instances and unlabeled instances be m
dimensional vectors in the real space X ⊆ Rm. Then xi = {xi1 , xi2 , ..., xim}, xi is
m dimensional input vector. U can be presented as U = {u1, u2, ..., um}. In our
sentiment classification, we only consider binary classification: classifying con-
sumer reviews into positive and negative classes. We use −1 to represent negative
class, and 1 to represent positive class, so yi ∈ {−1, 1}. We need extract features
from the training data to form a feature vector for each training instance. To
get a sentiment classifier, our task is to obtain a classification function f(x):

f : X −→ L. (1)

We design an algorithm to discover f(x) by exploiting the training data set T
and the unlabeled data set U . To predict the polarity of a consumer review x′,
We use function f(x) to classify x′ into negative class or positive class, and x′

is also a m-dimension vector in the real domain. The sentiment polarity of x′ is
given by the function f(x).

3.2 Spectral Clustering-Based Semi-supervised Sentiment
Classification

A semi-supervised machine learning-based sentiment classification method only
needs to manually label a small number of training instances, and then we use
the training data set and the unlabeled data set to learn a sentiment classi-
fier to carry out sentiment classification task. This work presents a spectral
clustering-based sentiment classification method. Pan [16] proposed a spectral
feature alignment (SFA) cross-domain sentiment classification algorithm. Pan’s
work [16] has proven spectral clustering can play an important role in cross-
domain sentiment classification. Inspired by Pan’s research [16], we try to used
a spectral algorithm to do semi-supervised sentiment classification. In order to
show our idea clearly, we firstly give two definitions.

Definition (Sentiment Unit). A sentiment unit refers to a word or
expression which is subjective and has sentiment polarity.

Deninition (Noun Unit). A noun unit is a unit which contains maximum
consecutive nouns in a sentence clause. For instance, both “staff ” and hotel
“staff room” are noun units.
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The basic idea is shown as follows:

1. Extract sentiment units from training and unlabeled consumer reviews;
2. Generate similarity matrix on the training set and the unlabeled data set

according to co-occurring frequency of sentiment units.
3. Use a spectral clustering algorithm on the similarity matrix to construct

sentiment unit mapping matrix (The mapping matrix is constructed by some
eigenvector);

4. Map sentiment units of training instances and unlabeled instances into ex-
tended features using mapping matrix;

5. Employ SVM to build a sentiment classifier f1 by using the original uni-gram
features extracted from the training data set;

6. Employ SVM to build the other sentiment classifier f2 using the combination
of original uni-gram features and extended features mapped from training
instances;

7. Use classifier f1 and classifier f2 to conduct sentiment classification on the
unlabeled data set. When we use f2, we also use the combination of original
uni-gram features and extended features mapped from unlabeled instances;
If f1 and f2 classify the same unlabeled instance into the same sentiment
class, then put the unlabeled instance into the training data set with the
predicted label;

8. Use SVM to build the final sentiment classifier f3 on the current training
data set;

9. Use f3 to do further sentiment classification. (Note: if we want to use f3
to conduct sentiment classification, we also need to get extended sentiment
units from classified reviews using our mapping matrix.)

Some verbs and adjectives have sentiment polarity, and we look these words or
expressions as “sentiment units”. For example, “love” is a verb, and “helpful”
and “friendly” are adjectives, and they are sentiment units with sentiment po-
larity. There are some sentiment units in the context of negation. In this case,
a negative indicator and a sentiment words together can constitute a sentiment
unit. For example, in the sentiment unit “not good”, the word “good” is a positive
sentiment word, and “not” is a negative indicator.

Our proposed method is based on an assumption: sentiment units appearing
in the reviews which have the same overall sentiment polarity and modify the
same product feature are more similar (similar polarity and meaning) than those
in different reviews with different overall polarity. We try to exploit this kind
of co-occurring relationship to conduct semi-supervised sentiment classification.
Because semi-supervised learning-based methods only need a small amount of
training data, the sentiment units in the test data set may not appear in the
training data set. The disadvantageous situation may be bad for sentiment clas-
sification. In other words, the sparsity of training features will impact the sen-
timent classification accuracy. But if we can map common sentiment units into
clustering features, we can reduce the malign influence engendered by the spar-
sity of training features due to the small number of training instances. We map
sentiment units in the reviews into extended features in the binary values.
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Algorithm 1. Unnormalized spectral clustering [13] [14] [4] [12]

Input:
Similarity matrix S ∈ �n×n; the final number of clusters is k.

Output:
k clusters;

1: Calculate the diagonal matrix D, di =
∑

1≤j≤n Sij ;
2: Calculate Laplacian matrix L, L = D − S;
3: Calculate the first k eigenvectors of matrix L: u1, u2, ..., uk. ui is a column vector,

these eigenvectors form a matrix V , V ∈ �n×k, yi presents i row vector of matrix
V ;

4: Use k-means on (yi)y=1..n to conduct clustering, then get k classes C =
{c1, c2, ..., ck};

5: return C;

We extract adjectives and verbs with POS (Part-of-Speech) labels of JJ, JJR,
JJS, VB, VBN, VBG, VBZ, and VBP, and these words are in the context window
[-3,3] of words with POS labels of NN or NNS. The context of a word window
[-3,3] means the left and right distance coverage of the word in a clause is 3 words
from the word. At the same time, if there has a negative indicator in the context
window [-3,0] of a sentiment unit, then the negative indicator combined with
the sentiment word together constitute a sentiment unit. These negative indica-
tors including “not”, “no”, “donot”, ‘‘do not”, “didnt”, “did not”, “was not”,
“wasn’t”, “isnt”, “isn’t”, “weren’t”, “werent”, “doesnt”, “doesn’t”, “hardly”,
“never”, “neither”, and “nor”. Co-occurrence of sentiment units means they
must be in the same context scope. We provide a special co-occurring rule: two
sentiment units deem as co-occurrence when there exits at least one same noun
unit in their context windows([-3,3]), otherwise they don’t co-occur. For example,
two sentiment units appear in the same consumer review, but the two sentiment
units of the context window have no one same noun unit, then the two sentiment
units co-occurring frequency is 0. Co-occurring frequency refers to the frequency
in the entire collection of reviews rather than just a consumer reviews.

Algorithm 2 is our proposed sentiment classification algorithm. Algorithm 2 is
based on a spectral clustering algorithm as shown in Algorithm 1. Spectral clus-
tering techniques make use of similarity matrix of the data to perform clustering
tasks, and some related publications such as [13] [14] [4] [12] have given detail
descriptions about these techniques. Spectral clustering techniques can be used
for graph clustering. The unnormalized Spectral clustering algorithm described
as Algorithm 1 shown [13][14].

According to Algorithm 1, Ng et al proposed a normalized spectral cluster-
ing algorithm [15]. Our sentiment classification is based on unnormalized spec-
tral clustering. The reason lies in two aspects: firstly, the unnormalized spectral
clustering algorithm is simpler and faster in calculation than normalized spec-
tral clustering algorithm; secondly, the accuracy of sentiment classification is
acceptable.

In Algorithm 1, Sij represents a co-occurring matrix element of S, and it is
the number of co-occurring times of between sentiment unit i and sentiment
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unit j. If Sij = 0, then sentiment unit i and sentiment unit j don’t co-occur.
Diagonal matrix D is generated from S.

di =
∑

1≤j≤n

Sij (2)

So we can get Laplacian Matrix:

L = D − S. (3)

Algorithm 2. Spectral clustering-based semi-supervised sentiment classification
algorithm
Input:

Training data set T = {(xt, yt)
m
t=1}

Unlabeled data set to U = {u1, u2, ..., uz}
Output:

sentiment classifier f ;
1: Extract uni-grams and sentiment units from T and U ;
2: Construct matrix M on the training data set T , M ∈ �m×n, m is the instance num-

ber of the training data set, n is the number of distinct sentiment units; construct
matrix N on the unlabeled data set U , N ∈ �z×n, z is the number of unlabeled
instances;

3: Construct similarity matrix S according to the co-occurring frequency of sentiment
units, S ∈ �n×n; {Note: In this work, if both sentiment units are in the same review,
and there is at least one same noun unit in the their context windows, then the
two sentiment units co-occur. }

4: Obtain a diagonal matrix D;
5: Get Laplacian matrix L, L = D − S;
6: Calculate the first k eigenvector of matrix L. These eigenvector are l1, l2, ..., lk, li

is column vector and they form matrix V , V ∈ �n×k;
7: Calculate matrix B = M ∗ V , B ∈ �m×k;If the value of a B’s element is greater

than 0, its value is set to 1;
8: Calculate matrix E = N ∗ V , E ∈ �z×k; If the value of a E’s element is greater

than 0, its value is set to 1;
9: Use SVM to train to get sentiment classifier f1 on the training data set; In this

case, uni-grams are extracted to train the classifier
10: Use SVM to generate sentiment classifier f2 on {([xt, Bt], yt)

m
t=1};

11: Use the classifier f1 to do sentiment classification on U and the results are put into
a vector Vx;

12: Use the classifier f2 to do sentiment classification on {([yt, Et])
z
t=1}, and the results

are put into a vector Vy;
13: for all i = 1 : |Vx| do
14: if Vxi == Vyi then
15: T = T ∪ {ui};
16: end if
17: end for
18: Employ SVM to get the final sentiment classifier f on T ;
19: return f ;
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In algorithm 2, we use SVM [3] to do text classification. Algorithm 2 actually
produces three classifiers f1, f2 and f . Assume the classification accuracy of f1
is p, the classification accuracy of f2 is q. For binary classification, a consumer
reviews r has the probability x1 = pq to be classified into right class, and the
probability of misclassification is x2 = (1 − p)(1 − q). In the algorithm 2, we
actually need the classifier f1 and the classifier f2 to select training instances
from unlabeled data set. That is we put the unlabeled instances with the same
predicted sentiment polarity into the training data set.

If the classification results of the two classifier are the same, then either the
two classifiers classify the review into the correct sentiment class, or the review
is classified as the wrong class. Therefore, the probability of generating the same
results for a review by the two sentiment classifiers is:

A = x1 + x2 = pq + (1 − p)(1 − q) = 1 − p − q + 2pq (4)

The probability of inconsistent classification results is B:

B = 1 − A = p+ q − 2pq. (5)

Therefore, we can get the ratio of A to B:

l(p, q) =
A

B
=

1 − (p+ q − 2pq)

p+ q − 2pq
=

1

p+ q − 2pq
− 1 (6)

Without loss of generality, we assume 0 < p < 1 and 0 < q < 1. Let f(p, q) =
p + q − 2pq, then we can compute p and q when f(p, q) has a local extremum
value through partial differential:

∂f

∂p
= 1 − 2q = 0, (7)

∂f

∂q
= 1 − 2p = 0. (8)

But when f(p, q) is an extremum, f(p, q) is not the minimum. If the classifier
accuracy is a continuous variable, classifier f1 has the corresponding classification
accuracy variable is p, and classifier f2 has the variable q. Assume that p and q
a uniform distribution, then mathematical expectation of X (X = pq) is

E(X) =

∫ 1

0

∫ 1

0

pqρ(p, q)dpdq, (9)

ρ(p, q) is the probability density function. When 0 < p < 1, 0 < q < 1, ρ(p, q) =
1

1−0 = 1; otherwise ρ(p, q) = 0. Therefore, E(X) is

E(X) =

∫ 1

0

∫ 1

0

pqρ(p, q)dpdq =

∫ 1

0

∫ 1

0

pqdpdq. (10)

In more general case, assume that the lower limit of the accuracy of two classifiers
is a and b. When a < p < 1 and b < q < 1, ρ(x, y) = 1; otherwise ρ(x, y) = 0. In
this case, E(X) can be calculated by

E(X) =

∫ 1

a

∫ 1

b

pqρ(p, q)dpdq =

∫ 1

a

pdp

∫ 1

b

qdq =
(1 − a2)(1 − b2)

4
(11)
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4 Experiments

4.1 Experiments Setup

We crawled consumer reviews from Amazon1 and Tripadvisor2 respectively.
We extracted consumer reviews about mobile phones and laptops fromAmzaon,
and hotel reviews from Tripadvisor. Statistics on the experimental data sets
are shown in Table 1. Each category has 2000 consumer reviews which include
1000 positive reviews and 1000 negative reviews. Then we used OpenNLP3 to
segment review into sentences, we also use OpenNLP to get POS tags for these
reviews. For example, our mobile phone data set has 1000 positive reviews and
1000 negative reviews, and these reviews are segmented into 28811 sentences. The
the initial sentiment polarity of the reviews in the training data set is assigned
according to their review ratings. A review rating is a real number ranging from
1 to 5. Actually, review ratings usually be represented as star numbers in these
commercial websites. For example, if a consumer review has “five stars”, the
review is assigned a rating value 5. When the a review rating is greater than
3, then the review is a positive review; when a review rating is less than 3, the
review is a negative review.

Table 1. Experimental Statistics

data set # of positive reviews # of negative reviews # of sentences

phone 1000 1000 28811
Laptop 1000 1000 14814
Hotel 1000 1000 18694

4.2 Compared Methods

Self-learning SVM (S-SVM). Support vector machine [3] is well known as
one of the best text classification approach. The earliest use of SVM to deter-
mine the sentiment polarity of consumer reviews is Pang’s research work [18].
Self-learning SVM-based sentiment classification is a basic semi-supervised clas-
sification method. Therefore, Self-learning SVM-based sentiment classification
method is our baseline. We firstly decompose each review into uni-grams which
are used as the training and test features for Self-learning SVM. The value of
each feature in a review is the frequency of the item in the review. In this work,
we use TinySVM4 as an implementation of SVM classifier.

Self-learning SVM-based sentiment classification algorithm is a bootstrap ap-
proach to learning as Algorithm 3 shows. The algorithm selects the most likely
correctly classified reviews from the results, and put them into the training data

1 http://www.amazon.com/
2 http://www.tripadvisor.com/
3 http://opennlp.apache.org/
4 http://chasen.org/~taku/software/TinySVM/

http://www.amazon.com/
http://www.tripadvisor.com/
http://opennlp.apache.org/
http://chasen.org/~taku/software/TinySVM/
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Algorithm 3. Self-learning SVM-based Sentiment Classification Algorithm

Input:
Training set L = {l1, l2, ..., lx}, L includes positive reviews and negative reviews;
Unlabeled data set U = {u1, u2, ..., uy};

Output:
Sentiment classifier C;

1: n is the number of selected reviews which are the most likely correctly classified
reviews;

2: use SVM to get the initial sentiment classifier C on training data set L;
3: while unlabeled data set is not empty do
4: use sentiment classifier C to classify the unlabeled instances in U : get positive

set P and the negative set N ;
5: if |P | >= d, then select the most likely correctly classified d instances from P

(the set is Pd) into L, L = L ∪ Pd, P = P − Pd; otherwise put all the instances
in the P into L, L = L ∪ P ;

6: if |N | >= d, then select the most likely correctly classified d instances from N
(the set is Nd) into L, L = L∪Nd, N = N −Nd; otherwise put all the instances
in the N into L, L = L ∪N ;

7: employ SVM to train a new sentiment classifier C on the current training data
set L;

8: end while
9: return C;

set. A new sentiment classifier is built by training on the new training data set.
Repeat the above steps until there are no unlabeled review that can be added
to the training data set so far. There are a lot of SVM-based active learning
approaches such as [19]. However, our proposed method is only compared to
the basic active learning method. When a classified review has greater distance
from SVM hyperplane, the review is considered having higher probability to be
correctly classified.

4.3 Experimental Results

Table 2 gives experimental results. We randomly sample from the data set of
each product category to get the test data set firstly. A training data set is
randomly sampled from the remain data set. When use our method to classify
test instances, these instances also must be extended their original features as
Algorithm 2 does.

Take the first line for example: the data set category is hotel, the num-
ber of training instances is 100, including 50 positive instances, and 50 neg-
ative instances. The number of unlabeled consumer reviews is 1100, the test
data set includes 800 reviews. The classification accuracy of Self-learning SVM-
based method is 68.88%. Our proposed method has the best performance with
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Table 2. Classification accuracies of different sentiment classification methods

Data set Training# Unlabelled# Test# Self-learning SVM Our method

Hotel 100 1100 800 68.88% 83.38%

Phone 100 1100 800 66% 81.38%

Laptop 100 1100 800 64.63% 81.75%

Hotel 200 1000 800 76.25% 82.13%

Phone 200 1000 800 64% 82.5%

Laptop 200 1000 800 70.5% 81.25%

Hotel 300 900 800 79.5% 82.88%

Phone 300 900 800 72.13% 80.88%

Laptop 300 900 800 67.5% 81.25%

Hotel 400 800 800 79.75% 83%

Phone 400 800 800 73.38% 81.88%

Laptop 400 800 800 69.13% 81%

accuracy value of 83.38%. In Table 2, we can see our proposed method has better
performance compared to Self-learning SVM-based method on all the data sets.

5 Conclusion

This work focuses on semi-supervised sentiment classification. Based on spectral
clustering, we propose a semi-supervised sentiment classification method. In this
method, we use a small number of training instances and an unlabeled data set
to train and build the final sentiment classifier. We construct a mapping matrix
according to similarity of sentiment units which are words or expressions bearing
sentiment polarity. Experimental results on empirical data sets show our method
is effective and promising, and it outperforms Self-learning SVM-based method.

In the future, we will continue our research to find more effective sentiment
classification methods. And we are going to compare our method with some other
semi-supervised sentiment classification methods too. There are some potential
applications for our proposed method in the field of business intelligence. We
can use the ratings and sentiment polarity of consumer reviews to rank prod-
uct features [10]. We also have known that rating inference can be used with
collaborative filtering algorithms [7]. Therefore, we believe the combination of
sentiment classification and product feature ranking may be useful for collabo-
rative recommendation systems.
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Abstract. Feature selection (FS) is aimed at reducing the size of the
feature space. The advantage of FS is, in general, two-fold: improved
accuracy of the learned classifiers, and efficiency of the learning process.
Behind the use of a FS method there is the implicit assumption that
only the selected terms are representative of the category being learned,
while the rest are redundant. Thus, predicting an appropriate value of
the feature space dimensionality is a crucial task, as a too aggressive
feature selection might discard terms that carry essential information,
while redundant features might deceive the learning algorithm. In “real
life”, this task is usually accomplished “manually”, that is, the learning
process is rerun over several vocabularies of different dimensions and the
best results are eventually taken. Unfortunately, this may take very long
training times.

In this paper we propose a FS technique that automatically detects
an appropriate number of features for text categorization (TC) that are
sufficient to learn accurate classifiers and make efficient the training pro-
cess. One peculiarity of the proposed approach is that of combining both
positive and negative features, the latter being considered relevant for
the purpose of effective TC. The proposed approach has been tested
by running three well known classifiers, notably, Ripper, C4.5 and lin-
ear SVM (the SMO implementation), over 7 real-world data sets, with
varying characteristics.

1 Introduction

Text Classification (TC) is the task of assigning natural language texts to one
or more thematic categories on the basis of their contents. A number of machine
learning methods to automatically construct classifiers using labelled training
data have been proposed in the last few years, including k-nearest neighbors
(k-NN), probabilistic Bayesian, neural networks and SVMs. Overviews of these
techniques can be found in [12].

In a different view, rule learning algorithms have become a successful strategy
for classifier induction. Direct methods extract rules directly from data, while
indirect methods extract rules from other classification models, such as decision
trees (e.g., C4.5 [10]). Representative examples of direct methods include Induc-
tive Rule Learning (IRL) systems, such as Ripper [3]. Rule learning systems are
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of great practical interest in real-world TC applications because, besides pro-
viding state-of-the-art predictive capabilities, they build models that are human
readable. Models that have intuitive interpretation is, indeed, a critical require-
ment of many applications. However, systems like C4.5 and Ripper suffer from
one main drawback, i.e., they perform quite inefficiently over data sets of remark-
able size (as it usual in TC applications). For an instance, the learning times of
Ripper and C4.5 over the data set Market with 2000 features were around 234
and 154 hours, respectively (as reported next in this paper).

Feature Selection (FS) is aimed at reducing the size of the feature space.
Potentially, FS is beneficial for TC basically for two reasons. On one hand, it
removes redundant or noisy features that may deceive the learning algorithm. On
the other hand, it boosts time efficiency and reduces memory space requirements.
In addition, by selecting an effective lexicon, capable of expressing the essential
patterns, FS will boost the induction of compact and easy to interpret classifiers.

Typically, FS is performed by picking out the N highest scoring features,
according to some feature selection function, e.g., Information Gain, CHI square,
etc. [4]. Behind this approach there is the implicit assumption that only the N
selected terms are representative of the category being learned, while the rest
are redundant. Thus, one main issue that in general arises when inducing a
classifier is that of detecting the “optimal” size of the feature space, i.e., how
many features (and what) the classifier can access during the learning process.
Unfortunately, the number N of features needed to achieve good classification
results remains unclear. The literature is lacking from this regard, and even
contradictory: some studies suggest an aggressive feature selection, while others
suggest that feature selection may make matters worse. For an instance, in [5] it
is claimed that reducing the dimensionality of the feature space may significantly
improve the effectiveness and scalability of SVMs , while other works have found
that SVMs perform better when no feature selection is performed [6]. No much
work, to the best of our knowledge, has been done so far as far as rule learners
are concerned. Thus, in the real practice, the size N of the feature space is
usually managed as a tuning parameter, that is, the learning process is rerun over
several feature spaces of different dimensions and the best results are eventually
taken. Unfortunately, this may require very long training times, thus loosing
the advantage of dimensionality reduction as far as efficiency is concerned (with
systems like C4.5 and Ripper, this iterative process might even be unfeasible on
large data sets).

The aim of this work is to define a filter method for FS that is able to au-
tomatically select a small number of high valuable (both positive and negative)
features that are sufficient to learn accurate classifiers and make efficient the
learning process (especially for such slow systems as Ripper and C4.5).

In summary, the main contributions of this paper are the following. First, we
provide a definition of feature space, where both features indicative of member-
ship and of non-membership are included. Second, we define a technique for the
automatic detection of an “optimal” dimensionality of the feature space. Finally,
we perform a thorough experimental study to see the effect of our FS technique
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on both accuracy and efficiency of the learning process. To this end, we use two
rule induction methods, notably, Ripper and C4.5, along with the Platt’s Se-
quential Minimal Optimization (SMO) method for linear SVM training [7]. The
experimentation was carried out over 7 real-world corpora of size ranging from
around 1000 to 204,000 documents.

2 Why and What Negative Features

FS relies on the (most often) realistic assumption that there exists a subset of
features selectively covering most documents under a category c. This “covering
set” is made of the essential words capturing the concepts related to c.

However, detecting the set of features covering most of the positive exam-
ples may not be sufficient for the purpose of effective classification, as negative
evidence is recognized to play a crucial role in TC. This is essentially because nat-
ural languages are intrinsically ambiguous, and negation helps to disambiguate
concepts. For an instance, the word “ball” may ambiguously refer to either the
concept “sport” or “dance” , whereas the conjunction “ball and not ballroom”
much likely refers to “sport”. Thus, in order to achieve high predictive capabil-
ities, the negative features (i.e., features indicative of non-membership) are also
useful and should be included in the feature space.

We note that, though systems like Ripper and C4.5 do not include an explicit
mechanism to build negation into the generated rules, they can anyway deal
with negative features. In the bag-of-words representation, indeed, a document is
represented in an n-dimensional vector space, where n is the number of features.
The value of each feature in the vector space can take on either a 0 or 1 value to
indicate the presence or absence of a word in a document, or a numeric value to
indicate its frequency. Thus, a valued-zero feature in a rule expresses the absence
of that feature as a classification condition. More recently, a few examples of
rule-based classifiers explicitly dealing with negation have been proposed (see,
e.g., [1, 8, 9, 11]).

However, when FS is applied, most of the potentially negative features are
automatically discarded. And, as noted by Zheng et al. in [13], even the implicit
combination of positive and negative features coming from the use of two-sided
scoring functions (e.g., CHI square) is not in general optimal, especially for
imbalanced data sets, where the values of positive features are usually much
larger than those of negative ones.

Thus, to provide a classifier with a set of candidate negative features, Zheng
et al. propose a method where the negative features for a class c are the most
relevant features for its complement c̄.

As we will see in the next sections, our approach differs from the one just
mentioned, in that we focus on a specific subset of features that are potentially
positive for c̄. Indeed, this set is made of those features co-occurring with positive
ones (for class c) within negative examples (for class c). For an instance, if
“ballroom” co-occurs with “ball” within a negative example for the category
being learned, say, “sport”, and “ball” is a positive feature for “sport”, then
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Fig. 1. Distribution of features by CHI square for two categories from R10 - “corn”
(left side) and “acq” (right side). Only first 200 features are shown.

“ballroom” is a candidate negative feature for the same category. We point out
that a negative feature for a category c, according to our definition, may not
even be relevant for c̄.

3 Combining Positive and Negative Features

Unlike in the classical definitions, where the feature space is simply a subset of
positive terms from the vocabulary, in our definition the feature space consists
of both a set of positive and a set of negative features.

In the following, we consider a binary classification task, and assume that
all features occurring in some positive example are ranked according to some
(binary) feature selection function, e.g., CC (Coefficient Correlation), CHI square
or IG (Information Gain).

Figure 1 shows two empirical distributions of the CHI square scoring values
of the features occurring in the positive examples of two categories from the
Reuters, namely, “corn” and “acq”. As it can be seen, “corn” is characterized
by a few features scoring very high, while the remaining ones rapidly approach
near-zero values. The sharply declining shape of this graph is indicative of an
“easy” category, i.e., a category for which a high performance can be achieved
with only a few (positive) discriminative words. In contrast, “acq” is a more
“difficult” category. As we can see from Figure 1- right side, it has lower initial
CHI square values, and the graph has a smooth (decreasing) trend. That is,
no features with very high discriminative power there exist. Thus, while an
aggressive reduction of the feature space should be beneficial for “corn”, a more
moderate policy is required for “acq”.

The above observations indicate that a variable number of features should be
selected, depending on the characteristics of the feature distributions of the given
category. That is why we define the set of candidate positive features Pos(k) as
a function of k, with k denoting the size of the set.

Definition 1. (Positive candidate features) Let Vc be the set of terms occurring
in the documents of category c, k a non-negative integer, and σ a feature selection
function which assigns a score to every feature in Vc based on its correlation
with category c (e.g., CHI Square) . Define the set Pos(k) of positive candidate
features as the set of the k highest scoring features in Vc, according to σ.
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In the above definition, we intend to pick out those fetaures most indicative of
membership of category c.

Now, the set Pos(k) of candidate positive features induces the set Neg(k) of
candidate negative features as shown by the following definition.

Definition 2. (Negative candidate features) Given Pos(k), consider the set N
of terms co-occurring with positive features within negative examples, i.e.,

N = {t ∈ V | t /∈ Pos(k) and (Θ+ ∩ Θ(t) \ Tc) �= ∅}

where Θ(t) ⊆ T is the set of training documents containing feature t, Θ+ =
∪t∈Pos(k)Θ(t) and Tc is the training set of c. With each feature t ∈ N we assign
a score η(t) as follows:

η(t) =
|Θ+ ∩ Θ(t) \ Tc|

|Θ+ \ Tc| + |Θ(t) ∩ Tc|
.

Then, we define Neg(k) as the set of the best k elements of N according to η;
we say that t ∈ Neg(k) is a candidate negative feature of c.

It can be easily seen that 0 < η(t) ≤ 1. In particular, a term t occurring in
all negative examples and in no positive one containing any positive feature has
score η(t) = 1. On the other hand, η(t) > 0, ∀t ∈ N as, by definition, t co-occurs
with a candidate positive feature in some negative example.

The rationale behind the above definitions, first proposed in [9], is rather in-
tuitive: candidate positive features are supposed to capture most of the positive
examples, as they are characterized by high scoring values. On the contrary, can-
didate negative features, defined as terms co-occurring with positive candidate
terms within negative examples, are supposed to discard most of the (poten-
tially) false positive examples. Clearly, the higher the scoring σ(t) (resp. η(t)) of
a term t, the higher its value as a candidate positive (resp. negative) feature.

A final remark is needed here. In developing the above model of feature space,
we conjectured that the amount of positive information needed to classify texts
is usually much larger than that of negative one. The latter is indeed used to
improve accuracy through confident rejection of non-relevant documents. This
assumption is corroborated by the empirical experience showing that the number
of negative features in rule-based classifiers is usually much smaller than that
of positive features. Thus, the number k of candidate positive features can be
regarded as an upper bound for the number of negative features. That is why
we implicitly assumed that Pos and Neg are of equal size.

Definition 3. (Feature space) The feature space F(k) is Pos(k) ∪ Neg(k).

4 Detection of the Feature Space Dimensionality

Now that we have defined the notion of feature space F(k) = Pos(k) ∪Neg(k),
we address the question of how to determine its size k. This is a key parameter
and should be chosen to optimize the categorization performance.
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As we have noted in the previous section, the amount of positive features to
be selected strongly depends on the shape of the scoring value distributions (see
Figure 1): a sharp declining curve indicates that features ranked highest contain
considerable information for the purpose of discrimination among a category
and its complement. On the contrary, softly declining curves indicate that even
features with lower rank may be somewhat relevant.

At any rate, the score distribution of words behaves in a rather stable way: a
very small number of features are highest ranked, while most features have neg-
ligible scores. Thus, we conjecture that an approximation modeling the scoring
value distribution is the exponential distribution, i.e.,

p(x) = λe−λx

where λ = 1/μ, with μ the mean of the random variable x.
Based on the above observations, we next show how we compute the di-

mension k of Pos(k). Let Vc = {t1, · · · , ti, · · · , tn} be the vocabulary of c,
i.e., the set of features occurring in the positive examples of c. Further, let
S = [s1, · · · , si, · · · , sn] be the list of scoring values of the features in Vc, sorted
in descending order, with si being the score σ(ti) of ti. Further, let μ be the mean
of the elements of S. By assuming an exponential distribution, the cumulative
distribution function, i.e., the probability that the score s is greater or equal to
a given value si, is given by

p(s ≥ si) = e−λsi .

Now, the method consists of the following steps:

1. Step 1 : remove from Vc the lowest scored terms, i.e., terms tq+1, · · · , tn such
that the probability that a feature has score s less or equal to the score sq+1

of tq+1 is equal to 0.25, that is, p(s ≤ sq+1) = 1 − e−λsq+1 = 0.25 (i.e.,
sq+1 is the first quartile). The aim of this step is that of cutting off the tail
of the distribution, made of a usually large amount of features having very
negligible scores.

2. Step 2 : let S′ = [s1, · · · , sj , · · · , sq] be the scores of the q remaining terms, and

μ′ their mean. Then, choose 1 ≤ k ≤ q such that p(s ≥ sk) = e−λ′sk = 0.02,
where λ′ = 1/μ′. Note that, in general, k << q holds.

Once k has been detected as shown above, the feature space is F(k) = Pos(k)∪
Neg(k), where Pos(k) and Neg(k) are constructed according to Definition 1 and
Definition 2, respectively.

We conclude by noticing that the assumption of an exponential distribution
p(s) = λe−λs is tantamount to assuming a score decay at a rate of λ% per fea-
tures. Of course, this is not always the case, as the real distribution of the feature
scores may substantially vary depending on the training data at hand. However,
though there are not strong theoretical grounds for such an assumption, we will
see that this familiar statistical distribution works quite reliably in practice.
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Table 1. Data set description

Name Source Original #Doc #Feat #Cat Cat Size
Format Min Max

Oh0 Ohsumed-233445 arff 1,003 3,182 10 51 194
Oh10 Ohsumed-233445 arff 1,050 3,238 10 52 165
Ohscale Ohsumed-233445 arff 11,162 11,465 10 709 1,621
R10 Reuters-21578 text 12,897 21,363 10 237 3,964
Ohsumed Ohsumed-233445 text 34,389 34,359 23 427 9,611
Cade12 Gerindo Proj. csv 40,983 69,470 12 625 8,473
Market Rcv1 text 203,926 68,604 4 26,036 85,440

5 Empirical Study

The aim of this empirical study is to assess to what extent the proposed method
affects both the accuracy and the efficiency of a number of learning algorithms.
To this end, we compared the experimental results obtained by using our filter
approach, with two baseline results, obtained by using 50 features (aggressive
FS) and 2000 features (“lazy” FS) (the reader is referred to Section 6 for a
discussion on this choice). The experimentation was performed by using a java
implementation of our filter1.

5.1 Experimental Setting

Classification methods. For this experimental study we used three most pop-
ular classifiers, namely, Ripper, C4.5, and SMO (the Platt’s Sequential Minimal
Optimization method for linear SVM training [7]). The former two were selected
because they are of large practical interest in many real-world applications as
they produce human readable classifiers. But, at the same time, they showed to
be highly inefficient over large real-world data sets. SMO, in turn, was chosen
as it is reported to be one of the best methods for text categorization. All such
systems are available on the Weka platform (version 3.5.8).

Data sets. We carried out the empirical study on 7 real-world data sets
whose properties are summarized in Table 1. As it can be seen, they span over
a wide range of sizes, from a minimum of around 1000 (Oh0) to a maximum of
nearly 204,000 (Market) documents. In particular, we selected 2 small data sets
(Oh0, Oh10), 2 of medium size (Ohscale, R10) and 3 of large size (Ohsumed,
Cade12, Market).

Pre-processing. We preliminarily pre-processed all data sets downloaded
in textual format, by performing tokenization (word unigrams) and stopword
removal. We used the bag-of-words representation with binary word weighting.
Each feature was represented as a numerical attribute.

Experiments were performed in a binary classification setting. To this end, we
binarized all data sets by performing multi-class to two-class conversion.

1 Available for download at www.mat.unical.it/OlexSuite/filter/
filter-download.htm

file:www.mat.unical.it/OlexSuite/filter/filter-download.htm
file:www.mat.unical.it/OlexSuite/filter/filter-download.htm
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Finally, for each category, feature scoring by CHI square was performed (on
the training set). Though CHI square is a “two-sided” metric, so it may select
even negative features, we used it to have a realistic baseline, as it proved to
be an effective and robust feature selection measure in the literature. However,
the “risk” of an implicit selection of negative features is very limited in practice,
as CHI square values of positive features are usually much larger than those of
negative ones in imbalanced problems [13].

Performance evaluation. Due to efficiency reasons, we performed 5-fold
cross validation (80% training, 20% test) on small data sets (from Oh0 up to
R10), while holdout (70% training, 30% test) was applied to larger data sets,
namely, Ohsumed, Cade12 and Market.

Performance was measured by the arithmetic mean PRavg of precision P and
recall R (an approximation of the Precision/ Recall Break-Even Point).

5.2 Dimensionality Reduction

In Table 2, the number N of features selected by our method for each data
set, averaged over all categories, is reported in the 2nd column (avg #feat).
As it can be seen, N ranges from a minimum of 50 features (half positive and
half negative) on average for data sets OH0 and OH10, to a maximum of 825
for Cade, with an average value, over all data sets, of 318 features. It is worth
noting that 50 ≤ N ≤ 2000, for all data sets. Going beyond the results given
in Table 2, the minimum number of features selected for categories from R10 is
112 for corn, and the maximum is 354 for acq.

Table 2. Micro-averaged PRavg values obtained with (1) the features selected by the
proposed method, (2) 2000 features and (3) 50 features

our approach 2000 features 50 features
(FS-exp) (FS-2000) (FS-50)

avg
data set #feat C4.5 Ripper SMO C4.5 Ripper SMO C4.5 Ripper SMO

OH10 50 74.78 78.25 77.59 74.78 77.82 74.70 74.78 78.25 77.59
OH0 50 79.85 84.36 85.02 79.24 84.37 84.80 79.85 84.36 85.02
ohscal 186 69.84 72.51 75.44 70.05 72.96 69.52 70.14 72.35 74.12
R10 216 85.16 85.01 88.79 84.67 85.21 88.94 85.06 85.30 88.12
Ohsumed 361 63.25 59.29 67.57 61.43 60.35 66.94 52.25 51.84 51.49
cade 825 48.25 44.38 54.60 48,10 44,31 54,06 46.39 43.85 46.57
Market 537 95.21 94.87 96.02 95.37 94.63 96.54 94.83 94.30 93.33

avg 318 73.76 74.10 77.86 73.32 74.23 76.50 71.90 72.89 73.75

5.3 Accuracy Comparison

Table 2 compares the micro-PRavg values of classifiers obtained by using (1) our
method (FS-exp), (2) 2000 features (FS-2000) and (3) 50 features (FS-50). The
best accuracy values are highlighted on each data set. As it s shown, on average,
FS-50 entails the worst performance, while FS-exp and FS-2000 perform quite
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similarly. More in details, by individually comparing our approach with each of
the other two, we can observe the following.

FS-exp vs FS-50. Here, each algorithm over FS-exp achieves an average per-
formance significantly higher than that over FS-50. In particular, SMO is the
one which shows the highest improvement (over 4 points), while for the other
two algorithms the improvement is of around 2 points. It should be noted that
the difference in performance between F-exp and F-50 is most remarkable on
larger data sets.

FS-exp vs FS-2000. When using 2000 features, the performance of both Ripper
and C4.5 remains substantially unchanged on average w.r.t. FS-exp. On the
contrary, the average PRavg of SMO over FS-2000 is quite lower than that over
FS-exp (76.50 against 77.86). Notice that the difference in performance is most
remarkable on smaller data sets.

5.4 Effect of Negative Features

Table 3 shows the effect of candidate negative features on the predictive capabil-
ities of the induced hypotheses. Here, the micro-averaged PRavg values reported
in Table 2 are compared with those obtained by using only the positive features
selected by our method. As it is shown, both C4.5 and Ripper do not benefit
much from negation, whereas SMO exhibits a significant accuracy improvement
(around 2 points on average). Looking at each single data set, we can observe
that the positive effect of negation increases as the size of the data set increases
(on smaller data sets it may even have detrimental effect). For an instance, on
Cade, negation entails an improvement of the SMO PRavg of around 3.5 points,
while on Market the improvement is of 5 points.

Table 3. Effect of negation. For each classifier, the micro-averaged PRavg obtained
by using k positive and k negative features (column “with neg”) and only k positive
features (column “without neg”)

C4.5 Ripper SMO
data set with neg w/o neg with neg w/o neg with neg w/o neg
OH10 74.78 74.31 78.25 77.77 77.59 78.71
OH0 79.85 79.39 84.36 84.68 85.02 84.99
ohscal 69.84 70.14 72.51 71.99 75.44 72.71
R10 85.16 84.96 85.01 84.81 88.79 87.55
Ohsumed 63.89 61.43 59.29 60.00 67.57 65.28
cade 48.25 47.79 44.38 43.31 54.60 51.14
Market 95.21 95.15 94.87 94.59 96.02 91.26

avg 73.86 73.31 74.10 74.02 77.86 75.95

5.5 Time Efficiency Comparison

Looking at Table 4, we can see that the global learning time of C4.5 passes from
238 to 44 hours and that of Ripper from 299 to 80. That is, learning times are
drastically cut down. Notice that both algorithms perform faster on each single
data set using our approach. In contrast, SMO shows a negligible improvement,
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Table 4. Learning times (hours)

our approach 2000 features
data set C4.5 Ripper SMO C4.5 Ripper SMO

OH10 0.003 0.005 0.009 0.04 0.32 0.004
OH0 0.002 0.004 0.004 0.03 0.219 0.004
ohscal 0.77 0.98 4.84 5.82 10.99 3.35
R10 0.64 1.81 0.18 3.51 14.46 0.20
Ohsumed 6.90 4.14 9.31 51.08 30.05 7.83
cade 13.26 5.16 17.85 22.71 8.34 15.16
Market 22.25 68.19 29.99 154.56 234.42 36.57

total (hours) 44 80 62 238 299 63

passing from 63 to 62 hours. Even more, on some data sets, SMO performs slower
(e.g., Cade).

Quite obviously, the major contribute to time reduction is provided by larger
data sets. For an instance, on the Market data set (204,000 documents), the
training time of C4.5 over 2000 features is around 155 hours, against 22 hours
with our method, while Ripper passes from 234 to 68 hours and SMO from
around 36 to 30 hours (all this with no loss in terms of accuracy - see Table
2). It is interesting noting that, with our method, C4.5 shows to be the most
efficient classifier, even faster than SMO.

6 Discussion

Many previous studies claim that the best performance for linear SVM is ob-
tained when only a small fraction of features is used [4, 5]. In particular,
Gabrilovich and Markovitch have shown that, over a class of data sets char-
acterized by many redundant features, optimal performance of linear SVM is
achieved when using features between 5 and 40 [5]. Also Sebastiani claims that
typical size of a local feature set is between 10 and 50 [12]. However, in contrast
with these studies, other works have found that SVMs perform better when no
feature selection is performed [6]. As for rule based classifiers, we are not aware
of previous works.

Based on such premises, our empirical study consisted in comparing our ap-
proach with two baselines: on one side, we used a small set of 50 features (FS-50)
and, on the other side, a set made of 2000 features (FS-2000)2. It should be noted
that, for all data sets we used, the feature spaces generated by our method usu-
ally consist of a few tens/hundreds elements, thus, FS-50 ≤ F-exp ≤ FS-2000.

The analysis of the experimental results leads to some interesting observations.
First, all classifiers provide their worst performance when using 50 features.

That is, in contrast with [5], we observe that text categorization does not benefit
from aggressive feature selection, in particular when large data sets are involved.
Quite surprisingly, SMO is the method that most suffers from aggressive dimen-
sionality reduction.

2 The attempt to use full vocabularies failed because both C4.5 and Ripper showed
to be extremely slow.
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Second, by comparing the results of our method with those obtained over FS-
2000, we may argue that 2000 features are not only unnecessary but, in the case
of SMO, even detrimental - this contrasting with findings in [6]. Indeed, while
C4.5 and Ripper substantially preserve their accuracy levels when reducing the
feature space from FS-2000 to FS-exp, on the contrary SMO shows an increment
of predictive capability. It is noteworthy that, whereas the behavior of SMO
was somewhat expected (based on previous findings), the capability of the rule
induction algorithms to learn accurate classifiers using a small set of features
was not so obvious.

Looking at the above results in combination, we can cautiously conclude that
the proposed method is sufficiently aggressive to discard redundant terms, while
not loosing informative ones.

The effect of negative features is another point that deserves some attention.
As we have seen, it is negligible as far as both Ripper and C4.5 are concerned,
whereas it has a meaningful impact on SMO accuracy. That is, unlike the two
rule induction methods, it seems that SMO is able to exploit the potential infor-
mation provided by candidate negative features (especially on larger data sets).
Consistently with the findings of [13], this confirms that negative terms contain
considerable information that may be essential for effective categorization.

Finally, learning times. As it was expected, C4.5 and Ripper drastically reduce
training times (w.r.t. the baseline with 2000 features). As a practical implication,
such slow systems can (efficiently) be used over real-world corpora of large size,
without paying anything in terms of accuracy. It is worth recalling, to this end,
the huge gain of training time over large data sets such as Market (86% drop
in number of training hours for C4.5, and 72% for Ripper- see Table 4). In
contrast, quite surprisingly, this is not the case with SMO, for which we observed
only a tiny average runtime reduction. On some data sets, it was even observed
an increment of the learning time (this was consistently observed also with 50
features). What is interesting in the overall is that, using our filter, C4.5 and
Ripper become as efficient as SMO (actually, C4.5 even more).

7 Conclusions and Future Work

We devised a method for the automatic detection of the appropriate size of the
feature space. The proposed approach selects, category by category, a suitable
set of high-quality features on the basis of their statistical properties. This set
is made of an equal number of positive and negative features. Experiments with
three well known classifiers over 7 real-world data sets of varying characteristics
have been described. The obtained results indicate that the selection performed
by our method is sufficiently aggressive to eliminate redundant terms, but not so
much to discard informative ones. Indeed, Ripper and C4.5 preserve their capa-
bility of learning classifiers as accurate as those induced over larger vocabularies,
while for SMO an enhancement of its predictive capability was even observed. In
addition, Ripper and C4.5 drastically cut down learning times (especially over
data sets of remarkable size).
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In conclusion, despite its empirical nature, the proposed approach seems to
work quite reliably in practice: to gain time with Ripper and C4.5, thus making
them usable over large corpora, and to gain accuracy with SMO (i.e., linear
SVM). For this reason, we believe that it may be of real practical interest.

As a possible direction of future work, we intend to achieve a deeper under-
standing of the issues concerning the relationship between negative information
and dimensionality reduction for rule-based systems.
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Abstract. The aim of text document classification is to automatically
group a document to a predefined class. The main problem of document
classification is high dimensionality and sparsity of the data matrix. A
new feature selection technique using the google distance have been pro-
posed in this article to effectively obtain a feature subset which improves
the classification accuracy. Normalized google distance can automatically
extract the meaning of terms from the world wide web. It utilizes the
advantage of number of hits returned by the google search engine to
compute the semantic relation between two terms. In the proposed ap-
proach, only the distance function of google distance is used to develop
a relation between a feature and a class for document classification and
it is independent of google search results. Every feature will generate a
score based on their relation with all the classes and then all the features
will be ranked accordingly. The experimental results are presented using
knn classifier on several TREC and Reuter data sets. Precision, recall,
f-measure and classification accuracy are used to analyze the results. The
proposed method is compared with four other feature selection methods
for document classification, document frequency thresholding, informa-
tion gain, mutual information and χ2 statistic. The empirical studies
have shown that the proposed method have effectively done feature se-
lection in most of the cases with either an improvement or no change of
classification accuracy.

Keywords: Feature Selection, Document Classification.

1 Introduction

Document classification is the process of automatic grouping of documents to a
predefined class. It is extremely difficult to effectively retrieve some particular
information from the huge online resources without good indexing of document
content [1]. Document classification has become one of the key tools for automat-
ically handling and organizing such a huge document collections [4]. The huge
dimensionality of the document collections is the main difficulty of any docu-
ment classification method. So effectively reduce the dimension is a key part of
document classification. The standard procedure for dimensionality reduction
is feature selection. Feature selection is a process that chooses a subset from
the original feature set according to some criteria. The selected feature subset
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retains original physical meaning and provides a better understanding for the
data and learning process [12]. The feature selection for document classification
task use an evaluation function that is applied to a single term [5]. Then all the
terms will be sorted according to the score of the evaluation function assigned
independently to each feature. Among this sorted list a predefined number of
features will be selected as the best feature subset. Among various feature selec-
tion methods, Document frequency (DF) thresholding, Information Gain (IG),
Mutual Information (MI), χ2 statistic (CHI) are commonly applied techniques
in document classification [1]. Yang et. al. [1] investigated five feature selection
methods. They reported that good feature selection methods improve the cate-
gorization accuracy with an aggressive feature removal using DF, IG and CHI
methods.

A simple technique for vocabulary reduction in document classification [1]
is DF thresholding. Document frequency refers to the number of documents in
which a term occurs. The document frequency of each term in the training
documents will be computed and the terms with a document frequency less than
a predefined threshold will be discarded from the vocabulary.Mutual information
based feature selection assumes that the term with higher class ratio is more
effective for classification. On the other hand rare terms will have a higher score
than common terms for those terms with equal conditional probability. Hence
MI might perform badly when a classifier gives stress on common terms. For a
training corpus those terms whose MI score is less than a predefined threshold
will be removed from the vocabulary. It is to be mentioned here that the same
choice is made for other two methods IG and CHI. Information gain, measures
the number of bits of information obtained for class prediction by knowing the
presence or absence of a term in a document [1]. It gives more weight to common
terms rather than the rare terms. Hence IG might perform badly when there
are scarcity of common terms between the documents of the training corpus.
Supervised feature selection using χ2 statistic measures the association between
the term and the class. In our experiments we have used the maximum CHI
score for comparison. Forman [11] shows a comparative study of twelve feature
selection methods on 229 text classification problem instances and proposed a
new method called bi-normal separation. Their experiments show that bi-normal
separation can perform very well in the evaluation metrics of recall rate and f-
measure. But for precision, it often loses to IG. Liu et. al. [12] proposed two new
unsupervised feature selection methods. First one is term contribution which
ranks the feature by its overall contribution to the documents similarity in a
data set. Another is, iterative feature selection, which utilizes some successful
feature selection methods, such as IG and CHI, to iteratively select features and
perform text clustering at the same time.

Cilibrasi et. al. [3] developed normalized google distance to measure the se-
mantic relation between two terms/phrases using google page counts. Google
page count is the number of hits of a term displayed by google. The google dis-
tance determines how close a term x is to another term y on a zero to infinity



298 T. Basu and C.A. Murthy

scale. A distance zero indicates two terms are exactly same. The distance will be
infinity when the terms never occur together. Here we shall use this distance to
develop a relation between a term and a class for document classification. Then
every feature will be assigned a score depending on their relation with all the
classes. All the terms will be ranked according to their individual score. Then
a predefined number of terms will be selected as very important features which
have high weights. The idea is new in feature selection literature and no google
search results are required for the proposed method.

We have applied the method on several text data sets. Knn classifier is used to
judge the effectiveness of the proposed feature selection method and precision,
recall, f-measure and classification accuracy are used for experimental analysis.
The empirical studies show that the proposed method performs better than
the other conventional feature selection methods even after 90% terms removal
in most of the cases. The proposed method is an alternative approach of the
existing feature selection methods and in various situations the proposed method
is showing either an improvement or no change in classification performance,
when compared to the other methods.

The paper is organized as follows. The proposed method is described in
section 2. The experimental results are shown and discussed in section 3.
Section 4 presents some conclusions on the proposed method.

2 Feature Selection by Term Relevance

Normalized google distance (NGD) was introduced by Cilibrasi et. al. [3] to
utilize the vast knowledge available on the web by using the google page counts.
NGD determines the semantic distance between two terms using the number of
hits returned by Google search engine as search terms. The value of NGD lies
between 0 and ∞. The NGD value 0 indicates that the terms are exactly same.
If two terms never appear together then the value will be ∞. This weighting
scheme of NGD will be used to derive a relation between a term and a class
in the proposed feature selection method. In this method we shall measure the
relevance of a term with a class. The class for which the term has the highest
score will be the ultimate score of the term over all the classes. The relevance
of a term t with a particular class c can be derived from the following distance
function term relevance (TR).

TR(t, c) =

{
−1, if f(t, c) = 0
max{logf(t),logf(c)}−logf(t,c)
logN−min{logf(t),logf(c)} , otherwise

(1)

Here f(t) is total number of documents containing term t and f(c) is total num-
ber of documents in class c. f(t, c) denotes the number of documents belonging
to class c and containing the term t, and N is the total number of documents.
To measure the relevance of a term in global feature space, all the class specific
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scores of a term are to be taken into consideration. The score of a term over all
the m classes can be obtained in the following way:

TRmax(t) =
m

max
i=1

{TR(t, ci)}

All the features will be ranked in decreasing order according to their TRmax(t)
value and then a predefined number of terms will be selected for classification
which have high weights. The following are the main properties of the proposed
term relevance.

Properties of TR

• The value of TR will be 0, when f(t) = f(c) = f(t, c), for any term t and a
class c.

• From the right hand side of equation 1 we have

max{logf(t), logf(c)} − logf(t, c) − logN +min{logf(t), logf(c)}
= logf(t) + logf(c) − logf(t, c) − logN

= log
f(t) ∗ f(c)
f(t, c) ∗ N

Now f(t) ∗ f(c) may be greater than f(t, c) ∗N . Hence the value of TR may be
greater than 1 for any pair of class c and term t. But the value of TR will always
be finite.

• TR(t, c) ≥ 0, if a term t appears in the class c. The only negative value of
TR is -1 when t does not belong to c. Hence TR is not a metric.

• TR is symmetric. For every pair of a term t and a class c, we have TR(t, c) =
TR(c, t).

3 Empirical Evaluation

This section describes the performance of various feature selection methods in
document classification using several document collections. The description of
the data sets and performance measures are given below. The effectiveness of
different feature selection algorithms is evaluated using the performance of knn
classifier. The knn classifier is chosen since it shows very good performance in a
previous study by Yang et. al. [2]. 10-fold cross validation method has been used
to fix the value of k from the training set. The range of k has been set from 1 to
20. For all the data sets except Reuter have no separate test and training sets.
So 10 fold cross validation is performed on the entire data set to split it into
training and test set. Knn has been executed for 10 times to reduce the effect
of random selection of the documents by cross validation. The average results of
this 10 executions is reported in Table 2.
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Table 1. Data Sets Overview

Data Set No. of Documents No. of Terms No. of Classes

la1 3204 31472 6

la2 3075 31472 6

la12 6279 31472 6

Reuter 13324 29944 90

tr21 336 7902 6

tr41 878 7454 10

3.1 Document Collections

Reuters-21578 1 is a collection of documents that appeared on Reuters newswire
in 1987. The documents were originally assembled and indexed with categories
by Carnegie Group, Inc. and Reuters, Ltd. The corpus contains 21578 documents
in 135 categories. In this version of Reuter the documents with multiple class
labels were discarded and the largest 90 categories were selected. The corpus
was divided into 9583 training documents and 3741 test documents according to
the Apte split [6].

The rest of the text data sets have been developed byKarypis andHan2 [7]. Data
sets tr21, tr41 are derived from TREC-5, TREC-6, and TREC-7 collections [8].
Data sets la1, la2 and la12 are from the LosAngeles Times data of TREC-5 [8]. The
classes of the tr21 and tr41 data sets were generated from the relevance judgment
provided in the TREC collections. The class labels of la1 and la2 were generated
according to the name of the news-paper sections that these articles appeared, such
asEntertainment,Financial,Foreign,Metro,National, andSports.Thedocuments
that have a single label are selected for the la1, la2 and la12 data sets.

The number of documents, number of terms and number of classes of all the
data sets can be found in Table 1. For the above data sets, the stop words have
been extracted using the standard English stop word list3. Then, by applying
the standard porter stemmer algorithm for stemming, the inverted index is de-
veloped. We have removed those words which occurred only once, twice or thrice
in the corpus at first.

3.2 Performance Measures

In order to evaluate the effectiveness of class assignments, the standard recall,
precision and f-measure are used. Precision and recall for a particular class are
defined as:

recall =
number of documents found which are correct

number of actual documents

precision =
number of documents found which are correct

number of documents found
1 http://www.daviddlewis.com/resources/testcollections/reuters21578/
2 http://www-users.cs.umn.edu/~han/data/tmdata.tar.gz
3 http://www.textfixer.com/resources/common-english-words.txt

http://www.daviddlewis.com/resources/testcollections/reuters21578/
http://www-users.cs.umn.edu/~han/data/tmdata.tar.gz
http://www.textfixer.com/resources/common-english-words.txt
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The f-measure combines recall and precision with an equal weight in the following
form:

f-measure =
2 × recall × precision

recall + precision

These scores are computed for the binary decisions on each individual class
and then be averaged over all classes. The closer the values of precision and
recall, the higher is the f-measure. The value of f-measure lies between 0 and 1.
Classification accuracy is also measured for performance evaluation.

Table 2. Comparison of Various Feature Selection Methods for Document
Classification

Data Vocabulary F-measure Accuracy (%)
Size(%) CHI DF IG MI TR CHI DF IG MI TR

la1 10% 0.816 0.649 0.815 0.296 0.817 81.55 66.15 81.54 34.06 82.51
20% 0.811 0.670 0.822 0.580 0.830 81.12 67.24 82.30 58.22 83.67
30% 0.816 0.734 0.820 0.682 0.834 81.71 74.10 82.05 68.66 83.77
50% 0.821 0.789 0.814 0.777 0.836 82.24 79.13 81.51 78.15 83.94
100% 0.809 0.809 0.809 0.809 0.809 80.97 80.97 80.97 80.97 80.97

la2 10% 0.844 0.660 0.834 0.512 0.854 84.52 66.81 83.64 52.77 85.68
20% 0.835 0.731 0.835 0.738 0.864 83.65 73.38 83.53 73.64 86.85
30% 0.832 0.742 0.838 0.785 0.858 83.12 74.10 83.89 78.77 86.16
50% 0.835 0.798 0.833 0.824 0.859 83.55 79.84 83.31 82.78 86.09
100% 0.831 0.831 0.831 0.831 0.831 83.09 83.09 83.09 83.09 83.09

la12 10% 0.841 0.653 0.835 0.402 0.847 84.15 66.62 83.56 41.62 84.83
20% 0.838 0.711 0.843 0.654 0.859 83.87 72.13 84.34 65.28 86.22
30% 0.841 0.754 0.842 0.748 0.859 84.15 75.96 84.23 75.20 86.27
50% 0.842 0.786 0.841 0.825 0.860 84.24 78.60 84.14 82.89 86.35
100% 0.840 0.840 0.840 0.840 0.840 84.06 84.06 84.06 84.06 84.06

Reuter 10% 0.642 0.500 0.659 0.306 0.660 68.05 54.10 69.09 34.96 69.09
20% 0.644 0.573 0.656 0.482 0.656 68.29 60.94 68.72 52.12 68.56
30% 0.645 0.586 0.656 0.539 0.659 67.76 61.96 68.75 57.84 69.17
50% 0.633 0.600 0.656 0.672 0.640 66.02 62.76 68.16 69.60 66.77
100% 0.634 0.634 0.634 0.634 0.634 65.97 65.97 65.97 65.97 65.97

tr21 10% 0.873 0.781 0.894 0.817 0.881 88.12 79.78 89.87 83.28 88.27
20% 0.875 0.812 0.886 0.859 0.913 88.42 84.20 90.29 87.18 91.93
30% 0.876 0.831 0.877 0.866 0.910 88.81 84.43 89.35 88.54 91.51
50% 0.867 0.851 0.862 0.866 0.880 88.59 85.74 88.85 86.91 89.33
100% 0.857 0.857 0.857 0.857 0.857 87.80 87.80 87.80 87.80 87.80

tr41 10% 0.919 0.761 0.924 0.399 0.931 92.23 76.27 92.82 43.44 93.46
20% 0.926 0.855 0.921 0.666 0.927 92.78 86.10 92.13 66.91 92.93
30% 0.922 0.877 0.924 0.789 0.923 92.50 87.94 92.76 79.03 92.49
50% 0.919 0.904 0.925 0.921 0.923 92.18 90.54 92.82 92.43 92.71
100% 0.922 0.922 0.922 0.922 0.922 92.60 92.60 92.60 92.60 92.60
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3.3 Analysis of Results

Table 2 shows the performance of various feature selection methods in document
classification using f-measure and classification accuracy. The results are shown
using several thresholds on the total number of unique terms i.e., the perfor-
mance of the knn classifier is reported after removing 50%, 70%, 80%, and 90%
unique terms. The vocabulary size in Table 2 indicates that the experiments are
performed when there are 10%, 20%, 30%, 50% and 100% unique terms in the
vocabulary. The proposed TR is compared with CHI, DF, IG and MI methods.

If significant amount of terms were removed from the vocabulary at high
levels (after 90% terms removal) by TS then knn would not provide improved
classification performance which becomes clear from the experimental results.
But the experimental results show that TR is able to detect significant terms
even after 90% or more terms removal. Let us take the example of la2 data set
using TR thresholding when the total number of unique terms are reduced from
100% to 10%, the f-measure is improved from 0.831 to 0.854. The same thing
can be observed in all the data sets for TR. The performance of CHI and IG are
also not degraded after 90% or more terms removal in most of the data sets. The
DF and MI methods are not able to provide better classification performance
even after removal of more than 50% terms in most of the cases.

The proposed method is compared with other four methods and six data sets
have been used for analysis. So there are 192 comparisons in Table 2 for the
proposed method for 50% to 90% removal of terms. TR performed better than
the other methods in 179 cases and in the rest 13 cases other methods (e.g., CHI,
IG) have an edge over TR. Consider two such cases where the other methods have
an edge over TR. For data set reuter, when there are 20% terms in vocabulary,
IG (68.72%) has an edge over TR (68.56%) in classification accuracy and for
data set tr41, when there are 30% terms in vocabulary, IG (0.924) has an edge
over TR (0.923) in f-measure.

A statistical significance test is needed to check whether these differences are
significant, e.g., whether 0.924 is significantly different from 0.923. A general-
ized version of paired t-test is used for testing the equality of means when the
variances are unknown. This problem is the classical Behrens-Fisher problem in
hypothesis testing and a suitable test statistic4 is described and tabled in [9] and
[10], respectively.

It has been found using t-test that out of those 179 cases where TR performed
better than the other methods, in 164 cases the difference was statistically sig-
nificant for the level of significance 0.05. Out of the rest 13 cases where other
methods have an edge over TR, all the differences were statistically significant
for the same level of significance. Thus from the experimental results it can be
observed that the proposed TR will be very useful for document classification.

Figure 1 show the precision-recall curve of CHI, IG and TR for all the data
sets. CHI and IG have comparable performances with TR for precision and

4 The test statistic is of the form t = x̄1−x̄2√
s21/n1+s22/n2

, where x̄1, x̄2 are the means, s1, s2

are the standard deviations and n1, n2 are the number of observations.



A Feature Selection Method for Improved Document Classification 303

0.805 0.81 0.815 0.82 0.825 0.83 0.835 0.84 0.845
0.815

0.82

0.825

0.83

0.835

0.84

0.845

Recall

P
re

c
is

io
n

la1

 

 

CHI
IG
TR

0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89
0.835

0.84

0.845

0.85

0.855

0.86

0.865

0.87

0.875

Recall

P
re

c
is

io
n

la2

 

 

CHI
IG
TR

(a) (b)

0.835 0.84 0.845 0.85 0.855 0.86 0.865 0.87
0.835

0.84

0.845

0.85

0.855

0.86

0.865

0.87

Recall

P
re

c
is

io
n

la12

 

 

CHI
IG
TR

0.65 0.655 0.66 0.665 0.67 0.675 0.68 0.685 0.69 0.695
0.645

0.65

0.655

0.66

0.665

0.67

0.675

Recall

P
re

c
is

io
n

Reuter

 

 

CHI
IG
TR

(c) (d)

0.86 0.87 0.88 0.89 0.9 0.91 0.92
0.86

0.87

0.88

0.89

0.9

0.91

0.92

0.93

Recall

P
re

c
is

io
n

tr21

 

 

CHI
IG
TR

0.915 0.92 0.925 0.93 0.935 0.94
0.92

0.922

0.924

0.926

0.928

0.93

0.932

0.934

0.936

0.938

0.94

Recall

P
re

c
is

io
n

tr41

 

 

CHI
IG
TR

(e) (f)

Fig. 1. Precision Recall Curve by Varying the Number of Terms for all the Data Sets
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recall. DF never performed better than TR and MI performed better than TR
only once. So that DF and MI are not included in the figures and the precision-
recall curves are developed for CHI, IG and TR only. It is observed from figure
1(a), figure 1(b), figure 1(c) and figure 1(e) that TR is the best performer. TR
shows better performance than CHI, but IG performs comparably better than
TR in figure 1(d). In figure 1(f), for recall rate below 93% CHI and IG perform
better than TR, but for rest of the cases TR performs better than CHI and IG.
Thus the superiority of TR can be observed from the precision-recall curves of
all the data sets.

4 Conclusions

Effectively managing the high dimensionality of data is a difficult task for doc-
ument classification. An efficient feature selection method is needed to improve
the performance of document classification. In this article a new feature selec-
tion method is proposed for document classification using the distance function
of google distance. The google distance was developed to extract semantic dis-
tance between two terms using google search results. The proposed term rele-
vance is developed using this distance to derive a relation between a term and
a class and then rank the terms according to their scores over all the classes.
The experimental results show that term relevance can produce better classifi-
cation accuracy even after removing 90% unique terms. It can also be seen from
the experiment that term relevance outperforms the other methods. It is to be
noted that the proposed term relevance is not more computationally expensive
than the existing feature selection methods in document classification. Hence
the proposed term relevance can be applied to any real life document collection
for improved classification.
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Abstract. In this paper, we investigate different approaches to multi-
label classification of textual data, with a special focus on ensemble
techniques. Commonly used classifier ensembles combine outputs of base
learning models in order to enhance the learning results. The multi-label
classification problem introduces some new challenges to the ensemble
learning methods. For instance, one needs to decide in which order is
it better to aggregate the base learners – on a level of individual labels
and then for the whole label sets, or the other way around. We discuss
this issue and experimentally compare selected approaches. In the ex-
periments, we use data from JRS’2012 Data Mining Competition, whose
scope was topical classification of biomedical research papers, and as
the base learners we utilize the models employed by the winners of this
contest.

Keywords: Data Mining, Topical Classification, Multi-label Classifica-
tion, Ensemble Learning.

1 Introduction

We present a review of approaches towards developing multi-label classifiers, with
a special interest in ensemble techniques. Classifier ensembles combine several
different classifiers into a single one. In multi-label learning, each data instance
is associated with a set of labels that are binary classification decisions for this
instance. In order to obtain the best set of decision labels for a single object,
common techniques employ a two-layer learning strategy. Firstly, they construct
a set of binary classifiers and subsequently utilize another learning algorithm to
compute optimal multi-label decision on the basis of previous binary decisions
or scores assigned to individual labels [1,2,3]. Nevertheless, in this paper we
show that a successful methodology may use even more than two layers. In this
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context, the first-layer binary classifiers are commonly called base learners, while
the higher-layer techniques for combining the lower-layer results are knows as
meta-learning algorithms, such as voting, thresholding or stacking.

This paper is especially focused on presenting and analyzing an impact of
meta-learning techniques on the multi-label classification. We investigate differ-
ent compositions of learning layers, both in terms of number of layers and in
terms of characteristics of methods used on each particular layer. In our scope
of interest are also techniques for selecting the best parameters for the blending
algorithms. In particular, we are trying to answer a question whether it is bet-
ter to firstly combine predictions of different classifiers for individual labels and
then use a meta-learning approach to select the final set of labels, or to use a
meta-learning algorithm to discover dependencies between the labels in the first
step, and then blend the results.

Our hereby analysis of ensemble methods is based on implementations that
were submitted to the JRS’2012 Data Mining Competition [4]. In particular,
we have reimplemented all the base learners and blending algorithms used by
the winners of this contest [5]. In the experiments, we test our implementations
on the contest data to show stability of this approach, as well as to check how
different parameter settings and ensemble compositions influence the quality of
the results.

The task for the participants of the JRS’2012 Data Mining Competition [6]
was to devise algorithms capable of accurately predicting topics related to articles
from PubMed Central [7], based on the association strengths of automatically
generated document tags. Each document could be labelled with several topics
and this number was not fixed, so the challenge could be regarded as a multi-
label classification of textual data. The best results of the contest, including the
result of several of the top teams, were achieved with ensemble methods.

Multi-label classification is one of the main issues in semantic indexing and
semantic search systems, where the problem can be understood as assigning to
each document a subset of concepts from a given thesaurus or ontology. This
topic is the main interest of an ongoing project, called SONCA (Search based
on ONtologies and Compound Analytics) [8], conducted at the Faculty of Math-
ematics, Informatics and Mechanics of the University of Warsaw. It is a part of
a larger SYNAT project: “Interdisciplinary System for Interactive Scientific and
Scientific-Technical Information” (http://www.synat.pl/). SONCA is a hybrid
database framework application, wherein scientific articles are stored and pro-
cessed in various forms. SONCA is expected to provide interfaces for intelli-
gent algorithms identifying relations among various types of objects. It extends
the typical functionality of scientific search engines by more accurate identifi-
cation of relevant documents and more advanced synthesis of information. To
achieve this, concurrent processing of documents needs to be coupled with an
ability to produce collections of new objects using queries specific to analytic
database technologies. This paper may be seen as a summary of our research on
applications of the multi-label classification for semantic indexing and topical
classification of textual data.

http://www.synat.pl/
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2 Multi-label Classification Problem

In this section we formalize the multi-label classification problem over a set of
scientific documents D. We assume that each document d ∈ D is represented by
a vector

F(d) = 〈f1(d), . . . , fk(d)〉

in a feature space. In practice, F(d) can be the TFxIDF representation of the
document d or it can be another semantic representation of d, see [4].

Let Q = {q1, · · · , qn} be a set of n labels describing documents from the set D.
We can then specify a function K : D × Q → {0, 1}, such that K(d, q) = 1 ⇔ q
is a label of the document d. Let K(d) be the set of labels assigned to d.

A solution to the multi-label classification task is to create a classification
algorithm (or a classifier) K ′ : D × Q → {0, 1}, such that the values of K ′(d)
depend on F(d) only. The function K ′(d) is required to be as close to K(d) as
possible. Usually, the closeness between two sets of labels is defined by one of
the well known evaluation methods from literature, e.g. [9].

The prediction quality evaluation should be performed on a set of new un-
seen documents, which is denoted by Dtest. Let us recall some of the existing
evaluation methods.

1. Accuracy (defined in equation (1)): measures the classification quality, not
distinguishing errors resulting from choosing too many labels from errors
resulting from not choosing the label that should be chosen.

Accuracy(K,K ′, Dtest) =
1

|Dtest|
∑

d∈Dtest

|K(d) ∩ K ′(d)|
|K(d) ∪ K ′(d)| (1)

2. Precision, Recall and F-score: these measures are very popular in the infor-
mation retrieval theory. Precision is a ratio of correct decisions made by a
classifier to all the labels that have been chosen. Recall is a ratio of correct
decisions made by a classifier to all the labels that were truly assigned to the
document.

P (K,K ′, d) =
|K(d) ∩ K ′(d)|

|K ′(d)| and R(K,K ′, d) =
|K(d) ∩ K ′(d)|

|K(d)| (2)

F-score is a popular multi-label classification quality measure which deals
with imbalanced label representation problem. F-score for a single document
is defined as a harmonic mean of Precision and Recall:

F -score(K,K ′, d) =
2

1
P + 1

R

=
2 · P (K,K ′, d) · R(K,K ′, d)

P (K,K ′, d) +R(K,K ′, d)
(3)

3. Average Precision, Recall and F-score: the analogous evaluation measures to
P and R, but defined for the whole test data set. These measures are the
arithmetic means of measures calculated for single documents (equations:
(4) and (5)).
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Precision(K,K ′, Dtest) =
1

|Dtest|
∑

d∈Dtest

P (K,K ′, d) (4)

Recall(K,K ′, Dtest) =
1

|Dtest|
∑

d∈Dtest

R(K,K ′, d) (5)

In equation (6) F-score is defined as an arithmetic mean of such variables
calculated for each of the documents.

F -score(K,K ′, Dtest) =
1

|Dtest|
∑

d∈Dtest

2 · P (K,K ′, d)R(K,K ′, d)

P (K,K ′, d) +R(K,K ′, d)
(6)

Multi-label classification is one of the most important issues in semantic in-
dexing and text categorization systems. In the SONCA project [8], the labels
are defined by concepts from a given ontology, and the multi-label classification
problem can be understood as a task of assigning a set of adequate concepts to
documents from a given collection of texts. Multi-label learning has also proven
to be a successful method for solving classification problems in other domains,
ranging from scene, image and video annotation [10] to multiple applications in
bioinformatics, e.g. functional genomics [11,12].

There has been a voluminous work done on the multi-label classification prob-
lem. Classification models adapted to this specific task include decision trees,
neural networks, nearest neighbor methods, the support vector machine, lin-
ear least squares optimization, Naive Bayes and more. McCallum [13] defines a
Bayesian approach for the document classification, in which the multiple classes
that comprise a document label set are represented by a mixture model. The
parameters of the model are learned by the maximum a posteriori estimation
from labeled training documents using Expectation Maximization. Given a new
document, the most likely label set is selected with the Bayes rule.

Prof. Zhi-Hua Zhuo developed a multi-label lazy learning method named ML-
kNN [14], which is derived from the traditional k-Nearest Neighbor (kNN) al-
gorithm enhanced by a Naive Bayes classifier. In this approach, for each unseen
instance, its k nearest neighbors in the training set are firstly identified. After
that, based on statistical information gained from the label sets of these neigh-
bor instances, i.e. the number of neighbor instances belonging to each possible
class, maximum a posteriori (MAP) principle is utilized to determine the label
set for the unseen instance. ML-kNN may achieve performance superior to some
well-established multi-label learning algorithms, which was showed by empiri-
cal experiments on three different real-world multi-label learning problems, i.e.
yeast gene functional analysis, natural scene classification and automatic web
page categorization [14].

3 Ensemble Approach to Multi-label Classification

Blending, or in other words ensemble construction, is a machine learning tech-
nique in which multiple base predictors are combined into a single classification
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model [1,15]. Ensembles are known to be able to produce better results than any
of the individual base models [16]. This approach has been successfully used in
many data mining competitions, including the Netflix Prize [17] and JRS’2012
[18].

This section describes several approaches to multi-label classification using
ensemble algorithms. We present the solution of the winners of JRS’2012 Data
Mining Competition, which contains different types of ensembles - both on a
level of finding relations between labels and improving base classifiers. Inspired
by their methods, we explore more deeply neural-network based blendings.

3.1 JRS’2012 Data Mining Competition Winner’s Solution

Team ULjubljana, the winners of JRS’2012 Data Mining Competition[5], used
neural-network methods to find relation between labels and to combine outputs
from several base learners into prediction for one label. They provided a detailed
description of their approach which allowed us to re-implement their methods.
In this way, we were able not only to confirm its top quality, but we also gained
a better insight into how it works. We present their solution in this section.

Base Learners. The Team ULjubljana’s winning solution consists of three main
stages.

1. 14 base learners are used to generate predictions for each of 83 labels.
2. For each label, 14 base predictions are combined using the stacking(3.1)

method into one meta-prediction.
3. A thresholding(3.1) technique, which takes 83 meta-predictions for every

row, is applied to choose the final set of labels for the row.

Every base learner takes 25640 attributes and generates predictions for each of
83 labels. A prediction is a real number between 0 and 1, where value close
to 1 indicates a high likelihood of having this label. There are 5 types of base
learners that are used with different parameters, making a total of 14 distinct
base learners.

The only parameter to each base learner type except Random Forest is λ. It
controls the regularization. All logistic regression and neural network algorithms
are optimized with L-BFGS [19]. We describe each base learner type below.

– Logistic Regression (lr) - run once for each of 83 labels. Four instances with
different λ parameter are used.

– F-score logistic regression (flr) - modification of logistic regression which
attempts to predict all the 83 labels in a single run, optimizing the F-score
directly. Four instances with different λ parameter are used.

– Log F-score logistic regression (flr_log) - modification of the flr model, where
cost function is changed by applying the logarithm. Three model instances
are used.
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– Random forest (rf) - one instance, trained only on attributes having at least
50 non-zero entries in the training set.

– Logistic Regression with Neural Network (lr_nn) - model described in more
details in 3.1.

For evaluation of base learner’s results, thresholding (3.1) technique is used with
threshold value equal to 0.25. However, the stacking algorithm 3.1 uses raw,
continuous predictions of the base learners as an input.

Logistic Regression with Neural Network (lr_nn). This model is slightly
different than all other base learners, since it is an ensemble already. The draw-
back of Logistic Regression learner was the assumption of independence of at-
tributes, whereas real-world values are not completely independent. To overcome
this obstacle, stacking algorithm is used. Neural network is trained on 83 inputs
that are equal to the predictions generated by linear regression instances. There
are 100 hidden layer neurons and 83 outputs. Each output is a real value between
0 and 1 that corresponds to the likelihood that given label shall be included in
the answer for current row.

Logistic regression with neural network achieves substantially better results
than any other base learner algorithm.

A Stacking Technique. Stacking is a type of ensemble learning, in which
predictions from base learners are used as input for one meta-learner. Algorithm
1 shows a pseudo code for this method.

In the winner’s solution, neural network with 14 input units, 20 hidden units
and one output unit is used as the meta-learner algorithm. Ensemble model is
trained for each of 83 labels using five cross-validation folds.

Assigning Final Labels by Thresholding. The output of ensemble method
described above are 83 real numbers for every row. In order to predict final
answer for a given row, we need to choose subset of labels. Simple method which
takes all labels with score greater than 0.25 would be enough to score 0.53378
and take 2nd place in the competition. To improve this result, Team ULjubljana
adjusts thresholds for every label separately using a greedy algorithm. In the
first step, each of the 83 thresholds is initialized to 0.25. Then, for each label, a
threshold is chosen to maximize the average F-score on training set, assuming
that all other thresholds are fixed.

3.2 Label/Learner Ensembles

Inspired by the Team ULjubljana’s methods, we explore more deeply neural-
network based blends on the data set from the JRS competition. We reimple-
mented all their methods in order to conduct the experiments with blending. We
use a subset of those base learners (3.1) for our ensembles.



312 K. Kurach et al.

Input:
Let a = number of attributes (25640 in this task)
Let k = number of algorithms used in blending (14 in this task)
Let m = number of rows in training set (10000 in this task)
Data set D = {(x1, y1), . . . , (xm, ym)}, xi ∈ R

a, yi ∈ {0, 1}
Base learners: {L1, L2, . . . , Lk}
Li = function(x, y) (x ∈ R

a, y ∈ {0, 1}) which returns model (function) R
a → R

Meta learner: Meta: function(x, y) (x ∈ R
k, y ∈ R) which returns model Rk → R

Output: Ensemble model (function R
k → R)

for f ← 1 to folds do1
// Every train set consist of m ∗ (1− 1/folds) elements.2

Df
train ← {Di ∈ D | i �≡ f (mod folds)};

for i ← 1 to k do3

baseModelfi ← Li(D
f
train.x,D

f
train.y);4

end5

end6
meta_input ← ∅;7
for i ← 1 to m do8

for j ← 1 to k do9
// baseModeli mod folds was NOT trained on i-th row (D.xi)10
// so it can be used to predict the result of i-th row. This predicted11
// value will be one of the inputs to the blending algorithm (Meta).12

predj = baseModeli mod folds
j (D.xi);13

end14
meta_input ← meta_input.append((pred1, . . . , predk), D.yi);15

end16
ensembleModel ← Meta(meta_input.pred,meta_input.y);17
return ensembleModel;18

Algorithm 1. Stacking for one label

Label Ensemble. As a label ensemble we define type of blending that takes
as input all 83 label predictions generated by a single base learner, possibly to
find relations between them (e.g. some pairs of labels cannot be present at the
same time). This can be done by using neural network with number of inputs
and outputs equal to number of labels. Various base learners are tried as neural
network’s inputs.

Learner Ensemble. As a learner ensemble we define type of blending which
takes as input many base learner predictions for one label, and combines them
into one value for this label. For example, this can be a neural network with one
input per every base learner and one output.

Label Ensemble Followed by Learner Ensemble. We can chain two en-
sembles together to achieve even better results. First, we apply label ensemble
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to base models, and then combine results for every label using learner ensemble.
That is the type of blending which Team ULjubljana used in their final winning
solution to JRS competition.

Learner Ensemble Followed by Label Ensemble. We reverse the order
of blending from the previous algorithm. First, for every label we blend output
from base learners. It gives us 83 values, on which we can run label ensemble to
find relations between labels.

4 Experimental Evaluation

In this section we describe the data and the evaluation method used in our
experiments, as well as present the results of different approaches to construction
of multi-label classifier ensembles.

4.1 The Data

The data set used for evaluation was taken from JRS’2012 Data Mining Compe-
tition [4]. It consists of 20, 000 rows, 25, 640 conditional attributes and 83 target
attributes (labels). The conditional attributes are real integers in 0−1000 range.
Only about 0.4% of them are non-zero, making the data very sparse. The target
attributes are either 0 or 1. The names of attributes and labels were anonymized
to promote domain-independent solutions.

The original source of data is PubMed Central – a full-text archive of biomed-
ical and life sciences journal literature at the US National Institutes of Health’s
National Library of Medicine (NIH/NLM). Medical Subject Headings (MeSH)
is a controlled vocabulary thesaurus created and maintained by NIH/NLM. It
defines over 26, 000 descriptors (headings) and 83 sub-headings that are used for
indexing the journal articles.

Each row in the data set describes one article from PubMed Central open-
access subset. The conditional attributes correspond to the MeSH headings. They
were generated by our tagging algorithm and their values represent a strength
of association between an article and medical terms. The target labels are set
to 1 if the corresponding MeSH subheading was assigned by the experts and 0
otherwise – they can be interpreted as presence of particular context or topic in
the article. The quality of the classifiers was evaluated using the average F-score
measure [4].

In the described experiment we train the classifiers on the first 10, 000 rows
and evaluate their performance on the remaining 10, 000 rows. Although the
same train/test split was used during the competition, the presented result may
slightly differ because we do not make a distinction between the documents from
the preliminary and final test sets [4].
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4.2 Results of the Evaluation

The quality estimates for described base learners and ensemble methods can
be found in Tables 1 and 2. Additionally, Figures 1 and 2 visualize these re-
sults. In the plots, best.base learner denotes the result of the best base learner,
best.label is the result of the best label-ensemble, learner is the result of the
learner-ensemble classifier and label.learner corresponds to the result of the label-
ensemble followed by the learner-ensemble. Finally, learner.label is the result of
the learner-ensemble applied first and followed with label-ensemble.

All the presented ensemble methods improved the quality of predictions over
the base learners. The difference between the best base model and the weakest
ensemble (best.label) is very similar to the difference between the weakest and
the strongest ensemble (learner.label). In other words, the best ensemble helps
twice as much.

Table 1. Performance of: best base learner; best label-ensembled base learner; label-
ensemble followed by learner-ensemble method; learner-ensemble followed by label-
ensemble method

learner F-score
1 best.base 0.5167
2 best.label 0.5225
3 learner 0.5239
4 label.learner 0.5256
5 learner.label 0.5289

Table 2. Performance of the base learners and the corresponding label-ensembles

learner lambda base ensemble
1 flr 0.1 0.5159 0.5143
2 flr 0.2 0.5150 0.5158
3 flr 0.3 0.5132 0.5180
4 flr 0.4 0.5093 0.5164
5 flr.log 0.4 0.5167 0.5202
6 flr.log 0.5 0.5165 0.5201
7 flr.log 0.6 0.5146 0.5196
8 lr 2.0 0.5061 0.5185
9 lr 3.0 0.5096 0.5214

10 lr 4.0 0.5112 0.5216
11 lr 5.0 0.5117 0.5225

It is worth noting that two ensembles chained together always achieved better
results than any single ensemble. This observation was not obvious, since the
more blending layers we have, the less data can be used for training the lowest
layer.

We were also interested in finding out what is the best order for combining
ensembles of multi-label classification models. It seems that chaining ensembles
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in order: learner-ensemble, then label-ensemble outperforms the opposite order.
We conclude that ensembles and chained ensembles are a promising framework
for solving multi-label classification problems.

5 Conclusions and Plans for the Future

In this paper we presented a summary of our research on ensemble approaches
to multi-label classification of textual data. In particular, we discuss our ex-
periments that measured and compared the effectiveness of different blending
techniques described in [18]. One of the outcomes of our work is the observation
that higher classifier performance can be obtained when learning the relations
between labels is conducted after the base learners results on individual labels
are merged.

The origin of our research was the JRS’2012 Data Mining Competition. Our
team organized this event in order to review the state-of-the-art methods in the
domain of multi-label classification. We wanted to perform such a survey in order
to implement the best classifiers in the SONCA system [8]. As we now analyzed,
re-implemented or improved several solutions submitted to the competition, we
are ready to advance with our development of SONCA, which is a part of our
contribution to the SYNAT project.

To further improve our classification methods, we are going to investigate
different approaches to textual document representation [6]. We would like to test
their impact on results and behaviour of different learning algorithms, especially
those ensemble-based.

Acknowledgements. We would like to thank Team ULjubljana for providing
code for their winning method. It was invaluable for us to verify the result,
deeply understand the solution and re-write it in R.
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Abstract. There exist a range of hierarchical text classification ap-
proaches that classify text documents into a pre-constructed hierarchy
of categories. In these approaches, feature selections are often based on
terms (words or phrases), which are unsuitable for hierarchically classify-
ing news articles. Named entities are informative features in news articles
which have not been studied seriously in previous hierarchical text clas-
sification approaches. This paper utilizes named entities as features for
classifying news articles into a pre-constructed hierarchy about interna-
tional relations. The feature selection is implemented based on named
entities associated with local categories. Documents are then represented
by the selected features using two types of models, which are Boolean
model and Vector model. We train SVMs corresponding to both types of
models based-on local information. The experimental results show that
the use of named entities improves the performance of hierarchical text
classification for news articles.

Keywords: Hierarchical Text Classification, Feature Selection, Named
Entity, Support Vector Machine.

1 Introduction

There are millions of news articles about international relations available on
the Web. Applications with the capability of analyzing or understanding news
articles about international relations are developed for the purpose of helping
people to manage the information. Hierarchical classification is at the heart of
such applications, which categorized documents into a pre-constructed hierarchy
– typically a tree or a direct acyclic graph (DAG). This paper aims at classi-
fying Chinese news articles about international relations into a hierarchy with
hundreds of categories, named international relation taxonomy (IRT). The IRT
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Fig. 1. Part of the International Relation Taxonomy

is constructed with a few specified categories which do not exist in other general
taxonomies. Figure 1 illustrates a part of the IRT hierarchy.

The IRT is a hierarchy provided by experts of international relation domain,
containing 321 categories distributed in 6 levels. A set of 5,758 Chinese news
articles, which are crawled from news portals such as Sina1 and Sohu2, are clas-
sified into these categories manually. All the ambiguous documents are voted by
three experts. Thus, 260 of these categories are related to at least one document
and each category consists of 22 documents in average. Figure 2 illustrates a
paragraph of a news article from the category Presidential Election of USA that
consists of a few tagged named entities.

Fig. 2. A paragraph of a news article from the category Presidential Election of USA
that consists of a few tagged named entities. Three types of named entities are tagged,
which are person names in blue, organization names in red, and location names in
yellow. All these named entities are interpreted into English.

1 http://www.sina.com.cn/
2 http://www.sohu.com/

http://www.sina.com.cn/
http://www.sohu.com/
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Previous approaches to solve the hierarchical classification problem can be
divided in two types: global (or big-bang) approaches and local (or top-down)
approaches according to [1]. The features in both types of approaches are often
based-on terms, which are words and phrases. There exist two major difficulties
when implementing hierarchical text classification approaches based-on terms
on the IRT hierarchy:

• Close Categories. The first difficulty is the high similarity of categories
with the same parent node in the IRT hierarchy. For example, the docu-
ments from categories Presidential Election of USA and Presidential Elec-
tion of Russia talk about the same topic, i.e. presidential election, in different
countries. Such categories are noted as close categories. The documents from
close categories are difficult to be distinguished with features selected from
terms [2].

• Rare Categories. The second difficulty is the sparsity of document dis-
tribution on leaf node categories. If we only consider documents assigned
by human editors directly to those 260 categories (without counting in the
documents assigned to their child categories), most categories have very few
labeled documents. For instance, over 50% of the categories in the IRT hi-
erarchy have fewer than 10 labeled documents. Such types of categories also
exist in the Yahoo! categories, which are denoted as rare categories [1]. For
hierarchical text classification with rare categories, there are not enough
training examples for most learning algorithms to train an effective classifier
in a high dimensionality feature space.

Named entity recognition (NER) is a subtask of information extraction that seeks
to locate and classify atomic elements in text into predefined categories such as
the names of persons, organizations, locations, expressions of times, quantities,
monetary values, percentages [3]. For example, three types of named entities are
illustrated in Figure 2. Through a pre-process of named entity recognition on the
set of 5,758 Chinese news articles, we found that 99.4% of these articles contain
named entities. Generally, each article contains a few number of named entities,
14.7 per article in average.

Intuitively, a few informative named entities, such as the candidate’s name or
the location name, are often sufficient to distinguish news articles about presi-
dential election of USA from those of Russia. For example, supposing that we
are trying to classify a news article into the two forementioned categories, if we
have known that it is about presidential election, then the appearance of a spe-
cial named entity, e.g. Putin or Mitt Romney, may directly impact the decision
of classification. Given such types of named entities, other sequences of words
add little differentiation power, and are therefore redundant. This type of cat-
egorization problem is characterized with redundant features [2]. It is claimed
that a particular concept can be learned with a small number of features, while
the rest of the features do more harm than good in close categories [2].

According to this intuition, we assume that named entities are distinguishable
features for news articles about close categories. Because the named entities
distribute in different categories of the IRT hierarchy, we implement feature
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selection method based on local collections of named entities with respect to
each non-leaf categories. Furthermore, we represent text document using Boolean
model as well as Vector model.

In rare categories, the dimension of the feature space consists of terms can
be high for the number of training examples. The use of named entity as fea-
ture may help to reduce the dimension of the feature space. However, it can be
further reduced by some aggressive feature selection strategies, e.g. select only
500 features for each category. We assume that the hierarchical text classifica-
tion about rare categories will benefit from the reduced feature space brought
by feature selection methods. Because it decreases the requirements of training
examples .

SVM is suggested to be very robust in the presence of numerous features,
according to a wide range of studies about hierarchial text classification which
implement SVM as the basic classification model [1, 2, 4, 5]. We trained SVM
for classification and regression according to the local training examples with
respect to the category of the IRT hierarchy. Some previous work showed that
the accuracy of SVM in hierarchical text classification can also be improved by
local feature selection [1].

This paper aims at providing a hierarchical text classification approach for
news articles by using named entities as features, implementing local feature
selection with an aggressive strategies, training SVM with local information,
and predicating classes with top-down approach.

The rest of the paper is organized as follows. In Section 2, we give a brief
overview of related works. In Section 3, we describe the models and strategies of
proposed approaches. The experimental results are shown in Section 4. Section
5 concludes with a summary and plans for future work.

2 Related Works

In hierarchical text classification, many algorithms have been proposed. Accord-
ing to how the hierarchical structure is explored [6], the current literature often
refers to local approaches, when the system construct classifiers on each level of
the hierarchy where each classifier works as a flat classifier on that level; and
global approaches, when a single classifier coping with the entire class hierarchy
is used. It is infeasible to directly build a classifier for a large-scale hierarchy [1].
We review the local classifier approaches and the related work on using named
entity in classification in this section.

The first study of the hierarchical text categorization problem is carried out in
[7]. It proposed a local approach with divide-and-conquer principle, the system
first classified a document into high-level categories and then proceeded itera-
tively dealing only with the children of the categories selected on the previous
level. This study experimentally showed that hierarchical information can be
extremely benefit for text categorization by improving the classification perfor-
mance over the “flat” technique, which does not use the hierarchical information.

The hierarchical SVM is first used in [4, 8] to deal with the hierarchical
text classification problem. In order to assign a test example to a class, the
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probabilities for the predicted class were used. The first method uses a boolean
condition where the posterior probability of the classes on the first and second
levels must be higher than a user specified threshold. The second method uses
a multiplicative threshold that takes into account the product of the posterior
probability of the classes on the first and second levels.

The evaluation of SVM over the full taxonomy of the Yahoo! categories, is
reported in [1]. The scalability and effectiveness of SVM and two threshold tun-
ing methods were theoretically analyzed. A distributed classification system was
developed for experiments. In implementation of SVM, the sequential minimal
optimization (SMO) algorithm with a linear kernel was used for the binary ver-
sion of the SVM classifier and 4,000 features were selected for each binary classi-
fication task. It is claimed that the hierarchical use of SVM is efficient enough for
very large-scale classification and the effectiveness is still far from satisfactory.

Recent research has focused on two issues: increasing sparsity of training data
at deeper nodes in the taxonomy, and error propagation where a mistake made
high in the hierarchy cannot be recovered. The approach for classifying large
scale text hierarchy at deep-nodes introduced in [5] consists of a search stage
and a classification stage. In the search stage, a subset of categories from the
large scale hierarchy is formed related to a given document by a category-search
algorithm. In the classification stage, a specific classifier is trained for each given
document. This approach prunes the large-scale hierarchy to a small subset of
flat categories, which decomposes the difficult global problem into simpler local
ones. Other studies suggested techniques for the error propagation issue, such as
the isotonic smoothing approach provided by [9] and the Refined Experts model
provided by [10].

There are a range of hierarchical text classification approaches that using
terms (words or phrases) as features. A feature selection method that both con-
sider general terms and named entities is proposed in [11]. The linear-chain CRFs
is used to train named entity recognition models based on named entities ex-
tracted from the corpus. Then, a popular feature selection method – information
gain (IG) – is implemented to select Chinese phrases as terms. The experimental
results showed that the general feature selection method combining with named
entity information performed better than traditional feature selection methods.
However, it is implemented for flat text classification instead of hierarchical text
classification.

The hierarchical text classification approach proposed in this paper uses named
entity as feature and information gain as feature selection method according to
[11]. However we consider only named entities as features instead of term features
and implement information gain based on local categories of the IRT hierarchy.
In addition, we compare two document representation models which are Boolean
model and Vector model using named entities. In the implementation of SVM,
we utilize the SMO algorithm with a linear kernel for the binary version of SVM
according to [1]. Besides, we also compare the SVM for regression with the bi-
nary version of SVM. The dimension of the feature space in our approach is
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lower than it is reported in [1]. Finally, we implement the top-down approach
for class prediction according to [7].

3 Hierarchical Text Classification Approach

In this section, we first introduce the formulation of hierarchical classification
for documents. Then, we present the representation models used in this pa-
per. Finally, we propose the hierarchical classification approach for news articles
based-on named entity.

3.1 Problem Formulation

We introduce the definition of hierarchical text classification presented by
[6, 12, 13].

Definition 1. Hierarchical Text Classification is the task of assigning a
boolean value to each pair 〈dj , ci〉 ∈ D × C with a given structure H = 〈C,≺〉,
where D is a domain of documents, C = {c1, . . . , c|C|} is a set of predefined
categories and ≺⊆ C × C is an asymmetric, anti-reflexive, transitive binary
relation on C.

The binary relation ≺ represents the “IS-A” relationship. “IS-A” relationship is
defined as asymmetric, anti-reflexive and transitive in [6]:

• ∀ci, cj ∈ C, if ci ≺ cj then cj ⊀ ci
• ∀ci ∈ C, ci ⊀ ci
• ∀ci, cj , ck ∈ C, ci ≺ cj and cj ≺ ck imply ci ≺ ck

For any hierarchy H, it is assumed that the existence of the root (or top) category
Root(H) which is an ancestor of all other categories in the hierarchy.The IRT
hierarchy in our application is exactly a tree.

3.2 Representation Models

Vector space model is an algebraic model for representing text documents as
vectors of identifiers, such as terms. For example, document dj is represented
by vector 〈w1j , w2j , . . . , wij , . . . , wmj〉, where wij is a value associate with the
i-th feature in document dj . We present two types of models to represent doc-
uments, which are Boolean model where wij is a binary value which denotes
the appearance of the i-th feature in document dj , and Vector model where wij

is a real value which denotes the importance of the i-th feature in document
dj . Particularly, we implement the term frequency/inverse document frequency
(TF-IDF) score as the value of wij in Vector model.

Corresponding to the two types of models, we build SVM for classification
with respect to the Boolean model and SVM for regression with respect to the
Vector model at each node of the hierarchy. The performance of these two types
of SVM models are compared in Section 4.



324 Y.C. Gui et al.

3.3 Hierarchical Text Classification Based-on Named Entity

We implement the “local classifier per parent” [6] strategy in this paper. For
each parent category (non-leaf category) in the hierarchy, a multi-class classifier
is trained to classify documents into its child categories. To distinguish Feature
Selection, Training and Testing from the content, we propose our hierarchical
text categorization approach in three phases. Details of each phase is described
as follows.

Feature Selection. In this phase, terms and named entities are considered
as different types of features for the task of hierarchical text classification. We
extract terms by constraining the length less than 6 words and the frequency
more than 5 in the corpus. As a result, each news article contains 310 terms in
average. On the other hand, we employ ICTCLAS3 to recognize three typical
types of named entities, which are the names of persons, organizations and loca-
tions, from each news article. Totally, each news article contains 14.7 entities in
average. However, there exist a few named entities, such as the location name,
e.g. China, and the organization name, e.g. Sina, that are common in news
articles. These named entities are less informative and provide little power of
differentiation.

Information gain is frequency employed as a termgoodness criterion in the
field of machine learning [14]. We implement information gain as feature selection
method based on named entities as well as terms in our approach to select a set
of features for each category. The information gain of a feature t (named entity
or term) with respect to category ck is defined as follows [12]:

P (t)

|C|∑
k=1

P (ck|t) · log2
P (t, ck)

P (t) · P (ck)
+ P (t̄)

|C|∑
k=1

P (ck|t̄) · log2
P (t̄, ck)

P (t̄) · P (ck)
(1)

where |C| denotes number of categories in the category set C, ck ∈ C, P (t)
denotes the probability that a random document contains feature t, t̄ represents
the absence of feature t, P (t̄) denotes the probability that a random document
does not contains feature t. We compare the performance of hierarchical text
classification approaches with different size of feature sets.

Comparatively, we propose a naive method, which calculating TF-IDF score
for each feature and selecting the most informative features from each document.
The TF-IDF score of the i-th feature in the j-th document is defined as follows
[15]:

wij(c) = tfij · log2
(

|Doc(c)|
dfi(c)

)
(2)

where Doc(c) denotes a subset of articles that labeled by category c and |Doc(c)|
is the size of the subset, tfij denotes the frequency that the i-th feature is men-
tioned in the j-th document, and dfi(c) is the number of documents that men-
tioned the i-th feature in set Doc(c). The feature set selected by naive method

3 http://ictclas.org/

http://ictclas.org/
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consists of one or two most informative features, with the highest TF-IDF scores,
from each document.

Training. In this phase, we train multi-class classifier for each non-leaf category
of the hierarchy. The multi-class classifier decomposes into a set of binary classi-
fiers or predictors corresponding to its descendant categories. We first represent
training examples by feature vectors in the local feature space associated with
the current category. Then we define the set of positive and negative examples
for each descendant category of the current category. Finally, we train SVM for
classification and regression for these descendant categories.

There are different ways to define the set of positive and negative examples
for training the binary classifiers. It is suggested that the siblings policy is in
advance of using considerable less data and obtain no bad accuracy [6]. The
siblings policy is defined as follows:

Tr+(c) = ∗(c)∪ ⇓ (c) (3)

Tr−(c) =↔ (c)∪ ⇓ (↔ (c)) (4)

where Tr+(c) denotes the set of positive training examples of category c, Tr−(c)
denotes the set of negative training examples of category c, ∗(c) denotes the set
of examples whose categories is c, ⇓ (c) denotes the set of descendant categories
of c, and ↔ (c) denotes the set of sibling categories of c. It means that the
positive examples of category c are the documents belong to category c and its
descendant categories, and the negative examples are the documents belong the
siblings of category c and their descendant categories.

We build SVM for classification and regression in this training phase. The
SVM for classification is trained by the SMO algorithm with polynomial kernel
[16], and the SVM for regression is trained by the RegSMOImproved algorithm
with polynomial kernel [17]. Both of the two algorithms are provided by Weka4

using the default parameter setting.

Testing. In this phase, a top-down classification policy is employed to classify
the unlabeled news articles. For each multi-class classifier, we make decision
about which descendant category are classified or predicted. This process is
repeating until we reach a leaf category or can not classify the test example to
any descendant. There are two tasks corresponding to the SVM for classification
and SVM for regression.

In classification task, the multi-class classifier returns the positive results of
its binary classifiers. For example, if the binary classifier at Presidential Election
of USA returns true for a news article, then the multi-class classifier at Election
will return Presidential Election of USA as its result. In regression task, the
multi-class classifier considers the average prediction value of its predictors. For
example, if the predicator at Presidential Election of USA returns a value higher
than the average of its siblings, then the multi-class classifier at Election will
return Presidential Election of USA as its result.

4 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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4 Experimental Results

In this section, we present the experimental results of named entity based hier-
archical text classification approach. To exam the utility of named entity based
representation models in the first assumption, we analyze the performance of
named entity features compared with term features in both close categories and
rare categories. Two types of feature selection methods, the naive method and
information gain method, are compared with different number of features. Be-
sides, the comparisons of SVM for classification and regression are provided to
exam the Boolean model and Vector model.

The labeled documents that related to the IRT hierarchy are divided into
two sets: the training set and the testing set. For each category, the labeled
documents are randomly divided into 5 folds: 4 folds for training and 1 fold
for testing. In addition, we remove the categories containing only one labeled
document. This partition guarantees that the testing documents are with the
same distribution of the data. Further, we select a set of categories that consists
less than 10 labeled documents as the rare categories, and manually choose a
set of categories that contain similar topics as the close categories. Thus, we
have close categories testing set, rare categories testing set and hybrid category
testing set which contains both close categories and rare categories. The micro-
averaged F1 scores [18] as well as the micro-averaged precision and recall are
utilized as metrics.

Comparison of Features. The effectiveness of named entity feature and term
feature are compared with different feature numbers on close categories testing
set. In this experiment, we implement information gain method, both Boolean
model and Vector model of feature vectors are tested. All results are presented
in Figure 3. It is illustrated that named entity features performs better than
term features when a few number, e.g. 500, of features are selected. Because
the named entities are informative features for close categories, and the use of
named entity deduces the dimension of the feature space.

Fig. 3. Micro-averaged precision, recall and F1 score (y-axis) for hierarchical text clas-
sification using named entity and term features on close categories testing set. The
x-axis denotes the number of features range from 10 to 2000.
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Previous research which studied document representation using named en-
tities in new event detection, found that the named entities does not always
effective[19]. Our experiments show that the effectiveness of such document rep-
resentation is also associated with the number of named entities.

Comparison of Feature Selection Methods. We compare two feature se-
lection methods, the naive method and the information gain method. In this
experiment, we implement the SVM for classification on three testing sets. The
naive method selects one most informative feature from each document, and the
information gain method selects 2,000 features from the category. It is illustrated
in Table 1 that the information gain method performs better for both named
entity features and term features.

Table 1. Micro-averaged F1 score for hierarchical text classification using information
gain method and naive method

Feature Selection Methods Testing Set
Close Categories Rare Categories Hybrid Categories

Naive Method for Named Entity 0.705 0.309 0.407
Term 0.549 0.323 0.352

IG Method for Named Entity 0.763 0.266 0.405
Term 0.689 0.292 0.393

Comparison of SVM.We compare the SVM for classification and regression in
this experiment. The results are illustrated in Figure 4. It is illustrated that the
SVM for regression associated with the Vector model performs better than the
SVM for classification associated with Boolean model on close categories testing
set, while the Boolean model performs better on rare categories and hybrid
categories testing sets. Because the SVM for regression requires more training
examples than the SVM for classification. Hence, the performance of SVM for
regression decreases on rare categories due to the lack of training examples.

Fig. 4. Micro-averaged precision, recall and F1 score (y-axis) for hierarchical text clas-
sification with SVM for classification and regression, using named entity features on
testing sets. The x-axis denotes different testing sets.
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The performance of Vector model is relevant with the effectiveness of SVM for
regression, it also causes that the Boolean model performs better than Vector
model as illustrated in Figure 3.

Overall Performance. In this experiment, we test SVM for classification using
named entity features on three testing sets, which are close categories testing
set, rare categories testing set and hybrid categories testing set. The experiment
results are illustrated in Figure 5. It is shown that the bad performance of hier-
archical text classification on rare categories decreased the overall performance
of the hierarchy. Such types of categories are suffered from the skewed distribu-
tion of data, since the use of named entity cannot improve the performance of
hierarchical text classification on the rare categories.

Fig. 5. Micro-averaged precision, recall and F1 score (y-axis) for hierarchical text clas-
sification using named entity features on close categories, rare categories and hybrid
categories testing set. The x-axis denotes the number of features range from 10 to 2000.

5 Conclusions and Future Works

We introduce a hierarchical text classification approach for news articles about
international relations, focusing on the difficulties of close categories and rare
categories. We use named entities as features, implement local feature selection
with an aggressive strategies, train SVM with local information, and predicate
class with top-down approach. Although this approach is not effective for rare
categories due to the lack of training examples, the micro-averaged F1 score
for close categories is improved to 81.4%. The experiment results show that the
Boolean model is more effective than Vector model for representing news articles
using named entities when a few training examples are available.

For the future work, we plan to 1) analyze the performance of feature selection
methods and SVM algorithms for imbalanced data sets, 2) compare to other
related models and algorithms, and 3) experiment on large-scale data sets.

Acknowledgement. We gratefully acknowledge funding from the National Sci-
ence Foundation of China under grants 61170165.
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Abstract. There are mainly two kinds of methods for document-level
sentiment classification, unsupervised learning and supervised learning.
When ensemble learning is introduced, existing methods only combine
unsupervised learning algorithms or supervised learning algorithms. To
overcome each other’s flaws, a novel sentiment classification method
based on behavior-knowledge space is proposed, in which two unsuper-
vised and two supervised learning algorithms are utilized. The experi-
ment results not only explain the effectiveness by diversity measure, but
also show that the proposed method is significantly superior to each in-
dividual classifier. In addition, our method is better than the other two
common ensemble methods.

Keywords: sentiment classification, ensemble learning, behavior-
knowledge space.

1 Introduction

More and more people express their attitudes and opinions about products,
persons or events using the Internet. These user-generated texts are unstruc-
tured or semi-structured, which contain subjective information, such as atti-
tudes, opinions, and emotions. Sentiment classification aims to determine the
polarity of a given text at document, sentence or word level, i.e., whether the
expressed opinion is positive, negative or neutral. Sentiment classification is a
research hotspot of web mining, which has been widely used in many domains
[1], e.g., commerce product recommendation, unhealthy information filtering,
public opinion monitoring, and stock trend prediction.

Depending on the granularity of text, sentiment classification can be divided
into three levels: word, sentence and document. Word-level sentiment classifi-
cation is the basis of the other two tasks, whose methods are dictionary-based
or corpus-based [2]. Dictionary-based methods utilize dictionaries, lexicons or
their extensions to obtain the polarity of a word, e.g., WordNet [3], HowNet [4],
while corpus-based methods fully utilize corpus to obtain the polarity of a word,
e.g., adjectives’ clustering [5], point-wise mutual information [6]. Sentence-level
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c© Springer-Verlag Berlin Heidelberg 2012



Document-Level Sentiment Classification Based on BKS 331

sentiment classification is to decide the polarity of a sentence and also extracts
sentiment-related elements, such as opinion holders and opinion aspects. As the
key of sentiment classification, sentence-level sentiment classification can support
fine-grained sentiment analysis. One method is to use sentiment dictionaries and
domain dictionaries, extract subjective elements and calculate the polarity with
weighted sum [7]. Another method is to construct classifiers based on machine
learning, e.g., CRFs-based sentiment classification with redundant features [8],
subjectivity summarization based on minimum cuts [9]. Document-level senti-
ment classification is to give the overall polarity of a document, by unsupervised
learning [10][11] or supervised learning [12][13].

Ensemble learning is to combine outputs of multiple classifiers and can gain
better results. It has been successfully applied in text classification [14], but less
in sentiment classification, which can be regarded as the special case of text clas-
sification. Xia et al. [15] focus on ensemble of feature sets and classifiers, in which
all classifiers belong to supervised learning. Wan [16] combines unsupervised
learning methods using bilingual knowledge. In term of the relation among ba-
sic classifiers, ensemble learning can be classified into two groups, homogeneous
ensemble learning and heterogeneous ensemble learning [17]. The common het-
erogeneous ensemble strategies are Voting, Bayes’ Rule and Behavior-Knowledge
Space [18]. Voting is simple but designs equality of basic classifiers. Bayes’ Rule
is limited to the assumption of independence among basic classifiers. Behavior-
Knowledge Space (BKS, for short) solves their defects. In this paper, we focus on
ensemble of unsupervised learning and supervised learning algorithms based on
Behavior-Knowledge Space method for document-level sentiment classification,
and verify the effectiveness of the proposed method on real sentiment corpus.
Our contributions are summarized as follows.

– Propose an ensemble of unsupervised learning methods and supervised learn-
ing methods for sentiment classification.

– Explore the effectiveness of Behavior-Knowledge Space ensemble method for
document-level sentiment classification.

The remainder of this paper is organized as follows. Section 2 introduces en-
semble learning briefly and BKS method in detail. Our method is described in
Section 3. The experiment results are illustrated in Section 4. Section 5 concludes
this paper.

2 Ensemble Learning

2.1 Main Idea

A topic within machine learning where there has been a lot of recent activity
is ensemble learning, which is to improve classification accuracy by learning
ensembles of classifiers [19].

Given a set of training examples, a classifier is obtained by a learning algo-
rithm. Given a new example, each classifier predicts the corresponding output.
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Classifier 1: H1 Classifier 2: H2 Classifier n: Hn……

Ensemble of Classifiers

Output: y

Input: x

x x x

H1(x) H2(x) Hn(x)

Fig. 1. Main Idea of Ensemble Learning

An ensemble of classifiers is multiple classifiers whose individual outputs are
combined in some way to classify a new example. The main idea of ensemble
learning is described in Fig.1.

An ensemble is more accurate than each basic classifier only if the component
classifiers disagree with one another and the accurate rate of each basic classifier
is not below 0.5 [19]. Diversity is the basis of the ensemble learning, which can be
measured byQ-static. Given two classifiersHi andHj , Table 1 is the contingency
table between each pair of classifiers.

Table 1. Contingency Table between Classifiers Hi and Hj

Hj True Hj False

Hi True A B
Hi False C D

A is the probability that both classifiers truly label input data. B is the prob-
ability that Hi truly labels but Hj falsely labels input data. C is the probability
that Hi falsely labels but Hj truly labels input data. D is the probability that
both classifiers falsely label input data. By this definition, A+B+C+D = 1 is
hold. Then the Q-static measure of diversity for these two classifiers is calculated
by Eq.1 [20].

Qij =

∣∣∣∣AD − BC

AD +BC

∣∣∣∣ (1)

We can see that 0 ≤ Qij ≤ 1, when Qij is approaching 0, the diversity of two
classifiers is bigger, otherwise the diversity is smaller.
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2.2 Behavior-Knowledge Space Method

Behavior-Knowledge Space method [18] is proposed by Huang and Suen in 1993,
which is for combination of multiple classifiers. Denote the number of basic
classifiersK, the number of decision classesM , the class set Λ = {1, 2, ...,M}. If a
classifier rejects an input, the output class is set to beM+1. The decision of each
classifier Hi is marked by e(i), e(i) ∈ Λ∪ {M +1}. A behavior-knowledge space
BKS is a K-dimensional space. The intersection of the decisions of classifiers is
one unit of the BKS, denoted by BKS(e(1), e(2), ..., e(K)). For example,K = 2,
M = 3, the BKS is constructed, as presented in Table 2.

Table 2. An Example of 2-Dimensional BKS

�����e(1)
e(2)

1 2 3 4

1 (1,1) (1,2) (1,3) (1,4)
2 (2,1) (2,2) (2,3) (2,4)
3 (3,1) (3,2) (3,3) (3,4)
4 (4,1) (4,2) (4,3) (4,4)

Each unit of BKS contains three kinds of data: (1) the total number of
input examples with each class m ∈ Λ, denoted by ne(1),...,e(K)(m), (2) the total
number of input examples Te(1),...,e(K), and (3) the best representative class
Re(1),...,e(K). The last two can be calculated using the first one.

Te(1),...,e(K)=
∑M

m=1
ne(1),...,e(K)(m) (2)

Re(1),...,e(K)={l|ne(1),...,e(K)(l) = max
1≤m≤M

ne(1),...,e(K)(m)} (3)

For each unit, the best representative class is unique. Given such a BKS, the
belief value of an input example belonging to one class is computed by Eq.4.

BEL(m) =
ne(1),...,e(K)(m)

Te(1),...,e(K)
(4)

There are two stages in BKS method: knowledge modeling and operation. The
knowledge modeling stage is to construct aBKS using training examples, mainly
compute the values of T and R for each unit. The operation stage is to make final
decisions for new examples according to the decision classes of basic classifiers
and the following decision rule,
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D(x) =

{
Re(1),...,e(K) when Te(1),...,e(K) > 0 and BEL(Re(1),...,e(K)) ≥ α
M + 1 otherwise

(5)

where α(0 ≤ α ≤ 1) is the threshold which controls the reliable degree of the
decision.

3 Our Method

3.1 Problem Statement

Here, document-level sentiment classification can be regarded as two-class text
classification, with positive and negative labels. Four basic classifiers are used:
the simple weighted sum of sentiment words (called SWS) [10], the weighted
sum of sentiment words based on concepts (called WSC) [11], support vector
machine (SVM) [12] and k-nearest neighbors (KNN)[13]. The former two are
unsupervised learning algorithms, and the latter two are supervised learning
algorithms. Thus, we get K = 4 and M = 2 in BKS method. Our ensemble
method is indicated in Fig.2.

SWS WSC KNN

BKS Ensemble

Output: y

Input: x

x x x

H1(x) H2(x) H4(x)

SVM

x

H3(x)

Fig. 2. BKS Ensemble Method for Document-level Sentiment Classification. Here,
H1(x), H2(x), H3(x), H4(x) and y are all from {Positive, Negative, Reject}.

3.2 Method Illustration

Our ensemble method is roughly illustrated in Fig.3. In this diagram, the top
half is about training and the bottom half is about testing. In training proce-
dure, a BKS ensemble classifier is established based on a training set. In testing
procedure, the BKS ensemble classifier makes decisions for a testing set. It is
necessary to state that, SWC and WSC directly give the outputs of training
examples or testing examples, but SVM and KNN give the outputs of testing
examples after learning from training examples.

Algorithm 1 describes the proposed method in detail. The settings of these four
basic classifiers are similar to that described in their corresponding references.
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Training

Testing

BKS
Training 

Output

Testing 

Output

SWS Classifier

WSC Classifer

SVM Classifier

KNN Classifier

Output O≤M

Testing Set

Training Set

Final Class O Random Class

NY

True Class

Fig. 3. Diagram of BKS Ensemble for Document-level Sentiment Classification

Algorithm 1. Document-level Sentiment Classification Based on BKS

Input:
Set of training examples, TS;
Set of testing examples, NS;
Reliability threshold for decision, α;

Output:
Decision classes of testing examples, D;

1: Building up two supervised learning classifiers, SVM and KNN, using the training
set TS;

2: Obtaining the decision classes by four individual classifiers for each example in TS,
denoted by TID|TS|×4;

3: From TID|TS|×4 and the true classes in TS, computing T and R for each unit of
BKS by Eq.2 and Eq.3;

4: Obtaining the decision classes by four individual classifiers for each example in NS,
denoted by NID|NS|×4;

5: From NID|NS|×4 and BKS, making decisions for all testing examples by Eq.5,
denoted by D′;

6: For all the i-th testing example in NS, if D′(i) < M + 1, then D(i) = D′(i),
otherwise D(i) is randomly generated from {1, ...,M}; (M = 2)

7: return D.
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4 Experiments

4.1 Experiment Settings

The experiments are carried out on ChnSentiCorp-Htl-ba-4000 from ChnSenti-
Corp1 plus 5-fold cross validation. The corpus contains 4000 texts about hotel,
2000 positive and 2000 negative. In BKS method, the reliability threshold is
set to be 0.55 according to experiences. Certainly, the optimal threshold can be
found automatically [18], but more time is needed.

Two metrics, precision and recall, are used to evaluate the performance respec-
tively in positive examples and negative examples, denoted by PP (precision for
positive), RP (recall for positive), PN (precision for negative) and RN (recall
for negative). F1 considers both precision and recall, calculated by the following
formula. (In fact, here is Macro F1)

F1 =
(PP + PN) × (RP +RN)

PP + PN +RP +RN
(6)

Our experiments include two parts. First, we explain the effectiveness of BKS
ensemble on the basis of the performances of four basic classifiers and their
diversity. Second, the performance of our method is demonstrated via comparison
with four basic classifiers and the other two ensemble methods.

4.2 Effectiveness of BKS Ensemble

As known, there are two conditions to guarantee the effectiveness of ensemble
learning. The experiment results of four basic classifiers are shown in Table 3.

Table 3. Results of Four Basic Classifiers

Classifier PP RP PN RN F1

SWS 0.850 0.852 0.851 0.850 0.851
WSC 0.681 0.778 0.748 0.631 0.709
SVM 0.898 0.826 0.839 0.905 0.867
KNN 0.857 0.878 0.875 0.854 0.866

Obviously seen in Table 3, the accurate rate of each basic classifier is higher
than 0.5, even higher than 0.6. One condition of effective ensemble learning is
satisfied.

The diversity is measured by Eq.1. Table 4 displays the diversity measure of
four basic classifiers used in our method. Because the diversity measure of two
same classifiers is equal to 1, all values of the diagonal direction are useless and
marked as “—”.

1 http://www.searchforum.org.cn/tansongbo/corpus-senti.htm

http://www.searchforum.org.cn/tansongbo/corpus-senti.htm
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Table 4. Diversity Measure of Four Basic Classifiers

SWS WSC SVM KNN

SWS — 0.51 0.61 0.45
WSC 0.51 — 0.24 0.26
SVM 0.61 0.24 — 0.90
KNN 0.45 0.26 0.90 —

SVM classifier and KNN classifier are close, because their diversity measure is
up to 0.9. WSC classifier is significantly different from the other three classifiers.
The difference between SWS classifier and the others is medium. In a word, the
diversity of these four classifiers is guaranteed so that our ensemble method is
effective.

4.3 Performance of BKS Ensemble

Document-level sentiment classification based on BKS is compared with four
basic classifiers, as shown in Fig.4.

In general, BKS ensemble method outperforms four individual classifiers, F1

is up to 92.5%. Besides, the difference of performances in positive and negative
examples is not significant, which is wanted. BKS ensemble method can overcome
its basic classifier’s flaws and improve the accuracy of classification system.

Fig. 4. Comparison Results between BKS Ensemble and Four Basic Classifiers
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BKS ensemble method is also compared with the other two ensemble methods,
Voting and Bayes’ Rule (see Table 5).

Table 5. Comparison Results of Three Ensemble Methods

Ensemble Method PP RP PN RN F1 Random Times

Voting 0.884 0.883 0.883 0.884 0.884 162
Bayes’ Rule 0.88 0.909 0.911 0.884 0.896 0

BKS 0.906 0.941 0.943 0.909 0.925 14

BKS is better than the other two ensemble methods. The reason is that BKS
does not need the assumption of independence among basic classifiers, while
Bayes’ Rule needs. BKS does not treat basic classifiers equally, but Voting does.
The last column in Table 5 indicates the average times of random decisions.
Voting needs more times to decide the classes of examples randomly. Bayes’ Rule
can make decisions definitely. BKS needs few times to make random decisions,
which is acceptable. If the number of basic classifiers increases, the times of
random decisions will become more. In this situation, some units of BKS are
not assigned more training examples and it is not useful to predict the class of a
new example. Thereby, this phenomenon tells us BKS ensemble method is more
suitable for document-level sentiment classification.

5 Conclusions

An ensemble of two unsupervised learning methods and two supervised learning
methods is proposed for document-level sentiment classification, which is different
from previous work. The ensemble classifier based on Behavior-Knowledge Space
method is effective and outperforms each basic classifier. Meanwhile, our method
is better than the other two ensemble methods, Voting and Bayes’ Rule. In ensem-
ble learning, “No free lunch” is always tenable. We will further carry out research
on BKS ensemble method with more corpus and more classification algorithms.
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Abstract. OLAP techniques provide efficient solutions to navigate
through data cubes. However, they are not equipped with frameworks
that empower user investigation of interesting information. They are re-
stricted to exploration tasks.

Recently, various studies have been trying to extend OLAP to new
capabilities by coupling it with data mining algorithms. However, most
of these algorithms are not designed to deal with sparsity, which is an un-
avoidable consequence of the multidimensional structure of OLAP cubes.

In [1], we proposed a novel approach that embeds Multilayer Percep-
trons into OLAP environment to extend it to prediction. This approach
has largely met its goals with limited sparsity cubes. However, its perfor-
mances have decreased progressively with the increase of cube sparsity.

In this paper, we propose a substantially modified version of our pre-
vious approach called NAP-SC (Neural Approach for Prediction over
Sparse Cubes). Its main contribution consists in minimizing sparsity ef-
fect on measures prediction process through the application of a cube
transformation step, based on a dedicated aggregation technique.

Carried out experiments demonstrate the effectiveness and the robust-
ness of NAP-SC against high sparsity data cubes.

Keywords: Data Warehouse, Data Mining, Principal Component
Analysis, Machine Learning, Multilayer Perceptron, Prediction.

1 Introduction

A Data Warehouse (DW) is a corner stone in the Business Intelligence (BI)
process. It is implemented to store analysis contexts within multidimensional
data structures, referred to as Data Cubes and usually manipulated by using
On-line Analytical Processing (OLAP) applications to enable senior managers
exploring information and getting BI reportings through interactive dashboards.

By definition, a DW should fundamentally contain integrated data [2]. How-
ever, generally, exploring a data cube disclose a sparse structure within several
empty measures. In DW models, empty measures correspond to non-existent
facts reflecting either out-of-date events that did not happen or upcoming events
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that have not yet occurred and may happen in the future. We argue that pre-
dicting these measures could consolidate BI reportings and provide new oppor-
tunities to DW customers by enlarging their dashboard picture. For instance, it
will be extremely useful to a retailer chain to predict the potential sale amount
of ice cream in January in some particular agencies. This indicator will definitely
help the company to optimise the number of ice cream freezers to install in that
period.

So far, non-existent measures in a data cube may potentially be learned from
its neighborhood. Agarwal and Chen state that making future decisions over
historical data is one crucial goal of OLAP [3]. However, OLAP is restricted to
exploration and not equipped with a framework to empower user investigation
of interesting information. In fact, despite the fundamental Cood’s statement
of goal seeking analysis models (such as “What if” analysis) required in OLAP
applications since the early 90’s [4], most of today’s OLAP products still lack
an effective implementation of this feature.

On the other hand, data mining is a mature, robust field that have proven
its efficiency in dealing with complex data sets [5]. Recently, several approches
have been attempting to perform data mining techniques on OLAP cubes. They
tackled several issues like cube exploration [6], association rules mining [7] and
prediction [8,3]. In [1], we adopted this approach while attempting to predict
non-existent measures over OLAP cubes. Thus, we attempted to adapt neural
networks, which are among the most popular machine learning techniques that
have been explored to solve data mining problems [5], to OLAP environment. To
that end, we proposed a neural based approach to predict measures over high-
dimensional data cubes that we consider as a Neural Approach to Prediction
over High-dimensional Cubes (NAP-HC).

The experimental study showed that NAP-HC has largely met its goals in the
case of limited sparsity data cubes. However, its performances decrease within
sparse data cubes. This deterioration is justifiable, since various researches af-
firm that sparsity affects the performances of any approach trying to combine
OLAP with data mining methods [9,10]. Moreover, sparsity is an unavoidable
consequence of the multidimensional structure of data cubes. It is generated
by relationships between dimension attributes. For example, while investigating
some product sales in a retail chain according to time and store location, drilling
down the location dimension to departments level will disclose many empty cells,
generated by the departments that do not sell that product from the first. Kang
et al. argue that this case appears very often due to OLAP applications’ nature
of business [11].

In this paper, we introduce a novel Neural Approach for Prediction over Sparse
Cubes (NAP-SC). We stress that our current proposal does not upgrade NAP-
HC, which we still recommend for limited sparsity cubes. However, it is an
alternative version designed for the particular case of high sparsity data cubes,
which makes the following contributions:
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– Getting more value out of our recently proposed approach [1], by further
exploring its framework and techniques.

– Minimizing sparsity effect on analysis by embedding in a cube transformation
step, based on a dedicated aggregation technique.

– Involving the hierarchical structure of data cubes in the analysis to enable
the prediction system to deal with multiple hierarchical levels at once.

This paper is organized as follows. In Section 2, we expose a state of the art of
works related to predictions in data cubes. In Section 3, we present a reminder of
NAP-HC and define our analysis context. Section 4 details the method formal-
ization that we followed in our proposal. In Section 5, we carry out experiments
investigating the effectiveness of NAP-SC. Finally, Section 6 summarizes our
findings and addresses future research directions.

2 Related Work

Performing data mining tasks on DWs represents an important topic in DW tech-
nology. Goil and Choudhary argue that data mining automated techniques fur-
ther empower OLAP and make it more useful [12]. Several researches were pro-
posed under different motivations (discovery-driven exploration of cubes, cube
mining, cube compression, and so on). In line with our concern, we focus on
those having a close linkage with prediction in DWs.

We summarize in Table 1 proposals attempting to extend OLAP to prediction.
They are detailed according to seven main criteria: (1) What is the overall goal
of the proposal? (2) Does it include an algorithmic optimization? (3) Does it
use a reduction technique? (4) Does it introduce new classes of measures? (5)
Does it provide explicit predicted values of non-existent measures? (6) Does the
proposal involve the hierarchical structure of data cubes in the analysis? and(7)
Does it deal explicitly with sparsity? We note (+) if the proposal meets the
criteria, and (-) if not.

Palpanas et al. used the principle of information entropy to build a probabilis-
tic model capable of detecting measure deviations to compress data cubes [13].

Table 1. Proposals integrating prediction in data cubes

Proposal Goal Optimization Reduction Measures Values Hierarchies Sparsity

[13] Compression - + - - + -
[14] Compression - + + - + -
[6] Exploration + - - - + -
[15] Prediction + - + - + -
[8] Prediction + - - - - -
[3] Prediction + - + - + -
[1] Prediction - + + + - -
NAP-SC Prediction + + + + + +
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Their approach predicts low-level measures from high-level pre-calculated ag-
gregates. Chen et al. introduced a new class of data cubes, called Regression
Cubes [14]. They contain compressible measures indicating the general tendency
and variations compared to original ones. Sarawagi et al. proposed a log lin-
ear model to assist DW users when exploring data cubes by detecting excep-
tions [6]. Chen et al. introduced the concept of Prediction Cubes, where a score
or a distribution of probabilities of measures are fetched beside their original
values [15]. They are used to build prediction models. Bodin-Niemczuk et al.
proposed to equip OLAP with a regression tree to predict measures of forth-
coming facts [8]. Agarwal and Chen introduced a new data cube class called
Latent-Variable Cube [3]. It is able to compute aggregate functions, such as
mean and variance, over latent variables detected by a statistical model.

In [1], we proposed NAP-HC that predicts measures over high-dimensional
data cubes. It introduces a new class of cubes, called PCA-cubes, integrating
customized measures referring to predictors stored in an external database. The
approach operates on two main stages. The first is a pre-processing one that
makes use of the Principal Component Analysis (PCA) to reduce data cube
dimensionality. As for the second stage, it introduces an OLAP oriented archi-
tecture of Multilayer Perceptrons (MLP)s that learns from multiple training-sets
without merging them, and yet comes out with unique predicted value for each
targeted measure.

From the above cited references, an outstanding common observation is deal-
ing with data dimensionality. Indeed, the multidimensional structure of data and
the usual huge facts’ volumetry in DWs represent one of the most challenging
issues of integrating predictive models into OLAP environment. This could be of
a negative effect on prediction performance, which is supposed to provide BI re-
porting costumers with fast and accurate results in line with OLAP applications.
Thus, some of the above proposals rely on heuristics to optimize implemented
algorithms [6,15,3]. Some others rather consider a pre-processing stage to reduce
dimensionality effect on their algorithms [13,14,1].

One of the most fundamental challenges of associating OLAP with a predic-
tive model concerns involving the hierarchical structure of data cubes to im-
prove analysis performances. While some approaches employ low level model
to constitute higher aggregation level models as [6], other approaches inverse
this methodology to derive, low-level facts from their existent aggregates as [13].
NAP-HC does not handle multiple hierarchical levels. It explores one level per
dimension during all the analysis. Nevertheless, NAP-SC explores multiple hier-
archical levels during the dimension reduction and the prediction stages.

On the other hand, sparsity, which is the case of most of OLAP cubes, remains
a very serious issue. Thomsen defines it as the degrees to which cells contain
invalid values instead of data [16]. In addition of increasing the access time, it
degrades most of analysis techniques applied on data cubes [9,10]. For instance,
the conducted experiments in [1] showed clearly that the performances of NAP-
HC decreased progressively while increasing the sparsity level of the treated cube.
Therefore, we argue that handling sparsity represents a fundamental challenge
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for any approach trying to extend data mining algorithms to OLAP environment.
Despite this, all of the above cited researches do not provide explicit solutions
of their confrontations with sparsity.

We affirm that the solutions reached in [1] still hold a lot of promises and
major aspects of their potential contributions remain unexplored. Therefore, we
propose to study them further by proposing NAP-SC, which is a novel approach
for predicting non-existent measures over sparse OLAP cubes. It has the general
overview of NAP-HC since the two approaches operate according to the same
global stages. Nevertheless, a closer look reveals substantial differences that we
will expose in the following sections of this paper.

3 General Notations

In this section we present the general notations that we use in this paper. We
also present the definitions introduced in [1] accompanied with a short reminder
of NAP-HC. We entend to reuse the same data cube definition provided in [7].

Let C be a data cube having the following proprieties:

– C has a non empty set of d dimensions D = {Di}(1≤i≤d);
– C contains a non empty set of m measures M = {Mq}(1≤q≤m);
– Each dimension Di contains li categorical attributes;
– Hi is the set of hierarchical levels of the dimension Di. H

i
j is the jth hierar-

chical level in Di.

We also use the concept of cube level, proposed by Agarwal and Chen in [3]. It
defines a vector of distinct dimensions levels.

NAP-HC embeds MLPs, which had proven their performances in prediction
tasks [17,18], within OLAP environment in a two stage proposal. The first stage
consists in generating reduced information preserving training sets over the orig-
inal cube while preserving the measure variations and the semantics linking
attributes and dimensions. In order to do so, we resorted Principal Compo-
nent Analysis (PCA) as a dimensions reduction technique [19]. We exploited its
orthogonal transformation to convert the correlated dimension attributes into
smaller sets of principal components.

As PCA is not designed for multidimensional structures, we introduced the
concept of cube-face to identify all the possible configurations of the data cube
and cover all the measure’s variations.

Definition 1 (Cube-face). Let {Dk, Dv, Ds1 , . . . , Dsf , . . . , Dsd−2
}(1≤f≤d−2) be

a non-empty subset of d distinct dimensions.
We denote by Cf(Dk, Dv, (Ds1 , . . . , Dsf , . . . , Dsd−2

)) a cube-face Cf of a data
cube C. It is a data view of a data cube identifiable by the geometrical positions
of its dimensions that we call: Key dimension Dk, Variant dimension Dv and a
set of (d − 2) Slicer dimensions Dsd−2

.

The number, n, of extractable cube-faces over a data cube is equal to the number
of its geometrical faces.
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To preserve the semantics linking attributes and dimensions, we introduced
the concept of PCA-slice.

Definition 2 (PCA-slice). P (Dk, Dv, (a
o
t1 , . . . , a

p
tf
, . . . , aqtd−2

)) is the PCA-slice

obtained by applying the OLAP Slice operator on Cf ; with aot1a
p
tf and aqtd−2

∈
Ds1 , Dsf and Dsd−2

, respectively.

The coordinate factors are generated by iteratively applying PCA on the ex-
tracted PCA-slices and stored in external tables that we called PCA-tables. In
order to track the membership of a measure and its corresponding coordinate
factors, we introduced the concept of PCA-cube.

Definition 3 (PCA-cube). A PCA-cube is a data cube that contains, beside
its original measures, a new type of measures consisting of references to the sets
of coordinate factors associated to each cell.

Fig. 1. Cube-face transformation

As for the second stage, we designed a new MLPs architecture to overtake the
multidimensional structure of data cubes. It consists of an interconnection of n+1
sub-networks. Firstly, n child-networks, each one associated to a distinct cube-
face. It gets that cube-face coordinate factors as inputs and provides the targeted
measures as output. Then, a combinator-network that receives the outputs of
all child-networks as inputs and comes out with the targeted measures. The
innovative aspect of this architecture consists in involving multiple training-sets
in the same learning process without having to merge them and yet generating
a unique predicted value for each targeted measure.

Like NAP-HC, NAP-SC is not a cube completion technique. It is not supposed
to fill all empty measures of a data cube. Its main objective is to promptly come
out with prediction of any empty measure upon the request of the user.

4 Formalization of Our Proposal

Most of machine learning algorithms are not designed to deal with missing val-
ues. Many researches apply deletion techniques, which provide trivial solutions
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that enable data mining algorithm application. However, they may seriously af-
fect data quality and lead to non representative data set. Other researches use
imputation methods like multiple imputation [20], regression, mean imputation,
etc. However, these methods are designed for bi-dimensional data and are not
adapted to multidimensional structures.

In [21], Ben Messaoud et al. proposed a cube reorganization approach that
generates more dense cubes from spare ones. While facing the sparsity issue, the
authors proposed to explore OLAP aggregation operators to minimize sparsity
effect. They transformed a data cube into a complete disjunctive table by fixing
two dimensions, treated as instance and variable dimensions, and aggregating
the remaining ones to the highest level, which is naturally the All level.

We affirm that aggregating some dimensions to higher levels enable the anal-
ysis to avoid many empty cells. However, we notice that fixing one specific com-
bination of dimensions may promote some dimensions on the expense of others.
This may cause a loss of the information extractable over the unexplored com-
binations. That is to say, any transformation of the dimensions combination will
certainly lead to a whole different data set that remain unexplored in the case
of [21]’s approach.

Fig. 2. Prediction system

We intend to revise this transformation technique by coupling it with NAP-HC
cube decomposition technique. This will enable it to consider all the extractable
dimension combinations over the data cube and thus to treat equitably all di-
mensions. Then, we will explore the revised version to minimize sparsity effect
on cube-faces.

On the other hand, we must consider that the aggregation step causes loss of
precision in term of dimension attributes. Nevertheless, we intend to make up
for this by revising the forthcoming prediction system and enabling it to involve
multiple hierarchical levels in the same prediction process.
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4.1 Dimensions Reduction

The main purpose of the dimensions reduction stage is to generate informa-
tion preserving, concentrated, decorrelated training sets over the original data
cube. Like NAP-HC, NAP-SC uses PCA as a dimensions reduction technique
and explore its orthogonal transformations to extract smaller sets of principal
components. They serves as predictors of the forthcoming prediction system.
The sheer novelty of NAP-SC dimensions reduction stage consists in including
a revisited version of Ben Messaoud et al.’s proposal to minimize sparsity effect.

Actually, the reduction process starts by identifying all the cube-faces from
the data cube following the initially selected cube level. At this point, NAP-HC
extracts all the PCA-slices from the cube-faces and iteratively applies PCA on
them. PCA-slices are generally sparse, what affects the reduction and thus the
prediction process. To minimize sparsity effect, we propose to reuse the transfor-
mation proposal of Ben Messaoud et al. after coupling it with our cube decom-
position proposal to preponderate equitability among all the cube dimensions.

Algorithm 1. Training algorithm

Input: Pcc, cube faces′set,RMSE max
Output: child, combinator,RMSE

1 foreach cube face in cube faces′set do
2 initialize(child);
3 converged ← false;
4 while converged = false do
5 agg m ← extract agg(cube face.A PCA slice);
6 pc[] ← extract comp(Pcc, agg m);
7 propagate(pc,agg m, child);
8 adjust(child);
9 if RMSE(child) < RMSE max then

10 converged ← true;
11

12 initialize(combinator);
13 converged ← false;
14 while converged = false do
15 foreach child do
16 agg m ← extract agg(cube face.A PCA slice);
17 pc[] ← extract comp(Pcc, agg m, cube face);
18 combinator input[] ← propagate(pc,agg m, child);

19 m ← extract measure(Pcc);
20 propagate(combinator input[], m, combinator);
21 adjust(combinator);
22 if RMSE(combinator) < RMSE max then
23 converged ← true;
24 RMSE ← RMSE(combinator);
25 returnchild networks’ set,combinator,RMSE ;
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Thus, we transform each cube-face as follows: We keep the key and the variable
dimensions still. Then, using the aggregation function that had been used in the
initial cube computation, we totally aggregate all the slicer dimensions to the
All level, as mentioned in Figure 1. This operation generates one single large
PCA-slice per cube-face. To distinguish it from the classical PCA-slice, we call
it Aggregated-PCA-slice (A-PCA-slice). The generated A-PCA-slices are much
less sparse than the classical PCA-slices due to the aggregation step that enable
the analysis to avoid many empty cells by aggregating them according to wisely
selected dimensions.

Finally, we apply PCA on each A-PCA-slice. This operation generates sets of
coordinate factors, which we store in PCA-tables. Then, we reuse the concept of
PCA-cube to track the membership of measures and their coordinate factors.

Like most conventional OLAP pre-processing phases, the reduction stage is a
time consuming process. Therefore, we believe that it should be executed in back-
stage, on a regular basis, by the end of each periodic data loading of the DW.

4.2 Measure Prediction

The main goal of this stage is to apply MLPs, which can not handle multidi-
mensional structures, on OLAP cubes. NAP-HC prediction system consists of an
OLAP oriented MLPs architecture that consider multiple disjoint training-sets
without having to merge them. And yet, it comes out with a unique predicted
value of each targeted measure. We intend to reuse the general aspects of this
system with NAP-SC. Nevertheless, we entend to empower it further, in order
to make up for the loss of precision caused by the aggregation step. Thus, we
preserve the general overview of the MLPs architecture and modify its train-
ing algorithm to enable the prediction system to handle multiple cube levels to
restore the initial cube level targeted by the user .

As shown in Figure 2, NAP-SC prediction system consists of an interconnec-
tion of multiple sub-networks; n − 1 child-networks and one single combinator-
network. Each child-network is associated to one distinct A-PCA-slice, and thus
to one cube-face. In addition, for each cube-face, we intentionally emphasized
the same dimensions in both of measures concentration and cube-face transfor-
mation steps. In such a way, the reduction stage preserves the relationships of
original and aggregated measures. Thus we affirm that an appropriate predic-
tion system can come out with the original values from the aggregated ones. In
our case, it is NAP-SC’s prediction system, whose child-networks consider ag-
gregated measures as target instead of initially selected levels measures. As for
its combinator-network, it targets the initially selected levels measures. These
transitions between correlated dimensions’ levels enable the prediction system to
deal with different cube levels and to restore the lower cube-level values targeted
by the user from the higher cube levels exploited in the reduction stage.

The training algorithm of the prediction system is provided in Algorithm 1.
It uses Root Mean Squared Error (RMSE) as stopping criteria. It requires the
PCA-cube, the set of cube-faces and a maximum tolerable value of RMSE as
inputs.
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Each child-network is initialized by randomizing its internal weights and
setting-up its structure according to its associated cube-face dimensions. Then,
it is trained using a randomly selected set of cells from the PCA-cube Pcc. It
gets the coordinate factors referenced by the PCA-cube as inputs and the ag-
gregated measures extracted from the cube-face’s A-PCA-slice as output. The
training process is repeated iteratively, until convergence.

After all the child-networks are trained, the combinator-network is to be ini-
tialized. It gets a number of input nodes equal to the number of child-networks
and one single output node. It is trained in a batch mode with the trained child-
networks’ outputs. Unlike child-networks that consider aggregated measures as
outputs, the combinator-network consider the measure derived from the initially
targeted cube-level as output. It provides the measures’s values targeted by the
user.

Fig. 3. Prediction quality Fig. 4. Performances against sparsity

As several theoretical and empirical studies show that a single hidden layer is
sufficient to achieve a satisfactory approximation of any nonlinear function [17],
we restrict the architecture of all sub-networks to three layers, including a hidden
one. We also use the gradient back-propagation algorithm [22] that has proved
its usefulness in several applications [18,17]. We associate it with the conjugate
gradient learning method and the sigmoid activation function.

5 Experimental Study

To test our approach, we implemented an experimental prototype of our system.
We adapted the American Community Surveys 2000-2003 1 database to DW
context and exploited it in our experimental study. It is a real-life, derived from
the U.S.A census database. It contains samples of the American population
treated between 2000 and 2003.

1 American Community Surveys is accessible from the official site IPUMS-USA (Inte-
grated Public Use Microdata Series); http://sda.berkeley.edu

http://sda.berkeley.edu
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5.1 Analysis Context

We consider a 4 dimensions data cube; Location, Origin, Education and Time,
with 3.8 million facts. We aim at predicting the number of people of a certain
race, according to their cities and their levels of education. To compute the initial
cube level, we focus on the person count measure and select the hierarchical
levels; State, Race and Education. These levels contain, respectively, 51, 10 and
14 dimension attributes. After the application of our reduction approach, we end
up with 6 cube-faces that generate 10, 12, 4, 3, 4 and 3 principal components. For
the prediction phase, we use the 10-fold cross-validation technique and the RMSE
as a quality indicator. Our experimental study is spread over two experiments
to investigate the following aspects.

5.2 Prediction Quality

The purpose of the first experiment is to investigate the performances of NAP-
SC in the case of real-life high sparsity data cube. We elaborated a predictive
system that faithfully represents our proposed architecture. We have set the
hidden neurons number of each sub-network hidden layer, to one half of the
number of its own input. Then, we increased the sparsity of our treated cube by
deleting 30% of its fact table records.

After training of our system, we tried to predict a set of random measures that
had not been included in the learning process. To properly present the results, we
considered a separated by regular intervals set of measure values. We presented
the resulting curve in Figure 3. We note that the predicted values have minimum
distances from the line observed measure = predicted measure. Furthermore, the
correlation coefficient of these values is equal to 0.96, what indicates an accurate
prediction.

5.3 Efficiency against Sparsity

In order to investigate NAP-SC efficiency against sparsity, we compared its per-
formances with those of NAP-HC, while varying the sparsity level. Thus, we
started with our initial data cube and increased the sparsity of the data cube by
10% at each time.

We present the results in Figure 4, S1 and S2 translate, respectively, the
performances of NAP-HC and NAP-SC. We notice that NAP-HC outperformed
NAP-SC for a level of sparsity between 0% and 25%. From 30%, NAP-SC takes
the lead and outperforms NAP-HC. Then, it preserves its robustness until a
percentage of 70% of non-existent facts. However, from 70%, NAP-SC’s RMSE
evolution becomes important and the prediction quality decreases remarkably.
This is explained by the fact that the minimum number of valid instances be-
comes insufficient from a level of sparsity of 70% .

Through this experiment, we highlighted the usefulness of both NAP-HC and
NAP-SC. The BI customer can use either system depending on his treated cube.
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We affirm that he can even apply individually both systems on the same data
cube according to the sparsity level of the manipulated dimensions’ hierarchical
levels.

6 Conclusion and Perspectives

In this paper, we explored neural networks, which have been proven their effi-
ciency in several data mining techniques, to empower OLAP and extend it to
prediction capabilities.

We proposed NAP-SC that predicts non-existent measures over sparse data
cubes. It is a substantially modified version of our previously proposed approach
NAP-HC [1], designed to solve the same problem in the case of high dimensional
non sparse data cubes. The main contribution of NAP-SC consists in minimizing
sparsity effect on analysis. It is ensured through a cube transformation step based
on a dedicated aggregation technique. In addition, the prediction stage of NAP-
SC involves multiple cube levels in the same prediction process, what embeds
further our proposed MLPs architecture into OLAP environment.

The experimental study showed the improved accuracy of NAP-SC and its
robustness against sparsity. Notwithstanding, NAP-HC outperformed NAP-SC
in the case of limited sparsity data cubes. Thus we conclude that both system
are useful for different scenarios. It is up to BI customer to choose between them
according to the nature of his treated cubes. He can even apply individually
both systems on the same data cube in different cube levels.

As part of future work, we plan to formalize explicit criterion indicating which
system to apply between NAP-HC and NAP-SC. In addition, we plan to include
a framework that explains the reasons of non-existent measures occurrences, sim-
ilarly to that of [23]. Finally, we aim at modeling a theoretical relation between
the reduction and the prediction stage to optimize our model.
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Abstract. Semi-supervised learning has received considerable attention
in the machine learning literature due to its potential in reducing the
need for expensive labeled data. The majority of the proposed algo-
rithms, however, have been applied to the classification task. In this
paper we present a graph-based semi-supervised algorithm for solving
regression problem. Our method incorporates an adjacent graph, which
is built on labeled and unlabeled data, with the standard Gaussian pro-
cess (GP) prior to infer the new training and predicting distribution for
semi-supervised GP regression (GPr). Additionally, in semi-supervised
regression, the prediction of unlabeled data could contain some valuable
information. For example, it can be seen as labeled data paired with
the unlabeled data, and under some metrics, they can help to construct
more accurate model. Therefore, we also describe a feedback algorithm,
which can choose the useful prediction of unlabeled data for feedback to
re-train the model iteratively. Experimental results show that our work
achieves comparable performance to standard GPr.

Keywords: Semi-supervised learning, Gaussian Process, Graph
Laplacian, Regression, Feedback.

1 Introduction

By using enough labeled training data supervised learning algorithm can learn
reasonably accurate model. However, in many machine learning domains, such
as bioinformatics and text processing, labeled data is often difficult, expensive
and time consuming to obtain. Meanwhile unlabeled data may be relatively easy
to collect in practice. For this reason in recent years semi-supervised learning
has received considerable attention in the machine learning literature due to its
potential in utilizing unlabeled data to improve the predictive accuracy.

There are various algorithms to implement semi-supervised learning task[17].
However, most of work in this field consider classification problem, while regres-
sion remains largely under studied. Generally, the regression problem is more
general than the classification problem since the outputs in the latter case are
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constrained to have only a finite number of possible values whereas in regression
they are assumed to be continuous. Thus, we have a lot of interest in regression
algorithm that can make use of unlabeled data.

In this paper, we propose an inductive semi-supervised regression algorithm.
Our algorithm firstly builds a adjacent graph by using the distances between
labeled and unlabeled data. In regression, such distance information can be used
to reflect the similarity between the output values. Then we use the graph infor-
mation within the standard Gaussian process (GP) probabilistic framework to
infer a new GP prior and a graph-based covariance function. From the new prior
and the graph-based covariance function, we derive the key training model and
predicting distribution for the semi-supervised GP regression (GPr). Since the
predictions from the GP model take the form of a full predictive distribution,
the unseen data can also be predicted easily by the distribution. That is to say
our method is inductive. Our approach is similar to the method proposed by
Sindhwani et. al.[12]. But the method is related to classification task, and we
focus on solving regression problem.

Furthermore, we also present a feedback algorithm to pick up the helpful pre-
dictions of unlabeled data for feeding back and re-train the model iteratively.
Most existing semi-supervised methods do not utilize the information available
through the predictions of the system feedback. However, the prediction may
contain some valuable information. For example, the unlabeled data and its pre-
diction can be seen as labeled data, and under some metrics, they can help to
construct more accurate model. In other words, when a learning process is per-
formed repeatedly, we gain extra information from a new source: past unlabeled
examples and their predictions, which can be viewed as a kind of experience.
This kind of experience serves as a new source of knowledge related to the pre-
diction model. The new knowledge provides the possibility of improving the
performance of semi-supervised GPr. Therefore, in this paper, we exploit the
feedback algorithm to improve the predictive accuracy in an iterative training
setting. The framework picks up helpful predictions of unlabeled data, and add
them into the labeled dataset and re-train the regression model iteratively.

2 Related Work

Zhou et al. [14] proposed a co-training style semi-supervised regression algo-
rithm. The algorithm employs two k-nearest neighbor regressors as the base
learners, each with a different distance metric. Each regressor labels the un-
labeled data, and the most confident labeled instances are used for the other
learner. The final prediction is made by averaging the regression estimates gener-
ated by both regressors. Similarly Brefeld et al. [3] performed another co-training
style semi-supervised regression algorithm by employing multiple learners. These
approaches do not modify the algorithm framework. Indeed, they just keep the
supervised algorithm and only change the form of the labels of data. In other
words, the co-training method do not take full advantage of the inherent struc-
ture between labeled and unlabeled data points.
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Besides co-training, regularization based method has also been widely em-
ployed in semi-supervised regression. This method combines a regularization
term of all data, with the predictive error of labeled data into a criterion. By
using such criterion, the unlabeled data can help to get a better knowledge for
what parts of the input space that the predictive function varies smoothly in. A
variety of approaches using the regularization term have been proposed. Some
well known regularization terms are graph Laplacian regularizer[15], Hessian reg-
ularizer [5], parallel field regularizer [6], and so on. These methods have enjoyed a
great success. However, they are transductive. Transductive learning only works
on the observed labeled and unlabeled training data. Although transductive task
is simpler than inductive inference, it can not handle the unseen data. Therefore,
semi-supervised induction has been attracting more attention recently.

3 An Overview of Gaussian Process Regression

GP has been proved to be useful and powerful tool for the purpose of regression.
The important advantage of GP is the explicit probabilistic formulation. This not
only provides probabilistic predictions but also gives the ability to infer model
parameters. Here, we will give the key GP training and prediction distribution for
supervised learning (for more details see [9]). We assume that the input training
data is given as XD = {XL, XU} = {x1, . . . , x�, x�+1, . . . , xN}, where xi ∈ Rm,
N is the total number of input data and � is the number of labeled data. XL

and XU denote the inputs of labeled and unlabeled dataset respectively. We use
y = {y1, . . . , y�} to represent the corresponding outputs of labeled data XL.

In the GP methodology, the corresponding output label y is assumed relating
to an latent function f(x) through a Gaussian noise model: y = f(x)+N (0, σ2),
where N (m, c) is a Gaussian distribution with mean m and covariance c. The
regression task is to learn a specific mapping function f(x), which maps an
input vector to a label value. Usually, a zero-mean multivariate Gaussian prior
distribution is placed over f . That is:

p(f |XL) = (2π)−
�
2 |KL|− 1

2 exp

(
−1

2
fTK−1

L f

)
(1)

where KL is an � × � covariance matrix. In particular, the element of KL is
built by means of a covariance function (kernel) k(x, x′). A simple example is
the standard Gaussian covariance defined as:

k (x, x′) = c · exp

⎡⎣−1

2

d∑
j=1

bj
(
xj − x′j

)2⎤⎦ , θ = {c, b} (2)

where b = {bj}dj=1 plays the role of characteristic length-scales. c is the ker-
nel over scale. The parameters b, c are initially unknown and are added to a
parameter set θ, which is defined as containing all such hyper-parameters.

Given some observations and a covariance function, we wish to find out the
most approximate θ, and make a prediction on the test data. There are various
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methods for determining the parameters. A general one is the gradient ascent,
which seeks an optimal θ by maximizing the marginal likelihood. For a GP model,
the marginal likelihood is equal to the integral over the product of likelihood
function p(y|f) = N (f, σ2I) and the prior p(f |XL) (Eq.(1)), given as:

p (y|XL) = (2π)−
�
2 |KL + σ2I|− 1

2 exp

(
−1

2
yT (KL + σ2I)−1y

)
(3)

which is typically thought as the training probability of GP.
Given the observations and optimal θ, the prediction distribution of the target

value f∗ for a test input x∗ can be expressed as [9]:

p (f∗ | x∗, XL, y) = (2π)−
�
2 |c∗|− 1

2 exp

(
−1

2
(f∗ − m∗)

T c−1
∗ (f∗ − m∗)

)
(4)

where the predictive mean and variance are:

m∗ = kT∗
(
KL + σ2I

)−1
y (5)

c∗ = k∗∗ − kT∗
(
KL + σ2I

)−1
k∗

where k∗ is a matrix of covariances between the training inputs and test points.
The matrix k∗∗ consists of the covariances between the test points.

4 Semi-supervised Gaussian Process Regression

As we can see in standard GPr, neither the prior of latent function f (Eq.(1)) nor
the predictive distribution (Eq.(4)) does not contain any information of the un-
labeled data. Evidently, to train a accurate GP model, we need to get sufficient
training data (labeled data). However, the training data is often difficult and
expensive to obtain, while the unlabeled data is relatively easy to collect. So it
appears necessary to modify the standard GP model to make it capable of learn-
ing from unlabeled data, and thereby improve the performance of prediction. In
this section we present how to effectively use the information of unlabeled data
to extend the standard GP model into the semi-supervised framework.

According to semi-supervised smoothness assumption, if two points are close,
then so should be the corresponding outputs. Based on this assumption, the un-
labeled data should be helpful in regression problem. They can help explore the
nearness or similarity between outputs. And the output should vary smoothly
with this distance. So, to utilize the unlabeled data, we consider building an ad-
jacent graph to define the nearness between labeled and unlabeled data. Then we
attempt to incorporate the graph information into the standard GP probabilistic
framework to generate a new probability model for semi-supervised GPr.

4.1 Prior Condition on Graph

In order to take advantage of the information of unlabeled data, we build an
adjacent graph G = (V,E) on all observed data points XD = {XL, XU}, to
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find the adjacent relationship between labeled and unlabeled data, where V is
the set of nodes composed by all data points, E is the set of edges between
nodes. The graph can be represented by a weight matrix W = {wij}Ni,j=1, where

wij = exp
(

− ‖xi−xj‖2

2δ

)
is the edge weight between nodes i and j, with wij = 0

if there is no edge.
From the previous section, we can see that regression by GP is a probabilistic

approach. Probabilistic approaches to regression attempt to model p(y|XD). In
this case, to make the unlabeled data affect our predictions, we must make some
assumptions about the underlying distribution of input data. In our work we
attempt to combine the graph information with the GP. Thus, we focus on in-
corporating a prior of p(G) with the prior of p(f) to infer a posterior distribution
of f condition on the graph G.

Here, we consider the graph G itself as a random variable. There are many
ways to define a probability of the variable G. Sindhwani et al. [12] provides a
simple prior of observing the graph G:

p (G|f) ∝ exp

(
−1

2
fTΔf

)
(6)

whereΔ is a graph regularization matrix, which is defined as the graph Laplacian
here. We can derive Δ as follows: let Δ = λLυ, where λ is a weighting factor,
υ is an integer, and L denotes the combinatorial Laplacian of the graph G. Let
Dii =

∑
j wij , the combinatorial Laplacian is defined as L = D − W .

Combining the Gaussian process prior p(f) with the likelihood function Eq.(6),
we can obtain the posterior distribution of f on the graph G as follows:

p(f |G) = 1

p(G)p(G|f)p(f) (7)

Observably, the posterior distribution Eq.(7) is proportional to p(G|f)p(f), which
is a multivariate Gaussian as follows:

p(f |G) = (2π)−
N
2 |K−1

DD +Δ| 1
2 exp

(
−1

2
fT (K−1

DD +Δ)f

)
(8)

The posterior distribution Eq. 8 will be used as the prior distribution for the
following derivation. To proceed further, we have to derive the posterior of fX in-
dependent of graph G. Here X denotes the more general dataset, which contains
observed dataset XD and a set of unseen test data XT , i.e., X = {XD, XT }.
In standard GP, the joint Gaussian prior distribution of fX can be expressed as
follows:

p (fX) = N
([

0
0

]
,

[
KDD KDT

KT
DT KTT

])
(9)

Then the same as above, the posterior distribution of fX conditioned on G is
proportional to p(G|fX)p(fX), and it is explicitly given by a modified covariance
function defined in the following:

p (fX |G) = N
(
0, K̃XX

)
(10)
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where

K̃−1
XX =

[
KDD KDT

KT
DT KTT

]−1

+

[
Δ 0
0 0

]
(11)

Eq.(10) gives a general description that for any finite collection of data X , the
latent random variable fX conditioned on graph G has a multivariate normal
distribution N (0, K̃X), where K̃X is the covariance matrix, whose elements are
given by evaluating the following kernel function:

k̃ (x, z) = k (x, z) − kTx (I +ΔK)
−1

Δkz (12)

where K is a N × N matrix of k (·, ·), and kx and kz denote the column vector

(k (x1, x) , . . . , k (xl+u, x))
T
.

We notice that by incorporating the graph information Δ with the standard
GP prior p(f), we infer a new prior condition on the graph G and a graph-based
covariance function k̃. In fact this semi-supervised kernel (covariance function)
is first proposed by Sindhwani et al. [11] from the Reproducing Kernel Hilbert
Space view, and is used for the semi-supervised classification task. In our work,
we mainly focus on how to utilize the new prior and the graph-based covariance
function to derive the training and predicting distributions for semi-supervised
GPr.

4.2 Objective Functions

Our objective training function for semi-supervised GPr is the marginal likeli-
hood p(y|X,G), which is the integral of the likelihood times the prior p (y|X,G) =∫
p(y|f)p(f |X,G)df . As the same with standard GP, the term marginal likeli-

hood refers to the marginalization over the latent function value f . But the
difference is that the prior of semi-supervised GP is the posterior obtained by
conditioning the original GP with respect to graph G.

According to Eq. 8 and the likelihood p(y|f) = N (f, σ2I), the marginal like-
lihood of the observed target values y is:

p (y|X,G) = (2π)−
N
2 |Σ|− 1

2 exp

(
−1

2
yTΣ−1y

)
(13)

where Σ =
(
K−1

DD +Δ
)−1

+ σ2I. This formulation can be seen as the training
model of our proposed method. We can select the appropriate values of hyper-
parameters Θ = {θ, σ} by maximizing the log marginal likelihood log p(y|X,G).
The goal is to solve Θ̂ =arg max log p(y|X,G). In learning process we seek the
partial derivatives of the marginal likelihood, and use them for the gradient as-
cent to maximize the marginal likelihood with respect to all hyper-parameters.

After learning the model parameters, we are now confronted with the predic-
tion problem. In the prediction process, given a test data x∗, we are going to
infer f∗ given the observed vector y. According to the prior Eq.(10) and Eq.(13),
the joint distribution of the training output y and the test output f∗ is
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[
y
f∗

]
∼ N

([
0
0

]
,

[
Σ k̃∗
k̃T∗ k̃∗∗

])
(14)

Then we can use this joint probability and Eq.(13) to compute the Gaussian
conditional distribution over f∗:

p (f∗|x∗, X, y,G) ∝ exp

(
−1

2
[y, f∗]

[
Σ k̃∗
k̃T∗ k̃∗∗

]−1 [
y
f∗

])
(15)

By using the partitioned inverse equations, we can derive the Gaussian condi-
tional distribution of f∗ at x∗:

p (f∗|x∗, X, y,G) = 1

Z
exp

[
−1

2
(f∗ − μ̂)TC−1(f∗ − μ̂)

]
(16)

where

μ̂ = k̃T∗ Σ
−1y (17)

C = k̃∗∗ − k̃T∗ Σ
−1k̃∗

This is the key predictive distribution for our proposed semi-supervised GPr
method. μ̂ is the mean prediction at the new point and C is the standard de-
viation of the prediction. For fixed data and fixed hyper- parameters of the
covariance function we can predict the test data from the labeled data and a
large amount of unlabeled data.

Note that the graph G contains the adjacent information of labeled and unla-
beled data, and it is helpful for regression according to the smoothness assump-
tion of supervised learning. Then, the knowledge on p(G) that we gain through
the unlabeled data carries information that is useful in the inference of p(y|X,G)
and p(f∗|x∗, X, y,G), which is the training probability and predictive distribu-
tion for semi-supervised GP regression. Thus, our semi-supervised GPr method
can be expected to yield an improvement over supervised one.

5 GPr with Feedback

In the semi-supervised regression, we learn a predictive model from labeled and
unlabeled data. Then the output of the unlabeled data can be predicted through
the model. In this process, predictive output can be viewed as a kind of experi-
ence. Such experience provides the possibility of improving the performance of
semi-supervised GPr. Therefore, in this paper, we describe a feedback algorithm,
which can pick up the useful prediction of unlabeled data for feeding back into
the labeled dataset and re-train the model iteratively.

In a predictive system, we can not affirm that all the predictions of unlabeled
data could be correctly predicted. For this reason, not all the predictions are
helpful for re-training and we need to pick up the useful one from them. Here we
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call such useful prediction a confident prediction. Now we have a problem that
what is the confident prediction on unlabeled data of a regressor. Intuitively, if a
labeled example can help to decrease the error of the regressor on the labeled data
set, it should be the confident labeled data. Therefore, in each learning iteration
of feedback, the confidence of unlabeled data point xu can be evaluated using a
criterion as:

Exu =
∑

xi∈XL

(
(yi − M(xi))

2 − (yi − M ′(xi))
2
)

(18)

here, M is the original semi-supervised regressor trained by the labeled dataset
(XL, yL) and unlabeled dataset XU , while M

′ is the one re-trained by the new
labeled dataset {(XL, yL) ∪ (xu, ŷu} and unlabeled dataset {XU − xu′}. Here
xu is an unlabeled data point while ŷu is the real-valued output predicted by
the original regressor M , i.e. ŷu = M(xu). The first term of Eq. 18 denotes the
mean squared error (MSE) of the original semi-supervised regressor on labeled
dataset, and the second term is expressed the MSE of the regressor utilizing the
information provided by (xu, ŷu) on the labeled dataset. Thus, (xu, ŷu) associated
with the biggest positive Exu can be regarded as the most confident labeled
data. In other words, If the value of Exu is positive, it means utilizing (xu, ŷu) is
beneficial. So we can use this unlabeled data paired with its prediction as labeled
data in the next round of model training. Otherwise, (xu, ŷu) is not helpful to
train models, and will be omitted. Then the xu should remain in the unlabeled
dataset XU .

Table 1. Algorithm of feedback

Input: Labeled dataset(XL, yL), Unlabeled dataset XU ,
Learning iterations T , Initial parameters set init para

Output: Prediction model M
Step1: Training model
M ← Semi train(XL, yL, XU , inti para)
Step2: Choosing and feedback
for t = 1 : T do

Create pool XU′ by randomly picking data points from XU

for each xu ∈ XU′ do
ŷu ← M(xu)
M ′ ← Semi train ((XL, yL) ∪ (xu, ŷu), {XU − xu}, init para)
Exu ←

∑
xi∈XL

((yi −M(xi))
2 − (yi −M ′(xi))

2)

end for
for each Exu > 0 do

(XL, yL) ← (XL, yL) ∪ (xu, ŷu)
XU ← {XU − xu}

end for
M ← Semi train(XL, yL, XU , inti para)

end
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The pseudo code of our feedback framework is shown in Table 1, where the
function Semi train returns a semi-supervised GP regressor. The learning pro-
cess stops when the maximum number of learning iterations, T, is reached, or
there is no unlabeled data.

6 Experiments

In this section, we firstly evaluate the performance of proposed semi-supervised
GPr (SemiGPr) on some regression datasets, and make a direct comparison to
its standard version (GPr). Then we show the experimental results of SemiGPr
extension by feedback (named FdGPr).

There are D + 4 hyper-parameters in SemiGPr: kernel length-scales {bi}Di=1,
where D is the dimension of input X , kernel over scale c, noise σ and edge weight
length-scale δ. In our experiment, we select the appropriate values of {b, c, σ} by
maximizing the marginal likelihood. To reduce the computing complexity, we fix
δ = 10 for all datasets. 4-fold cross validation is performed on each dataset and
all the results are averaged over 40 runs of the algorithm.

The datasets used to evaluate the performance of our method are summarized
in Table 2. In the experiment, the examples contained in artificial dataset Fried-

man is generated from the function: y = tan−1 x2x3− 1
x2x4

x1
. The constraint on

the attribute is: x1 ∼ U [0, 100], x2 ∼ U [40π, 560π], x3 ∼ U [0, 1], x4 ∼ U [1, 11].
Gaussian noise terms is added to the function. The real-world data sets are from
the UCI machine learning repository and StatLib. In our experiment, for each
dataset, we randomly choose 25% of the examples to be test data, while the
remaining are training data. We take 10% of the training data as labeled exam-
ples, and the remaining are used as the set of unlabeled examples. Note that all
the datasets are normalized to the range [0, 1].

Table 2. Datasets used for SemiGPr. D is the features; N denotes the size of the data.

Dataset Friedman wine chscase no2 kin8nm triazines pyrim bodyfat

D 4 11 6 7 8 60 27 14
N 3000 1599 400 500 2000 186 74 252
Source Artificial UCI Statlib Statlib UCI UCI UCI Statlib

6.1 Algorithmic Convergency

In this paper, we estimate the hyper-parameters by using the gradient descent
method to minimize the following log marginal likelihood.

− log p (y|X,G) = 1

2
yTΣ−1y +

1

2
log |Σ| + N

2
log 2π (19)
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Firstly, we discuss the convergence of above training objective function. In Fig-
ure 1, we show how the objective function value decrease as a function of the it-
erations on triazines (left) dataset and no2 (right) dataset. The result of triazines
shows a typical convergence process. As the number of iterations is increasing,
the objective function value is decreasing smoothly. Meanwhile, the objective
function value of no2 is converged in two stages. From the results, we can see
that the objective function value decreases with the increase of the number of it-
erations and the iterative procedure guarantees a local optimum solution for the
objective function in Eq.(19). According to our offline experiments, generally,
the objective function converges after about 30-40 iterations for the datasets in
Table 2.
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Fig. 1. Log likelihood decreases along with the increase of the iteration No. for the
triazines (left) and the no2 (right)

6.2 Efficiency of Unlabeled Data

To verify the SemiGPr model can take advantage of unlabeled data, for a fixed
number of labeled data, we vary the number of unlabeled examples, and plot
the mean squared error (MSE) for dataset triazines and no2. The corresponding
curves are shown in Fig. 2, where the dotted line and solid line indicate the
predictive errors on unlabeled dataset and test dataset respectively. Note that
when the proportion of unlabeled data is 0%, the result denotes the MSE of
standard GPr. The figure shows that the proposed semiGPr algorithm have
lower MSE compared to the standard GPr both on unlabeled and test dataset.
Moreover, as the proportion of unlabeled examples increases, the advantage of
semiGPr increase further. From this result, we can conclude that SemiGPr may
bring extra advantage by utilizing the unlabeled data for model training. In
other words, the unlabeled data provide some useful information, and our semi-
supervised algorithm can make use of this information to improve predictive
accuracy.

While we observe a significant performance improvement of the proposed al-
gorithm by using unlabeled examples, the unlabeled examples are not always
helpful. For example, for data no2 (right figure of Fig. 2), when the proportion
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Fig. 2. Performance of SemiGPr as a function of number of unlabeled examples

of unlabeled data goes from 30% to 50%, the error rates are not reduced. On the
contrary, they are increased. The same as triazines when the size of unlabeled
dataset goes from 90% to 100%. The possible reason for this result is that a part
of the unlabeled examples contain some noises or something else, which would
be a negative effect on the training predictive model.

6.3 Evaluation of Regression Accuracy

To further clarify the effect of the proposed method, we compare the MSE be-
tween SemiGPr and GPr. The comparative results are summarized in Table 3.
The above value is the performance on unlabeled dataset, and the following value
is the one on test dataset. In this experiment, we consider GPr as the baseline
and compare the performance of SemiGPr with it. The improvements are also
listed in the table. In addition to the average MSE, we test the significance of
the performance difference between SemiGPr and GPr using a paired t-test on
the MSE values. The differences are significant with a paired t-test at the 0.05
level, and the results with significant improvement in the table are bold-faced.

The result in Table 3 shows that our method SemiGPr performs as well as
or better than the standard GPr in terms of regression accuracy. We can ob-
serve that SemiGPr leads to improvements in most of the datasets, and the
differences are significant in about half of the datasets. From the compari-
son, we can conclude that using the unlabeled training data with our semi-
supervised regression framework, the GP regression accuracy can be improved.
On some of the datasets like chscase, the precision of SemiGPr did not have
a significant improvement over the standard one. As our previous analysis, the
unlabeled examples sometimes had a negative effect on the regression predic-
tion. Consequently, the possible reason for this result is that there are some
noises in unlabeled data or poor hyper-parameter choices made in optimization
process.
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Table 3. Comparison of SemiGPr with the standard GPr on different datasets

Dataset Friedman Wine chscase no2 kin8nm bodyfat pyrim triazines

GPr 0.0113 0.0196 0.0273 0.0180 0.0136 0.0026 0.0524 0.1215

0.0114 0.0205 0.0268 0.0183 0.0134 0.0061 0.0544 0.1205

SemiGPr 0.0101 0.0190 0.0264 0.0161 0.0131 0.0026 0.0359 0.0843

0.0102 0.0199 0.0265 0.0164 0.0132 0.0027 0.0495 0.0925

Improv. 10.62% 3.06% 3.30% 10.56% 3.68% 0% 31.49% 30.62%

10.53% 2.93% 1.12% 10.38% 1.49% 55.74% 9.01% 23.24%

6.4 Extension by Feedback

In this part, two of the datasets used in SemiGPr are presented to demonstrate
the effectiveness of the SemiGPr extended by Feedback algorithm, which is de-
noted by FdGPr. Experimental setting is the same as the previous subsection.

To clarify unlabeled examples and their predictions really contain some valu-
able information and our feedback algorithm can utilize such information to
improve the predictive accuracy, we plot the MSE of FdGPr for different iter-
ation numbers. The results are shown in Fig. 3. The dot line denotes the MSE
on the unlabeled dataset, and the solid line is the result of the test dataset. The
left figure is the result of dataset no2 and the right one is that for chscase. Note
that when the feedback iteration is 0, the result denotes the MSE of SemiGPr.

From the figures we can see that when the iteration number is increased, the
feedback algorithm cut the error rate drastically over SemiGPr. The results show
clearly that the unlabeled examples and their predictions have a beneficial effect
on model learning. From the experiment, larger iteration number almost always
produces better results, while considering the computational cost, the iteration
T should be set to 20. Although FdGPr achieves comparable performance to a

0 10 20 30 40 50
0.0135

0.014

0.0145

0.015

0.0155

0.016

0.0165

0.017

feedback iterations

M
S

E

no2

 

 
Unlabel
data2

0 10 20 30 40 50
0.0248

0.025

0.0252

0.0254

0.0256

0.0258

0.026

0.0262

0.0264

0.0266

feedback iterations

M
S

E

chscase

 

 
Unlabel
Test

Fig. 3. The effect of different feedback iterations on unlabeled and test dataset
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non-feedback baseline on unlabeled dataset, it does not have a significant im-
provement over the other ones on test dataset. Therefore we should point out
that the feedback algorithm makes our work transductive, and we should find a
new metric to pick up prediction of unlabeled examples to improve the perfor-
mance on test dataset in future work. From this result, we can make a conclusion
that by utilizing feedback information, FdGPr makes significant performance
improvements over all other methods, especially on unlabeled data.

7 Conclusion

In this paper we presented and evaluated a semi-supervised GPr by incorporat-
ing a adjacent graph within the standard GP probabilistic framework. Through
exploring the standard GP to semi-supervised setting, we can learn a regres-
sion model from only partially expensive labeled data and a large amount easy
obtaining unlabeled data. Moreover, we presented a feedback algorithm, which
can choose the confident prediction for feedback, to further improve the perfor-
mance. The experimental results indicated that our semi-supervised regression
approach can improve the prediction accuracy. Besides, by choosing the confi-
dent prediction for feedback, it brought significant improvement in prediction
accuracy over a non-feedback baseline. All the experimental results showed that
our method achieves comparable performance to standard GPr.

In our experiment, we compared SemiGPr with standard GPr. There exist
some other semi-supervised regression methods, such as transductive regulariza-
tion regression [6], co-training [14], and so on. However, because of the different
experimental setting, we could not compare the proposed method with them.
In the future work we will implement these methods and make a compare with
SemiGPr. Moreover, although our method is considerable for achieving a com-
parable performance in prediction accuracy, we have to admit that it is time
complexity, especially in feedback. In the future work, we plan to do some fur-
ther research on fast learning to reduce the computational complexity.
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Abstract. With the ever-increasing demand to retain the existing customers 
with the service provider and to meet up the competition between various tele-
com operators, it is imperative to identify the number of visible churners in ad-
vance, arbitrarily in telecom networks. In this paper, we consider this issue as a 
social phenomenon introduced to mathematical solution rather than a simple 
mathematical process.  So, we explore the application of graph parameter anal-
ysis to the churner behavior. Initially, we try to analyze the graph parameters on 
a network that is best suited for node level analysis. Machine learning and Sta-
tistical techniques are run on the obtained graph parameters from the graph DB 
to select the most significant parameters towards the churner prediction. The 
proposed novel churn prediction methodology is finally perceived by construct-
ing a linear model with the relevant list of graph parameters that works in a dy-
namic and a scalable environment. We have measured the performance of the 
proposed model on different datasets related to the telecom domain and also 
compared with our earlier successful models. 

Keywords: Call Graph, Churn Prediction, Hadoop Framework, Graph DB, 
Graph Parameters, Dynamic and Scalable environment. 

1 Introduction 

Churn in the telecom industry refers to the movement of customers from one operator 
network to the other. It is an interesting social problem which relates not only to sur-
viving the competition among telecom service providers but also to better understand-
ing of their own customers [1, 2]. It is all the more important as customer churn leads 
to diminished profits for the operator and enhanced business for the telecom opera-
tor’s competitor. Moreover, it is more important for the operator to retain an existing 
customer than to get a new one. With the continuous addition of new operators in the 
market and with the availability of mobile number portability service, churners are 
increasing at a higher rate than before. Churn being a predictive model, there is  
no generalized scalable approach to capture the probable churners effectively in the 
telecom data. 

Several methods and machine learning algorithms have been proposed for predict-
ing churners in different domains [2,3,4]. Existing approach to churn prediction  
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pertains to attribute based analysis which has proven to be relatively time consuming 
because the process has to be rerun every time the dataset is fed or updated. Moreover 
the classification model proposed related to this has been proved to face issues with 
respect to skewness of the churn data [1]. The churn data tends to be imbalanced be-
cause the churners tend to be far less in number in the order of (2% - 5%) compared 
to the non-churners. Due to the existence of the class imbalance problem [5], the high 
accuracy value derived from a model in churn prediction analysis provides no useful 
result in real time. Also it has difficulty in parallelizing certain aspects of the tradi-
tional algorithms, poses difficulty in applying them over large telecom dataset. 
Another interesting aspect is that certain attribute based analysis was found to be spe-
cific to a particular dataset such as data from a developed country where in the same 
model failed miserably for the developing country [7].  

In order to tackle the above core problems, this paper examines the close relation-
ship between the graph parameter analysis and in understanding the churn behavior. 
In this study the telecom data is visualized in the form of graph and several graph 
parameters are inferred from the same. The graph parameters are computed from the 
vertex and edge pairs ((V (G), E (G)), visualized from the telecom dataset stored in a 
scalable graph DB framework. The graph DB falls in the class of NOSQL database 
technologies. The idea of using a NOSQL DB rather than the traditional relational DB 
is that the NOSQL data technologies supports scalable and schema less structure that 
helps in analyzing and storing huge datasets [10].    

The graph parameters considered for node level analysis are as follows: In-Degree, 
Out-Degree, Closeness centrality, Call weight, Proximity prestige, Eccentricity cen-
trality, Clustering coefficient, In Degree and Out degree prestige. In addition to this, 
Game theory approach using Shapley value is calculated to find influential members 
(most important members) in the network. The graph parameters chosen specifically 
indicate the active participation of a customer and thus aid in studying the churn be-
havior over a period of time. The existing call graph implementation for churn analy-
sis related to telecom network behavior study was confined only to the degree module 
and participation coefficient in a network [2, 3]. It is difficult to predict the churners 
accurately using a confined set of parameters chosen arbitrarily. Thus we propose a 
novel idea to analyze graph parameters exhaustively during the training phase of the 
model, which can help in understanding the factors contributing to churn behavior. 

Even though the considered graph parameters hold close relationship to the churn 
behavior analysis, evaluation of all the graph parameters over the huge dataset on a 
dynamic environment tends to be a costly process. Thus we need to run predictive 
machine learning methods like multivariate Discriminant and Regression Analysis 
that can aid in finding out specific graph parameters that contribute significantly to 
the discrimination of churn behavior. The corresponding analysis can help in bringing 
down the list of graph parameters for identifying the visible churners quickly.  

Call Detail Record (CDRs) is generated for every transaction made in the telecom 
domain. With billions of CDR records to be processed, it’s virtually impossible to 
manipulate the data over a single machine. Therefore a map reduce based parallelized 
framework using HADOOP architecture [11] is employed for pre-processing of CDRs 
over a cluster environment. The efficiency of combining the map reduce based 
framework with NOSQL based storage makes this innovative model work in a  
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scalable and a dynamic platform with ease and minimal cost. Eventually, the telecom 
service providers can use the proposed model in identifying churners efficiently on a 
streaming environment and in launching retention campaign based on their priorities. 

1.1 Our Specific Contributions 

• Geo-spatial data processing on a distributed environment: The huge CDR data 
set is pre-processed by splitting them based on specific locations. It is further 
processed by splitting them into periodic chunks for graph parameter analysis  
using Hadoop based Map-Reduce framework. 

• Usage of predictive machine learning models to identify specific graph para-
meters for churn behavior analysis:  We have written the code for predictive 
models such as: Multivariate Discriminant Analysis and Logistic Regression to  
extract specific graph parameters for churn analysis that can aid in reducing the 
computational cost and thus it improve the effectiveness of probable churner  
identification on a distributed environment. 

• Proposal of a final model that can work in a scalable and dynamic environ-
ment for churn prediction: The proposed graph-oriented model which is a  
replacement to the traditional approaches can be easily extended to any other  
domains for probable churner prediction that can work in a scalable and dynamic 
environment.  

2 Related Work 

Prediction of probable churners was analyzed by different levels of various studies 
relevant to the domains such as Telecom service providers, Insurance companies [12], 
Pay - TV service providers [13], banking and other financial service companies [14], 
Internet service providers [15], newspapers and magazines [16]. Existing models for 
churn prediction pertains to supervised and semi supervised methods. Such methods 
have been designed using different data mining techniques [17]. For instance, the 
predictive performance of the Support Vector Machine method is benchmarked to 
Logistic Regression and Random Forest in a newspaper subscription context for con-
structing a churn model [16]. Another study dealt with the prediction model built for a 
European pay-tv company by using Markov chains and a Random Forest model ben-
chmarked to a basic logistic model [13]. The general issue with these approaches is 
that the models don’t scale well in a dynamic environment and they tend to be rela-
tively time consuming. Few studies such as [18] employ more than one method based 
on cluster analysis and classification but they failed to present a standardized model 
for churn prediction that can be applied to a generalized telecom dataset. The other 
issue with respect to the classification models is that they face class imbalance prob-
lem due to skewedness in the telecom data [1]. Churners correspond to a minor class 
and therefore building the classification model would bias the model trained towards 
the majority or the non-churner class [5]. The similarity in these approaches is that the 
model measures the overall prediction accuracy instead of measuring the accuracy of 
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predicting churners separately. The accuracy can be improved by predicting the non-
churners with a high degree of correctness. This is possible because the models 
trained will be good at predicting non-churners because of the relatively huge number 
of non-churner samples.  

The usage of graph-based techniques for data analysis has been employed in social 
network analysis [19], analyzing the network structure in the telecom circle and 
World Wide Web Hyperlink graph analysis [8]. One of the first studies on graph for 
telecommunication was performed on a graph of land line phone calls made on a sin-
gle day data. The generated graph consisted of approximately 53 million nodes and 
170 million edges [20]. The graph inferred that most of nodes being pairs of tele-
phones that called only each other. Most of the existing graph models are based on the 
node distributions [8]. Analysis based on confined set of parameters would lead to 
diminished results. The usage of graph as a means to analyze big data has been a 
successful entity in studying the usage of websites in the internet which employs the 
ingestion of massive data feed from World Wide Web [8]. Interesting analysis such as 
Page Rank for search results has been performed out of the same [9]. The telecom 
data holds close resemblance to the internet feed where in the real time data generated 
trails a power law graph and the size tends to be huge.  

In this paper, we have considered exhaustive list of graph parameters that suits for 
node level churn analysis which includes centrality and prestige measures. Centrality 
is based on the choices or participation made by a user whereas prestige depends on 
the choices that a given user received from others. Churn is a specific business case 
wherein the telecom carrier would like to identify chunks of users who are likely to 
churn. We have analyzed the call graph properties specific to customer churn beha-
vior on a telecom domain. 

Two of the most widely used statistical methods for analyzing categorical outcome 
variables related to consumer behavior analytics are linear discriminant analysis and 
logistic regression [23]. The goal of Logistic Regression is to find the best fitting and 
most parsimonious model to describe the relationship between the outcome or re-
sponse variable and a set of independent variables [23]. Linear discriminant analysis 
can be used to determine which variable discriminates between two or more classes, 
and to derive a classification model for predicting the group membership of new ob-
servations. These methods are more suitable to be employed for graph parameter 
analysis in our approach. Also one of them can be extended to generate a final linear 
model for predicting visible churners. 

3 Graph Parameter Analysis 

The structural properties of call graph are calculated for every node in the network 
which are analyzed over two time frames in the churn window namely: before the 
period of churning and during the period of churning. It is noted that the customer is 
likely to churn out after the second time frame. We try to understand the churn beha-
vior pattern over different phases of the churn window and use the corresponding 
results for further analysis. The graph parameters chosen for the study depicts  
 



 A Graph-Based Churn Prediction Model for Mobile Telecom Networks 371 


∈

=
vj

ji

V

i dl ,

1

i
i l

cc
1=

different aspects of participation by a customer in the given network. The call graph G 
is generated by ingesting the CDRs to create ((V(G), E(G)) pairs, where V(G) 
represents the vertices in the call graph and E(G) represents the edge connecting two 
vertices. The edge weight represents the number of calls made in the CDR. Fig 1 illu-
strates the nodes with specific graph parameter measures. The filled vertex (in red 
color) signifies that the node has high influence in the network which is determined 
by the Shapley value metrics. The graph parameters considered for the node level 
analysis are described here. 

 

Fig. 1. Sample network with vertices with high graph measures are marked 

In-Degree (ID): In-degree measures the number of incoming connections to a given 
user [19]. The incoming connections can represent the incoming calls or SMS       
received. To measure the in-degree of a given user (vi), we count the number of 
unique users who have communicated to a given user in the network. 

Out-Degree (OD): Out-degree measures the number of outgoing connections from a 
given user (vi) [19]. The out-degree signifies the active participation of a customer in 
the network. We find the measure by counting the number of unique users that the 
user vi has communicated to. 

Closeness Centrality (CC): Closeness centrality measures the importance of a user 
in a network based on their location in the call graph [21]. A central user will tend to 
have a high closeness centrality; i.e. if a central user was thought of an information 
spreader, then rumors initiated by him will spread to the whole network quicker [21]. 
Let di,j be the length of the shortest path between vertex vi and other vertices vj . Then 
the average distance between vertex vi and all other vertices vj which is given by: 

                                                                                                      (1) 

 

The closeness centrality is defined as the inverse of li. 

                                                                                                                        (2) 
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Degree Prestige (DP): It is based on the in-degree (ID) and the out-degree (OD) of a 
node in the graph, which takes into account the number of nodes that are adjacent to a 
particular node in the graph [19]. Prominent customers in the network can be found 
using this factor. 

                                                                                                                                     (3) 

 

where fi- is the number of first level neighbors adjacent to node vi. 

Proximity Prestige (PP): Reflects how close all the nodes are present in the graph 
with respect to a given node x in the network [19]. It signifies the ease of reaching a 
specific customer in the network. If ki be the number of nodes in the network who can 
reach member vi then PP is given as 

 

                                                                                                                                   (4)                              

 

Eccentricity Centrality (EC): It states the most central node in the network [21]. 
The node with high EC value is the one that minimizes the maximum distance to any 
other node in the network. It signifies the closeness of the neighbor’s to a given cus-
tomer in the network. 

                                                                                                                                     (5) 

 
Clustering Coefficient (CLC): The clustering coefficient represents the density of 
community accruing from a given node n in the network [19]. When a customer from 
a highly clustered community is likely to churn then there is a possibility that he will 
induce other members in the community to churn as well. It is represented as: 
 
                                     | Actual edges between neighbors’ of n| 

                   CLC   =    -------------------------------------------------                               (6) 

                                     |Possible edges between neighbors’ of n|  

Shapley Value (SV): The Shapley value represents the influential score for a given 
node in the network [22]. Influential nodes are the one who are not only active in 
participation but also holds strong influence among their neighboring nodes. The 
telecom carriers must target the influential churners with their retention scheme first 
to prevent them from becoming an influential churn spreader. It is represented as: 

                                                                                                                                     (7) 

 

where, N(vi ,d) represents nodes with d degree of separation from node vj. 
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There exists several other graph parameters for graph analysis but we have re-
stricted our analysis to specific parameters that is applicable to node level analysis 
which have closed association to the events happening in telecom domain. The algo-
rithmic representation of Shapley value is given in Section 4.3.   

4 System Overview 

The CDR data is visualized as a call graph which consists of vertices and edges based 
on the activities of individual customers in the network. Exhaustive graph parameter 
analysis is inferred from the ingested graph database (InfiniteGraph [25]). The 
visualization and the corresponding analysis are made over a period of time. Specific 
graph parameters are chosen by employing two different multivariate methods that 
contributes more to extract churn behavior. Finally, we arrive at a linear model with 
more specific graph parameters using logistic regression to be employed for probable 
churner prediction on a dynamic environment. The overall system throws light on a 
novel way of churn prediction with ease and minimal cost as illustrated in Fig 2. The 
detailed description of individual components of the system is discussed in the 
following sections. 

 

Fig. 2. Overall System Flow Diagram 

4.1 Data Pre-processing 

In a typical billing system of a mobile operator, for every operation performed by the 
customer varying from Voice, SMS usage to GPRS usage and each individual event is 
recorded and stored as Call Detail Records (CDRs).The dataset initially used for the 
model employs CDRs from leading telecom operators of a developing and a 
developed country respectively. The time span of the churn window is taken for a 
period of 3 months. One of the datasets is initially preprocessed to generate urban and 
rural region datasets to explore deeper analysis of telecom data related to churn 
problem. The CDR data is later processed by splitting them into weekly window 
chunks. We split the dataset to analyze the behavior of a customer over a period of 
time to comprehend the churn behavior. In earlier churn prediction models the 
attributes were aggregated over entire time period [22]. The disadvantages of other 
approaches is that in case of new user who has joined in later part of the month may 
be classified as churner due to his low usage and also it’s difficult to generate a 
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predictable pattern from those data, as differences in usage pattern cannot be derived 
[22]. The dataset generated in the telecom industry tends to be of huge size and hence 
processing those takes a lot of computational time. Thus we employ Hadoop-based 
Map Reduce framework to preprocess the CDR data by converging them to location-
wise details and use them for graph generation and parameter computations.  

4.2 Data Ingestion and Graph Generation 

The graph is generated using a distributed graph database implemented in java. It is 
from a class of NOSQL (or Not Only SQL) data technologies focused on graph data 
structure. Graph data typically consist of objects (nodes) and various relationships 
(edges) that may connect two or more nodes. The graph is generated by ingesting the 
CDRs to create vertex and edge pairs. The edge weight represents the number of calls 
made or SMS sent. The connections among the node are represented using directed 
edges. Location wise call graphs are generated for every split window of data and 
each graph is stored in a graph DB for further graph parameter analysis. The graph 
parameter chosen ranges from simple computations such as degree calculation to 
understand the incoming and outgoing activities from a customer to complex centrali-
ty evaluation to comprehend the closeness or a closed community formation. The 
detailed explanation on the graph parameters are already discussed in Section 3. We 
further discuss the influence exerted by a customer within a network based on the 
game theoretic centrality approach implemented using the Shapley value. 

4.3 Game Theoretic Network Centrality: Using the Shapley Value  

The game theoretic network centrality assists in finding out the importance of each 
node in terms of its utility when combined with the other nodes [22]. In telecom net-
work it wouldn’t suffice to find the importance of a node as a mere standalone entity 
as in other centrality measures. Other works related to the finding of influential nodes 
in the network [7] didn’t address the influence of a node as a combination of several 
nodes in a network. Given a telecom network, the game theoretic network centrality 
indicates the coalition value of every combination of nodes in the network. We have 
introduced Dijkstra’s algorithm to efficiently track the shortest distance between a 
given node and its neighbor’s in calculating Shapley value for each node. 

Program: Computing SV by running a game.  
Input: Graph Network ingested from CDR. 
Output: SVs of all nodes in network 
foreach node v in Network do 
 DistanceVector D = Dijkstra(v,Network); 
 kNeighbours(v) = null; 
 kDegrees(v) = 0; 
 foreach node u <= v in Network do 
  if D(u) <= k then 
   kNeighbours(v).push(u); 
   kDegrees(v)++; 
  end 
end 
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foreach node v in Network do 
 ShapleyValue[v] = 1 
  kDegrees(v)++; 
  foreach node u in kNeighbours(v) do 
   ShapleyValue[v]+= 1 
   kDegrees(u)++; 
  end 
 end 
 return ShapleyValue; 
end 

4.4 Linear Discriminant Analysis 

Linear discriminant analysis is used to determine which attribute discriminates be-
tween two or more naturally occurring groups [23]. The linear step-wise discriminant 
model is used to extract graph parameters that contribute more to the churn behavior. 
A discriminant function that is a linear combination of the components of graph pa-
rameters x can be written as: 

                                                                                                                                 (8) 

where w is the weight vector for different graph parameters and w0 is the threshold 
weight. In our analysis we define two groups namely:  Probable churners and non-
churners. In case of the LDA, a linear discriminant function is of the form 

                                             nn xaxaxaay +++++= ...22110                                            (9) 

with xi being the graph parameter derived from the CDR data set. The parameters ai has 
to be determined in such a way that the discrimination between the groups is at its best.  

4.5 Modified Logistic Regression Model 

The usage of logistic regression model in our study is applicable as a two folds 
process: First, the logistic regression aids in listing out the graph parameters based on 
their significance towards the contribution of churn behavior. Next, we derive a linear 
model using the selected list of graph parameters for the churn analysis. The linear 
model derived using the logistic regression y is usually defined as similar to Eqn. (9).  

The intercept is a constant value of y, when the value of all graph parameters is 
taken to be zero. Each of the regression coefficients describes the size of contribution 
of the graph parameter towards the churn behavior. The logistic regression is a useful 
way of describing the relationship between the extracted graph parameters and for 
predicting the churners. Using the linear model we derive a logistic function which 
takes on values between zero and one [23]: 
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The input is y and the output is ƒ(y). The logistic function is useful because it can take 
a graph parameter input value ranging from negative infinity to positive infinity, whe-
reas the output is confined to values between 0 and 1 which indicates the  probability 
to churn or not . 
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5 Analysis and Results 

5.1 Datasets 

The graph parameters are examined over three different datasets obtained from the 
leading telecom service providers of two different countries. The first dataset corres-
ponds to a rural base whereas the second one corresponds to an urban region of a 
particular country and the third set corresponds to a data from a developed country. 
The idea of using three different datasets helps to make the model more generic and a 
standard one. The dataset spans to a time period of three months record. Hence during 
this period, who ever disconnected from the service is considered as churners. The 
results given in this section are related to third set for example. Since the evaluation 
presented in section 6 not shows much difference on the accuracy of all three models 
generated.  

5.2 Weekly Analysis of Graph Data 

Fig 3 illustrates the windowing frame used to analyze the churn behavior over a pe-
riod of time. The windowing frame currently shows a spread of 6 week splits.  

• First time frame: Time frame before the period of churning.  
• Second time frame: Time frame during the period of churning.  
• Churn Window: The customer is likely to churn out after the second time frame.  
• Churn Slider: The slider moves over the windowing frame over different period 

of time. The size of the churn slider is a period of one week. It captures the varia-
tion in graph parameters. Significant variation in the graph parameters shows the 
presence of churn behavior.  

 

Fig. 3. Analyzing the churn behavior pattern over a period of time using the Windowing frame 

The windowing frame is initially split into 3 weeks. The probable churner exists in 
the first two weeks and churns out in the 3rd week or in churn window. Once the slider 
crosses the first churn window, the three frames present in the windowing frame 
progresses by one frame in the forward direction leaving the first week behind. As the 
slider progresses in the windowing frame, graph parameter variation is captured from 
one time frame to the other and radical changes in graph parameters are marked as 
probable churners in the churn window. 
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5.3 Selection of Best Graph Parameters for Churn Prediction 

The idea of selecting specific graph parameters contributing effectively to the churn 
behavior rather than considering all the parameters can be achieved by running the 
machine learning algorithms such as Logistic regression and Multivariate Discrimi-
nant analysis. These machine learning approaches are used to analyze the graph pa-
rameters over the two time frames to highlight a specific list of graph parameters that 
contribute significantly for discriminating churners from non-churners. The analysis 
results using the logistic regression and multivariate discriminant analysis are de-
scribed here. 

5.3.1   Implementation of Predictive Data Mining Model: Logistic Regression 
Model and Multivariate Discriminant Analysis  

Logistic regression and Multivariate Discriminant analysis are run over the graph 
parameters calculated for the different datasets as a training model. Discriminant 
analysis is used to find out the canonical weighted score for the graph parameters that 
contribute to the churn behavior. Based on the step wise analysis the graph shown in 
Fig 4 shows the significant contribution of few graph parameters for churn behavior. 

 

Fig. 4. Multivariate Discriminant analysis Function for graph parameters 

The Logistic regression model is first run to calculate the Wald statistics measure 
with its significance for the best contributing graph parameters as illustrated in Table 1. 
The Wald statistic for a coefficient is the square of the result of dividing the coefficient 
by its standard error. The logistic regression is later used to derive a linear model for 
predicting churners for a specific threshold level (0.60) as elaborated in Section 6.  

Table 1. Wald Statistics Scores for top four parameters 

Variables Wald Sig 
OD 9.246 0.002 
SV 8.354 0.005 
CC 23.550 0.000 
PP 39.703 0.000 
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Fig 5 illustrates the discrimination of churners and non-churners based on the se-
lective graph parameters derived from the multivariate discriminant and logistic re-
gression models. The variation is studied by analyzing the Out degree, Shapley value, 
closeness centrality and proximity prestige before the period of churning. The discri-
minating functions based on the selected variables clearly segregate the churners and 
non-churners separately. 

 

Fig. 5. Discrimination between the churners and non-churners is clearly visible based on se-
lected graph parameters 

5.4 Statistical Testing: Using T Test 

In addition to Multivariate model, we have used paired t statistics [24] to measure the 
mean differences of graph parameters between two different time windows. The cus-
tomer churns out in the third slot or window are considered as real churners. The vari-
ation in graph parameter is carefully analyzed over the period of time. The mean val-
ue is calculated to give an accumulated score for the graph parameters in terms of 
churners and non-churners separately. The standard deviation finds the variation in 
graph parameter from the mean score. The mean and the standard deviation value for 
the first time frame are compared with the second one for the churners and non-
churners respectively. The gradual reduction in specific graph parameters shows that 
the churners are slowly losing interest in using the corresponding network. This is 
verified with paired t statistics.  

In Table 2, the values given in the bracket denotes that the analysis is carried out 
during the second time frame in the windowing frame. We find that there is a signifi-
cant variation for certain graph parameters as in the case of churners. The variation 
for the non-churners is minimal which proves that the usage by non-churners in the 
network is almost constant. Based on the t statistics we found that the out degree, 
closeness, proximity, eccentricity and shapely value has showed relatively high signi-
ficance for probable churner identification. The drop in out degree of churners clearly 
illustrates their intention and changes in other important parameters depict the value 
of their presence in the network. Losing some of the influential users will create ricke-
ty in the present network.  This result cross verifies the predictive model outputs. 
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Table 2. Mean and Standard deviation scores for churners and non churners 

 CHURNERS NON-CHURNERS 

 MEAN STD. DEV MEAN STD. DEV 

ID 0.70000(0.682) 1.10000(0.95) 1.00000(1.00200) 1.60000(1.65500) 

OD 2.26848(1.8571) 3.33069(2.7708) 1.00000(0.99195) 3.00000(2.98535) 

IDP 0.00001(0.00001) 0.00002(0.00001) 0.00002(0.00002) 0.00002(0.00002) 

ODP 0.00004(0.00003) 0.00006(0.00006) 0.00002(0.00002) 0.00005(0.00004) 

CC 0.68345(0.74389) 0.39080(0.37275) 0.87667(0.87579) 0.29137(0.29301) 

PP 0.00006(0.00003) 0.00018(0.00010) 0.00002(0.00002) 0.00011(0.00010) 

EC 0.91679(0.93018) 0.21142(0.19249) 0.96912(0.96784) 0.13192(0.13512) 

CLC 0.00863(.00865) 0.06270(0.06724) 0.00211(0.00222) 0.02654(0.02797) 

SV 0.30590(0.32772) 0.21750(0.22551) 0.45759(0.46464) 0.21243(0.22581) 

6 Evolving a New Methodology for Churn Prediction 

The Venn diagram representation given in the Fig 6 illustrates the effectiveness of 
graph parameters contributing for the churn behavior over a period of time. We found 
that the graph parameters contributing commonly from all the three datasets mention 
in Section 5, based on the analysis inferred from the predictive machine learning 
models and statistical models are: Out Degree, Shapley Value, Proximity Prestige, 
and Closeness Centrality. We propose that when there is significant variation in the 
above parameters as a whole then there is a high probability that the customer will 
churn out. On the other way, the considered parameters will run much faster to gener-
ate model and even it can process the data on a streaming environment. 

 

Fig. 6. Significant graph parameters contribution to churn behavior in various datasets 

The proposed linear model is used for predicting the probable churners in dynamic 
environment. We compare the results of predicted churners with the actual churners in 
the test datasets to find the accuracy of the proposed model. The model was tested for 
three different datasets over a period of three month time scale. The average accuracy 
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for churn prediction using the proposed model was found to be 81.67 % as shown in 
Fig 7. The maximum accuracy reached in our previous model using hybrid learning is 
72.18% for the same dataset used in this study [22]. The improvements in results 
highlight the significance of the proposed graph-based model for the churn prediction 
on mobile telecom networks. Also we have seen the decent improvement in F-
measure value from 0.46 to 0.55. 

 

Fig. 7. Testing the accuracy of the churn prediction model 

7 Conclusion 

The Graph-based analysis for churn prediction is a novel idea proposed for efficient 
churn prediction in the telecom domain. The graph-based visualization aids in better 
understanding of the behavior of the customers. Also the simplicity in graph traversal 
aids in quick manipulation of the graph parameters. The machine learning methods 
and statistical test chosen for analysis have effectively worked out in choosing specif-
ic graph parameters contributing to churn behavior analysis. This approach has helped 
to make the study cost effective with respect to time and computation. The model also 
works on a distributive, parallel and scalable platform. The proposed model has over-
come the class imbalance problem with graph-based solution which is prevalent in the 
other existing models. The new model is tuned to work on a generalized dataset. It is 
framed by collecting the graph parameters over a period of time, analyzing the varia-
tion in the parameters over the time period of churning and finally extracting the 
graph parameters that contribute more to churn behavior. Thus the new model pro-
posed has opened a new way for finding visible churners with ease and cost effective-
ly on a streaming environment. 
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Abstract. Facial expression recognition has been an active research
topic for many years, with Facial Action Coding Systems (FACS) be-
ing among the widely used methods. FACS is a well-established scheme
in psychology to annotate facial muscle contractions and relaxations, also
called Action Units (AUs). Previous work on FACS-based methods fo-
cused on frontal or near-frontal head poses. In this work, we propose a
method to recognize expressions in side head poses. This method builds
one classifier for each possible group of occlusions. Facial expression
recognition of a side facial pose is then based on a boosting approach
of the different classifiers. The method is first tested with frontal and
near-frontal head poses, and the results are shown to be comparable to
state of the art work for AU and emotion detection. The method is then
tested with a small training set for various orientations and AUs, and
shown to be accurate.

Keywords: Facial Action Coding System (FACS), facial expressions,
head pose, non-frontal, Action Unit (AU).

1 Introduction

Traditional Human Computer Interface (HCI) designs have focused on interface
devices that convey explicit messages from the user, such as touch screens and
keyboards, while the affective state has been ignored. However, recent research
has demonstrated the importance of affective state in human-human communi-
cation [1]. Therefore, recognizing the user’s affect can make HCI more natural.

In facial expression detection, the research areas are generally divided into two
main streams: facial expression measurement and facial muscle action detection,
which fall under the categories known as message-judgment and sign-judgment
approaches, respectively [2]. While the aim of the former is to detect the affect
underlying the facial expression, the latter aims to purely describe the state of
facial components such as their movements or shapes, leaving affect judgment
to a higher level process. Facial Action Coding System (FACS) is considered as
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a sign-judgment approach. FACS, which was introduced by Ekman et al. [3],
is the most used coding scheme that describes the muscular activity of a face.
Indeed, FACS describes visually discernible facial movements in terms of action
units (AUs). Ekman and Friesen identified 44 AUs, which were associated with
the contraction of facial muscles. They also provided rules for recognition of
the onset (start), apex (peak) and offset (end) of the AUs. After detecting the
AUs in the face, the universal emotions of Ekman, such as anger, disgust, and
happiness, can be recognized by using the Emotional FACS rules (EMFACS).
In addition, more affective states can be also recognized using FACS Affect
Interpretation Database (FACSAID). Consequently, using this representation
simplifies the affect recognition problem to the muscular structure of the face,
thus, reducing thousands of facial expressions to a combination of few AUs.

Generally, facial expression recognition consists of two phases: feature extrac-
tion and classification stage. A large number of methods have been developed
for each phase. For instance, feature extraction is divided into two types of ap-
proaches: holistic techniques (e.g. [4]) and local techniques (e.g. [5] and [6]).
While holistic approaches use the entire face as input, the local approaches only
consider specific features to be used such as geometrical features and appearance
features or a combination of both. On the other hand, the classification tech-
niques can be divided in two groups: spatial approaches [4] and spatio-temporal
approaches [5]. While spatial approaches consist of analyzing the features on
a frame by frame basis, spatio-temporal methods consider the evolution of the
features in time. Finally, we note that improving feature extraction and classifica-
tion techniques can improve the accuracy of automatic AU recognition systems,
independently of the application. Furthermore, systems that can consider realis-
tic situations, such as various head poses and occlusions, are more applicable to
real life applications, since such difficulties occur in naturalistic settings. Most
of the current methods proposed are robust to small head pose variations, such
as the work of [5]. Few researches have worked on 3D databases, such as [7]
and [8], but have focused on identifying the universal emotions rather than the
FACS AUs. In this study, we propose a system that can recognize FACS AUs for
various poses. Rather than training one classifier per AU for the whole face, we
train multiple classifiers for each part of the face. The final decision combines
the classification results while considering which parts of the face were occluded.
The rest of this paper is organized as follows. In Section 2, we present related
work and background on our proposed system. In Section 3, we introduce our
proposed method. Experimental results are shown in Section 4 before drawing
conclusions in Section 5.

2 Related Work and Preliminary Concepts

In this section, we first present related work for the particular area of facial
expression recognition for various poses as well as geometrical-feature-based
methods. Then, a background on the methods used is provided. In AU fea-
ture extraction, two types of local features are generally used: geometrical and
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appearance based features, or a combination of both. In this work, we focus our
experiments on geometrical features to demonstrate the overall performance of
our system. However, the same proposed approach can be used for a combination
of geometrical and appearance based method.

2.1 Related Work

Virtually most of the AU methods reported so far have been based on near
frontal views data [5] or on data with moderate head pose variation [9]. For
instance, the work of Pantic et al. [5] investigated facial AU recognition from
near-frontal views using geometrical features, and modeled the temporal phases
of AUs. One of the weaknesses reported is that significant out-of-plane rotations
affected the recognition accuracy. Other work such as the work of Tyan et al. [6]
used a combination of geometrical and appearance based features. This method
was reported to be robust for moderate face rotations, but no direct measure for
the accuracy/angle dependency was given.

To extract facial expressions in less-constrained environments, such as dif-
ferent head poses, Pantic and Patras [10] investigated facial AU recognition
from profile views. Also, several experiments were done on the BU-3DEF [11]
database, which is a facial expression database that consists of 3D shapes and
2D facial textures from 100 subjects. One of these works is the work of Hu et al.
in [7] where they studied facial expression recognition for different head orien-
tations, i.e. yaw and pitch angles, by extracting appearance based features such
as Histogram of Oriented Gradients (HoG), Local Binary Patterns (LBP) and
Scale Invariant Feature Transform (SIFT). These descriptors are well known in
the area of computer vision for object and texture classification. In [8], Hu et
al. use the displacement of manually selected feature points from the face for
classification. However, all of these methods were tested on detecting the basic
emotions of Ekman and not on detecting FACS AUs.

In the work of Valstar et al. [5], the authors extracted the facial points using a
tracking scheme based on particle filtering using factorized likelihoods (PFFL).
Affine transformation was then performed on the obtained coordinates to reverse
the effect of scaling and small head orientations. Geometrical features as well
as temporal features were extracted from the image sequences. Finally, a com-
bination of Gentle-Boost and Support Vector Machine (SVM) was used in the
classification stage. The system was further extended to detect the temporal ac-
tivation model (neutral, onset, apex and offset). The main disadvantages of their
system in detecting AUs for pose variations can be summarized by the following:
The affine transformation cannot model out-of-plane rotations assigned with the
head pose, and (2) PFFL cannot handle facial point occlusions associated with
head pose variation.

2.2 Preliminary Concepts

In this sub section, we describe the general parts in a geometrical based AU
recognition system and introduce the methods used in our system. First, a facial
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tracker is employed to detect and track the facial points. One of the most used
models for facial tracking is the Deformable Model Fitting (DMF). DMF is a
classic problem formulation in which the shape of object deformations is modeled
using the Point Distribution Model (PDM) founded by Taylor [12]. In this model,
the facial points’ positions are calculated using the following equation:

xi = sR(x̄i +Φiq) + t , (1)

where xi denotes the location of the ith landmark, s denotes a scale, R a ro-
tation matrix, x̄i the mean location of the ith landmark, q a set of non-rigid
parameters, and Φ a submatrix of basis variations. The aim is to determine
the landmarks positions xi, by determining the set of shape parameters (shape,
rotation, translation and non-rigid parameters). Particularly, the Regularized
Deformable Model Fitting (RDMF) tracker [13] follows the DMF model. RDMF
uses a logistic regressor function to determine the likelihood of a facial point
position, given an input image. The values of the landmark positions are deter-
mined by minimizing the misalignment error according to the PDM model as
well as maximizing the new position likelihood. The search space of an optimal
solution is minimized using hill climbing methods. The advantage of this tracker
is that it is robust to multiple occlusions since it leverages the relationship among
the facial points in the PDM model. After extracting features from the obtained
facial points’ positions, a machine learning algorithm such as SVM can be used
to classify an AU. However, if the feature dimension is greater than the training
data, overfitting to the training data is rather probable. Many feature reduction
techniques can be used at this stage. Gentle-Boost combines a weighted vote of
weak classifiers in the final classification. In the next section, we propose how to
combine RDMF with Gentle-Boost to detect the AUs for various orientations.

3 Proposed Method

In this section, we describe our proposed method illustrated in Fig. 1. The first
step is to detect and track a set of facial point coordinates using the RDMF
tracker proposed in [13]. These coordinates are then separated into two groups:
left-face points and right-face points. The features extracted are the distances’
variation among the points. Finally, we describe the model for detecting the
activation status of each AU. In the following subsections, we first describe how
the features are extracted for each face region, and then we explain the AU
classification scheme. Finally, we describe a classification system for emotion
detection.

3.1 Feature Extraction from Left and Right Face Regions

Each image sequence is first processed using the RDMF tracker [13] obtain facial
points coordinates across all frames. We note the coordinates of these points as:

X = ((x1, y1), (x2, y2), ..., (xn, yn)) . (2)
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Fig. 1. AU detection algorithm

In this work, the number of facial points is 66, which is based on the RDMF
implementation. We note at this point that not all of these points can be ex-
tracted when an area from the face is occluded, such as the right or the left
facial area. After detecting the facial points, a set of features are then ex-
tracted. Euclidean distances dij among the points are calculated, such that:

dij =
√
(xi − xj)2 + (yi − yj)2. Then, the set of features are extracted from the

specified facial area. The features are defined by the ratios:

Rij =
dij
drij

(3)

where drij is the distance between the facial points i and j in a reference frame:
a frame where the facial expression is neutral. The choice of these features is
suitable when the head poses in the neutral frame and the tracked frame are
relatively close. Rather than employing all the points in the AU classification,
we propose to train multiple classifiers for each facial area (in this case left or
right). It follows that only pair of points within one part of the face are used as
features in each classifier. For instance, consider a facial tracker that can track
three disjoint sets of facial points: A, B and C, and assume that either one of the
set of points A or C can be occluded at once (for example the left or right facial
area). Rather than training a single classifier MABC on all the landmarks that
belong to A, B or C, we propose to train two classifiers: MAB and MBC, that
is for all possible combinations of landmarks being present/absent. For instance,
in the testing phase, in the case where A (respectively C) is occluded, MBC

classifier should be used (respectively MAB). The occlusion status of the facial
area can be directly extracted from the RDMF tracker by checking the point
coordinates. On the other hand, if no landmarks from A or B are occluded,
the decision should be weighted between MBC and MAC. The same procedure
applies for the training phase, where the classifiers can be trained only when their
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corresponding sets are not occluded. In our implementation, we consider three
sets of landmarks: left-face-only set L, right-face-only set R and common points
J. In the case where no area is occluded, the final decision is based on a logical
OR between MLJ and MRJ. In the remaining part of the paper, the term “left
face” (respectively “right face”) will refer to the points in L and J (respectively
to the points in R and J). It is worth noting that the difference between this
method and conventional ones is that multiple classifiers with various features
are being used for each face region rather than using one classifier for the whole
face.

3.2 Action Unit Detection Model

The training algorithm for each AU classifier is illustrated in Fig. 1 and Fig. 2. In
the training phase, the neutral and apex frames are extracted from each video.
The features from the left and right areas of the face are collected separately.
One classifier is trained to classify the activation state of each AU (activated or
not) and for each area of the face, using the features collected. The activation
state of each AU should be available in the database or manually annotated by
a FACS coder. We employ Gentle-Boost algorithm to avoid data overfitting on
one hand, since the number of features is higher than the number of training
data, and to make our work more comparable with other works in the literature.
In the testing phase, if a facial area is occluded, the classifier of the other area
will be used for classification. In the case where no facial area is occluded, the
activation state of the AU is calculated by performing a logical OR on both
left and right classifications. In fact, the FACS manual states that if an AU is
activated in one part of the face, e.g. left eye brow raiser, the AU is annotated
to be activated.

Fig. 2. Left/Right face model
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3.3 Emotion Detection Model

In order to detect emotions, the same features extracted from the face are used
to detect the various emotions expressed by the subjects: anger, disgust, fear,
happiness, sadness, surprise or neutral. A number of classifier are trained using
the Gentle-Boost algorithm to differentiate between each pair from the set of
emotion (one-versus-one approach). The detected emotion in the left and right
parts of the face cannot be combined together in the same way the detected AUs
were combined in the previous section (using the logical OR). In the experiments
section, we show the results of each region separately.

4 Experiments and Evaluation

In our system, we employed the author’s implementation of the RDMF facial
tracker in our system [13]. The code executes in real time and its output ranges
from 20 - 30 fps based on the processor and the compiler used. In order to
evaluate our method, we perform three experiments. In the first one, we test
our system on the Cohn-Kanade (CK) database [12] which contains 480 gray
scale videos that were made public. The head orientation of subjects in the
recorded videos is near-frontal. This database was collected for the purpose of
facial expression recognition and this is currently the most used database in
this research area. We study our system on this database in order to validate
our results by comparing them with a state-of-the-art geometrical approach for
small head orientations. In this comparison, we use the results obtained in the
frame-based experiments by Valstar et al. in [5]. In the second experiment, the
Emotion detection system is tested against the one proposed also in [5]. Finally,
we validate our system in the third experiment for various poses of the head,
ranging from 0 degree to 90 degrees. For this case, multiple videos were recorded
featuring different orientations.

4.1 Benchmarking for Action Unit Detection

In the CK database, for each sequence of images, the facial landmarks were
detected using the RDMF tracker. The coordinates of the 66 facial landmarks are
tracked through each image sequence in the database. The left face area consists
of 37 points while the right one contains 38. The numbers were determined
experimentally and depend on the training of the facial tracker.

For each facial area, the ratios of the distances, described in section 3, were
extracted from the neutral face and the apex frames. In the CK database, rather
than manually labeling the apex frames for each AU in each video, which is time
consuming, we considered the neutral and the apex frames to be the first and the
last frames of the image sequence, respectively. We note that this assumption is
fair for most AUs in this database, since most image sequences were recorded
till the beginning of the apex stage for all AUs. However, we are aware of this
assumption’s limitation since it is not always valid, especially for certain AUs
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like AU45 (blink). As per features and class labels, the left face features and
the right face features were extracted for each image as specified in the previous
section. In summary, the size of the feature sets are presented in Table 1. Finally,
we mention that we trained each of the Gentle-Boost classifiers for 10 rounds.

Table 1. Size of the facial landmark sets and their corresponding features

Size of landmark sets Size of feature vector

Full-Face Left Right Full-Face Left Right

66 37 38 2145 666 703

We conduct our experiment using the leave-one-subject-out strategy. In each
fold, one subject is left out of the database, and all classifiers are trained on
the remaining subjects and then tested on the subject that was left out. Binary
confusion matrices are then summed together for all the experiments, i.e. for
each subject in the database. Table 2 shows a comparison between the results
obtained in our work, named Distance Ratio Classifier (DRC), and the one in the
paper [5] by Valstar et al., illustrated as (TMP). In the third column, the num-
ber of positive examples for each AU is illustrated. All AUs that were previously
studied, except for AU10, are also studied in this work. In our experiment, all 500
image sequences from the CK database were used, whereas the number of image
sequences used in the TMP algorithm is 153. Four measures were calculated: ac-
curacy, recall, precision and F1 measure. While the accuracy measure is a highly
biased measure due to the unbalanced nature of the data, precision and recall
are a better approximation of the data. The F1 measure combines the two latter
measures by favoring them equally. The table is interpreted as follows. For each
AU, compare the F1 column of the DRC and TMP algorithms. Precision and
recall can be used for further investigation on the property of the classifier used.
When needed, we refer to the accuracy of column. However, we note again that
the latter measure is not very significant since the number of negative examples
for each AU is much bigger than the ones with positive examples. Although, the
results obtained in our method are highly optimistic, no direct conclusion on
the superiority of our algorithm over the temporal based algorithm can be made
since the selection of videos used is not the same. As can be seen, AU1 (inner
brow raisers) and AU24 (lip pressor) show very close results with superior mea-
sures for the DRC method. Additionally, our method is also superior for other
AUs such as AU2, AU4, AU5, AU7 and AU9. We believe that the reason for
this improvement is behind the DMF model used by the Facial Tracker. On the
other hand, other AUs such as AU6 (cheek raiser) and AU12 (lip corner puller)
show that the method proposed is not accurate. In fact, it can be observed that
the landmarks of the lip corners are not tracked effectively using the RDMF
when performing AU12. Lastly, the poorest result achieved by DRC is for AU45
(blink). The lack of precision for this AU detector is mostly attributed to the
preprocessing assumption that we made. In fact, most image sequences end after
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Table 2. Comparison between the work in this paper (DRC) and the one in [5] (TMP).
The number of videos used in the test is specified in the third column.

AU Meth. Videos Acc. Recall Prec. F1

1 DRC 144 0.910 0.809 0.864 0.835
TMP 68 0.918 0.808 0.844 0.826

2 DRC 97 0.964 0.871 0.946 0.907
TMP 50 0.939 0.791 0.879 0.833

4 DRC 156 0.896 0.755 0.864 0.806
TMP 54 0.870 0.604 0.658 0.630

5 DRC 78 0.926 0.708 0.761 0.734
TMP 37 0.904 0.566 0.629 0.596

6 DRC 111 0.870 0.713 0.694 0.703
TMP 39 0.930 0.789 0.811 0.800

7 DRC 108 0.862 0.685 0.679 0.682
TMP 31 0.870 0.268 0.315 0.290

9 DRC 50 0.972 0.864 0.826 0.844
TMP 30 0.928 0.676 0.497 0.573

12 DRC 113 0.904 0.780 0.780 0.780
TMP 42 0.930 0.827 0.844 0.836

15 DRC 81 0.910 0.609 0.661 0.634
TMP 19 0.969 0.500 0.283 0.361

20 DRC 70 0.924 0.638 0.772 0.698
TMP 34 0.908 0.466 0.582 0.517

24 DRC 43 0.928 0.421 0.533 0.471
TMP 17 0.935 0.395 0.497 0.440

25 DRC 303 0.888 0.917 0.905 0.911
TMP 19 0.851 0.717 0.782 0.748

26 DRC 39 0.926 0.175 0.636 0.275
TMP 27 0.902 0.336 0.380 0.357

27 DRC 77 0.972 0.919 0.895 0.907
TMP 30 0.964 0.836 0.873 0.854

45 DRC 19 0.954 0.091 0.400 0.148
TMP 23 0.943 0.584 0.408 0.480

DRC Avg. 0.920 0.664 0.748 0.689
TMP Avg. 0.917 0.611 0.619 0.609

the offset of this AU has occurred, i.e. the final frame does not generally contain
the apex for AU45. Any accurate result for this AU is due to the mere correlation
between AUs in the database.

4.2 Benchmarking for Emotion Detection

In this section, the same features extracted previously are used in the emotion
detection. We compare our method to the one proposed by Valstar et al. in [5]
on the CK database. Note that the annotation for the emotions is provided in
the database. The confusion matrix obtained in [5] is illustrated in Table 3(a).
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The results obtained using our method are illustrated in Table 3(b). We test
our system by using the points from left face only. The classification accuracy in
our method is very comparable to the one in [5]. The classification rate for the
emotion anger and surprise is much better in our method. On the other hand,
the sadness classification rate is lower in our case. We note that the database
subsets used are not the same in our experiment and the one in [5]. Thus, we don’t
elaborate more on the comparison, and simply state that the results obtained in
our method are comparable to the state of the art approach in [5].

Table 3. (a) Confusion matrix for emotion classification using the method in [5]. (b)
Confusion matrix for emotion classification using the features from the left face.

An. Di. Fe. H. Sad. Sur. Rate

Ang. 2 3 2 0 9 1 0.118
Disg. 1 19 1 1 4 1 0.704
Fear 1 4 15 5 2 1 0.536
Hap. 1 0 3 33 0 1 0.868
Sad. 4 2 1 0 16 1 0.667
Sur. 0 1 1 1 0 34 0.919

An. Di. Fe. H. Sad. Sur. N. Rate

Ang. 19 3 0 2 4 0 1 0.655
Disg. 1 32 0 0 0 0 1 0.941
Fear 0 1 14 1 1 0 0 0.824
Hap. 0 0 1 60 0 0 0 0.984
Sad. 4 0 2 0 9 0 1 0.563
Sur. 0 0 8 0 0 63 0 0.887
Neu. 0 0 0 0 0 0 228 1

4.3 Various Pose Evaluation for Brow Raisers

In this section, we test our method on various orientations. For this purpose,
a training set was created featuring two subjects in 45 videos in total. The se-
quences were recorded for three discrete yaw orientations (horizontal rotations),
namely no yaw, moderate yaw and extreme yaw, approximated by: 0 degree, 45
degrees and 90 degrees angles to the camera imager. All videos were taken using
a DMC-F3 Panasonic camera at a resolution of 1280x720 pixel2, a rate of 30 fps
and a distance of 2 meters from the subject.

The subject was asked to stand in a frontal pose, and then to rotate his head
by a specific angle until facing a marker on the wall and to perform an AU or a
combination of AUs. Afterwards, we manually annotated the neutral frames and
apex frames of each sequence. We note that only the neutral frame preceding the
onset phase is considered. A sample recorded set of images is shown in Fig. 3.
The subjects were asked to perform AU1 and AU2 (brow raisers). As a matter
of fact, it is essential to assess the validity of any FACS system for the most
common AUs (AU1 and AU2 consists about 20% of the CK database).

In the testing phase, only the tracked points from the neutral and apex frame
were extracted from the video. A previously trained DRC classifier set from the
CK database was used on the data set. Table 4 illustrates the evaluation of
our method for the three yaw intensities, and for the two AUs. We note that the
tracker failed to track some videos for extreme face orientations. These videos are
excluded from the final statistics. The second column shows the intensity of the
head orientation. The numbers of positive and negative examples are illustrated
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Fig. 3. Samples in an images sequence from the special database. The subject is first
asked to rotate their face, then to perform the AU. The third image is annotated as
the neutral face, and the fifth is annotated as the apex frame.

Table 4. Evaluating algorithm on the special database for 3 head orientation intensities
and two AUs

AU Int. P N Acc. Recall Prec. F1

1 1 4 10 0.929 1.000 0.800 0.889
2 14 22 0.861 0.786 0.846 0.815
3 9 11 0.950 0.889 1.000 0.941

2 1 4 10 0.643 0.500 0.400 0.444
2 7 29 0.889 0.571 0.800 0.667
3 5 15 0.850 0.600 0.750 0.667

in the third and the fourth column. The same measures from experiment 1 are
used in this experiment. Not surprisingly, the F1 increased when the orientation
intensity was stronger. In fact, this is consistent with the work in [10] which
concluded that profile views are better than frontal views for AU detection.

5 Conclusion

Finally, we conclude our work with the following analysis. We have developed a
working system that can detect AUs for various head poses without any prior
training on these poses. Our method has comparable results with the state-of-
the-art geometrical algorithm in [5] for near-frontal head orientation. Moreover,
we realize that our model was able to generalize to a new database and that
AUs were still detectable at various pose orientations. The main issue that we
wish to address in our future work is to extract features that are more robust to
pose variations. Lastly, using the tracker from [13] had its disadvantages, since
some AUs couldn’t be detected accurately, such as lip corner pullers. We wish to
evaluate our work on other trackers that were previously used in the literature.
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Abstract. Often, the information contained in network data is incom-
plete. Many avenues of research are aimed at addressing this incom-
pleteness. For example, the link prediction problem attempts to identify
which missing links are most likely to exist in the complete network.
In this paper, we consider a related, but different, problem: predicting
the directions of links in a directed network. We treat this problem as
a supervised learning problem in which the directions of some edges are
known. We calculate various features of each known edge based on its
position in the network, and use a Support Vector Machine to predict
the unknown directions of edges. We consider four networks, and show
that in each case, this method performs significantly better than other
compared methods.

1 Introduction

Over the past few decades, network analysis has become an increasingly im-
portant way for scientists to study the relationships, interactions, and roles of
individuals in groups. Although scientists and engineers have developed sophis-
ticated, valuable techniques for studying networks, any such methods are inher-
ently limited by the quality of the data.

Much of available data is incomplete. In many cases, actual nodes or edges
may be missing from a network. For example, it is believed that in some ge-
netic networks, where links are experimentally determined, fewer than 1% of the
edges have been discovered. Even in cases where information is not gathered
experimentally, networks may be incomplete due to other factors, such as lack
of participation (e.g., individual people may choose not to participate in Face-
book, and even if they do participate, they may not connect to all of their actual
friends). In other cases, while the existence of nodes or links may be known, we
may be missing information about their characteristics.

This type of information is valuable to many social network analysis tech-
niques: for instance, community detection algorithms will work more accurately
on a more complete network, and algorithms to predict the flow of information
through a network rely on accurate knowledge of link directionality. Thus, in-
ferring this sort of missing information is an especially active and important
research area.

In this paper, we consider the problem of predicting the direction of links. In
much of network data, links may be reported as undirected, and yet the underly-
ing network may actually consist of directed links. For example, in Facebook, all
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links (friendships) must be reciprocated (in contrast with a network like Twitter,
where one user may follow another without reciprocation). However, even in a
network such as Facebook, a link was likely initiated by one person and may be
stronger in that direction. Although a researcher studying a Facebook network
is given undirected data, information about the underlying direction of the links
may help, for instance, to more accurately predict the spread of news or trends
through the network.

We treat this problem as a supervised learning problem. We assume that we
are given the directions of some links, and attempt to use this information to
predict the directions of other links. In the example of Facebook, such a situation
may arise if one can use information about the timing of similar posts, and
then infer the direction of some friendships (e.g., if one user consistently posts
articles, news, or events before another user, we might infer that the second
user is following the first user, and so the edge goes from the second user to the
first user). See Adamic, et al. [2] for an analysis of such a situation. Although
one might use this type of information to predict the directions of some links,
it is unlikely that similar information will be available for every pair of linked
users. In such cases, one can apply supervised learning techniques to predict the
unknown directions of these links.

In our experiments, we consider four networks from different domains, each
containing directed links. We train a Support Vector Machine (SVM) classifier
on some of these links, and use this model to predict the directions of other links
(the directionality of which is withheld, but the existence is assumed). For each
link, we create a feature vector that includes information about its position in
the network. Some of these features are obtained from other algorithms intended
to solve this same problem, while other features represent more general node,
edge, and network features. Each edge (a, b) is labeled with one of three possible
class memberships, indicating whether the edge is from a to b, b to a, or both.
We compare our algorithm to four other methods, and show that it is the best
performer on every network.

This paper begins with an overview of related work, including work from the
areas of link prediction, as well as detailed discussions of two other methods for
predicting link directionality. We then discuss the methodology used in our work,
beginning with a description of our datasets and calculations used to produce the
feature vectors, and continuing with detailed information on our experiments.
We next discuss and analyze our results, and conclude with a discussion of future
work.

2 Related Work

Much work has been done in the related area of link prediction, and some of these
methods have proven valuable for the problem of predicting link direction. In
this section, we will begin with a description of relevant link prediction methods.
We then describe various methods for predicting link directions, including some
that rely on external information (such as timing of blog posts), and others that
use only the structure of the network.
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2.1 Link Prediction

Many popular link prediction methods use information about the structure of
the network to determine the probability that two nodes are connected. One
simple method, the Common Neighbors metric, simply calculates the number
of neighbors that two nodes share, with the assumption that nodes with many
shared neighbors are likely to be connected. This method and its variants are fast,
simple, and reasonably accurate [3]. Although these methods are not directly
useful for our task in this paper, they demonstrate that simple, local metrics can
be valuable in inferring missing information in networks.

These metrics and others can be incorporated into a supervised learning
framework, as we do in this paper. For example, Al Hasan et al. approach this
problem by applying SVM and k-Nearest Neighbors methods to feature vectors
that include both topological features and external features (such as keywords
in papers), with good results [1].

2.2 Predicting Link Direction

Here, we discuss three methods for predicting link direction. The first method
resembles ours, in that it uses a supervised learning method; however, it uses
external, non-topological information. The other two methods are ranking meth-
ods, intended to place the nodes into a hierarchy. Under these methods, link
directionality is assumed to go from lower-ranked nodes to higher-ranked nodes.

Supervised Learning. Adar and Adamic consider the problem of tracking
information flow through blogspace [2]. Bloggers online often see posts or in-
formation in another blog, and then repost that information to their own blog.
However, this information is often not cited, and so it may be unclear where the
blogger learned the information.

In some cases, bloggers do cite the source of their posts, or explicit links may
be declared. Adar and Adamic use these cases as positive examples in their
classifier models. The features they consider include textual similarity between
blog posts, similarity between posted URLs, and relative timing of blog posts. A
two-class SVM trained on these features resulted in high cross-validation scores,
demonstrating the value of a supervised learning framework to this problem.
This work differs from ours in that it relies on external information beyond the
topology of the network.

PageRank. PageRank is a very popular, effective algorithm that uses the topol-
ogy of a directed graph to rank nodes according to their importance in the net-
work [7]. Although this algorithm is probably best known for its use in online
search engines, it can also be used as a predictor of link directionality. The output
of the algorithm represents the probability that a random walk on the network
will arrive at a particular node. The algorithm also includes a ‘restart value,’ or
probability that the random walk will restart back to its first node on any given
step of the walk.
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A node’s PageRank depends on the PageRank of other nodes: if many highly
ranked nodes point to some node, then that node is believed to be of high
importance, and so will have a high PageRank score. A PageRank score can be
used to predict link direction by assuming that an edge between a node with a
low PageRank and a node with a high PageRank is directed from the former to
the latter.

Leader-Follower Ranking. We also consider another algorithm for ranking
nodes, again with the assumption that edges go from lower-ranked nodes to
higher-ranked nodes. This algorithm, by Guo et al. [4], is based on a recursive
algorithm that partitions the network into ‘leaders’ and ‘followers.’ The user
specifies a value α between 0 and 1 that defines the fraction of leaders at each
step. In each step of the algorithm, for each node n, the algorithm calculates δn,
defined as the difference between node n’s in-degree and out-degree. Nodes with
a high δn are considered leaders, whereas nodes with a low δn are considered
followers.

After partitioning the graph into leaders and followers, the algorithm recur-
sively calls itself again on each of these two sets. At the lowest level, if the number
of nodes is less than 1

α , the algorithm returns the nodes ranked in order of their
δn. When joining together two sets, the algorithm places the followers below the
leaders.

Formally,

RG(x) =

⎧⎨⎩
Dx if |G| < 1/α

RGL(x) if |G| ≥ 1/α and x ∈ L
|L| +RGF (x) if |G| ≥ 1/α and x /∈ L

where G is the graph currently being considered, RG(x) is the ranking of node
x, Dx is the ranking of node x induced by the δn values, L is the set of leaders
in G (and GL is the subgraph of G induced by L), and F is the set of followers
in G (and GF is the subgraph of G induced by F ).

The output of this algorithm is a list of nodes, where the index of the node
corresponds to its ranking. Because no two nodes can share the same position in a
list, it is impossible for two nodes to have an equal rank. Because in our problem
of predicting link directions, we want to allow for reciprocated links, we thus
modify the algorithm slightly to allow nodes to share a rank (we accomplish this
by allowing leaders who share a δn to have the same rank, rather than requiring
a completely ordered list).

To determine the optimal α value, one can consider several different values,
and determine which value produces a ranking that conforms best to the actual
directions of edges in the graph.

3 Methodology

We treat the problem of predicting link direction as a classification problem. To
accomplish this, we collect a set of four directed networks. For each network we
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create a set of training edges, for which directionality is known, and a set of test
edges, for which directionality is withheld. For edges in the test set, we assume
that the existence of that edge is known, but the direction is unknown. For each
edge, we calculate a feature vector that contains information about that edge’s
location in the network, and then determine how well a classifier can use this
feature vector to predict edge directionality. In this section, we first describe the
network datasets used in our experiments, giving background information and
statistics on each. We then discuss the various network, node, and edge features
used to characterize edges in the networks. We conclude with a description of
our experimental methodology, including information on the creation of test and
training sets, as well as a brief background on the classification method used.

3.1 Datasets

In this section, we describe the datasets used in our experiments. We consider
4 directed networks from different domains. Three of these networks (Amazon,
Epinions, and Slashdot) are quite large, and so for these networks we consid-
ered a 5000 node subgraph of each, where the 5000 nodes were chosen using a
breadth-first search beginning from a randomly chosen node. All datasets were
downloaded from the online dataset collection at SNAP, the Stanford Network
Analysis Project.

Amazon. “Amazon” is a product co-purchasing network obtained from the
online retailer Amazon.com [9]. For each item, Amazon.com reports up to five
other items that were frequently bought with that item. An edge from node A
to node B indicates that customers who bought item A also frequently bought
node B. The original Amazon network contained nearly 300,000 nodes, and as
described above, we consider a 5000 node subset of this full network.

Epinions. “Epinions” is a social network from the review website Epinions.com
[12]. Each node represents a user of the website, and a link from user A to
user B indicates that user A ‘trusts’ user B’s reviews. This network contains
approximately 75,000 nodes, and as with Amazon, we consider a 5000 node
subgraph of the larger network.

Slashdot. “Slashdot” is a social network from the technology website Slash-
dot.com [11]. In this website, users submit news and reviews, and are able to
mark other users as friends or foes. Each node represents one user, and a directed
link from A to B indicates that user A has tagged user B as either a friend or
foe. This network originally contained approximately 80,000 nodes, so we again
consider a 5000 node subgraph.

Wiki. “Wiki” is a social network from the free online encyclopedia
Wikipedia.com, which contains content created and edited by users [10]. Some of
the users are elected to be administrators with special privileges. In this network,
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each node is one user, and a directed link from user A to user B indicates that
user A participated in user B’s election. This network is fairly small, containing
only 7115 nodes, and so we do not need to consider a subgraph.

3.2 Network Features

To produce features for each edge, we consider two graphs: N , the directed
network formed from the edges in the training set, and G, an undirected network
formed from edges in both the training and the test set (we include edges from
the test set because in our problem, the directionality of the edge is unknown,
but its existence is given). To create G, we simply ignore the directions on edges,
and convert all of them to undirected edges. For edge (a, b) in the training or
test sets for each network, we calculate 9 features, listed below. To calculate the
degree and betweenness features, we consider the undirected graph G that is
produced by converting each directed edge into an undirected edge, and for the
various ranking features, we consider the directed graph N induced by the edges
in the training set.

The first 5 features are calculated using the undirected graph G. These fea-
tures have traditionally not been used to order nodes, but we consider them here
in order to learn whether they can be useful in predicting the direction of an
edge. For example, for an edge (a, b), we consider the degrees of both nodes a and
b. It may be the case that nodes tend to be directed from low degree nodes to
high degree nodes (or vice versa), and so this feature might increase prediction
accuracy. The node betweenness features might play a similar role.

1. Degree of node a: The degree of a node is simply the number of edges adjacent
to it. To calculate this value, we use undirected graph G.

2. Degree of node b
3. Node Betweenness for node a: The node betweenness feature, proposed by

sociologist Linton Freeman, is a measure of a node’s centrality in the network
[5]. There are different forms of this metric: the one that we use is simply the
fraction of all shortest paths between all pairs of nodes that pass through
the node in question. That is, for a given node a, we consider all other pairs
of nodes b, c, and determine how many of the shortest paths from node b to
node c pass through node a. We then normalize this by the total number of
shortest paths between all pairs of nodes b, c. To determine node betweenness
values, we use undirected graph G.

4. Node Betweenness for node b
5. Edge Betweenness for edge (a, b): The edge betweenness feature is defined

similarly to the node betweenness factor, except it indicates the fraction of
shortest paths that use a particular edge. For edge betweenness, we again
use undirected graph G.

6. Leader-Follower Ranking for node a: To calculate the rank of a node, we
apply the algorithm described in [4] to directed graph N . The original algo-
rithm does not allow for two nodes to have equal rank (rather, it produces a
list of nodes, where the index of a node is its rank), so as described earlier,
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we modify the algorithm slightly by allowing two nodes to share an index in
the ordered ranking list. In this metric, a node that is highly ranked receives
a low score (that is, it appears early in the list).

7. Leader-Follower Ranking for node b
8. PageRank of node a: To calculate a node’s PageRank, we apply the well-

known algorithm that calculates the probability that a random walk will
include that particular node. In our calculations, we apply a restart factor
of 0.15, representing the probability that the random walk returns to its
starting node at any given step.

9. PageRank of node b

3.3 Experiments

To predict directionality of links, we use a Support Vector Machine (SVM) clas-
sifier. In our experiments, we assume that the existence of each edge is known,
and attempt to predict its direction. For each network, we create a set of train-
ing links, for which the direction is known, and test links, for which direction is
unknown. The training links constitute 90% of the edges in the network, while
the other 10% of edges are withheld for testing.

For some of the features described above, we calculate feature values using
a graph G containing undirected links from both the training and test sets;
for the other features, we create a graph N that uses only directed links from
the training set. Because we need every node to appear in N , some caution is
necessary in partitioning the edges into training and test sets; in particular, we
must ensure that the edges in the training set describe a graph that has only
one component, and that we do not create ‘orphan’ nodes by placing all of a
node’s edges into the test set. Thus, to produce the training set, we first find a
minimum spanning tree on network G, and then continue adding edges to this
tree until 90% of the edges from the network are present.

For each edge (a, b) in the training set, we assign one of three class labels:
Class 0 indicates that the edge is reciprocated (both nodes a and b link to each
other), Class 1 indicates that the edge is directed from node a to node b, and
Class 2 indicates that it is directed from node b to node a. From this set of edges,
we randomly sample a maximum of 1000 elements from each class to train the
SVM classifier. Network Amazon had a small number of reciprocated edges, and
so to maintain class balance, each class contains only 400 elements.

For the test set, we again sample up to 1000 elements from each class (again,
less for Amazon). In both the training and test sets, it is possible that some
edges appear twice, as both (a, b) and (b, a). These two elements would have
different class labels (unless the edge is reciprocated, in which case both would
be labeled as Class 0), and the feature vector for element (b, a) would simply be
a reordering of the feature vector for element (a, b).

We then apply the SVM classifier from the LibSVM software package [6] to
produce a classifier model for these training sets. A SVM classifier accepts as
input a set of data points (feature vectors) labeled with classes, and then projects
the feature vector into a higher dimensional space and attempts to divide the
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classes with a hyperplane. Because data is typically noisy, the method that we
use allows for a ‘soft margin,’ in which points may appear on the wrong side of
the dividing hyperplane, with a penalty. In order to allow for multiple classes,
LibSVM creates many two-class models, one for each pair of classes, and then
combines these models into a single multi-class model. In this software, a cross-
validation grid search is used to select optimal parameters (such as for the soft
margin penalty) for the SVM.

When the model is applied to the test set, each element in the test set is
assigned a probability vector, indicating the probability that the element be-
longs to each of the three classes. An element is then assigned to whichever
class receives the bulk of its probability mass. However, because each element is
assigned a probability vector, we are able to identify relationships between the
three different classes: for example, we might observe that elements in class 1
(edges directed from node a to node b) are also similar to elements in class 0
(reciprocated edges), but are quite different from elements in class 2 (edges from
node b to node a).

We perform 4 sets of experiments. First, we create a SVM model using the
full feature vectors (SVM-Full). Next, we consider only those features that are
obtained from the Leader-Follower Ranking algorithm (SVM-LFRank). Then,
we consider only those features obtained from the PageRank algorithm (SVM-
PR). Finally, we measure accuracy by using both PageRank and Leader-Follower
(SVM-PR-LFRank). Although both PageRank and our modified version of the
Leader-Follower Ranking algorithm allow for two nodes to have equal rank (thus
predicting a reciprocated edge between the two nodes), it is likely that there is
some small, non-zero difference between two nodes’ rankings that would still
indicate a reciprocated edge; that is, if two nodes have very similar, but slightly
different, rankings, we may still wish to predict that each is linked to the other.
Training a SVM model on these features allows us to discover this similarity
threshold, and so allows for more accurate predictions.

We additionally calculate accuracy using PageRank and Leader-Follower with-
out an SVM.

4 Results

Our results show that using a SVM classifier framework to predict directions
of links is successful. Our first experiment, in which we used the entire feature
vector, resulted in higher accuracy scores than using feature vectors containing
either PageRank or the Leader-Follower Ranking scores alone, and also higher
than the accuracy obtained by using PageRank and Leader-Follower together.
As expected in all of these results, Classes 1 and 2 behave close to symmetrically.

Table 1 contains the results of our experiments. The columns correspond to
the accuracy scores from 6 different experiments- the four SVM experiments
described above, as well as using PageRank and Leader-Follower Ranking scores
alone, without a SVM. The percentage represents the fraction of elements from
the test set that were correctly classified into the proper class.
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Table 1. Accuracy scores for each method and network

SVM-Full SVM-PR SVM-LFRank SVM-PR-LFRank PageRank Leader-Follower

Amazon 68% 67% 64% 65% 61% 58%

Wiki 78% 60% 76% 77% 47% 59%

Epinions 69% 59% 65% 65% 53% 60%

Slashdot 73% 44% 67% 68% 41% 62%

Notably, SVM-Full outperforms every other method for each of the 4 networks.
Although in some cases, either SVM-PR, SVM-LFRank, or SVM-PR-LFRank
perform nearly as well, these other three methods are much less consistent (for
example, SVM-PR scores nearly as well as SVM-Full on network Amazon, but
much worse on network Slashdot). SVM-PR-LFRank also performs fairly well,
but is typically several percentage points behind SVM-Full. The two non-SVM
methods tended to perform poorly. Further examination of the data shows that
these methods tend to misclassify elements from Class 0 (reciprocal links) as one
of the other two classes. This is to be expected, because, as described earlier, for
these methods to classify a link as reciprocal, the two nodes must have exactly
the same rank. Using a SVM allows some variability in this rank comparison.

Table 2 describes how the elements of each class were classified. For example,
54.2% of elements from Class 0 in Amazon were classified as Class 0, 19.7% as
Class 1, and 26.1% as Class 2. We see that, typically, the SVM achieves very
high accuracy rates for the directed classes, but lower accuracy for the undirected
class. When a directed edge is misclassified, it is usually classified as undirected,
and only very rarely is it classified as belonging to the other class of directed
edges.

Table 3 contains the average feature values for each class. Notably, the LFb −
LFa and PRb − PRa features tend to show high variance between the different
classes: Class 1 always has a low value of LFb −LFa, and a high value of PRb −
PRa, while the opposite holds true for Class 2. Class 0 typically has average
values close to 0 for these scores. However, recall from Table 1 that these metrics
alone gave poor accuracy. This occurs for two reasons: first, these methods will
only predict a reciprocal link if the two nodes have identical ranks, and second,
because although they perform well on average, there are many elements where
they fail.

These results demonstrate two key points. First, although ranking methods
such as PageRank and Leader-Follower Ranking score reasonably well on their
own, they are vastly improved with use of a supervised classifier. Second, rela-
tively simple metrics such as degree, node betweenness, and edge betweenness
can further boost the accuracy of methods for predicting the direction of a
link.
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Table 2. SVM-Full Classification. The value in row R, column C is the fraction of
elements in class R that were classified as class C.

Class 0 Class 1 Class 2

Amazon Class 0 54.2% 19.7% 26.1%

Class 1 22.1% 73.1% 4.7%

Class 2 16.2% 7.0% 76.8%

Wiki Class 0 81.0% 10.4% 8.6%

Class 1 23.0% 76.3% 0.6%

Class 2 19.4% 2.7% 77.9%

Epinions Class 0 57.4% 21.1% 21.4%

Class 1 19.8% 75.8% 4.5%

Class 2 21.3% 3.7% 75.0%

Slashdot Class 0 53.5% 19.3% 27.1%

Class 1 15.3% 81.2% 3.5%

Class 2 11.1% 4.1% 84.9%

Table 3. Average Feature Value per Class: Da is degree of node a, NBa is node
betweenness of node a, EB is edge betweenness, LFa is leader-follower ranking of node
a, PRa is PageRank of node a

Da Db NBa NBb EB LFa − LFb PRa − PRb

Amazon Class 0 7.8 8.1 0.0015 0.0018 2.78e-05 10.4 4.5e-0.5

Class 1 6.3 26.3 0.0013 0.0142 9.40e-05 -1550.0 0.0015

Class 2 25.8 6.2 0.0146 0.0019 10.0e-05 1532.0 -0.0016

Wiki Class 0 219.2 214 0.0044 0.0041 1.01e-07 -214.1 7.3e-05

Class 1 195.4 124.4 0.0040 0.0022 1.21e-07 -2905.6 0.0003

Class 2 120.5 191.1 0.0020 0.0040 1.25e-07 3656.7 -0.0003

Epinions Class 0 169.0 180.3 0.0021 0.0033 2.40e-08 -3.7 2.45e-05

Class 1 146.6 210.1 0.0043 0.0028 3.96e-08 -1762.4 0.0007

Class 2 213.5 164.4 0.0029 0.0058 3.92e-08 1741.1 -0.0007

Slashdot Class 0 91.8 95.4 0.0018 0.0020 1.38e-07 -98.9 -6.69e-07

Class 1 83.4 84.8 0.0015 0.0014 1.28e-07 -2335.4 0.0002

Class 2 84.7 81.7 0.0013 0.0014 1.23e-07 2264.1 -0.0002
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5 Conclusion and Future Work

In this paper, we have considered the problem of predicting the directions of
links in a network, motivated by the frequent lack of complete network data.
Solutions to this problem may be useful for networks such as Facebook, which
represents every link as undirected, even though the underlying social network
is likely to be directed. Determining the directions of links will allow researchers
to more accurately perform network analysis tasks, such as tracing the spread
of information through the network.

We treat this problem as a supervised learning problem in which the direc-
tions of some edges are known and the directions of other edges are unknown.
We considered 4 network datasets from different domains, each containing both
directed and reciprocated edges. For each network, we partitioned the edges into
a training set, containing 90% of the edges, and a test set containing the remain-
ing 10% of the edges. For each edge, we calculated several features related to
the edge’s position in the network topology. To calculate these features, we used
two graphs: an undirected version of the complete graph (including edges in the
test set), and a directed version of the graph represented by the training set. We
compared our methods to PageRank and Leader-Follower Ranking, two other
methods for predicting link directionality. Both of these methods rank nodes
based on their importance in their networks, with the assumption that links are
likely to go from low-value nodes to high-value nodes. In our experiments, we
saw that the SVM trained on the full feature vector produced results substan-
tially better than other methods. A detailed analysis of our results showed that
directed links most often tended to be confused with undirected links, rather
than links of the other direction. Our method achieved very high accuracy on
the directed links.

Interestingly, although the two ranking methods showed high inter-class vari-
ability, they performed much more poorly than the other methods at classifica-
tion. When the scores from these methods were used in a classifier, we were able
to achieve much higher accuracy results, even though there was no additional
information. This is likely due to these methods’ poor ability to identify recipro-
cated links. This issue can be remedied through use of a SVM; however, adding
further network topological information to these features provided an additional
gain in accuracy. Of the additional features we considered, node degree seemed
the most valuable in general, though the node betweenness and edge betweenness
features were occasionally valuable on individual networks.

This area of research has many interesting potential future directions. Most
obviously, it is worthwhile to determine which features (including ones not con-
sidered in this paper) are most valuable for this task. We are also interested in
incorporating external metadata (as in [2]), in order to learn how much addi-
tional accuracy such metadata can provide when used in conjunction with the
features in this paper.
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Abstract. Driving direction prediction can be useful in different ap-
plications such as driver warning and route recommendation. In this
paper, a framework is proposed to predict the driving direction based on
weighted Markov model. First the city POI (Point of Interesting) map
is generated from trajectory data using weighted PageRank algorithm.
Then, a weighted Markov model is trained for the near term driving di-
rection prediction based on the POI map and historical trajectories. The
experimental results on real-world data set indicate that the proposed
method can improve the original Markov prediction model by 10% at
some circumstances and 5% overall.

Keywords: driving direction prediction, trajectory mining, weighted
PageRank.

1 Introduction

Along with the development of GPS and wireless communication technologies,
the driving trajectory data is increased dramatically. Basically ever vehicle can be
easily equipped with GPS device and becomes a sensor on the road. As the most
driven type of all vehicles, taxi is excellent for road condition detection since there
is not too much privacy issue compared with other cars. The trajectory data from
taxi has been applied in driving route recommendation, roadmap generation,map
matching and driving direction prediction [1]. It is important to predict the near
term direction for the car drivers,which can be useful to provide information about
upcoming road situation and is the basic for destination prediction.

History driving trajectories have been proved to be an efficient basis to predict
the near-term driving direction [2]. Meanwhile, the city itself contains many
”points of interesting (POIs)” that attract more traffic. It is useful to detect
these POIs and apply them into driving direction prediction. Currently, POI is
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usually collected manually, and many places may be missed. In this paper, we
generate city POI map based on taxi trajectory data, since more getting on or
off events happened near the POIs. However, the identified POI is not an explicit
point but an area with description of its interesting level. Then combining the
created POI map and trajectory data, driving directions are predicted. We select
weighted PageRank algorithm to generate the POI map and Markov Model to
predict the direction.

The rest of paper is structured as follows. Section 2 lists the related work. Sec-
tion 3 provides the problem statement. The proposed methodology is described
in section 4. Experimental results are given in section 5 and Section 6 concludes
the whole paper.

2 Related Work

Driving route prediction has been intensively studied in data mining and GIS
fields. Patterson et al. [3] have used a dynamic Bayes net to detect a moving per-
son’s mode of transportation (i.e. bus, foot, car) based on GPS trajectories and
predicted their route. Li et al. [4] have analyzed the periodic behaviors of animal
based on their traces. In [5], trajectories of road network are classified by mining
the discriminative patterns. These models and patterns can be used for direction
prediction. Krumm [2] proposed a Markov model, trained from past behavior,
to predict the next few road segments that a driver would take. Froehlich and
Krumm [6] predicted entire routes from GPS traces by looking at which previous
route a driver appeared to lock onto partway into the trip. In [7], the author de-
veloped a basic algorithm, and variations, to predict the aggregate turn behavior
of drivers at intersections. Besides trajectory data, geographic features are also
considered in the direction prediction [3], such as land covered by water or ice
made for less popular destinations than commercial and residential areas. Also
Jiang [8] suggested street-based topological representations for prediction traffic
flow in GIS. Therefore, it is necessary to combine the city features or POIs into
the prediction.

To detect POIs, Internet and mobile phone data are analyzed [9, 10] but
it may arise the privacy concerns. Lee et al. [11] tried to turn the geo-tagged
photo into list of POIs. Brouwers [12] discussed three different sensor sources
(GPS, Wifi and Geolocation) and their idiosyncrasies when used for dwelling
detection. Jiang [8] ranked the city space based on road network using weighted
PageRank. It found that the PageRank scores are better correlated to human
movement rates than the space syntax metrics. However, the geo-related data is
not allows available, so trajectory based POI detection method are employed.

In this work, we present a driving direction prediction framework based on
just trajectory data using Weighted PageRank algorithm. In the framework, city
POI map is generated from trajectories and the driving prediction is performed
based on the POI map and history trajectories.
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3 Problem Statement

In this paper, near-term driving direction prediction is based on the city POI
map and trajectory data. This section will give the definition of POI map and
other related concept we use.

Definition 1. City POI map is a function f(cP ), in which cP = (xP , yP ) is the
coordinate of location P and f(cP ) returns the attraction level in location P.

Definition 2. Trajectory TR={c1, c2, · · · , cn} represents the coordinates in a
time sequence from t1 to tn, in which ti < tj if i < j.
A trajectory can be also viewed as a set of line segments TR={c1c2, · · · , cn−1cn}.
Since no road graph is generated, we approximately define a coordinate cx ∈ TR
(cx belongs to TR), iff min(dist(cx, cici+1)|0 < i < n) < d, which means cx in a
buffer of TR as shown in Fig. 1a. There are two trajectories: TR1 = {c0, c1, c2, c3}
and TR2 = {cx, cy, cz}. Because the points in TR2 are all contained by TR1,
then we define that TR1?TR2. Assume two trajectories TRi and TRj , if TRi ⊂
TRj or TRj ⊂ TRi, then they are the same route or TRi = TRj .

At some circumstance, there are certain points that not belong to another
trajectory even if they are along the same road e.g. point cy in Fig. 1b. To
overcome the problem, we add the condition that if ci and ci+1 belong to TR,
then ci ∈TR.

In this paper, we try to predict the near term driving direction of a vehicle
based on the history trajectories. Suppose TRc = c−n, c−n+1, c−1, c0, we will
find out the possible options of the next direction that contains c1 and their
corresponding probabilities. The one with the biggest possibility will be assigned
as the predicted direction.

(a) (b)

Fig. 1. Example of belong to relationship
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Fig. 2. Prediction Framework

4 Methodology

In this section, we present the framework of weighted Markov model based pre-
diction. This framework consists of two steps: 1) POI map generation, and 2)
weighted Markov prediction. We describe the framework in Section 4.1 and these
two steps through Section 4.2 and 4.3 respectively.

4.1 Driving Direction Prediction Framework

The proposed prediction framework contains three main parts: trajectory dataset,
POI map and weighted Markov model. Initially, trajectory data is collected from
different cars with GPS tracker. The data is structured according to Defination
2. To separate trajectories from GPS points, we can connect the tracker with
some devices such as taximeter or just apply data mining methods [13]. The POI
map is created based on trajectory dataset using weighted PageRank algorithm.
Each trajectory can be regarded as an edge that link two parts of the city, based
on which a graph about city is generated. With weighted PageRank method, all
parts of the city are ranked according to their attractions to the drivers, and a
POI map of the city is created from the ranking. Based on the trajectory dataset
and POI map, the prediction is implemented. When a real time trajectory TR
is inputted into the system, we first test its nth-order Markov Model to find
out the history trajectories that contain n latest points of TR and select the
most weighted direction according to the POI map as the output result instead
of most frequent direction. Rest of the section will describe the framework in
details.

4.2 POI Map Generation

As defined, POI map f(cx) is the attractive level to the drivers or passages.
PageRank [14] has been proved as an efficient method to define the ”attractive-
ness” of a web page and city morphology [15]. Therefore, we employ PageRank
to calculate the POI map. To take the number of trajectories into consideration,
weighted PageRank [16] is selected.
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(a) (b) (c)

Fig. 3. POI map generation

The analysis in this paper is performed on the city raster map. We first divide
the city (Fig. 3a) into square areas (Fig. 3b). Every square area is represented
by a node in the directed city graph (Fig. 3c). For each square area or node such
as u and v in Fig. 3b, if there is a trajectory connected from u to v, the number
of outlinks in u and number of inlinks in are both increased by 1 as shown in
Fig. 3c.

The weighted PageRank of each node in graph G is calculated according to
[17]. The original PageRank algorithm [14] defined the pagerank of a node, as
formula 1:

PRu = 1 − d+ d
∑

v∈B(u)

PR(v)

Nv
. (1)

where u represents an area or node. B(u) is the set of nodes that point to u.
PR(u) and PR(v) are rank scores of node u and v, respectively. Nv denotes the
number of outgoing links of node v. d is a dampening factor that is usually set
to 0.85.

The original PageRank is proposed for web pages, but in city transportation
scenario the number of trajectory from one area to another is critical. For ex-
ample, the train station trend to be an important POI since it is the destination
of many trajectories, which can be reflected well in the weighted PageRank al-
gorithm. The Weighted PageRank Algorithm assigns larger rank values to more
important (popular) nodes instead of dividing its rank value evenly among its
outlink nodes. The weight from the number of inlinks and outlinks is recorded
as Win and Wout(v,u), defined as follows respectively.

W in
(v,u) =

Iu∑
p∈R(v) Ip

. (2)

W out
(v,u) =

Ou∑
p∈R(v)Op

. (3)
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Where Iu/Ou and Ip/Op is the number of inlinks/outlinks of node u and p.
R(v) denotes all nodes that are pointed from v. Then the weighted PageRank is
defined in formula (4)

PR(u) = (1 − d) + d
∑

v∈B(u)

PR(v)W in
(v,u)W

out
(v,u). (4)

To calculate the Weighted PageRank, PR(u) is set to 1 for all nodes. Then
iteratively compute the new PR(u) based on formula (4) until the difference be-
tween two rounds are smaller than a threshold (e.g. ¡10−5). Previous experiments
[14, 17] showed that the PageRank gets converged to a reasonable tolerance in
the roughly logarithmic (logn), which is also applicable for Weighted PageRank.

4.3 Weighted Markov Model

According to [2], the prediction of near-term driving direction can be based
on its past route. Therefore, Markov model is employed. A trajectory can be
defined as {· · · , c−2, c−1, c0, c1, c2, · · · }, where c0 is the current position that can
be updated, and c1, c2, · · · are the unknown future position of the vehicle. We
try to predict the direction that contains both c0 and c1 as defined section 2. At
anytime, we have the information c0, c−1, · · · back to the beginning of the trip.
The Markov model is built on these known positions, and gives a probabilistic
prediction over the future directions. The first order Markov model is only based
on current position c0, and the second order Markov model is based on c0 and
c−1. In general, n-th order Markov is based on c0, · · · , c−n+1 as shown in formula
(5). Note that P[c1] is not the probability of the vehicle appearing at c1 but its
direction to c1.

P [c1] = P [c1|c0, c−1, · · · , c−n+1]. (5)

In original Markov model, the probability of each direction ci is calculated as
formula (6), in which N[cp · · · cq] is the number of trajectories containing position
cp · · · cq.

P [ci|c0, c−1, · · · , c−n+1] =
N [ci, c0, c−1, · · · , c−n+1]

N [c0, c−1, · · · , c−n+1]
. (6)

Based on formula (6), we can select the direction with biggest probability as the
next possible direction.

The original Markov model only takes the number of trajectories into consid-
eration, but the POI distribution along trajectories could also affect the driving
direction as people trend to go to these ”interesting spots”. Therefore, in this
paper we improved the original Markov model with the POI map and proposed
the weighted Markov model in formula (7):

P [ci|c0, c−1, · · · , c−n+1] =

∑
f(ck cke)∑
f(cl cle)

. (7)

In formula (7) f(cp cq) is the maximum value of POI map along the route from
cp to cq. ke and le are the end point of k and l respectively. If POI map is a



Predicting Driving Direction with Weighted Markov Model 413

Fig. 4. Weighted Markov model

constant value, then formula (7) will be the same as (6). Fig. 4 illustrates an
example of original and weighted Markov model.

In Fig. 4, three history trajectories are listed. For trajectory [c0, c−1, c−2, c−3],
we can predict its next direction will be cj with probability 2/3. However, sup-
pose the attractive value in area ci is 3 and attractive value in area cj is 1, then
the predicted next direction will be ci with probability 3/5.

5 Performance Evaluation

In this section, we evaluate the performance of the near-term driver direction
prediction based on weighted Markov model. We describe the experimental data
and environment in Section 5.1. We demonstrate the POI map generated from
trajectories in Section 5.2 and report the prediction results comparing with orig-
inal Markov model in Section 5.3.

5.1 Experimental Setting

All experiments are conducted on an Intel Core2 Duo 2.4GHz PC with 3.25GB
of RAM, running on Windows XP SP3. Eclipse 3.5.2 is selected as the IDE. All
programs are written in Java.

The test dataset came from a taxi company in San Francisco area. The col-
lected trajectories contain 536 taxis driving in three months from April to July,
2008. Each trajectory is consisted of several records that have latitude, longi-
tude, flag bit (1 for with passenger and 0 for not), and the current time. The
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(a) (b)

Fig. 5. Snapshots of the start/end point distribution of training trajectories

Table 1. Generative models of shilling attacks

Label Location Label Location

1 San Francisco National Cemetery 6 Golden Gate Heights Park
2 Downtown, Nob Hill 7 School of the Arts
3 Golden Gate Bridge 8 Center BART station
4 Golden Gate Park 9 West Portal
5 University of San Francisco 10 Train Station and AT&T Park

duration between two records is one minute, which reduces the accuracy of the
prediction but still preserve the repre-sentativeness of the methods comparison.

357 taxis out of total 536 are selected as the training data (2/3) and others
(1/3) are test data. Only the trajectories that are sending passengers are taken
into consideration, and there are totally 250,438 trajectories used as history data.
The POI map will also be generated from these train trajectories. Fig. 5 gives
the snapshots of the distribution of training trajectories. Fig. 5a shows the start
pint (red) and end point (blue), and Fig. 5b illustration their density map.

5.2 Generated POI Map

The generated POI map based on different number of trajectory data is given
in Fig. 6. The test area is divided into 50*50 sub areas. The weighted PageRank
algorithm identifies many local attractive centers (POIs) compared with the
density distribution map in Fig. 5b. We can see that the detected POIs are
gathered into a stable location along with the increasing of taxi number. These
POIs are distributed in highway junc-tion, residential area and some park areas.
The experimental result indicates the effectiveness of the proposed method to
detect the POIs in the city. Based on the POI map, we will predict the near
term driving direction of vehicle.
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(a) 50 Taxi (b) 100 Taxi

(c) 200 Taxi (d) 375 Taxi

Fig. 6. Generated POI map from different number of Taxis data

Finally, 2/3 of the whole dataset are select to generate the POI map used
for pre-diction as Fig. 6d. We identify some of the POIs according to the local
map and shown in Table 1. It is shown that the weighted PageRank is effective
in POI detec-tion. For example, the most weighted parts are located in the
downtown area (Lable 2); some other detected POI areas are scenic spots such
as Golden Gate Bridge (Lable 3) and Golden Gate Park (Lable 4); Universities
like University of San Francisco (Lable 5) and School of the Arts (Lable 6)
are also identified as POI area; Finally, the transportation centers e.g. Center
BART station, West Portal and Train Station and AT&T Park (Lable 8,9,10
respectively) are correctly detected as POIs.
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Fig. 7. Prediction accuracy of the original and Weighted Markov Models

Fig. 8. Number of matched points

5.3 Results of Weighted Markov Prediction

In the prediction experiment, 250,438 trajectories from 357 taxis are used as
train data. Set P which contains1000 trajectories from remain taxis is used as
test data. We first generate the POI map of the area as shown in Section 5.2. For
each trajectory TRi in P, we randomly set a position ci0 as the current location,
and we will predict the next driving direction ci0c

i
1 with the proposed weighted

Markov method.
The next direction is determined by HT (k) the historical trajectories which

have the same direction with TRi in the last k points as defined in Section 4.3.
Therefore, we can calculate the accuracy of prediction by testing if HT(k,1),
the historical trajectories which have the same direction with TRi in the last k
points and the next 1 point, have the majority weight (over 50%) of HT (k). For
example, in Fig. 4, HT (4) =TR0, TR1, TR2, and HT (4, 1) =TR0 if c1 = ci or
HT (4, 1) =TR1, TR2 if c1 = cj . For the original Markov model, if c1 = cj the
prediction will be correct since TR1, TR2 takes 2/3 of HT (4); for the weighted
Markov model, if c1 = ci, the prediction will be correct, because TR0 takes 3/5
of HT (4); otherwise the prediction will be wrong.
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In the prediction, we calculate the prediction accuracy of original Markov
model and the proposed weighted Markov model and the results are given in
Fig 7. The proposed method increases the prediction accuracy more than 10%
for the trajectories with only one point match. The overall accuracy is increased
around 5% by applying the weighted Markov model.

The accuracy improvement is mainly gained from the POI map included by
weighted Markov model, which actually reflect the attractiveness of the potential
destinations according to the experimental results.

We also notice that the prediction accuracy is increasing along the number of
matched points. However, as the total number of matched trajectories decreases,
the random factor increases. Therefore, we can see the accuracy drop when
number of matched points over 12. Fig. 8 demonstrates the number of matched
points of the 1000 trajectories (set P ) for prediction. For example, we can see
that around 160 trajectories in P only have one matched point with the base
dataset. Meanwhile there are fewer than 20 trajectories when number of matched
points is 12, which is the reason for the drop of prediction accuracy shown in
Fig. 7.

6 Conclusions

In this paper, we have presented a framework of weighted Markov model based
driving direction prediction with trajectory data. We have performed the analysis
about the driving behavior, which leads to the conclusion that POI map can
improve the predic-tion accuracy.

We have conducted experiments by comparing prediction accuracy of origi-
nal Markov model and the proposed weighted Markov model. The experimental
results show that weighted PageRank algorithm is effective to compute the city
POI map and the POI map can improve the driving direction prediction accu-
racy.

Overall, we believe that we have provided a method to analysis distribution of
POIs in city area and a framework to better predict the near term driving direc-
tion. In future research, we will focus on the time related POI map considering
different time people may go to different places.
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Abstract. Data collected from mobile phones have potential knowledge to 
provide with important behavior patterns of individuals. In this paper, we 
present approaches to discovering personal mobility and characteristics based 
on mobile phone location information and semantic analysis. We discuss three 
aspects related to very common mobile phone-related applications such as 
pattern mining, semantic label identification and movement prediction. We use 
real mobile phone data to perform functions of discovering these behavior 
patterns and demonstrate effectiveness of our approaches.  

Keywords: Mobile phone log data, Mobility pattern, Frequent pattern mining, 
Semantic labels, Movement prediction. 

1 Introduction 

Understanding and extracting meaningful information from trajectory data is important 
to many applications, such as location-based services/location-based advertising 
(LBS/LBA), context-aware services, route prediction and social network analysis. 
Using these patterns, it is helpful to provide users with more intelligent and customized 
services, and benefit service providers as well. Mobile phones record trajectories of our 
life in the form of call logs, and the data is a rich information source for discovering 
personal behavior characteristics, particularly mobility patterns. 

Different from those continuous and fine-grained GPS-enabled data, most of the 
existing mobile phone location data are generated only when users make a phone call 
or use a data communication service, such as sending short message service (SMS) 
and browsing website based on cell tower locations. So, it usually records a user’s 
trajectories in a discrete, less precise, and uncompleted way [1]. On the other hand, 
telecommunication providers record mobile phone locations based on their connected 
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cell towers. Mobile phone location data is thus coarse in space at the granularity of 
cellular tower coverage radius and sparse in time only when an event happens [2]. In 
summary, some challenges exist in the mobile phone data analysis and mining as 
follows. 1) It is difficult to directly access meaningful information about mobility 
patterns of users since all these location logs are in low level data unit [3]. To make 
mobile phone data more readily accessible to related applications, higher level data 
abstractions are needed. 2) In the traditional data mining, some classical algorithms, 
for example, Apriori method [4] or pattern growth-based method [5], ignoring spatial 
and temporal characteristics, often lead to incomplete, even wrong knowledge, and 
cannot be fully used in discovering mobility patterns.  

The aim of our research is to overcome the limitations of mobile phone log data, 
and discover some personal mobility and behavior patterns. In the paper, we study 
processing and mining methods of personal behavior patterns from mobile phone 
location information. Based on these methods, some improved data mining algorithms 
are developed, including frequent pattern mining, semantics label extraction and 
movement prediction. 

The rest of the paper is organized as follows. Approaches and algorithms are 
proposed to handle frequent pattern mining, semantics label extraction and movement 
prediction in section 2-4, respectively. Section 5 shows some visualization results. We 
also present the related work in Section 6. Conclusion and future work are finally 
discussed in Section 7. 

2 Trajectory Pattern Mining 

2.1 History Trajectory Modeling  

For handling pattern mining from trajectory, it is firstly required to model history 
trajectory of each individual. For the case of GPS data, a record can be returned every 
few seconds, containing accurate location information. It is thus convenient to 
generate a complete trajectory from GPS data. For the original mobile phone log data, 
a record represents information that a user stops in a place at a specific time, 
containing user ID, time, and cell tower ID. In our research, this information of single 
stop point is inadequate, so it is necessary to define and generate trajectory by relying 
on these original data. A trajectory of a mobile phone user is a sequence of cell tower 
locations. To account for approach to modeling, we introduce two basic mobility 
concepts as follows.  

Definition 1 (Stop): A stop is a position that a user k stays within the range of a cell 
tower (cell_id) at time t. Let sk denote a collection of stop points of the user k such 
that sk={sk1, sk2, …, skn}, where each ski contains identifier of cell tower (ski.cell_id) 
and timestamp (ski.t). 

Definition 2 (Trajectory): We can sequentially connect some stop points of a user k 
into a trajectory. Thus, a trajectory tr is defined as equation (1), where tr_id stands for 
trajectory identifier of user k, sk is a stop point of user k. 
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:=< _ ,{ } >ktr tr id s  (1) 

According to definition 2, trajectory can be generated with the following rules. 1) 
Frequent staying points can be discovered, where calls are made frequently, such as 
home, place of work etc. 2) We can merge some points with the same location and 
adjacent time, resulting in start time sti and end time eti. 3) According to rules of 
trajectory segment, add the start point and the end point into trajectory. 4) If there is 
no information on record, trajectory can be directly truncated. Based on these rules, a 
user’s history trajectory can be expressed as a sequence of stop point with the format 
tr_id: <pi, sti - eti>, where tr_id is identifier of trajectory, pi stands for position that 
user is located at a place (i.e. a cell tower) at time ti. sti represents start time when user 
enters a specific place; while eti represents end time when user leaves the place. For 
example, a trajectory can be generated and described as shown in Figure 1. 

 

 

 

 

Fig. 1. An example of history trajectory modeling 

2.2 Frequent Pattern Mining 

Under modeling historical trajectory, we can use algorithms to discover frequent item 
sets in data, for example, “User A usually goes to supermarket in the morning on 
weekend”; or “User A always goes to cinema on Friday night”. Frequent pattern 
mining is aim to analyze large number of historical trajectory of a user in order to 
discover frequent spatiotemporal patterns that meet the minimum frequency degrees. 

Definition 3 (Frequent Pattern): Frequent pattern FP is defined as equation (2), 
where cii is identifier of cell tower, ti is the time when user enters the cell tower, and f 
is represented as frequent degree of pattern, which meets the requirements of 
minimum frequent degree threshold δf. 

1 1 2 2: ( , )( , ) ( , ) : |n n fFP ci t ci t ci t f f δ=< ≥ >  (2) 
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Trajectory is naturally represented as a sequence of stop points. Spatiotemporal 
frequent pattern not only meets the requirements of general sequential pattern, but 
also has the characteristics as follows. 1) Each point in the sequence has the strict 
time characteristics, such as entering time, departure time and duration. 2) Each stop 
point in the sequence is a separate event. 3) When two stop points in sequence match 
with each other, traditional similarity standard is no longer suitable, thus a new 
ranging method must be defined. 4) Different from general sequential pattern, it is 
necessary to rely on background information for trajectory pattern mining, and filter 
and screen on the patterns. 

Definition 4 (Spatiotemporal Similarity): If two trajectories pass through the same 
place at a certain time or during a certain time period, they are often with spatial and 
temporal similarity. The degree of spatiotemporal similarity is a kind of 
transformation from spatiotemporal distance, which can be directly calculated from 
spatiotemporal distance STD between trajectory tr1 and trajectory tr2 as indicated in 
equation (3), where 0≤k≤1, SD stands for spatial distance between tr1 and tr2. TD is 
time difference between tr1 and tr2. In the specific instances, k can be adjusted 
according to the actual situation. 

1 2 1 2 1 2( , ) : ( , ) ( , ) (1 )STD tr tr SD tr tr k TD tr tr k= × + × −  (3) 

In our study, mobile phone is located according to coordinates of cell tower, not the 
precise latitude and longitude of where the user actually located. So we can directly 
suppose that tr1 and tr2 must be in the same cell tower if tr1 and tr2 are with 
spatiotemporal similarity. When tr1 and tr2 meet a certain time threshold δt, that is, 
occurrence of time interval between tr1 and tr2 does not exceed a maximum time 
interval, as follows, then tr1 and tr2 are spatiotemporal similar. 

On the basis of PrefixSpan method [5], we propose an algorithm of frequent 
pattern mining as follows, which re-defines measure method of spatiotemporal 
similarity to make trajectory mining possible. Similar to PrefixSpan, our algorithm 
does not produce candidate sequences in the mining process. However, it may 
generate many projected databases, corresponding to each frequent prefix sequence. If 
we have to physically produce the projection databases, it recursively increases cost to 
build a large number of databases. An optimization can be pseudo-projection, which 
records index of corresponding sequence and starting position of projection suffix, 
rather than a physical projection. In other words, physical projection of sequence is 
replaced by identifier of recorded sequence and index of projection location. When 
pseudo-projection is implemented in memory, cost of projection can be obviously 
reduced. However, if pseudo projection is used as hard disk-based access, it may be 
less effective, because random access of hard disk space is expensive. One solution is 
that physical projection is used if original trajectory database or projection database is 
too large to put in memory; while pseudo-projection is used if projection database can 
be placed in memory. This idea is used in our study. 

Trajectory pattern mining algorithm based on pattern growth ProcessProjectedDB 
is described as follows. The results of the algorithm are stored in a pattern set 
PatternSet, whose format of each pattern is as defined in Definition 2. 
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In the following algorithm, we use logical structure of PrefixSpan algorithm to 
ensure the order of stop points in trajectory pattern. We also define similarity 
measurement method to ensure efficiency of the algorithm. 

 
Algorithm 1. ProcessProjectedDB(sequenceIndex, frequency, preStr) 

for i:=1 to sequenceIndex.Count 
    do if sequenceIndex[i]<sequenceSet[i].Count 
       then for j:=sequenceIndex[i] to sequenceSet[i].Count 
             do Count number of each space-time point. Compare distance with a 
threshold to know if two points are similar. 
  for each term in termCount 
    do if number(term)>frequency 
       then if frequentSet.ContainsKey(preStr+term)=FALSE 
           then frequentPatternSet.Add(preStr+term, number(term)) 
              for k:=1 to sequenceIndex.Count 
                do for l:=sequenceIndex[k] to sequenceSet[k].Count 
                     do Find the index of current term in sequenceSet[k] and get the 
new sequenceIndex to newIndex 
              ProcessProjectedDB(newIndex, frequency, preStr) 

3 Identifying User Semantic Labels 

The basic assumption of this study is that, where people live, work and hangs out are 
those regions that can meet their preferences. Therefore, the characteristics of those 
regions, to a great extent, also reflect the characteristics of the person. We first 
identify regions closely attached to a user, i.e., ROI (Region of interests), by spatially 
aggregating the mobile phone traces. Then, we extract the features of these ROIs 
using data crawling from POI reviewing websites and real estate websites, together 
with map data. Last, the regional features are associated to the user as his/her personal 
labels. This process is shown in Figure 2. 

 

Fig. 2. Approach to semantic label generation 

We use clustering approach ST-DBSCAN [6] to identify ROIs attached to a user 
considering time of day, day of week, and public holidays. 500m is used as the 
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threshold radius. Since ROI represents an area that a person spends an amount of time 
and/or an area visited frequently, a cluster cannot be generated in this study unless the 
person had at least a call, a text message, or a data communication within the region. 
To generate semantic features for each ROI, frequency analysis is performed on POI 
category data to extract the features of these regions, such as shopping and park etc. 
Real estate price data is also used to label the positioning of the region, by assuming 
regions with high price are associated with high-expenditure, and vice verses. 

Figure 3 illustrates the semantic label extraction for an identified place that a user 
frequently visited. As shows in the figure, the top three categories of POIs in this 
region are restaurant, recreation, and educational service. Besides, by referring the 
average housing price of where the user lives, then a label marking his/her family 
income/expenditure is “middle-high”. 

 

Fig. 3. Semantic label generation 

4 Movement Prediction 

According to the available relevant background information, location P1 of user A at 
time T1, denoted as (A, P1, T1), can be inferred where the user is the most likely 
appear at location P2 at the next time T2, for example (A, P2, T2). The process of 
prediction pattern mining is presented in Figure 4 which depends on background 
information (i.e. location, predicted point generation), history trajectory analysis (i.e. 
the most frequent traces and locations), and real-time information (i.e. time) etc. 
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Fig. 4. Movement prediction 

We firstly analyze the background information and extract the required 
characteristics for evaluation. These values are sorted using comprehensive valuation 
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method of mathematical modeling.  The sequence of the predicted location is given 
according to the descending order of the value of these possibilities.  

In the paper, classical DCG (Discounted Cumulative Gain) is used to measure the 
quality of screening sorting results. The evaluation factors are nDCG and DCG, 
defined in equations of (4) and (5), where, reli=-lgKi (unit of Ki:μmol/L). The sort of 
Ki is as the ideal sort result (IDCGp). nDCGp is to be normalized as DCG. If nDCGp 
is closer to 1, then the sort of result is closer to the desired result (i.e. sort of Ki). 
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This is a gradual process to get precise values, the parameters are needed to adjust and 
improve. The results are filtered and validated by universal rules. 

Further, the implementation of algorithm GetPrediction is described as follows. 
The algorithm extracts subscripts of the current stop point in the sequence, and 
determines whether the next stop point meets the predicted conditions. If so, the 
scenario is stored as a candidate. After getting all frequent degree of possible 
scenarios, the likelihood of each scenario is then calculated. 

 
Algorithm 2. GetPrediction(number, ci, interval, frequency, startTime, endTime, 
nextTime) 

patternSet:=GetFrequentSet(number, interval, frequency) 
  possiblePointSet:=NIL 
  startTime(CurrentPoint):=startTime 
  endTime(CurrentPoint):=endTime 
  ci(CurrentPoint):=ci, j:=0, sum:=0 
  for each pattern in patternSet 
    do patternFrequency:=Frequency(pattern) 
       places:=SpatioTemporalSequence(pattern) 
       for i:=1 to places.Count 
         do if SpatioTemporaDistance(CurrentPoint, placesi)<=threshold 
            then if startTime<=startTime(placesi+1)<=endTime 
                  &&endTime<=endTime(placesi+1)<=nextTime 
                then possiblePointSet.Add(placesi+1, patternFrequency) 
                    sum:=sum+patternFrequency) 
  for i:=1 to possiblePointSet.Count 
    do possibility(possiblePointSet[i]):=patternFrequency/sum 

 
Under the implementation of movement prediction, we have several next stop 

points with a certain extent of possibility. We can further make labels for a user, 
which can be summarized as “high expenditure”, “night life” for example, who 
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frequently visited some regions at night (6pm-11pm), so we can give the user LBA 
services about “KTV” or “pub”. 

5 Case Study 

In this section we summarize some results of our implementation in mining some 
individual mobility patterns obtained from mobile phone data as below. 

5.1 Raw Data Set  

The dataset for our work is collected by telecommunications service provider 
involving calling log files of 14 users during September, 2010 in the city of Kunming, 
China. 

Raw data are described as follows. 1) Map data. The whole area is divided into 
several LACs (i.e. large area). LAC contains several cell towers. Each cell tower can 
be divided into several sectors. It includes some data of large area (LAC), cell tower 
(cell_id), and sector (site_id). 2) User information. It includes data of calling or 
message, International Mobile Subscriber Identity (IMSI), normal location update, 
and normal cycle update. 3) Mobility log. It includes phone number (number), time 
(time), region number (LAC), cell tower (cell_id), sector (site_id). 

5.2 Framework of Mobility Mining 

Figure 5 illustrates the general architecture of our framework in which four steps need 
to be performed, such as data preprocessing, history trajectory modeling, mobility 
pattern mining and mining visualization based on raw data, like map data, user 
information and mobile phone log. Here, we focus on modeling and describing basic 
pattern types related to personal mobility, such as frequent pattern mining, semantic 
label generation, and movement prediction. 

 
Fig. 5. A framework of mining personal mobility patterns 
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5.3 Results  

The visualization result of frequent pattern mining is shown in Figure 6 of a user 
identified by 91961, which invokes algorithms of trajectory generation and frequent 
pattern mining which are discussed in Section 2. 

Figure 7 presents the spatial distribution of user 91861’s mobile phone traces (red 
points), and three ROIs (in orange) attached to him/her. Although this user’s trace 
spread over a wide area, he/she only has three important regions attached. 

 

Hot Regions
Price: High; Top 10 POI: Beauty 22.4% Car 16.3%
Shop 12.0% Auto Repair 11.7% Hospital 10.9% Rent 9.4%
Service 8.9% Parts and Accessories 5.9% 
Trading 5.9% Vehicle 5.9%

 
3 

 
2 

 
1

 

Fig. 6. Visualization of trajectory pattern mining 
(Taking an example of user 91961) 

Fig. 7. User 91861’s mobile phone 
trace and ROIs attached 

We consider time stamp associated with each mobile phone location data in the 
three clusters (as shown in Table 1).  

Table 1. Time distribution of user 91861’s location on workday 

Time period Cluster 1 
(1.50km2) 

Cluster 2 
(0.31km2) 

Cluster 3 
(0.15km2) 

n % n % n % 

2am-5am 0 0 36 22% 0 0 

5am-8am 0 0 33 21% 15 68% 
8am-11am 73 28% 0 0 0 0 
11am-2pm 97 38% 1 0 1 4% 
2pm-5pm 51 20% 2 1% 0 0 
5pm-8pm 32 12% 24 15% 4 18% 

8pm-11pm 0 0 30 19% 2 9% 

11pm-2am 0 0 31 19% 0 0 

Here, an assumption is that people work at day time and go home at night. Judged 
by the time period when the call events occur, it is not difficult to infer that the user 
works at Cluster 1 and lives at Cluster 3. And most of the time, this person goes to 
work and back home very regularly. He/she seldom works over-time and has any 
night life. We estimate the housing price of Cluster 3 where the person lives; it can be 
found that 75% of the house price is between 6000-8000RMB/m2 which is the 
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average price of the study area. Then a label possibely associated with the region is 
“middle income”. The top three categories of POI in Cluster 2 are restaurant, 
recreation, and educational service. Based on these information, it can be inferred that 
Cluster 2 is possibly a leisure place. Similarly, labels associated with Cluster 1 where 
the user works are: “government office”, “university”, “park”. Hence, some labels 
about the users can be summarized as: middle income, civil servant/university staff, 
and regular life. 

Using such semantic lables as input, movement prediction are conducted. 5-month 
log data of fourteen users are used as training data, and one-month data are used for 
validation. Figure 8 shows the prediction accuracy. Figure 8(a) is the testing results of 
user 91895. It can be seem from Figure 8(b) that the more training data used, the 
higher accuracy. When 9,000 location points are used, the accuracy of about 40% 
prediction can reach 50%-80%, some can over 80%. We believe this is a promising 
method with more data available in the future. 

 

Fig. 8. Accuracy of movement prediction 

6 Related Work 

To study pattern mining in human mobility, [7] studies the trajectory of 100,000 
anonymized mobile phone users of six-month period and find a high regularity degree 
in human trajectories contrasting with estimation by prevailing Lévy flight and 
random walk models. People tend to return a few frequent locations and follow 
simple repeated patterns despite the diversity of their travel history. [8] introduces a 
system for sensing complex social systems with data collected from 100 mobile 
phones over 9 months and demonstrate the ability to use standard Bluetooth-enabled 
mobile telephones to measure information access and use in different contexts, 
recognize social patterns in daily user activity, infer relationships, identify socially 
significant locations, and model organizational rhythms. [3] presents formal 
definitions to capture the cellphone users’ mobility patterns and profiles, and provide 
a complete framework Mobility Profiler, for discovering mobile user profiles starting 
from cell based location log data. They use real-world cellphone log data to 
demonstrate their framework and experiments. 

As to semantic information, [1] uses ZIP codes to define ROI. But it is still very 
limited to understanding users’ characteristics for their studies on extracting personal 
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features from the important places, such as home, work locations and other ROI. [9] 
develops an activity-aware map that describes the most probable activity associated 
with a specific area of space based on POIs information from a large mobile phone 
data of nearly one million records of the users in the central Metro-Boston area. They 
find a strong correlation in daily activity patterns within the group of people who 
share a common work area’s profile. 

To study call prediction, [10] proposes a Call Predictor (CP) that computes the 
probability of receiving calls and makes call prediction based on caller’s behavior and 
reciprocity. They also propose a novel concept of Call Predicted List (CPL) that 
provides phone user an ability to predict future incoming calls as well as an 
improvement over the “last received calls” functionality [11]. 

7 Conclusion and Future Work 

In this paper, we propose approaches to mining personal mobility patterns from 
mobile phone log data. Based on these approaches, some typical data mining 
algorithms are developed, including frequent pattern mining, semantic label extraction 
and movement prediction. We improve the existing PrefixSpan approach to better 
meet the characteristics of spatial and temporal data, and propose a method for 
measuring spatial-temporal similarity. Identifying frequently visited places, a user’s 
characteristics are generalized by extracting the semantic labels of these places. 
According to spatial and temporal correlation, we can predict the location of a user 
who may arrive at the next moment. Combined with these user labels, a more accurate 
LBA services can be provided to the user. 

In particular, the contributions of this paper are listed as follows. 1) In order to 
capture mobility behavior of a mobile phone user for the purpose of analysis and 
mining mobility patterns, we introduce definitions for the concepts of mobility 
pattern, i.e. stop and trajectory. Considering time stamp associated with the stops and 
trajectories, it is possible to find out where the person lives, works and goes for 
leisure. Semantic analysis is performed on the POIs and real estate price data crawling 
from websites, to refer personal characteristics which are valuable for LBA etc. 
services. 2) We design and implement approaches for discovering mobility patterns 
based on mobile phone log data, containing frequent pattern mining, semantic label 
generation and movement prediction. We define the mobility pattern concept for 
mobile phone environment and present a trajectory modeling method. 3) We 
demonstrate our approaches by using real mobile phone data set. Using this dataset, 
visualization results are presented to show trajectory pattern mining, semantic label 
generation, and movement prediction, proving our approaches are capable of 
discovering individual mobility pattern that can be used for wide applications. 

As future work, we are going to work on a similar framework that uses mobile 
phone data to discover individual behaviors in some new applications, such as 
periodical pattern and social networking etc. 

Acknowledgements. The authors would like to thank Yanbing Ji, Wei Feng, Jia 
Chen, Peng Zhou at Wuhan University for their helpful algorithm development. 
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Abstract. Predicting the next element(s) of a sequence is a research
problem with wide applications such as stock market prediction, con-
sumer product recommendation, and web link recommendation. To ad-
dress this problem, an effective approach is to mine sequential rules from
a set of training sequences to then use these rules to make predictions for
new sequences. In this paper, we improve on this approach by proposing
to use a new kind of sequential rules named partially-ordered sequential
rules instead of standard sequential rules. Experiments on large click-
stream datasets for webpage recommendation show that using this new
type of sequential rules can greatly increase prediction accuracy, while
requiring a smaller training set.

Keywords: symbolic sequence prediction, sequential rules, partial order.

1 Introduction

Predicting the next element(s) of a sequence is an important research problem
with wide applications such as stock market analysis, consumer product recom-
mendation, weather forecasting, text generation and web link recommendation.
Techniques for sequence prediction can be categorized according to the types of
sequences on which they are applied. There are two main types. On one hand,
time series are sequences of numeric data typically recorded at an equal time
interval (e.g. sale data and temperature data). On the other hand, symbolic se-
quences are sequences of events or nominal data generally recorded at unequal
time intervals (e.g. customer shopping sequences, program execution sequences
and web click streams). Previous research on sequence prediction has mainly
focused on predicting time-series. This is usually done by applying statistical
methods to find mathematical functions that fit the data. These functions are
then used to make predictions [3]. In this paper, we are interested by the case
of symbolic sequences, which has many applications [13]. Because the data in
symbolic sequences is not numeric, techniques for time-series forecasting cannot
be applied to this problem.

To predict symbolic sequences, researchers have used techniques such as re-
current neural networks [11] and Markov models [2] (see [13] for a comprehensive
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c© Springer-Verlag Berlin Heidelberg 2012



432 P. Fournier-Viger, T. Gueniche, and V.S. Tseng

survey). Limitations of those techniques are that they (1) require labeled train-
ing data, (2) require defining a reward function and/or (3) assume that the
next element of a sequence only depends on the previous element or requires
building a model that is exponentially large if more than one element has to be
considered [13], [2]. These assumptions are unrealistic or unpractical for many
real applications [13]. To perform symbolic sequence prediction without making
these assumptions, an effective solution is to use algorithms to discover sequen-
tial rules occurring in a set of training sequences. These rules are then used to
make predictions [14], [8], [9], [12]. This approach has the advantage of being
unsupervised, scalable, and to generate accurate predictions [10], [9], [12]. In this
paper, we improve on this approach by proposing to use a new type of sequential
rules named partially-ordered sequential rules [5], [6], [7] that we have proposed
in previous works. We compare the prediction accuracy of these rules with stan-
dard sequential rules [14], [10], [9], [12]. for the task of webpage recommendation
for large clickstream datasets. Experimental results show that using the new
type of sequential rules can greatly improve prediction accuracy, while requiring
a smaller training set.

The rest of this paper is organized as follows. Section 2 defines the problem of
sequence prediction. Section 3 defines the two types of sequential rules that are
compared. Section 4 presents our comparison framework that we have named
the Predictor. Section 5 reports experimental results. Finally, section 6 draws a
conclusion and discusses future works.

2 The Problem of Sequence Prediction

To define the problem of sequence prediction, we first need to define what are a
sequence and a sequence database.

An itemset I = {i1, i2, ..., im} is an unordered set of items, where an item is
a symbolic value. For example, {a, b, c} represents the sets of items a, b and c.

A sequence database SDB is a set of sequences S = {s1, s2...ss}and a set of
items I = {i1, i2, ..., im} occurring in these sequences [3], [4], [14].

A sequence is an ordered list of itemsets s = 〈I1, I2, ...In〉 such that Ik ⊆ I
for all 1 ≤ k ≤ n. For instance, the sequence s1 = 〈{a, b}, {c}, {f}, {g}, {e}〉
represents that items a and b occurred at the same time, and were followed suc-
cessively by c, f , g and lastly e. For example, consider the sequence database
SDB depicted in Figure 1. It contains four sequences named s1, s2, s3 and s4. In
this example, each single letter represents an item. Items between curly brack-
ets represent an itemset. The sequence of SDB could encode, for example, the
sequence of webpages visited by four users or transactions of four customers in
a store.

The problem of sequence prediction is defined as follows (adapted from [6],
[7] [9]). Let s = 〈I1, I2..., Iv−1, Iv, Iv+1, Iw−1, Iw〉 be a sequence such that
〈I1, I2, Iv−1〉 has been observed and that 〈Iv , ...Iw−1, Iw〉 has not yet been ob-
served. Lets prefix size and suffix size be positive integers. The problem of
sequence prediction is to predict an item from the subsequence < Iv, Iv+1, ...
I(v+suffix size−1) > based on the subsequence 〈I(v−prefix size), ...Iv−2, Iv−1〉.
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Fig. 1. A sequence database SDB

Consider a sequence of webpages s = 〈{c}, {a}, {b}, {e}, {g}, {c}〉 that a new
user visits. Let prefix size = 2, suffix size = 2 and v = 3. This represents
the problem of predicting an item from 〈{e}, {g}〉 based on 〈{a}, {b}〉. For this
problem a good prediction is e or g. Any other prediction is considered wrong.

3 Two Types of Sequential Rules

To perform prediction with sequential rules, two steps needs to be performed
[9], [12]. First, sequential rules are extracted from a training set of sequences (a
sequence database). Second, these rules are used to make predictions for new
sequences. For example, consider the problem of predicting the next webpages
that a user will visit. The approach consists of first extracting sequential rules
from logged sequences of webpages visited by previous users. Then, these rules
are used to predict the webpages that news users will visit. In this paper, our
contribution is to propose to use a new type of sequential rules for improving
the quality of predictions. We thereafter define the two types of sequential rules
that are compared in this paper.

3.1 Standard Sequential Rules

The first type is standard sequential rules [14], [8], [9], [12]. It is the most common
type of sequential rules used in the literature. It is defined as follows.

A sequential pattern [4], [14] is a sequence that is a subsequence of one or more
sequences of a sequence database SDB. Formally, a sequence sa = 〈A1, A2, ...Ae〉
is said to be a subsequence of a sequence sb = 〈B1, B2, ...Bf 〉 if and only if there
exists integers 1 ≤ x1 < x2 ... < xe ≤ f such that A1 ⊆ Bx1, A2 ⊆ Bx2,
...Ae ⊆ Bf . For instance, consider the sequence database of Figure 1 as SDB.
The sequence 〈{b}, {f}〉 is a sequential pattern occurring in sequences s1, s2, s3
and s4. Another example is 〈{b}, {f}, {e}〉. It is a sequential pattern occurring
in sequences s1 and s3.

A standard sequential rule sa ⇒ sb is a sequential relationship between two
sequential patterns sa and sb. The interpretation of a rule sa ⇒ sb is that if
sa occurs in a sequence, it is likely to be followed by sb in the same sequence.
Formally, a standard sequential rule 〈A1, A2, ... Ae〉 ⇒ 〈B1, B2, ...Bf 〉 occurs in
a sequence 〈C1, C2, ...Cg〉 if and only if there exists integers 1 ≤ x1 < x2 < xe
< y1 < y2 < ye ≤ f such that A1 ⊆ Cx1, A2 ⊆ Cx2, ...Ae ⊆ Cxe and B1 ⊆ Cy1,
B2 ⊆ Cy2, ...Bf ⊆ Cye. For example, the rule 〈{b}, {f}〉 ⇒ 〈{e}〉 is a sequential
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rule occurring in sequences s1 and s3 of the database depicted in Figure 1. This
rule is interpreted as if b is followed by f , it will be followed by e.

Standard sequential rules can be discovered by algorithms such as RuleGen
[14]. These algorithms take two thresholds named minsup and minconf as pa-
rameters, which are set by the user. The algorithms return all sequential rules
such that their support and confidence are respectively higher than these thresh-
olds. The support and confidence of standard sequential rules are defined as
follows.

The support of a standard sequential rule sa ⇒ sb for a database SDB is
denoted as sup(sa ⇒ sb). It is defined as the number of sequences from SDB
where the rule occurs divided by the number of sequences in SDB. For instance,
consider the sequence database of Figure 1 as SDB. The rule 〈{b}, {f}〉 ⇒ 〈{e}〉
has a support of 0.50 because it appears in sequences s1 and s3 and there are
four sequences in SDB.

The confidence of a standard sequential rule sa ⇒ sb for a database SDB is
denoted as conf(sa ⇒ sb). It is defined as the number of sequences from SDB,
where sa is followed by sb, divided by the number of sequence where sa occurs
in SDB. For instance, consider the sequence database of Figure 1 as SDB.
The rule 〈{b}, {f}〉 ⇒ 〈{e}〉 appears in sequences s1 and s3 and its antecedent
〈{b}, {f}〉 occurs in s1, s2, s3 and s4. The rule 〈{b}, {f}〉 ⇒ 〈{e}〉 has therefore
a confidence of 2 / 4 = 0.5.

3.2 Partially-Ordered Sequential Rules

The second type of sequential rules that we consider is partially-ordered sequen-
tial rules, a new type of sequential rules that we have proposed recently [5], [6],
[7]. We call these rules partially-ordered because the requirements of a sequential
ordering inside the antecedent and inside the consequent of rules are eliminated.
But the requirement of a sequential relationship between the antecedent and
consequent of a rule is preserved.

A partially-ordered sequential rule is a sequential relationship between two
unordered itemsets Ia ⇒ Ib such that Ia ∩ Ib = ∅ and Ia, Ib �= ∅. The interpre-
tation of a partially-ordered sequential rule Ia ⇒ Ib is that if the items of Ia
occur in a sequence (in any order), the items in Ib will occur afterward in the
same sequence (in any order). Formally, we say that a rule Ia ⇒ Ib occurs in
a sequence s = 〈I1, I2, ...In〉 if and only if there exists an integer k such that

1 ≤ k < n, Ia ⊆
⋃k

i=1 Ii and Ib ⊆
⋃n

i=k+1 Ii. For instance, consider the sequence
database of Figure 1 as SDB. The rule {a, b, f} ⇒ {e} appears in sequence s1
and s3. It means that if items a, b and f appears in a sequence in any order, it
will be followed by e.

Partially-ordered sequential rules have the interesting property of being more
general than standard sequential rules [5], [6], [7]. Several standard sequential
rules can be represented by a single partially-ordered sequential rule. For exam-
ple, the standard sequential rules 〈{a, b}, {c}〉 ⇒ 〈f〉 and 〈{a}, {c}, {b}〉 ⇒ 〈{f}〉
are represented by a single partially-ordered sequential rule {a, b, c} ⇒ {f}.
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Algorithms for mining partially-ordered sequential rules [5] take two thresh-
olds named minsup and minconf as parameters, which are set by the user. The
algorithms return all rules having a support and confidence respectively higher
than these thresholds. Support and confidence for partially-ordered sequential
rules are defined as follows.

The support of a partially-ordered sequential rule Ia ⇒ Ib for a database
SDB is denoted as sup(Ia ⇒ Ib). It is defined as the number of sequences from
SDB where the items in the rule occurs, divided by the number of sequences in
SDB.The confidence of a partially-ordered sequential rule for a database SDB
is denoted as conf(Ia ⇒ Ib). It is defined as the number of sequences in SDB
where items the rule occurs divided by the number of sequence where items in
Ia appears.For instance, consider the sequence database of Figure 1 as SDB.
The rule {a, b, c} ⇒ {e} has a support of 0.5 because it appears in s1 and s2.
Moreover, its confidence is 1 because its antecedent only appears in s1 and s2.
Another example is the rule {a} ⇒ {b, c, e}, which has a support of 0.5 and a
confidence of 0.6.

4 The Comparison Framework

We now present our comparison framework that we have designed to compare the
prediction accuracy of standard sequential rules and partially-ordered sequential
rules. We named this framework the Predictor. It a framework for sequence
prediction that can be used with the two types of sequential rules. The predictor
works in two phases.

1) Training. The first phase consists of mining sequential rules from a sequence
database containing a set of training sequences. The user has to provide the
sequence database and has to choose the types of sequential rules to be mined.
If standard sequential rules are chosen, the RuleGen [14] algorithm is applied. If
partially-ordered sequential rules are selected, TRuleGrowth [5] is applied. Note
that TRuleGrowth allow specifying a parameter named window size, which is
not found in RuleGen. It allows specifying that patterns have to occur within a
maximum number of consecutive itemsets. To provide the same functionality for
RuleGen, we have modified it to also accept this parameter. As it will be shown in
the experimental section, considering this additional constraint can improve the
accuracy of predictions. Besides, note that we here only consider sequential rules
containing a single item in the consequent because we are interested in predicting
one item at a time for the application of web recommendation described in this
paper.

2) Prediction. The second phase consists of predicting an item that will follow
a sequence provided by the user. This phase is accomplished in two substeps.
The first step is to scan all the rules to identify those that match with the
sequence provided by the user. Here, a rule is said to match with a sequence if
the antecedent appears in the sequence.
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The second step is to generate a prediction based on the matching rules. This
is performed by selecting one of the matching sequential rules. To select a rule,
several criteria can be used. We have tested several of them and found that the
criterion that gives the best results is to choose the rule with the highest score.
We define the score of a rule p as Score(p) = (c1conf(p)+c2sup(p)) ×length(p),
where c1 and c2 are constants and length(p) is the number of items contained
in p that match with the sequence. In our tests, c1 = 0.7 and c2 = 0.3 generated
the best results. Note however that other values of c1 and c2 could be used for
other datasets and may provide better results. After a sequential rule has been
selected based on the score, the Predictor makes the prediction by choosing the
item in the rule consequent.

5 Experimentation

We have implemented the RuleGen and TRuleGrowth sequential rule mining
algorithms, and the Predictor framework in Java.

Experiments were carried with two public click-stream datasets commonly
used in the sequential pattern mining literature. The first dataset is Kosarak
(http://fimi.cs.helsinki.fi/data/). It contains 990,000 sequences of click-
stream data from an online news portal. To make the experiment faster, we
only used the first 50,000 sequences of Kosarak. Each sequence has an average
length of 7.97 items from 21,144 different items. The second dataset is BM-
SWebView1 (BMS). It contains 59,601 sequences of click-stream data from
an e-commerce website (http://www.ecn.purdue.edu/KDDCUP/). BMS differs
from Kosarak in that sequences are shorter and that the set of different items
is much smaller (497 items compared to 21,144 items). The average length of
sequences in BMS is short with 2.51 items (σ =4.85). But it also contains several
long sequences.

We have performed several experiments with the datasets. For each experi-
ment, we have randomly divided each dataset into two sets: a training set and a
test set. The division was made according to a parameter training ratio that we
have initially set to 50%. This parameter indicates the percentage of sequences
from a dataset that is used for training. The training set is used for generat-
ing sequential rules. These rules are then used to generate predictions for each
sequence of the test set. Statistics are recorded about the number of correct pre-
dictions and the total number of predictions generated. This allows computing
two measures.

The first measure is the accuracy. We define it as the number of good predic-
tions divided by the number of sequences in the test set. The second measure
is named matching rate. It is defined as the number of sequences where a pre-
diction was generated divided by the number of sequences in the test set. It
is important to consider this measure because no prediction is generated for a
sequence if there is no matching rule.

The initial parameters for all the experiments are as follows. The param-
eter minsup is set to 0.00055 for BMS and 0.002 for Kosarak. These values

http://fimi.cs.helsinki.fi/data/
http://www.ecn.purdue.edu/KDDCUP/
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were determined has the best values (giving the highest accuracy and matching
rate) after executing several preliminary experiments. Similarly, we have found
that 0.5 was the best value for minconf for both datasets. The parameters
prefix size and suffix size (cf. section 2) were set to 3. This means that the
problem of sequence prediction is to predict an item from the last three itemsets
of a sequence given the three preceding itemsets. Because we used these parame-
ters, we only kept sequence containing at least 6 itemsets in each dataset. Lastly,
the window size parameter (cf. section 4) was set to 5.

5.1 Influence of prefix size

The first experiment consists of varying prefix size to assess its influence on
the accuracy and matching rate for the two types of sequential rules (SSR =
Standard Sequential Rules, POSR = Partially-Ordered Sequential Rules). As
previously explained, prefix size represents the number of preceding itemsets
that are used for making a prediction (cf. section 2). Figure 2 respectively show
the impact of varying this parameter from 1 to 10 for BMS and Kosarak. It
can be seen that partially-ordered sequential rules can improve accuracy by
up to 28% and matching rate by up to 60% compared to standard sequential
rules.

Fig. 2. Influence of prefix size on accuracy and matching rate

5.2 Influence of suffix size

The second experiment consists of varying suffix size to assess its influence on
prediction accuracy and matching rate. As explained in section 2, suffix size
indicates the number of itemsets that should be considered for making a pre-
diction. Figure 3 respectively show the results obtained of varying suffix size
from 1 to 10 for BMS and Kosarak. These results show that partially-ordered
sequential rules can improve accuracy by up to 26% and matching rate by up to
60% compared to standard sequential rules.
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Fig. 3. Influence of suffix size

5.3 Influence of training ratio

The third experiment consists of assessing the impact of the size of the training
set on the accuracy of predictions by varying training ratio from 10% to 90%.
Figure 4 respectively show the results obtained with BMS and Kosarak. Predic-
tions based on partially-ordered sequential rules were from 11% to 19% more
accurate than predictions based on standard sequential rules. It can be observed
that this is true even if a smaller training set is used for partially-ordered sequen-
tial rules. Note that for BMS, no results are available for training ratio = 60
for standard sequential rules (SSR) because not enough rules were found during
the mining process.

Fig. 4. Influence of the training ratio

5.4 Influence of the Rule Selection Criterion

The fourth experiment consists of assessing the influence of the rule selection
criterion to make a prediction when several rules match with a sequence. The
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criterion previously suggested in section 4 was to select the matching rule with
the highest score. An alternative approach that we have tested is to keep the
top W matching rules with the highest score, and then to perform a majority
vote on the items predicted by the W rules. The item with the most votes is
then chosen as the prediction. Note that if W is set to 1, the result is the same
as before. Results from his experiment are shown on Figure 5 for W = 1, 10, 20,
...90 for BMS and Kosarak. Results show that using a majority vote improves
accuracy by up to 6% for partially-ordered sequential rules, and up to 5% for
standard sequential rules.

Fig. 5. Influence of the rule selection criterion

5.5 Influence of window size

The fifth experiment consists of assessing the influence of window sizeon the
prediction accuracy by varying window size from 2 to 10. Results of this ex-
periment are shown on Figure 6. Results indicate that setting window size to a
value from 3 to 6 provided reasonable accuracy and that using larger values did
not provide a major improvement.

5.6 Influence of Making Multiple Predictions

For the sixth experiment, we have tested the possibility of making multiple
predictions for each sequence instead of only one. This experiment is motivated
by the fact that for some real applications more than one recommendation can
be made to the user. For example, for webpage recommendation, more than one
webpage recommendation can be made to the user by displaying several links
on the same page. To assess the benefits of making multiple predictions, we
have added a parameter Q, which is the number of predictions. The definition
of accuracy has been adjusted as follows for multiple predictions. The accuracy
is calculated as the number of sequences where at least one prediction is correct
divided by the total number of sequences in the test set. Results of varying
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Fig. 6. Influence of window size

Fig. 7. Influence of making multiple predictions

Q from 1 to 10 are shown on Figure 7. As it was expected, allowing multiple
predictions largely increased prediction accuracy (by up to 24% for partially
ordered sequential rules and 7% for standard sequential rules).

5.7 Influence of the Number of Rules

The last experiment consisted of varying minsup to assess the influence of the
sequential rule count on the prediction accuracy. For BMS, we varied minsup
from 0.0006 to 0.0005. For Kosarak, we variedminsup from 0.003 to 0.001. These
intervals were chosen because they provide an interesting view of the results. The
prediction accuracy and the number of rules generated for BMS and Kosarak
are shown in Figure 8. From these results, we can observe that the number of
rules for the two types of rules varies differently because their definitions are
different. Second, we can see that for the two types of rules, as soon as there are
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Fig. 8. Influence of the number of rules

approximately 1000 to 10,000 rules, the accuracy remains more or less the same
if the number of rules increase. This result is interesting because it provides a
solution to the problem of choosing the minsup value. The solution is to use
an algorithm for mining the top-k sequential rules such as the one that we have
designed in previous work [6]. This algorithm can discover the top-k partially-
ordered sequential rules where k is set by the user. The advantage of using this
algorithm is that the user does not need to find a suitable value for the minsup
thresholds by hand. For example, the user could set k = 10, 000 to find the top
10, 000 rules and use them to make predictions.

6 Conclusion

Predicting the next element(s) of a sequence is a research problem with wide ap-
plications such as stock market prediction, consumer product recommendation,
and web link recommendation. A popular approach to symbolic sequence recom-
mendation is to discover sequential rules in a training set of sequences to then use
these rules to make predictions. In this paper, we have explored the possibility
of using a new type of sequential rules named partially-ordered sequential rules
[5], [6] for sequence prediction. We have compared the prediction accuracy of
these rules with standard sequential rules for the task of webpage recommenda-
tion under multiple scenarios (different prefix sizes, different suffix sizes, allowing
multiple predictions, varying the size of the training set, performing a major-
ity vote, choosing different window sizes and different minsup values). Overall,
results show that using partially-ordered sequential rules instead of standard se-
quential rules can improve the prediction accuracy and matching rate by more
than 30%, depending on the scenario.

In this paper, we have focused on improving prediction accuracy and matching
rate. For future work, we plan to work on enhancing the performance in terms of
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execution time. We are working on designing a storage structure that will allow
an efficient storage and retrieval of sequential rules to test if they are matching
with a sequence. We also plan to consider the problem of sequence prediction
with a user profile as it was done for standard sequential rules in [12]. We are
also considering integrating ideas such as rule prioritization and rule pruning
from works on associative classification to further improve the results (e.g. [8],
[1]). The source code of the software presented in this paper is available for free
at http://www.philippe-fournier-viger.com/spmf/.
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Abstract. Bio-inspired optimization algorithms have been gaining more 
popularity recently. One of the most important of these algorithms is particle 
swarm optimization (PSO). PSO is based on the collective intelligence of a swam 
of particles. Each particle explores a part of the search space looking for the 
optimal position and adjusts its position according to two factors; the first is its 
own experience and the second is the collective experience of the whole swarm. 
PSO has been successfully used to solve many optimization problems. In this 
work we use PSO to improve the performance of a well-known representation 
method of time series data which is the symbolic aggregate approximation (SAX). 
As with other time series representation methods, SAX results in loss of 
information when applied to represent time series. In this paper we use PSO to 
propose a new minimum distance WMD for SAX to remedy this problem. Unlike 
the original minimum distance, the new distance sets different weights to different 
segments of the time series according to their information content. This weighted 
minimum distance enhances the performance of SAX as we show through 
experiments using different time series datasets. 

Keywords: Particle Swarm Optimization, Bio-inspired Optimization, Time 
Series Data Mining, Information Loss, Information Content, Symbolic 
Aggregate Approximation.  

1 Introduction 

A time series is a sequence of real numbers over a period of time. Each of these 
numbers represents the value of the observed phenomenon at a certain time point. 
Time series data have been used in many applications such as science, medicine, and 
engineering. Time series data mining handles several tasks such as similarity search, 
classification, clustering, and others. 

Time series datasets are usually very large so direct search or sequential scanning 
of these datasets is inefficient. In order to overcome this problem transformations can 
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be applied to reduce the dimensionality of the original time series and to represent 
them in a space with manageable dimensionality. Such transformations are called 
dimensionality reduction techniques, or representation methods. The most widely 
known methods are Discrete Fourier Transform (DFT) [2] and [3], Discrete Wavelet 
Transform (DWT) [5], Singular Value Decomposition (SVD) [13], Adaptive 
Piecewise Constant Approximation (APCA) [10], Piecewise Aggregate 
Approximation (PAA) [9] and [30], Piecewise Linear Approximation (PLA) [17], and 
Chebyshev Polynomials (CP) [4].  

Other methods of time series data mining use multi-resolution approaches. In [16] 
and [27] a method of multi resolution representation of time series is presented. This 
symbolic method uses a multi-resolution vector quantized approximation of the time 
series together with a multi-resolution similarity distance. Using this representation 
the method keeps both local and global information of the time series data. In [19] 
and [20] other multi-resolution method are proposed. These methods are based on a 
fast-and-dirty filtering scheme that iteratively reduces the search space using several 
resolution levels. The technique presented in [22] couples and fast-and-dirty filter 
with a multi-resolution representation of the time series.   

Indexing time series data usually includes establishing a lower bounding distance 
on time series in the transformed space to guarantee that the representation method 
will not cause false dismissals.  This is achieved by defining a distance, on the 
transformed space, that underestimates the distance in the original space. This 
condition is known as the lower-bounding lemma. [2]. 

Among representation methods of time series data, symbolic representation of time 
series has several advantages which interested researchers in this field of computer 
science. One of its main advantages is that symbolic representation permits 
researchers to benefit from the ample symbolic algorithms known in the text-retrieval 
and bioinformatics communities [14]. 

There have been many suggestions to represent time series symbolically. But in 
general, most of these symbolic representation methods suffered from two main 
inconveniences [15]; the first is that the dimensionality of the symbolic representation 
method is the same as that of the original space, so there is no virtual dimensionality 
reduction. The second drawback is that although distance measures have been defined 
on the reduced symbolic spaces, these distance measures are poorly correlated with 
the original distance measures defined on the original spaces.   

One of the most widely-known symbolic representation methods of time series is 
SAX. SAX uses pre-computed distances obtained from lookup tables. This makes 
SAX fast to compute.  

In this work we show how the performance of SAX can be improved by 
substituting the original similarity measure used with SAX by a new one which 
assigns different weights to different segments of the time series according to their 
information content. These weights are set using the particle swarm optimization; a 
widely used population-based optimization method which has been successful in 
solving many optimization problems. We show through experiments conducted on 
different time series dataset how the new similarity measure can give better results 
than the original one.  
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The work presented in this paper is organized as follows: in Section 2 we present 
related background. In Section 3 we introduce the new scheme and we evaluate its 
performance in Section 4. In Section 5 we give concluding remarks. 

2 Background 

2.1 The Symbolic Aggregate Approximation (SAX)  

The Symbolic Aggregate approXimation method (SAX) [14] is one of the 
most important symbolic representation methods of time series. The main advantage 
of SAX is that the similarity measure it uses, called MINDIST, uses statistical 
lookup tables, which makes it is easy to compute with an overall complexity of 

( )NO . 

SAX is based on an assumption that normalized time series have Gaussian 
distribution, so by determining the breakpoints that correspond to a particular 
alphabet size, one can obtain equal-sized areas under the Gaussian curve. SAX is 
applied as follows:  

1-The time series are normalized.  
2-The dimensionality of the time series is reduced using PAA [9], [30]  
3-The PAA representation of the time series is discretized by determining the number 

and location of the breakpoints (The number of the breakpoints is chosen by the 
user). Their locations are determined, as mentioned above, using Gaussian lookup 
tables. The interval between two successive breakpoints is assigned to a symbol of 
the alphabet, and each segment of PAA that lies within that interval is discretized 
by that symbol.  

Table 1. The lookup table of MINDIST  for alphabet size = 3 

 a b c 

         a 0 0 0.86 

         b 0 0 0 

         c 0.86 0 0 

 
The last step of SAX is using the following similarity measure: 

( ) ( )( )
=

≡
N

i
ii r̂,ŝdist

N

n
R̂,ŜMINDIST

1

2
                      (1) 

Where n is the length of the original time series, N is the length of the strings (the 

number of the segments), Ŝ and R̂ are the symbolic representations of the two time 
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series S and R , respectively, and where the function )(dist  is implemented by using 

the appropriate lookup table. For instance, the lookup table of MINDIST for an 
alphabet size of 3 is the one shown in Table 1.   

We also need to mention that the similarity measure used in PAA is: 

( ) ( ) =
−=

N

i ii rs
N

n
R,Sd

1

2
                                       (2) 

Where n is the length of the time series, N is the number of segments. 
It is proven in [9], [30] that the above similarity distance is a lower bound of 

the Euclidean distance applied in the original space of time series. This means 
that MINDIST is also a lower bound of the Euclidean distance, because it is a 
lower bound of the similarity measure used in PAA. This guarantees no false 
dismissals.  

There are other versions and extensions of SAX [11], [25], [26], [28]. These 
versions use it for other applications or apply it to index massive datasets, or compute 
MINDIST differently [18]. However, the version of SAX that we presented earlier, 
which is called classic SAX, is the basis of all these versions and extensions and it is 
actually the most widely-known one. 

2.2 Information Content   

Quantifying the content of information a vector carries was first introduced by 
Shannon in [24]. This is measured by what is known as entropy and is defined for a 
discrete probabilistic system by:  

−=
i

ii plogpH                                                (3) 

where the base of the logarithm is 2. 
This concept has many applications in cryptography, data transmission, natural 

language processing, data compression, and others.  
In time series mining, the concept of information content was implicitly or 

explicitly present in different representation methods of time series data. DFT [2], [3] 
and DWT [5], for instance are based on the fact that the first coefficients are the most 
meaningful ones; i.e. they contain most of the information in the time series, so the 
other coefficients can be truncated without much loss of information.  APCA [10] 
segments the time series into segments of varying lengths such that their individual 
reconstruction errors are minimal. The intuition behind this idea is that different 
regions of the time series contain different amounts of information. So while regions 
of high activity contain high fluctuations, other regions of low activity show a flat 
behavior, so a representation method with high fidelity should reflect this difference 
in behavior. 
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3 Particle Swarm Optimization of Information-Content Weighting 
of Symbolic Aggregate Approximation (PSOWSAX)   

In time series mining the distance that is widely used to compute the similarity 
between the two time series { }nsssS ,...,, 21=   and { }nr,...,r,rR 21=  is the Euclidean 

distance which is defined as follows:  

( ) 2

2

1
2 

=

−=
n

i
ii rsR,SL                                             (4) 

One of the variations of the Euclidean distance, which is much related to the topic of 
this paper, is the Weighted Euclidean Distance. This distance is defined as:  

( ) ( )
=

−=
n

i
iii rswW,R,Sd

1

2
                                       (5) 

where W is the weight vector. 

Fig. 1 shows the Euclidean distance and the weighted Euclidean distance between 
two time series.  

 
 

             

Fig. 1. The Euclidean distance (left) and the weighted Euclidean distance (right) 

The intuition behind the weighted Euclidean distance is, again, that some parts of 
the time series may have more importance than other parts so the distance should 
reflect these regions differently compared with regions that contain less information.  

Although weighing different regions differently seems to be a good solution to 
distinguish parts with high information content from others with less information, the 
question remains on how to set the weights. In [29] the authors proposed setting the 
weights using relevance feedback provided by the user. We can easily see that this 
solution is highly subjective and also inefficient.   

It is important to mention that the weighted distance defined in (5) is applied to the 
raw time series and not to the reduced, lower-dimensional time series used in 
representation methods.  
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In this paper we present a modification of SAX based on the concept of 
information content.  

In Section 2.1, we presented MINDIST ; the similarity measure used with SAX.  
From relation (1) we can derive the following similarity measure which we call the 
Weighted Minimum Distance (WMD):  

( ) ( )( ) [ ]10
1

2 ,w;r̂,ŝdistw
N

n
R̂,ŜWMD i

N

i iii ∈=  =
            (6) 

Notice that if we set i,wi ∀= 1  in (6) we obtain MINDIST defined in relation (1), so 

MINDIST is in fact a special case of WMD . Notice also, which is very important, 
that from (1) and (6) we can easily see that:  

( ) ( )R̂,ŜMINDISTR̂,ŜWMD ≤                                                  (7) 

Since MINDIST is a lower bound of the Euclidean distance in the original space this 
implies that WMD is also a lower bound of the Euclidean distance, so our proposed 
distance guarantees no false dismissals. . 

The weights in (6) will be set for the whole time series in the dataset using the 
particle swarm optimization.  

Particle Swarm Optimization: Particle Swarm Optimization (PSO) is a member of a 
family of naturally-inspired optimization algorithms called Swarm Intelligence which 
are population-based optimization algorithms. PSO was inspired by the social 
behavior of some animals, such as bird flocking or fish schooling [8].  [23] proposed a 
model that simulates a swarm. In this model individuals, also called agents or 
particles, follow these rules (Fig. 2): 

 
Separation: Each particle avoids getting too close to its neighbors. 
Alignment: Each particle steers towards the general heading of its neighbors. 
Cohesion:   Each particle moves towards the average position of its neighbors. 

 
 
 
 
 
 
 
 
 
 
 

               Separation                                     Alignment                                      Cohesion 

Fig. 2. Simulating swarm’s behavior 
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The above model was elaborated by adding another rule which is obstacle 
avoidance which uses steer-to-avoid concept. 

As is the case with many other optimization algorithms, there are quite a large 
number of variations of PSO. In the following we present a standard PSO [7]. PSO 

starts by initializing a swarm of sSize particles at random positions 0
iX


and velocities 
0

iV


where { }sSize,..,i 1∈ .   

In the next step each position is evaluated, and for each iteration, using a fitness 
function, also called objective function or cost function.  

The positions 1+k
iX


  and velocities 1+k
iV


are updated at time step ( 1+k ) according 

to the following formulae: 

( ) ( )k
i

k
iL

k
i

k
G

k
i

k
i XLXGV.V


−+−+=+ ϕϕω1                                    (8) 

    k
i

k
i

k
i VXX


+=+1                                                         (9) 

where GGG a.r=ϕ , LLL a.r=ϕ , ( )10,Ur,r LG → , R∈GL a,a,ω , k
iL


 is the best position 

found by particle i , kG


is the global best position found by the whole swarm, ω is 
called the inertia ,  La is called the local acceleration , and  Ga is called the global 

acceleration. These last three parameters are control parameters which are chosen by 
the algorithm designer.   

 
Algorithm 1. Particle Swarm Optimization (PSO) 
Require Number of parameters (nPar ),swarm size      
 (sSize ), number of iterations (nItr ),local acceleration 
  ( La ), global acceleration ( Ga ), inertiaω .  

 

1: Initialize 0
iX

, 0

iV

 

2: for itr =1 to nItr do  
3:   for all particles iP do  

4:     randr,r GL ←    

5:     Update the particle’s velocity: 

6:     ( ) ( )iiLiGii XLXGV.V


−+−+← ϕϕω    

7:     Move the particle to the new position:  

8:     iii VXX


+←      

9:     if ( ) ( )ii LfXf


≤  then ii LX


←  

10:    if ( ) ( )ii GfXf


≤  then ii GX


←  

11:  end for  
12: end for  
 

Fig. 3. The particle swarm optimization algorithm 
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The algorithm continues until a stopping criterion terminates it. Fig. 3 presents a 
pseudo code of PSO.  

As in the case with other evolutionary algorithms, PSO should keep a balance 
between exploitation, and exploration. Exploration is defined as the act of searching 
for the purpose of discovery, and exploitation is defined as the act of utilizing 
something for any purpose [1].    

Diversity in PSO comes from two sources [31]; the first is the difference between 
the particle’s current position and that of its best neighbor, and the other is the 
difference between the particle’s current position and its best historical position. 
Variation, although provides exploration, can only be sustained for a limited number 
of generations because convergence of the swarm to the best position is necessary to 
refine the solution (exploitation). 

4 Experimental Validation 

We tested our distance on a time series classification task on the datasets available at 
[12], which is the same repository on which the original SAX was tested. This 
repository makes up between 90% and 100% of all publicly available, labeled time 
series data sets in the world, and it represents the interest of the data mining/database 
community, and not just one group [6].  

We tested our method in a classification task based on the first nearest-neighbor (1-
NN) rule using leaving-one-out cross validation. This means that every time series is 
compared to the other time series in the dataset. If the 1-NN does not belong to the 
same class, the error counter is incremented by 1. 

The purpose of the experiments is to compare PSOWSAX (our new method which 
uses WMD  as a similarity measure) with the original method (which uses 
MINDIST as a similarity measure) on the classification task and see which one gives 
the smallest error. This means that for each value of the alphabet size tested we 
perform the three steps of SAX presented in Section 2.1 to obtain the symbolic 
representation of the time series, and then we apply MINDIST  when we test the 
original method or we apply WMD  when we want to test ours, which, as indicated 
earlier, is based on PSO. The weights iw in relation (6) are obtained during a training 

phase. This means for each value of the alphabet size tested, we formulate a PSO-
based optimization problem where the fitness function is the classification error of the 
time series (we opt to minimize the classification error) and the outcome of this 
optimization problem is the weights iw that yield this minimum value of the 

classification error, then we use these values on the corresponding testing datasets to 
obtain the final classification error. As for MINDIST , there is no training phase and 
it is applied directly to the testing datasets.   

For PSOWSAX, the swarm size we used in the experiments is 16. Each particle is 
a vector of nPar components representing potential weights of the segments of the 
time series. 
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We used a standard PSO, the local acceleration La was set to 2, the global 

acceleration Ga  was set to 2. The dimension of the problem nPar  is the dimension of 

the weight vector, which is the number of segments of the times series in the reduced 

space; i.e. 
ratio ncompressio

 seriestime original the of length
nPar =  . This dimension differs from 

one dataset to another. The value of inertia ω  depends on the current iteration 
according to the formula ( ) nItr/itrnItr −=ω  where itr is the current iteration. This 

means that the influence ofω decreases as the algorithm progresses.  
The number of iterations nItr  was set to 20. This is a rather small number 

of iterations and the algorithm could have been left to evolve more. However, 
the objective of our experiments was to validate our method rather than to show 
its best performance which could be achieved using more sophisticated PSO 
algorithms.  

We also have to mention that we know from experience that for some datasets the 
classification error is always high, or always low, for all methods of time series 
representation, so a threshold of a classification error, related to the dataset tested,  
could be set as a stopping criterion.   

Table 2 summarizes the symbols used in the experiments together with their 
corresponding values.  

Table 2. The symbol table together with the corresponding values used in the experiments 

sSize  Swarm size 16 

nItr  Number of iterations 20 

La  Local acceleration 2 

Ga  Global acceleration 2 

ω  Inertia ( ) nItr/itrnItr *−=ω  

      *itr : The current iteration. 

 
In Fig. 4. we present some of the results we obtained for alphabet size equal to 3, 

10, and 20, respectively. We chose to report these values because the first version 
of SAX used alphabet size that varied between 3 and 10. Then in a later version 
the alphabet size varied between 3 and 20. So these values are benchmark 
values.  

As we can see from Fig. 4, the classification error of WMD  is smaller than that of 
MINDIST  for all values of the alphabet size and for all the datasets, except for 
dataset (Beef), alphabet size=20 and dataset (Fish), alphabet size=3 where both 
WMD and MINDIST gave the same classification error. 
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Fig. 4. The classification errors obtained by using WMD and MINDIST  
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Finally, we present in Table 3, for reproducibility purposes, the weights of datasets 
(CBF) and (ECG) (Because of space restrictions, we present these datasets only). 
As indicated earlier, these weights are obtained by applying PSOWSAX to 
the training datasets. The final classification errors of WMD  (those shown in Fig. 4) 
are obtained by using those weights, with WMD , on the corresponding testing 
datasets.   

Table 3. The weights of different segments of the time series obtained by using PSOWSAX 

 

D
at

as
et

 

A
lp

ha
be

t S
iz

e  
 
 

iw  

C
B

F 

 

 3 [0.69    0.256    0.921    0.537    0.105    0.383    0.856    0.581    0.915    0.476    0.426   
0.899    0.558    0.565    0.021    0.809    0.381    0.394    0.03    0.556    0.616    0.084   

0.955    0.519    0.358   0.143    0.221    0.197   0.086    0.485    0.264    0.159] 
 

10 [0.722    0.331    0.073    0.662    0.51    0.005    0.107    0.943    0.049    0.869    0.667    
0.56    0.396    0.643    0.165    0.573    0.968    0.304    0.492    0.342    0.548    0.372    

0.804    0.608    0.874    0.159    0.452    0.514    0.524    0.47    0.488    0.003] 
 

20 [0.525    0.408    0.311    0.676    0.154    0.215    0.106    0.89    0.575    0.803    0.411    
0.543    0.427    0.648    0.639    0.358    0.719    0.03    0.69    0.63    0.547    0.043    

0.553    0.313    0.564    0.740    0.798    0.711    0.847    0.173    0.659    0.447] 

E
C

G
 

 

 3 [0.629  0.538  0.186  0.584  0.772  0.106  0.929  0.143  0.639  0.958  0.409  0.567  
0.794   0.2   0.704   0.3  0.351  0.982  0.598  0.337   0.6   0.3  0.662  0.395] 

 

10 [0.552  0.638  0.967  0.923  0.19  0.027  0.540  0.951  0.966  0.715  0.264  0.857  
0.145  0.759  0.901  0.418  0.463  0.358  0.408  0.281  0.918  0.817  0.366  0.0344] 

 

20 [0.572   0.612   0.804  0.062  0.268  0.685  0.428  0.546  0.3   0.359  0.679  0.408  
0.564    0.034  0.797  0.152  0.683  0.758  0.563  0.091  0.931  0.582  0.044  0.006] 

5 Conclusion  

In this paper we showed through a new scheme PSOWSAX, based on particle swam 
optimization, how the performance of SAX; one of the most important symbolic 
representation methods of time series data, can be improved by using a new similarity 
measure WMD  which assigns different weights to different segments of the time 
series according to their information content. The information loss caused by time 
series representation methods can be better recovered by setting different weights to 
different regions of the time series according to their information content.  

The optimization process takes place at indexing time so the new scheme has the 
same low complexity as that of the original SAX.  

We validated the new scheme by conducting classification task experiments on 
different datasets. The experiments showed that our new scheme gives better results 
than the original one.   
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A possible future work will be to associate the work presented in this paper with 
the work presented in [20]. This can be achieved in two ways; the first is to use the 
optimization scheme presented in [20] to locate the breakpoints then to use the 
optimization scheme presented in this work to set different weights to different 
segments according to their information content. The second way is to use a one-step 
optimization problem to locate the breakpoints together with the corresponding 
weights of segments.  
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Abstract. Low-rank matrix approximation is a crucial technique for
data analysis and scientific computing, and the Nyström method is one
of the efficient sampling-based low-rank approximation schemes for han-
dling large kernel matrices. The approximation accuracy of Nyström ap-
proach highly depends on the number of columns of the subset used, and
it consumes much time on large data sets. This paper presents an accu-
rate and fast Nyström approach to reducing the computational burdens
when handling large kernel matrices, and experimental results show its
competitive performance in both accuracy and efficiency.

Keywords: kernel methods, manifold learning, matrix factorization,
dimension reduction.

1 Introduction

The Nyström method, which was originally designed to solve numerical inte-
gration, recently is used to speed up algorithms that require the spectrum of a
kernel matrix and has been successfully used in applications including efficient
learning of kernel-based methods such as spectral clustering [1,2], support vector
machine [3], manifold learning [4] and GP regression [5].

Given a kernel matrix K, the Nyström method first selects a subset from K,
and then forms a low-rank approximation ofK by using the correlations between
the selected subset and the remaining subset. The most straightforward and
popular Nyström scheme is random sampling without replacement [5], and some
sophisticated sampling schemes have also been presented. These schemes include
non-uniform sampling [6], adaptive sampling [7] and deterministic sampling [8].
Although the Nyström approximation achieves better accuracy if the subset has
more sampled columns, but the low-rank approximation becomes very time-
consuming when the selected subset is large.

An ensemble Nyström method [9] is proposed to alleviate this problem by
decomposing the selected columns into p subsets. Each decomposed subset is
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considered as a base learner, and the standard Nyström method is performed
on each base learner. The ensemble approximation can be obtained by using
the weighted approximation results, and uniform weights are commonly used in
the ensemble algorithm to tradeoff the accuracy and the efficiency. However, the
eigenvectors of matrix K cannot be ensembled by the ensemble Nyström algo-
rithm, so it cannot be used in spectral clustering and manifold learning methods.
The random Nyström [10] is also an accurate and efficient method. It first selects
columns from the kernel matrix K, and then performs randomized singular value
decomposition (SVD) on the selected subset. The random Nyström algorithm
still requires extra computational cost in the stage of SVD. In this paper, we
use a more efficient method to reduce the computational burden when handling
SVD on the selected subset. Theoretical analysis and experimental results show
that, our algorithm takes less time than the standard Nyström method without
sacrificing the accuracy.

The structure of this paper is organized as follows. We give an overview of the
Nyström method in section 2, and review the random algorithm for principal
component analysis in section 3. We describe and analyze the proposed method
in section 4, and experimentally compare our approach with a number of low-
rank approximation techniques in section 5. Finally, section 6 concludes the
paper.

2 Nyström Method

Let K be a n × n symmetric positive semi-definite (SPSD) kernel matrix. The
Nyström uses W and C in (1) to approximate the kernel matrix K, where

K =

(
W KT

21

K21 K22

)
and C =

(
W
K21

)
(1)

Note that W is a m × m SPSD matrix since K is SPSD. For an integer k < m,
the Nyström method calculates a rank-k approximation

K̃ = CW+
k C

T (2)

where Wk = argminV,rank(V)=k = ‖W−V‖F is the best k-rank approximation

of W, and W+
k denotes the pseudo-inverse of W. We assume that the singular

value decomposition (SVD) of W is UΣUT , where U is orthonormal and Σ =
diag(σ1, σ2, ..., σn) is diagonal matrix with σ1 ≥ σ2 ≥ ... ≥ σn. For k ≤ rank(W),

W+
k =

∑k
i=1 σ

−1
i uiu

t
i, where ui denotes the ith column of U.

3 Randomized Algorithm for Principal Component
Analysis

Recently, a randomized method for principal component analysis (randomized
PCA) [11] has been proposed for constructing low rank approximation of matri-
ces, and it obtains approximately the best accuracy. Randomized PCA is efficient
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for the low-rank approximation of matrices, and produces accuracy very close
to the best possible for matrices of arbitrary size. The method has a theoretical
bound for the matrix approximation error. For the low rank approximation of
W arisen from the Nyström method, the randomized PCA algorithm makes the
following steps:

1. Given a symmetric matrix W and a target rank k, the randomized PCA
forms a real (k + p) × m matrix Ω with entries sampled i.i.d from a domain
governed by Gaussian distribution of zero mean and unit variance. Here p is an
over-sampling parameter (typically set to 5 or 10);

2. It computes the product matrix R = Ω(WWT )qW, where q is the number
of steps of a power iteration (typically set to 1 or 2) which is used to speed up
the decay of the singular values of W;

3. It then uses SVD decomposition to form a real m × k matrix Q whose
columns are orthonormal, such that, there exists a real k × l (l = k + p) matrix
S for which ‖QS − RT ‖ ≤ ρk+1, where ρk+1 is the (k+1)th greatest singular
value of R;

4. After that, the approach computes T = QTWQ, and forms the SVD of
T = VΛVT ;

5. Finally, it computes U = QV, and the SVD of W can be approximated as
W ≈ UΛUT .

In order to construct the approximation to the SVD of K, the randomized
PCA algorithm, as analyzed in [11], incurs the following cost: 2qlwmul +O(k3 +
ml2), where wmul denotes the cost of applying W to a vector.

4 Our Algorithm

The accuracy of Nyström approximation depends on the number of columns
selected, and more accurate approximation requires more columns to be sampled.
However, computing the eigenvalue decomposition of W, which is constituted
by a large number of columns, will be prohibitive on large date sets. Although
randomized PCA is more accurate, it is less efficient than Nyström. The main
idea behind our proposed algorithm is to make use of the merits of randomized
PCA and the Nyström method, and it contains the following steps:

1. Pick m columns of K uniformly at random without replacement from n
columns to form a n × m matrix C;

2. Let W be the m × m matrix consisting of the intersection of these m
columns with the corresponding m rows of K, we get the singular vector matrix
U and the singular value matrix Λ of W using the randomized PCA, and return
the approximation of K ≈ ŨΛŨT based on K ≈ CW+

k C
T , where Ũ = CUΛ+.

We will analyze the error bound for the proposed method based on the con-
clusions from reference papers [11,12,13] in the following.

Proposition 1 [11]. Suppose that Q is a matrix produced via the approach
described in section 3 and W is a positive semi-definite matrix. Then, ‖W −
QQTW‖2 ≤ λσk+1(W), where λ = βm1/4i and β is a constant. Here i is a
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nonnegative integer specified by the user, and in many applications of PCA,
i = 1 or i = 2.

Proposition 2 [12]. GivenA ∈ Rn×n, then ‖A(I−UUT )‖22 = ‖A−AUUT ‖22 =
‖AAT − AUUTAT ‖2 � ‖AAT − RRT ‖2, where R ∈ Rn×k and U is the
orthogonal basis of the range of R.

Proposition 3 [12]. Given A ∈ Rn×n, then, A(ATA)+AT = UAΣVT
A(VΣ2

VT
A)VAΣUT

A, where A = UAΣVT
A and UAU

T
A is the orthogonal projector of

ATA.

Proposition 4 [13]. Given a matrix A ∈ Rn×n, ‖AAT − CCT ‖2 � ε‖A‖2F =
εmax ‖Gii‖, where C is a n × m matrix containing the columns sampled from
A and ε > 0 is the corresponding scaling factor.

Theorem 1. Suppose K is a n × n SPSD matrix, and K̂ is constructed using
our approach. Then, ‖K− K̂‖2 ≤ βm1/4i‖K−Kk‖2+(1+βm1/4i)ε ·max ‖Kii‖.
Proof . Let H be the chosen samples from matrix X of size m × n, then the
matrix C = XTH consists of the chosen columns of K (the kernel matrix with
size n×n). Similarly, the matrix W = HTH consists of the intersection between
the chosen columns and the corresponding rows of K = XTX. Using proposition
3 and the approach given in section 3, it is easy to obtain

K̂ = C(UΛUT )+CT = CQ(QTWQ)+QTCT

= XTHQ(QTHTHQ)+QTHTX = XTURU
T
RX (3)

Using proposition 2, we get

‖K − K̂‖2 = ‖XTX − XTURU
T
RX‖2

= ‖(I − URU
T
R)X‖22 = ‖X(I − URU

T
R)‖22

≤ ‖XXT − RRT ‖2 ≤ ‖XXT − HHT ‖2 + ‖HHT − RRT ‖2 (4)

The third equation above follows that ‖AB‖2 = ‖BA‖2 [14].
Applying proposition 1 to 4, we have

‖HHT − RRT ‖2 = ‖H(HT − QQTHT )‖2 = ‖(HT − QQTHT )H‖2

= ‖HTH − QQTHTH‖2 ≤ λσk+1(H
TH)

≤ λ‖XXT − HHT ‖2 + λσk+1(X
TX) (5)

The last step of (5) is derived from the perturbation theory of matrices which
states that, the difference between the singular value spectrum of two matrices
is bounded by the size of the difference between two matrices [15]. Then using
proposition 4, we have

‖XXT − HHT ‖2 ≤ ε · max ‖Kii‖ (6)
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Thus,

‖K − K̂‖2 ≤ βm1/4iσk+1(XXT ) + (βm1/4i + 1)ε · max ‖Kii‖

= βm1/4i‖K − Kk‖2 + (βm1/4i + 1)ε · max ‖Kii‖ (7)

(7) holds since ‖A − Ak‖2 = σk+1(A) for matrix A, and it is similar to the
standard Nyström bound form given in [12].

Instead of using SVD on W, we use randomized PCA to decompose it. As
being analyzed in the next, the proposed approach is as accurate as standard
Nyström but more efficient than it. The complexity of the Nyström algorithm is
O(m3)+O(nmk), it takes O(nmk) to calculate K̃ defined in (2), and O(m3) for
the SVD of W. Uniform averaging approach with ensemble Nyström algorithm
adopted will cost O(m3/p2) +O(nmk), its time requirement largely depends on
the number p of the base learners. In practice, uniform averaging performs almost
as well as the regression method [10]. The total cost of the proposed algorithm is
2qlwmul +O(l2m+ k3) +O(nmk). As discussed in section 3, the first two terms

are the cost of decomposing W, and the last one for calculating K̃. The time
complexity of the randomized Nyström can be obtained similarly, and its total
cost is (2ql+ l)wmul +O(l2m+ l3)+O(nmk). Recall that n > m > l > k. Thus,
comparing with the Nyström algorithm and the randomized Nyström algorithm,
the proposed method requires the least time.

5 Experimental Results and Analysis

In this section, we present the experimental results to illustrate the accuracy
and efficiency of the proposed method. The performance of different methods is
compared for matrix approximation. We also describe the performance of our
algorithm for manifold learning. A core(TM)2 Duo PC with 2.26GHz CPU and
4G memory is used. The codes are in matlab.

Table 1. Summary of datasets used in experiments

Dataset Type of data # Points(n) # Features (d)

isomap-face face images 4096 698

satimage physical data 4435 36

usps handwritten text 7291 256

swissroll manifold data 20000 3

ijcnn1 time series 100000 22

We work with datasets from ISOMAP homepage1 and LIBSVM archive2, and
describe the datasets in Table 1. These datasets differ from number of features
and data points, and both isomap-face and swissroll are manifold datasets.

1 http://isomap.stanford.edu/datasets.html
2 http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/

http://isomap.stanford.edu/datasets.html
http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
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The performance of various methods is compared by measuring their numer-
ical approximation errors on the RBF kernel matrix K(x,y) = exp(−‖x −
y‖2/γ), where γ is calculated by the squared distance between data points
and the sample mean. We only calculate the relative error in Frobenius norm
‖K − K̂‖F/‖K‖F , because spectral norm is expensive and prohibitive for even
moderately sized datasets, however, Frobenius norm is still a good indication of
the accuracy of a low-rank approximation since the inequality ‖ · ‖2 ≤ ‖ · ‖F
holds.

For convenience of comparison, the proposed method is compared with two
sets of methods. The first set includes randomized Nyström (‘Rnys’) and en-
semble Nyström (‘Ens’). These two approaches are relatively efficient but less
accurate, and the results are shown in Fig.1. The second set includes random-
ized PCA (‘RPCA’) and Nyström (‘Nys’). Both methods are relatively accurate
but less efficient than the former two, and the results are shown in Fig.2. To re-
duce the statistical variability, the experiment with randomness in the sampling
process is repeated 15 times, and the average results are obtained.

The over-sampling and power parameter are set to 10 and 3 respectively
for both ‘Rnys’ and the proposed method (‘Ours’). We fix rank k=400 for all
algorithms, and perform them on satimage and usps respectively. The results
are shown in Fig.1. ‘Ens400’ denotes k=400 for the ensemble Nyström in Fig.
1. In addition, for any given m, increasing k will decrease the number (m/k) of
base learners, thus conduce to good approximation for the ensemble Nyström
method, and lead to time consuming. We also choose larger k=500 (‘Ens500’)
for the ensemble Nyström method in order to obtain comparable accuracy with
the proposed method.
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Fig. 1. Relative errors and CPU run times on satimage (left two) and usps (right two)

The results shown in Fig.1 reveal that, on both satimage and usps, ‘Ours’
and ‘Rnys’ perform almost the same according to the relative error, but ‘Ours’
takes less time than ‘Rnys’. ‘Ens400’ is faster than ‘Rnys’ and ‘Ours’,but it
gets the worst accuracy among all the methods. ‘Ens500’ performs better than
‘Ens400’ according to the relative error, but it takes more time than ‘Ens400’.
This shows that, increasing the rank k can decrease the relative error for the
matrix approximation, but increase the running time. The results also show
that, ‘Ours’ outperforms ‘Ens500’ in terms of relative error with comparable
CPU time.
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Fig. 2. Relative errors and CPU run times on satimage (left) and usps (right)

Performance comparison of ‘Ours’, ‘Nys’ and ‘RPCA’ is also made on both
satimage and usps, and Fig.2 shows the the relative approximation error and the
CPU time. We fix k = 800 for the three algorithms, and gradually increase the
number of sampled columns m. As can be seen, the relative error of ‘Ours’ and
‘Nys’ approaches that of ‘RPCA’ when m is large enough, and on both datasets,
‘Ours’ is the least expensive one.

In order to show the dependence of the relative error and the cpu time on
the sampled columns, we do experiments on ijcnn1 and usps while fixing k=800
for the three methods. As can be seen from Fig.3, the CPU time scales with the
size of the input matrix. Although ‘Ours’ obtains slightly lower accuracy than
‘RPCA’, but it takes less time.

We also implement different low-rank approximation schemes based on
Nyström to speed up the spectral method of Laplacian eigenmap. The eigen-
vectors of the kernel matrix cannot be obtained from the ensemble Nyström
method as discussed in section 1. Hence, it cannot be used with Laplacian eigen-
map. The Gaussian kernel exp(−‖x‖2/γ) is used to construct the similarity.
First, we use the isomap-face dataset which has 4096 patterns. The number of
the sampled columns and the reduced rank are fixed to 800 and 100 respectively.
We also conduct experiments on a large dataset Swissroll (with 20000 patterns),
and set m=600 and k=300. The 2D embeddings given in Fig.4 and Fig.5 reveal
that, the performance of our algorithm is very close to ‘Nys’. Moreover, to at-
tain the similar embedding structure, our algorithm takes the least amount of
computational time on both datasets(3.6 seconds on Isomap-face, and 8 seconds
on Swissroll).
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Fig. 3. Relative errors and CPU run times on ijcnn1 (left) and usps (right)



Fast Nyström for Low Rank Matrix Approximation 463

Fig. 4. Approximated spectral embedding results on Isomap-face (from left to right)
(Nys(9.5s), Rnys(4.0s), Ours(3.6s))

Fig. 5. Approximated spectral embedding results on Swissroll(from left to right) (The
original data image, Nys(22s), Rnys(10s), Ours(8s))

6 Conclusions

The Nyström algorithm is an efficient technique for obtaining a low-rank approxi-
mation of a large kernel matrix. The quality of the Nyström approximation highly
depends on the number of sampled columns. However, the eigenvalue decompo-
sition using SVD on the submatrix will become prohibitive when the number of
columns is large. To alleviate the computational burden of the Nyström, this pa-
per presents a novel approach that combines the randomized principal component
analysis and theNyström algorithm.Experimental results on benchmark data sets
show that, the proposed approach achieves significant improvement in alleviating
computational burdens without sacrificing the approximation accuracy.
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nyströom method. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 26(2), 214–225 (2004)

3. Vapnik, V.: The nature of statistical learning theory. Springer, New York (1995)
4. Belkin, M., Niyogi, P.: Laplacian eigenmaps and spectral techniques for embedding

and clustering. In: Advances inNeural Information Processing Systems, pp. 585–591.
MIT, Cambridge (2002)

5. Williams, C.K.I., Seeger, M.: Using the nyströom method to speed up kernel ma-
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Abstract. In this paper, an Enhanced Class-Attribute Interdependence
Maximization discretization algorithm (ECAIM) is proposed by 2 ex-
tensions to improve a state-of-the-art Class-Attribute Interdependence
Maximization discretization algorithm (CAIM). The main drawback that
remains unresolved in CAIM is that its stopping criterion depends on
the number of target classes. When the number of target classes is
large, its performance drops, as CAIM is not a real incremental dis-
cretization method. The first extension, ECAIM is extended from CAIM
to become a real incremental discretization method by improving the
stopping criterion. The stopping criterion is based on the Slope of an
ecaim value which decreases with an increasing number of intervals. If
the slope of ecaim value is less than the specified threshold then the
discretization terminates. The second extension that we propose is the
multi-attribute techniques by simultaneously considering all attributes
instead of a single-attribute like CAIM, for accurate and efficient dis-
cretizers solution. ECAIM use a feature selection algorithm to select a
subset of attributes for reducing the number of attributes, remove irrele-
vant, redundant attributes and then use multi-attribute techniques only
on this subset attributes. Experiment results on 15 real-world datasets
show that ECAIM is more efficient than CAIM in terms of accuracy,
number of intervals and number of generated rules.

Keywords: Data mining, Classification, Decision tree, Discretization,
Class-attribute interdependency maximization.

1 Introduction

Discretization is a process of transforming continuous attribute values into a
finite set of intervals [1–5] in order to generate attributes with a smaller number
of distinct values. The main process of discretization can be divided into two
parts. The evaluation measure part, the criterion made for choosing the best
cut-point.1, in order to split or merge the intervals. The stopping criterion
part, the criterion made for stopping the discretization process in order to get

1 The cut-points are the midpoints of all the adjacent pairs in distinct values of con-
tinuous attributes after sorting.
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an appropriate number of intervals. The appropriate number of intervals will
increase accuracy and help the users to understand the data.

Discretizationmethods can be classified into various types [2, 5–8].Supervised
vs. Unsupervised: Supervised method discretizes continuous attributes consid-
ering class information, but unsupervised method does not consider class infor-
mation. Bottom-up vs. Top-down: Bottom-up method starts with the com-
plete list of cut-points and chooses the best ones to remove by merging intervals.
Top-down method start with an empty list of cut-points and chooses the best cut-
points to add in the list.Direct vs. Incremental:Direct method require users to
specify the number of intervals k and then discretize all the continuous attributes
into k intervals. Incremental method does not require users to specify the number
of intervals. Single-attribute (univariate) vs. Multi-attribute (multivari-
ate): single-attributemethod discretization only workswith a single-attribute but
multi-attribute method considers many attributes to determine best cut points
[5].Multi-attribute discretization allows interdependences between attributes that
can improve the quality of the overall discretization.

Recently, many discretization algorithms have been proposed. ChiMerge [3]
and Chi2 [9] are examples of supervised, bottom-up, incremental and univariate
methods. They use statistics to determine the similarity of adjacent intervals.
CAIM [1] and CACC [2] are supervised, top-down, incremental and univariate
methods. Both algorithms use the same stopping criterion which depends on
the minimum number of interval equal to the number of target classes. When
the number of target classes is large, their performance drop because they over
divide the number of intervals. Further, CAIM usually stops discretization when
the number of intervals is equal to the number of target classes. Thus, CAIM
algorithm is not a real incremental discretization method.

In this paper, we propose two extensions of the algorithm CAIM. First,
ECAIM algorithm extends CAIM to become a real incremental discretization
method by improving its stopping criterion. The new stopping criterion is based
on the slope of ecam value. If the slope of ecam value is less than the speci-
fied threshold then the discretization terminates. Second, ECAIM algorithm
extends CAIM by using multi-attribute techniques to improve both accuracy
and efficiency of the discretization schema.

The rest of the paper is organized as follows. In section 2, we review CAIM dis-
cretization algorithm and its drawback. Section 3 explains ECAIM discretization
algorithm. Section 4 is the experiment results and analyzed. Finally, we draw
conclusion in section 5.

2 CAIM and Its Drawback

CAIM algorithm can be divided into two parts: The evaluation measure
part, is used to determine the best cut-points that can be computed basd on
caim value, defined as:

caim =

∑n
r=1

max2
r

M+r

n
(1)
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where n is the number of intervals, r iterates through all intervals, maxr is the
maximum number of class values within the interval r, M+r is the total num-
ber of continuous values within the interval r. The largest caim value is better
generated from the discretization scheme, contrary to smaller caim value. The
stopping criterion part, it is a criterion designed to stop the discretization
process. The stopping criterion of CAIM algorithm depends on an evaluating
function that is defined by two conditions:

s ≤ k and caim ≤ GlobalCAIM (2)

where s is the number of target classes, k is the number of intervals, caim is
the value that is calculated after dividing the intervals by using Eq. (1) and
GlobalCAIM is the value that is calculated before dividing the intervals or
the last caim value by using Eq. (1). If these two conditions are true, then the
discretization process should be stopped.

Age dataset  Sample dataset 
Age Target classes  A1 A2 Target classes 

2 care  2 0 square 
3 care  4 0 square 
4 care  5 0 square 
6 care  12 0 circlet 
9 edu  30 1 square 
13 edu  45 1 square 
18 edu  50 1 square 
21 edu  52 0 circlet 
23 work  55 0 circlet 
28 work  80 1 square 
39 work  85 0 circlet 
57 work     
61 work     
71 care     
79 care     

Fig. 1. Simple age and sample datasets

Although CAIM algorithm outperformed the other six state-of-the-art dis-
cretization algorithms [1, 2], it still has some drawbacks. Main drawback of
CAIM is its simple discretization scheme, in which the number of intervals is
very close to the number of target classes [2, 10]. That is to say the number of
intervals depends on the number of target classes. For example, if we consider a
simple Age dataset that has three classes shown in Fig. 1 (left) , CAIM divides
age into three intervals, and chooses the cut-points 7.5 and 22. However, this
discretization result is not good; its accuracy is 86.67%. The best discretization
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consists in four intervals with the following cut-points: 7.5, 22 and 66, it has
accuracy 100%. So if a classifier is learnt with such a discretizeation schema, the
accuracy will decrease.

The cause of this problem is CAIM stopping criterion. Usually CAIM algo-
rithm stops the discretization process when the number of intervals is equal to
the number of target classes. We noticed that its stopping criterion is almost
based on only one condition which is s ≤ k. When discretizations stops, each
continuous attribute will always have the number of intervals equal to the num-
ber of target classes. For this reason, CAIM is a direct method. Also, CAIM is
single attribute discretization algorithm, it does not consider other attributes
to determine best cut-points. To improve accuracy and efficiency of the overall
discretization, CAIM is extended with an improved stopping criteria and use
of multi-attribute techniques. Multi-attribute discretizers have high influence in
deductive learning and in complex classification problems where high interaction
among multiple attributes exist [5, 11].

3 ECAIM

In this section, we explain the two points that have been improved in ECAIM
algorithm. First, we explain how ECAIM improves the stopping criterion, in
order to become an incremental discretization method. Then, we present ECAIM
algorithm with the use of multi-attribute discretization.

3.1 Improvement of the Stopping Criterion

Stopping criterion of CAIM algoritm is improved in two parts:

Evauation Measure: Evaluation measure of CAIM in Eq. (1) is improved by
removing the divider (the number of intervals). The new ecaim value becomes:

ecaim =

n∑
r=1

max2r
M+r

(3)

In ecaim evaluation measure (Eq. (3)), the divider has been removed in order
to stop its decresing value when the number of interval increases. Fig. 2 shows
different ecaim values when increasing the number of intervals. The ecaim values
will increase through, their growth decrease. Growth of ecaim value (or slope
value) varies based on target class distribution of the discretized attribute. For
a given attribute, if it has a good distribution of target classes then its growth
value will be very high, otherwise its growth value will be very low for bad
distribution of target classes. Therefore, the growth or slope of ecaim value is
used as a criterion for stopping the discretization process.

Stopping Criterion: Stopping criterion of CAIM from Eq. (2), is changed to
a new condition as follows:

slope < threshold (4)
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Fig. 2. Growth of ecaim values with increasing number of intervals

where slope is the increasing of ecaim values with increasing number of intervals.
And, the threshold is defined as follows:

threshold =
m(log s)3

s2
(5)

where m is the number of examples, s is the number of target classes. This
threshold value is used as a stopping criterion of the discretization process. In a
dataset having large number of instances then ecaim value will reach its max-
imum equal to the number of instances. ECAIM algorithm only considers the
maximum number of target classes within each interval. If the number of target
classes is high then the average maximum number of classes will be low.

In Eq. (4), the condition uses the slope of ecaim value as a criterion to ter-
minate the discretization process. If the slope is smaller than threshold then the
discretization stops. Usually, when a continuous attribute has a good distribu-
tion of the target classes, it will has a fast-growth of ecaim value. Therefore, the
stopping criterion will be triggered at a slowly rate, and the number of inter-
vals will be large. Inversly, if a continuous attribute has a slow-growth of ecaim
value, then the stopping criterion will be triggered quickly, and the number of
intervals will be small. So each continuous attribute may have different num-
ber of intervals. It mostly depends on the data distribution of target classes in
each attribute. Therefore, we can say that ECAIM algorithm is an incremental
method.

3.2 ECAIM Algorithm

ECAIM is a two-steps discretization algorithm. First step, ECAIM discretizes
each of the continuous attributes by condidering its stopping criterion. Second
step, multi-attribute discretization technique is applied to the output of discrete
data from the first step.

First-step of ECAIM algorithm is presented in Fig. 3. ECAIM discretizes
continuous attributes one at a time. In order to explain the process of the first
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Input:  Continuous attribute Ai, M examples and S target classes 
Output:  The cut-points set of continuous attribute Ai 

1: Sorting the continuous values for an attribute Ai 
2: for each intervals I do 
3:       if Ij not yet find the best cut-point then 
4:        Find the best cut-point by using evaluation measure. 
5:        Keep the best cut-point and the increasing of ecaim value (slope value). 
6:      end if 
7: end for 
8: Select the interval that has the maximum slope value. 
9: if  the maximum slope is more than the threshold then 

10:        Terminate the discretization process. 
11:   else 
12:      Divide selected interval into 2 intervals using the best cut-point.  
13: Add the best cut-point of the selected interval into the set of cut-points. 
14: Go to Line 2. 
15: end if

Fig. 3. ECAIM Algorithm (step 1), discretizers by improved the stopping criterion

step clearly, we use the simple age dataset from Fig. 1 as an example again.
The process of ECAIM algorithm is shown in Fig. 4. In this figure, the circlet
is drawn to represent the continuous values in age dataset. Firstly, all possible
continuous values are grouped in one interval A. This interval is sorted by the
attribute age. And then ECAIM gets the best cut-point and the slope value of
the interval A as shown in Fig. 4. At the beginning, there is only one interval; the
selection will select the interval A. When considering the stopping criterion, it is
seen to be false because the slope value is greater than the threshold. So interval
A is divided into the two intervals, B and C by its best cut-point. Therefore we
come again to the beginning of the loop. Secondly, ECAIM finds the best cut-
point and the slope value of the intervals B and C. ECAIM selects the interval
C because its slope value is higher (the slope value of interval B is 0 because it
does not have any cut-point). When calculating the stopping criterion, it appears
that the condition is false. So the interval C is divided into the intervals D and E
and processing starts again at the beginning of the loop. Thirdly, ECAIM finds
the best cut-point and the slope value of the intervals D and E and selects the
interval E. The stopping criterion is false again, so the interval E is divided into
the interval F and G. Now, the intervals B, D, F and G have a slope that equal
to 0. The slope values of those are less than the threshold. Therefore, terminate
discretization process.

Second-step; once discretization of all the continuous attributes has been
completed from the first-step, the output of discrete data from the first-step will
use the multi-attribute techniques. This can be using an example, if we take a
sample dataset that has two target classes, one continuous attribute A1 and one
nominal attribute A2 in Fig. 1 (right). The outputs of the cut-point of discretize
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 A 

B                                             C 

D                                 E 

F                      G 
Threshold = 0.181 
Interval A: Slope value = 3.87, cut-point = 7.5 
Interval B: Slope value = 0.0 
Interval C: Slope value = 5.29, cut-point = 22.0 
Interval D: Slope value = 0.0 
Interval E: Slope value = 3.42, cut-point = 66.0 
Interval F: Slope value = 0.0 
Interval G: Slope value = 0.0 

Fig. 4. Process of ECAIM algorithm (step 1) on age dataset

 
Single-attribute method in attribute A1 

Multi-attribute method in attribute A1 

best cut-point  51.0 

best cut-point 8.5 

The helper attributes  A2 

Fig. 5. Single and multi-attribute techniques in sample dataset

the sample dataset are shown in the Fig. 5. In Fig. 5, the circlet and square are
drawn to represent the examples in circlet class and square class, respectively.
If discretizing the attribute A1 by CAIM algorithm, CAIM found the best cut-
point is 51.0 as shown in the upper figure of the Fig. 5. CAIM try to get the
best cut-point that has high pure class each interval (the left interval of the cut-
point 51.0 is high pure square class and right interval is high pure circlet class).
Our idea of multi-attribute techniques not only considers the single attribute
A1, it takes other attribute to consider, as shown in the lower figure in the
Fig. 5. It found the best cut-point is 8.5. Even if the right interval of the best
cut-point is not pure class, but when separate the example of this interval to
the possible values of the nominal attribute A2, we can see it have very pure
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Input:  continuous data and nominal data (nominal data received by transforming continu-
ous to nominal data by use the cut-point set from the output at the step 1 ) 

Output:  The cut-points set of header attribute 
1: Select the attribute by ConsistencySubsetEval feature selection from nominal data 
2: Set initial header attribute list is empty and set initial helper attribute list is empty 
3: repeat 
4:      for each  the selected attribute A  do 
5:           if Ai not in header attribute list and not in helper attribute list then 
6: Go to Line 12, find and keep the ecaim value, cut-points set and the 

helper attribute  set of Ai . 
7:           end if 
8:      end for 
9: Select the attribute that have the maximum ecam value and add the helper at-

tribute of this selected attribute to helper attribute list and add this selected at-
tribute to header attribute list. 

10: until  every the selected attribute is in the header attribute or in the  helper attribute 
11: Replace some cut-point set of output in step 1 by the new cut-point set of the header 

attribute set 
Find the ecaim value and the helper attribute 
Input:  Original data, nominal data, attribute Ai and header attribute list 
Output:  ecaim value, cut-points set and the helper attribute set 
12: Create new data by set the attribute  Ai  is continuous data and  another attribute is 

nominal data and not include the attribute that be in the header attribute list 
13: Discretize the attribute Ai like the Algorithm 1 by change Line 4 and Line 9. In Line 

4, we use multi-attribute techniques by separating the interval left and the interval 
right of the cut-point to the possible value of another attribute and callcuate ecaim 
value. In Line 9, the stopping criterion, we set the number of intervals of attribute Ai 
equal the number of intervals of nominal attribute Ai that discretize in step 1 

14: Return ecaim value, cut-points set and the helper attribute set 

Fig. 6. ECAIM Algorithm (step 2), The multi-attribute techniques

class. Although the interval that is received by the multi-attribute techniques
are less pure than received by CAIM when learning algorithm, the output that
is received by multi-attribute techniques will generate an accuracy higher than
CAIM. In this example CAIM generate an accuracy of 81.81% but when using
the multi-attribute technique, the accuracy is 100%.

In Fig. 5 showing the multi-attribute technique, we call the continuous at-
tribute A1 the header attribute and call the nominal attribute A2 the helper
attribute. The header attributes are the attribute that were selected to do multi-
attribute discretization. The header attributes must be a continuous attribute.
The helper attributes are the attribute that were selected to help the header
attributes to separate the example in order to calculate ecame value. The helper
attributes must be a nominal attribute. So our multi-attribute method will trans-
form continuous attribute to discrete attribute at a first-step before using the
multi-attribute technique.
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Some datasets have many features and some of them are redundant or noise.
ConsistencySubsetEval feature selection algorithm [12] is applied to select fea-
tures that will be further discretized via multi-attribut discretization technique.
It consists in evaluating the worth of a subset of attributes by the level of con-
sistency in the target class values.

The multi-attribute technique is presented in Fig. 6. ECAIM first select the
attribute from nominal data by the ConsistencySubsetEval algorithm in Line
1. From Line 3 to Line 10, ECAIM add the selected attribute to the header
attribute or the helper attributes. In Line 6, ECAIM go to Line 12 to discretize
the attribute Ai by use the multi-attribute technique. Finally ECAIM replaces
the cut-point set of the output in step 1 by the cut-point set of the header
attribute set in Line 11

4 Experiments and Analysis

4.1 Experiment Set-Up

We used fifteen datasets to test CAIM andECAIMare selected from the UC Irvine
machine learning data repository [13] with varying data sizes and varying numbers
of target classes.A detailed description of the datasets is shown inTable 1. For each
dataset in the experiment, we use 10-fold cross validation of C4.5.

4.2 Result and Analysis

Table 2 shows the comparison of the average number of intervals and the average
discretization time of CAIM and ECAIM. Table 3 shows the comparison of
the average accuracies and the average number of rules achieved by the C4.5
algorithm. The fifteen datasets were sorted by number of target classes, for an
easy comparison, as a large number of target classes affect performance.

Average Number of Intervals: ECAIM generated a discretization scheme
with the smallest number of intervals for 10 datasets. For the other 5 datasets, the
second smallest number of intervals was generated, but the number of intervals
was slightly different. CAIM give a much higher number of intervals than ECAIM
algorithm when the number of target classes was higher. For example the average
number of intervals of isolet dataset with ECAIM there are 2.49 intervals but
CAIM is 25.95 intervals. CAIM usually generates the number of intervals equal
the number of target classes. If the number of target classes is high, CAIM will
over divide into a large number of intervals.

Average the Execution Time: The execution times depend on the number
of interval and number of examples; if those values are high then the execution
times high too. ECAIMhas highest execution times of all datasets because ECAIM
wastes time in the feature selection processes before it use the multi-
attribute techniques and also when searching the helper attribute.When using the
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Table 1. Major properties of datasets considered in the experimentation

Datasets #Target #Examples #Att. #Continuous
classes Att.

Wisconsin breast cancer database (breas) 2 699 9 9
BUPA liver disorders (bupa) 2 345 6 6

Statlog project heart disease (hea) 2 270 13 6
johns Hopkins university ionosphere (ion) 2 351 34 32

iris plants dataset (iris) 3 150 4 4
thyroid disease dataset (thy) 3 7200 21 6
waveform data set (wav) 3 3600 21 21

page blocks classification (page-blocks) 5 5473 10 10
glass identification database (glass) 6 214 9 9
Statlog project satellite image (sat) 6 6435 36 36

image segmentation(seg) 7 2310 19 18
Ecoli database (ecoli) 8 386 5 5
yeast database (yeast) 10 1483 9 7

Deterding vowel recognition (vowel) 11 990 13 11
isolated letter speech recognition (isolet) 26 1559 617 613

Table 2. Comparison of the average number of intervals and the average discretization
time of CAIM and ECAIM

Datasets Average number of intervals Average discretization time (s)
CAIM ECAIM CAIM ECAIM

breast 2.00 2.71 0.023 0.121
bupa 2.00 2.96 0.004 0.048
hea 2.00 2.65 0.006 0.110
ion 2.00 4.93 0.024 0.275
iris 3.00 3.37 0.001 0.006
thy 3.00 2.16 0.162 3.281
wav 3.00 2.00 0.629 301.843

page-blocks 5.00 2.20 0.351 57.409
glass 6.00 4.54 0.005 0.122
sag 6.00 4.74 1.066 173.256
seg 6.60 5.93 0.324 15.996
ecoli 8.00 3.90 0.007 0.023
yeast 9.00 2.44 0.039 0.525
vowel 11.00 3.61 0.067 0.619
isolet 25.95 2.49 12.938 19.837

multi-attribute techniques, the number of attribute greatly effects to the execution
time, if very have the number of attribute then the execution time will very high.

Average C4.5 Accuracy: ECAIM has a high accuracy for 13 datasets. For
other 2 datasets, the second highest accuracy was generated. The accuracy of
CAIM is dropped when the number of target classes is large because when the
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Table 3. Comparison of the average accracies and the average number of rules achieved
by the C4.5 algorithm of CAIM and ECAIM

Datasets Average accuracy (%) Average number of rules
CAIM ECAIM CAIM ECAIM

breast 95.31 96.19 9.90 10.90
bupa 65.51 66.67 6.50 18.80
hea 78.52 81.48 14.60 12.50
ion 89.17 90.31 10.80 14.50
iris 93.33 94.67 3.40 3.00
thy 98.53 99.24 21.00 14.00
wav 76.44 78.72 338.00 160.50

page-blocks 96.38 96.00 81.00 13.50
glass 67.76 72.90 42.50 39.90
sat 86.09 85.27 731.50 620.90
seg 94.55 95.50 163.40 154.90
ecoli 77.98 79.46 62.20 30.30
yeast 32.35 51.55 11.80 18.30
vowel 70.10 74.75 518.40 200.40
isolet 45.09 71.58 2,749.20 225.10

number of target classes is large ECAIM will divide over the number of intervals.
But ECAIM still remains highest in accuracy. For example the average accuracy
of the isolet dataset with CAIM is 45.09% but with ECAIM it is 71.58%.

Average C4.5 Number of Rules: The experimental results performed with
C4.5 algorithm; shows that ECAIM has the smaller number of rules than CAIM.
Usually the number of rules depends on the number of intervals. High number
of intervals will generate high number of rules. Mostly the number of intervals
of ECAIM is smaller than CAIM then the number of rules is smaller too.

5 Conclusion

In this paper, we propose an Enhanced Class-Attribute Interdependence Maxi-
mization discretization algorithm (ECAIM). ECAIM is an extended version of
CAIM. First, ECAIM is extended from CAIM to become a real incremental dis-
cretization method. For each continuous attribute, it determines the appropriate
number of discrete intervals by considering the slope of ecaim value. Second, the
multi-attribute technique is developped. ECAIM algorithm extends CAIM by
using multi-attribute technique to improve both accuracy and efficiency of the
discretization schema. Experiments demonstrate that ECAIM performs well in
both synthetic and real-world datasets.
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Abstract. The normalized edit distance is one of the distances derived from the 
edit distance. It is useful in some applications because it takes into account the 
lengths of the two strings compared. The normalized edit distance is not defined 
in terms of edit operations but rather in terms of the edit path. In this paper we 
propose a new derivative of the edit distance that also takes into consideration 
the lengths of the two strings, but the new distance is related directly to the edit 
distance. The particularity of the new distance is that it uses the genetic 
algorithms to set the values of the parameters it uses. We conduct experiments 
to test the new distance and we obtain promising results.  

Keywords: Edit Distance, Normalized Edit Distance, Genetic Algorithms, 
Sequential Data. 

1 Introduction 

Similarity search is an important problem in computer science. This problem has 
many applications in data mining, computational biology, pattern recognition, and 
others. In this problem a pattern or a query is given and the task is to retrieve the data 
objects in the database that are “close” to that query according to some semantics that 
quantify that closeness. This closeness or similarity is depicted using a principal 
concept which is the similarity measure or its more powerful form; the distance 
metric.  

Because of its topological properties, the metric model (reflexivity, non-negativity, 
symmetry, triangle inequality) has been widely used to process similarity queries, but 
later other models were proposed.   

The edit distance is the main distance used to measure the similarity between two 
strings. It is defined as the minimum number of delete, insert, and change operations 
needed to transform string S into string T.  

                                                           
* This work was carried out during the tenure of an ERCIM “Alain Bensoussan” Fellowship 

Programme. This Programme is supported by the Marie-Curie Co-funding of Regional, 
National and International Programmes (COFUND) of the European Commission.  
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But the edit distance has its limitations because it considers local similarity only 
and does not imply any global level of similarity. 

In [10], [11], and [12] we presented two new extensions of the edit distance. These 
new extensions consider a global level of similarity which the edit distance didn’t 
consider. But the parameters used with these two distances were defined using basic 
heuristics, which substantially limited the search space.  

 In this paper we propose a new extension of the edit distance. This extension aims 
to normalize the edit distance using an approach that relates it directly to the edit 
distance. The new distance uses the genetic algorithms as an optimization method to 
set the parameters it uses.  

Section 2 of this paper presents the related work. Section 3 introduces the new 
distance. Section 4 validates it through different experiments and Section 5 concludes 
the paper. 

2 Related Work   

Strings, also called sequences or words, are a way of representing data. This data type 
exists in many fields of computer science such as molecular biology where DNA 
sequences are represented using four nucleotides which correspond to the four bases:  
adenine (A), cytosine (C), guanine (G) and thymine (T). This can be expressed as a 4-
symbol alphabet. Protein sequences can also be represented using a 20-symbol 
alphabet which corresponds to the 20 amino acids.  

Written languages are also expressed in terms of alphabets with letters (26 in 
English). Spoken languages are represented using phonemes (40 in English). Texts 
use alphabets with a very large size (the vocabulary items of a language). These 
examples show that strings are ubiquitous.  

One of the main distances used to handle sequential data is the edit distance (ED) 
[13], also called the Levenshtein distance, which is defined as the minimum number 
of delete, insert, and substitute operations needed to transform string S  into string R .     

Formally, ED is defined as follows: Let Σ be a finite alphabet, and let 
*Σ be the 

set of strings on Σ . Given two strings ns....ssS 21=  and mr....rrR 21= defined on
*Σ . 

An elementary edit operation is defined as a pair: ( ) ( )λλ ,b,a ≠ , where a and b  are 

strings of lengths 0 and 1, respectively. The elementary edit operation is usually 
denoted ba →  and the three elementary edit operations are λ→a (deletion)  

b→λ (insertion) and ba → (substitution) . Those three operations can be weighted 
by a weighting function γ which assigns a nonnegative value to each of these 
operations. This function can be extended to edit transformations mT...TTT 21= .  

The edit distance between S  and R can then be defined as:  
 

ED (S, R) = {γ (T)| T is an edit transformation of S into R }                  (1) 
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ED is the main distance measure used to compare two strings and it is widely used in 
many applications. Fig. 1 shows the edit distance between the two strings 

{ }N,A,W,R,A,MS =1 and { }D,A,U,FS =2 . 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1. The edit distance between two strings 

ED has a few drawbacks; the first is that it is a measure of local similarities in 
which matches between substrings are highly dependent on their positions in the 
strings [5]. In fact, the edit distance is based on local procedures both in the way it is 
defined and also in the algorithms used to compute it. Another drawback is that ED 
does not consider the length of the two strings.  

Several modifications have been proposed to improve ED. In [10], [11], and [12] 
two new extensions of ED; the extended edit distance (EED) and the  multi-resolution   
extended edit distance (MREED) were proposed. These two distances add a global 
level of similarity to that of ED by including the frequency of characters or bi-grams 
when computing the distance. The problem with these two distances is that they use 
parameters which are set using basic heuristics which makes the search process 
ineffective.  

It is worth mentioning that the two distances EED and MREED, as well as ED, are 
all metric distances.  

Another important modification is the normalized edit distance (NED) [8]. The 
rationale behind this distance is that the length of the two strings should be taken into 
account when computing the distance between them. An editing path P between two 
strings S  and R , of lengths n and m, respectively ( mn ≤ ), is a sequence of ordered 
pairs of integers ( )kk j,i  , where mk ≤≤0 , that satisfies the following : 

i-     Sik ≤≤0  , ;Rjk ≤≤0  

       ( ) ( ) ( ) ( )R,Sj,i,,j,i mm == 0000  

ii-    ,ii kk 10 1 ≤−≤ − 10 1 ≤−≤ −kk jj  , 1≥∀k  

iii-   111 ≥−+− −− kkkk jjii  

 2  3  4 3  3  A   5  4

 2  2  4 3  2  U   6  5

 2  1  4 3  1  F   6  5

 2  1  4 3  0     6  5

 3  4  4 3  4  D   5  5

A M WR   N A
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The weights can be associated to paths as follows: 

( ) ( )
=

+→+=
−−

m

k
kjkiR,S j...Ri...SP

kk

1

11
11

γω  

It follows that: 

ED (S, R) =min {ω (P)| P is an edit transformation of S into R } 

Let ( ) ( ) ( )PL/PPˆ ωω = , where L is the length of P , the normalized edit distance 

NDE is defined as:  

( ) ( ){ }PˆminR,SNDE ω=                                          (2) 

An important notice about this definition is that it is expressed in terms of paths and 
not in terms of the edit operations. 

It has been shown in [8] that NDE is not a distance metric.  

3 Genetic Algorithms-Based Normalization of the Edit Distance 
(GANED)   

ED we presented in Section 2 was mainly introduced to apply to spelling errors. This 
makes the edit operations a main component of ED. NDE, although takes into 
consideration the lengths of the two strings, which is an important modification in our 
opinion, is based on a different principle than that of ED, which, we think, causes it to 
lose some of the principal characteristics of ED.  

In this work we present a new modification of the edit distance that also takes the 
lengths of the strings into account. However, our proposed distance uses a completely 
different approach than that of NDE. Our new distance is directly related to the edit 
distance. In fact, the new distance is a lower bound of the edit distance.    

3.1 GANED 

Let Σ be a finite alphabet, and let 
*Σ be the set of strings on Σ . Let n be an integer, 

and let )S(
an

f be the frequency of the n-gram na in S , and )T(
an

f be the frequency of the 

n-gram na in T , where S ,T  are two strings in  
*Σ .    

The GANED distance between S and T is defined as: 

( ) ( )

( ) ( )( ) ( )
( )

( )
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where S , T are the lengths of the two strings S ,T  respectively, and where 

[ ]10,n ∈λ . nλ are called the frequency factors.  

Notice that  

( ) ( )( ) ( ) ( )
( )
 

= ∈

+≤













−+≤

T,Smax

n

T
a

S
a

Aa

n TSnnf,fmin
nn

n
n1

120 λ  

 
So ED is multiplied by a factor whose value varies between 0 and 1, so GANED as 
presented in (3) includes a form of normalization. In fact:  

( ) ( )R,SEDR,SGANED ≤≤0  can be written as 
( )

( ) 10 ≤≤
R,SED

R,SGANED
which is the 

common form of normalization, and we could have expressed our new distance in the 
latter form. However, instead of imposing a condition that the two strings be different 
(thus ED=0), we preferred to introduce the new distance in the form shown in (3).  

Notice also that GANED is a lower bound of ED, so the relation between the two 
distances is direct. 

As mentioned in Section 1, the idea of considering the frequency of characters or 
bi-grams in computing the distance has previously been proposed in [10], [11], and 
[12]. However, the definition of the frequency factors remains problematic in these 
three works. On the one hand, the search space they use is very limited, and on the 
other hand, generalizing the distances proposed in [10], [11], and [12] using the same 
basic heuristics to define the frequency factors makes this process inefficient yet 
limited to very small regions in the search space.  

GANED uses one very powerful optimization method; the genetic algorithms, to 
define the frequency factors nλ . The use of the genetic algorithms makes the search 

more effective.  

3.2 The Genetic Algorithms   

The Genetic Algorithms are a member of a large family of stochastic algorithms 
called Evolutionary Algorithms (EAs) which are population-based optimization 
algorithms inspired by nature, particularly the theory of evolution. In Fig. 2 we show 
the members of the EAs. These members differ in implementation but they use the 
same principle.  

Of the EAs family, GAs are the most widely known. GAs have the following 
elements: a population of individuals (also called chromosomes), selection according 
to fitness, crossover to produce new offspring, and random mutation of new offspring 
[9]. GAs create an environment in which a population of individuals, representing 
solutions to a particular problem, is allowed to evolve under certain rules towards a 
state that minimizes, in terms of optimization, the value of a function which is usually 
called the fitness function or the objective function.  

There are a large number of variations of GAs. In the following we present a 
description of the simple, classical GAs. GAs start by defining the problem variables  
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Fig. 2. The family of evolutionary algorithms  

(genes) and the fitness function. These variables can be bounded or unbounded. A 
particular combination of variables produces a certain value of the fitness function 
and the objective of GAs is to find the combination that gives the best value of the 
fitness function. The terminology “best” implies that there is more than one solution 
and the solutions are not of equal value [2].  

After defining the variables and the fitness function GAs start by randomly 
generating a number pSize of individuals, or chromosomes. This step is called 
initialization. 

GAs were originally proposed to be binary coded to imitate the genetic encoding of 
natural organisms [15]. But later other encoding schemes were presented. The most 
widely used scheme is real-valued encoding. In this scheme a candidate solution is 
represented as a real-valued vector in which the dimension of the chromosomes is 
constant and equal to the dimension of the solution vectors [1]. This dimension  
is denoted by nPar. The fitness function of each chromosome is evaluated. The next 
step is selection. The purpose of this procedure is to determine which chromosomes 
are fit enough to survive and possibly produce offspring. This is decided according to 
the fitness function of the chromosome in that the higher the fitness function is the 
more chance it has to be selected for mating. There are several selection methods such 
as the roulette wheel selection, random selection, rank selection, tournament 
selection, and others [9]. The percentage of chromosomes selected for mating is 
denoted by sRate. Crossover is the next step in which offspring of two parents are 
produced to enrich the population with fitter chromosomes. There are several 
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approaches to perform this process, the most common of which is single-point 
crossover and multi-point crossover.   

While crossover is the mechanism that enables the GA to communicate and share 
information about fitter chromosomes, it is not sufficient to efficiently explore the 
search space. Mutation, which is a random alteration of a certain percentage mRate  of 
chromosomes, is the other mechanism which enables the GA to examine unexplored 
regions in the search space. It is important to keep a balance between crossover and 
mutation. High crossover rate can cause converging to local minima and high 
mutation rate can cause very slow convergence.   

Now that a new generation is formed, the fitting function of the offspring is 
calculated and the above procedures repeat for a number of generations nGen or until 
a stopping criterion terminates the algorithm.   

4 Empirical Evaluation 

We tested the new distance GANED on time series because this is our field of 
expertise, but we believe GANED is highly applicable in bioinformatics and text 
mining. 

Time series data are normally numeric, but there are different methods to transform 
them to symbolic data. The most important symbolic representation method of time 
series is the Symbolic Aggregate approXimation (SAX) [7]. The first step of SAX is 
to normalize the time series because SAX is based on the assumption that normalized 
time series have a Guassian distribution, so SAX can only be applied to normalized 
time series. The second step is to reduce the dimensionality of the time series by using 
a time series representation method called Piecewise Aggregate Approximation 
(PAA) [3], [14]. This PAA representation of the time series is then discretized. This is 
achieved by determining the breakpoints. The number of the breakpoints is related to 
the desired alphabet size and their locations are obtained using statistical lookup 
tables.  

The distance between the resulting time series after applying the above steps is 
computed using the following relation:  

 

( ) ( )( )
=

≡
N

i
ii r̂,ŝdist

N

n
R̂,ŜMINDIST

1

2
                         (4) 

 
Where n is the length of the original time series, N is the number of segments, 

Ŝ and R̂ are the symbolic representations of the two time series S and R , 
respectively, and where the function )(dist  is implemented by using the appropriate 

lookup table.  
We tested our new distance GANED on time series classification task based on the 

first nearest-neighbor (1-NN) rule using leaving-one-out cross validation. This means 
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that every time series is compared to the other time series in the dataset. If the 1-NN 
does not belong to the same class, the error counter is incremented by 1.  

We conducted experiments using datasets of different sizes and dimensions 
available at UCR [4].  

As indicated earlier, we tested GANED on symbolically represented time series 
This means that the time series were transformed to symbolic sequences using the 
first three step of SAX presented earlier in this section, but instead of using MINDIST 
given in relation (4), we use our distance GANED. The parameters nλ  in the 

definition of GANED (relation (3)) are defined using GAs. This means that for each 
value of the alphabet size we formulate a GAs optimization problem where the fitness 
function is the classification error, and the parameters of the optimization problem 
are nλ . Practically n can take any value that does not exceed that of the shortest string 

of the two strings S ,T . However, in the experiments we conducted { }321 ,,n ∈  

because these are the values of interest for time series. The values of nλ  varied in the 

interval [ ]10, . 
Notice that GANED can be applied to strings of different lengths, which is one of 

its advantages since most similarity measures in time series mining are applied only to 
time series of the same length.  

For the GAs we used, the population size pSize was 12, the number of generations 
nGen was set to 20. The mutation rate mRate was 0.2 and the selection rate sRate was 
0.5.  The dimension of the problem nPar depends on the number of parameters used 
in GANED (as mentioned earlier, they were tested for { }321 ,,n ∈ ). Table 1 

summarizes the symbols used in the experiments together with their corresponding 
values.  

For each dataset we use GAs on the training datasets to get the vector nλ that 

minimizes the classification error on these training datasets, and then we utilize this 
optimal nλ vector on the corresponding testing datasets to get the final classification 

error for each dataset. 
We compared GANED with MINDIST. This means after we represent the time 

series symbolically as indicated at the beginning of this section we classify them 
using GANED first then using MINDIST. We chose to compare GANED with 
MINDIST because we used the same symbolic representation that MINDIST uses. 
However, GANED can be used 
with any sequential data.  

 It is important to mention 

however that MINDIST has a 
lower complexity than that of 
GANED.    

In Table 2 we present some of 
the results we obtained for 
alphabet size equal to 3, 10, and 
20, respectively. 

 

  pSize   Population size   12 

  nGen   Number of generations   20 

  mRate   Mutation rate   0.2 

  sRate   Selection rate   0.5 

  nPar   Number of parameters   varies 

Table 1. The symbol table together with the 
corresponding values used in the experiments 
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Table 2. Comparison between the classification error of GANED and MINDIST 

CBF 
α* 

n-
gr

am
 GANED MINDIST 

nλ  Classification  
Error

Classification  

E

3 

1 [0.77491] 0.026 
 

0.382 
2 [0.81776     0.87965] 0.026 

3 [0.93285     0.97274     0.75836] 0.023 

10
 

1 [0.43021] 0.031  

0.104 
2 [0.34446     0.32247] 0.031 

3 [0.13412     0.45606    0.080862] 0.039 

20
 

1 [0.37819] 0.053  

0.088 
  2 [0.8962     0.72086] 0.079 

  3 [0.96216    0.091513     0.83706] 0.062 

α*:alphabet size  

 
Coffee 

Α
 

n-
gr

am
 GANED MINDIST 

nλ  Classification  

E

Classification  

E

3 

1 [0.81472] 0.179 
 

0.464 
2 [0.43021     0.22175] 0.214 

3 [0.21868     0.19203     0.34771] 0.214 

10
 

1 [0.89292] 0.179  

0.464 
2 [0.97059     0.93399] 0.214 

3 [0.4899     0.81815     0.08347] 0.143 

20
 

1 [0.12393] 0.107  

0.143 
  2 [0.16825      0.9138] 0.107 

  3 [0.81472     0.95717     0.67874] 0.107 

 
Face Four 

 

α 

n-
gr

am
 GANED MINDIST 

nλ  Classification  

E

Classification  

E

3 

1 [0.022414] 0.057 
 

0.239 
2 [0.57462     0.57425] 0.057 

3 [0.2038     0.60654     0.38334] 0.057 

10
 

1 [0.015908] 0.045  

         0.182 2 [0.16625     0.34168] 0.057 

3 [0.57997      0.3957     0.21003] 0.057 

20
 

1 [0.54483] 0.114  

0.193 
  2 [0.92995     0.18334] 0.102 

  3 [0.57758     0.28758     0.15406] 0.090 
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Table 2. (continued) 

Gun_Point 

Α
 

n-
gr

am
 GANED MINDIST 

nλ  Classification  

E

Classification  

E

3 

1 [0.19728] 0.193 
 

0.307 
2 [0.95798     0.58518] 0.193 

3 [0.40628     0.95213     0.68035] 0.2 

10
 

1 [0.98445] 0.147 
 

0.233 
2 [0.93927     0.99038] 0.127 

3 [0.15187     0.40029     0.24364] 0.12 

20
 

1 [0.16625] 0.06 
 

0.12 
  2 [0.5852   0.0038735] 0.06 

  3 [0.32809     0.42736     0.12747]] 0.06 

 
Olive Oil 

Α
 

n-
gr

am
 GANED MINDIST 

nλ  Classification  

E

Classification  

E

3 

1 [0.70608] 0.4 
 

0.833 
2 [0.53732     0.14595] 0.4 

3 [0.96676     0.15111   0.0015139] 0.4 

10
 

1 [0.76393] 0.667 
 

0.833 
2 [0.2953     0.41039] 0.667 

3 [0.97014     0.29259    0.080068] 0.667 

20
 

1 [0.028529] 0.267 
 

0.833 
  2 [0.93581     0.20714] 0.233 

  3 [0.18231     0.09461     0.68031] 0.233 

 
Trace 

 

α 

n-
gr

am
 GANED MINDIST 

nλ  Classification  

E

Classification  

E

3 

1 [0.96149] 0.27 
 

0.54 
2 [0.80699     0.14789] 0.26 

3 [0.89336     0.01668      0.3959] 0.26 

10
 

1 [0.76432] 0.08  

0.42 
2 [0.42505     0.64252] 0.09 

3 [0.95513     0.93675     0.99434] 0.04 

20
 

1 [0.92115] 0.1  

0.36 
  2 [0.89948      0.8597] 0.12 

  3 [0.69135     0.21079      0.9382] 0.12 
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As we can see from the results, the classification errors of GANED are smaller 
than those of MINDIST for all the datasets and for all values of the alphabet size. The 
results of other datasets in the archive were similar.  

5 Conclusion and Perspectives 

In this paper we presented a new normalized edit distance. This new distance, 
GANED, is related directly to the edit distance and it takes into account the length of 
the two strings. The particularity of our new distance is that it uses an optimization 
algorithm; the genetic algorithms, to set the values of its parameters. We tested the 
new distance by comparing it to another distance applied to strings and we showed 
how our new distance GANED has a better performance. 

The new distance was applied in this work to symbolically represented time series. 
However, we believe other applications might be more appropriate for our new distance.  

References 

1. Affenzeller, M., Winkler, S., Wagner, S., Beham, A.: Genetic Algorithms and Genetic 
Programming Modern Concepts and Practical Applications. Chapman and Hall/CRC (2009) 

2. Haupt, R.L., Haupt, S.E.: Practical Genetic Algorithms with CD-ROM. Wiley-Interscience 
(2004) 

3. Keogh, E., Chakrabarti, K., Pazzani, M., Mehrotra, S.: Dimensionality Reduction for Fast 
Similarity Search in Large Time Series Databases. J. of Know. and Inform. Sys (2000) 

4. Keogh, E., Zhu, Q., Hu, B., Hao. Y., Xi, X., Wei, L., Ratanamahatana,C.A.: The UCR 
Time Series Classification/Clustering Homepage (2011),  
http://www.cs.ucr.edu/~eamonn/time_series_data/  

5. Kurtz, S. : Lecture Notes for Foundations of Sequence Analysis (2001)  
6. Laguna, M., Marti, R.: Scatter Search: Methodology and Implementations in C. Springer, 

Heidelberg (2003) 
7. Lin, J., Keogh, E., Lonardi, S., Chiu, B.Y.: A Symbolic Representation of Time Series, 

with Implications for Streaming Algorithms. DMKD, 2–11 (2003) 
8. Marzal, A., Vidal, E., Computation, E.: of Normalized Edit Distances and Applications. 

IEEE Transactions on Pattern Analysis and Machine Intelligence 15(9), 926–932 (1993) 
9. Mitchell, M.: An Introduction to Genetic Algorithms. MIT Press, Cambridge (1996) 

10. Muhammad Fuad, M.M., Marteau, P.-F.: Extending the Edit Distance Using Frequencies 
of Common Characters. In: Bhowmick, S.S., Küng, J., Wagner, R. (eds.) DEXA 2008. 
LNCS, vol. 5181, pp. 150–157. Springer, Heidelberg (2008) 

11. Muhammad Fuad, M.M., Marteau, P.F.: The Extended Edit Distance Metric. In: Sixth 
International Workshop on Content-Based Multimedia Indexing (CBMI 2008), London, 
UK, June 18-20 (2008) 

12. Muhammad Fuad, M.M., Marteau, P.F.: The Multi-resolution Extended Edit Distance. In: 
Third International ICST Conference on Scalable Information Systems, Infoscale, 2008, 
ACM Digital Library, Vico Equense, Italy, June 4-6 (2008) 

13. Wagner, R.A., Fischer, M.J.: The String-to-String Correction Problem. Journal of the 
Association for Computing Machinery 21(I), 168–173 (1974) 

14. Yi, B.K., Faloutsos, C.: Fast Time Sequence Indexing for Arbitrary Lp norms. In: Proceedings 
of the 26st International Conference on Very Large Databases, Cairo, Egypt (2000) 

15. Yu, X., Gen, M.: Introduction to Evolutionary Algorithms. Springer (2010) 



PCG: An Efficient Method for Composite

Pattern Matching over Data Streams�

Cheng Ju, Hongyan Li��, and Feifei Li

Key Laboratory of Machine Perception (Peking University), Ministry of Education
School of Electronics Engineering and Computer Science, Peking University

Beijing 100871, P.R. China
{jucheng,lihy,liff}@cis.pku.edu.cn

Abstract. Sequential data segments in data streams are very mean-
ingful in many areas. These data segments usually have complicated
appearance and require online processing. But matching these data seg-
ments can be time-consuming and there are multiple matching tasks to
be proceeded simultaneously. This paper presents a novel data struc-
turepattern combination graph (PCG) and corresponding algorithms to
accomplish composite pattern matching over data streams. To make it
possible to deal with complicated patterns efficiently, PCG firstly identify
similar segments among different segments as basic patterns, and then
deal with the composite semantics between basic patterns. In this way,
data stream flow into PCG for matching in the form of basic patterns.
Later procedures are operated according to the types of nodes in PCG
and the final results are returned to users. From the perspective of recall
ratio, precision ratio and efficiency, the experimental results on real data
sets of medical streams show that PCG is feasible and effective.

Keywords: Pattern Matching, large number, data stream, on-line, op-
timizing.

1 Introduction

As technology advances, streams of data can be rapidly generated in numer-
ous applications such as financial services, RFID-based tracking and health ser-
vices. Data Stream Management System (DSMS), such as TelegraphCQ, Stream,
Aurora, enables applications to run continuous queries that efficiently process
streams of data in real time. However, many applications are becoming so com-
plicated that analysis on simple data points is no longer sufficient to meet our
demands. Instead, a continuous segment of data points, which we refer to pat-
tern, can be very meaningful to help us get more information. Pattern matching
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help us find these patterns and it is a significant query technique where data
segments are matched against a complex pattern that specifies constraints on
them [6, 7, 8].

Modern applications [9, 10] bring several new challenges for pattern matching
on data stream, the following example illustrates some of the challenges that we
must confront.

Example. Fig.1 shows some typical patterns of diseases in electrocardiograph
(ECG) collected in Intensive Care Unit (ICU). The pattern in (a) happens when
a patient had cardiac damage, and the pattern in (b) shows the ECG of a
patient who gets serious pulmonary infection, and the pattern in (c) represents
reperfusion arrhythmia. If someones ECG change into one of the above patterns
but doesnt get medical treatment promptly, the patient will probably suffer more
serious health problems.

Fig. 1. Different patterns of ECG

The patterns in Fig.1 have the following characteristics. All patterns have
very complicated appearance. They can be very long and appear in all kinds of
shapes. If we consider the entire data segment as a whole and try to accomplish
pattern matching task, the complexity will be extraordinarily high and is difficult
to be finished online.

Based on the example above, we find these new challenges for composite
pattern matching:

– Complex Data Streams: the arriving data segments vary rapidly and
result in complicated forms. This brings troubles to recognize patterns in
data stream.

– Complicated Pattern Matching Tasks: the composite patterns to match
can be very complicated as introduced in the previous example. If we try
to match the entire pattern, the complexity could be too very high to be
finished online and the accuracy could be low.

– Multiple Concurrent Tasks: Take the case in ICU for example, multiple
patterns representing different diseases symptoms have to be monitored si-
multaneously. In a traditional ICU, about 20 to 30 types of symptoms are to
be monitored at the same time upon a single patient from nearly 10 medical
instruments. The tasks increase proportionally with the number of patients,
which call for low-cost matching method.
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– Requirement for On-line Processing: since data is coming in the form
of stream, the result of analysis requires online processing. This is mainly
because of two reasons. First, the result may be time-sensitive, an out-of-date
diagnose may do tremendous harm to a patient. Second, if the data cannot
be handled efficiently, the old data will stay unprocessed and consume the
systems memory, which will further affect the later matching task and get
into a vicious circle.

In this paper, we provide the following contributions to address the challenges:

– A precise description for composite pattern and a formal definition for match-
ing tasks are introduced to lay a solid foundation for composite patternmatch-
ing. Firstly, we introduced basic pattern to describe the similar subpatterns
among different data segments. Secondly, we introduced operators to describe
the composite semantics between basic patterns. Then the composite pattern
can be expressed as basic pattern with composite semantics. Besides, a pre-
cise description for the composite pattern may help make the matching task
clearer as well as avoid ambiguity.

– We then propose a novel data structure Pattern Combination Graph (PCG)
and its matching algorithms that enable composite pattern matching on live
data streams.

– On top of this structure PCG, we develop a set of efficient optimizing tech-
niques involving primitive block sharing method, internal block sharing and
self-adjust join order which help improve the performance of the algorithm.

– We experimentally demonstrate that the new data structures and shared
processing techniques facilitate the pattern matching task, and the scalability
issues can be tackled effectively. The performance results of our extensive
evaluation show the competitive performance of PCG against other relative
approaches.

The rest of the paper is organized as follows: Section 2 analysis the problem and
give the framework of the solution. Section 3 discusses the formal definition of
composite pattern and examples. Section 4 presents the data structure (PCG)
for composite pattern matching and Section 5 describes the shared processing
methods using PCG. Section 6 discusses the experimental results for perfor-
mance. Section 7 discuss the related work and finally Section 8 concludes the
paper.

2 Problem Analysis and Framework

2.1 Problem Analysis

To accomplish composite matching, we need to review the example in Fig.1
again and find ways to settle the difficulties. Although all ECG patterns have
very complicated appearance, there are still some similarities among them. Take
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a brief look at the wave peaks in Fig.1 (a) (b) (c), the peaks remain almost
the same in different composite patterns. Then take another look at the period
of data just before the wave peaks in Fig.1 (a) (c), they also look very much
like each other. On the other hand, similarities do not only occur in different
patterns, they can also exist in one single pattern. One example is the three peaks
with smaller amplitude in Fig.1 (a), they have exactly the same appearance.

Actually, in this example, the similarities among different patterns have reli-
able reasons. Each movement of a mans heart will be reflected as a segment of
data in his ECG. For example, the depolarization action of a heart will be re-
flected as the subpattern just before the wave peak in Fig.1 (a) (also the similar
part in other two composite patterns). We regard these similar patterns as basic
patterns (a detailed definition of basic pattern will be given in 3.1), and each of
the basic patterns is given a name. The patterns with label of each basic pattern
are given as follows in Fig.2, and the rightmost pattern is a healthy mans ECG
to be compared with.

Fig. 2. Composite patterns when each basic pattern is labeled

After each basic pattern is labeled, the composite pattern can be expressed
as basic patterns with composite semantics (a detailed definition of composite
semantics will be given in 3.2). For example, Fig.2 (b) turns into basic pattern
Q-R-S alternate with basic pattern T, and the normal cycle of ECG showed in
Fig.2 (d) is a sequence of basic patterns P, Q-R-S, ST, U, T.

The above analysis brings us some exciting ideas to settle the problem. We
could firstly find ways to match the basic patterns, and then handle the composite
semantics between the basic patterns.

2.2 Framework of Composite Pattern Matching

The framework of PCG for composite pattern matching is described clearly in
Fig.3. Firstly, data stream is transferred visually in a frame for basic pattern
generator to define basic pattern. Then, basic pattern dictionary is gener-
ated to avoid overlap and similarity among different basic patterns. By pattern
composite pattern generator, target pattern set is generated, which is to be on
matching continuously. PCG builder generates the data structure PCG accord-
ing to the target pattern set. In the end, the final composite pattern matching
result is generated and show back to user.
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Fig. 3. Framework of PCG for composite pattern matching

3 Definition of Composite Pattern

3.1 Basic Pattern

Definition 1 (Data Stream). A data stream DS is a potentially unbounded
sequence of data. Each element in DS is a 2-tuple, (Xi, Ti). Ti is the timestamp
and Xi represents the value at time Ti. DS = {(X1,t1),(X2,t2),...,(Xn,tn)}.

DS can be get from the outside world (e.g. from a sensor) that provides
detailed information

Definition 2 (Basic Pattern). A basic pattern (bp) is a seg-
ment of data points: bpt = {(Xi,ti),(Xi+1,ti+1),...,(Xi+k,ti+k)}. For
any two basic patterns, bpt = {(Xt1,tt1),(Xt2,tt2),...,(Xtk,ttk)}, bph =
{(Xh1,th1),(Xh2,th2),...,(Xhk′ ,thk′)},Basic patterns have to follow two rules to
avoid ambiguity in semantics:

Rule 1 Non-overlaps: ttk < th1 or thk′ < tt1
Rule 2 Logical distinguishable:�th1 � thp � thk′ − ttk − tt1 + 1 subp =

Xhp, thp, ..., Xhp+kh′−1, thp+kh′−1, s.t.similarity(subp, bpi) < ε, while ε is the
threshold to evaluate two base patterns.

Rule 1 and rule 2 are illustrated in Fig.4. Fig.4(a) shows the overlaps between
patterni and patternj and it is not allowed. In Fig 4(b1), there are two patterns
which cannot be assigned as basic patterns because they share a similar segment
(labeled as QRS). In Fig.4 (b2), the two cannot be two basic patterns as well,
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Fig. 4. Basic Pattern Rules

because the left pattern (P) is fully contained in the rightmost pattern. The rules
on pattern help avoid ambiguity in pattern matching

3.2 Composite Pattern

Basic pattern is generated from data streams, composite pattern can be expressed
based on basic patterns with following considerations. Various combination ways
are found between basic patterns, as shown in Fig.1(c) of electrocardiogram, con-
tinuous repetition of QRS-wave for more than 3 times represents reperfusion ar-
rhythmia. To support the composite semantics between basic patterns, operators
are introduced to express inner-patternvariationsand intern-pattern relationships.

Definition 3 (Operators). operators are used to express the relationship be-
tween basic patterns. A detailed corresponding list between the symbol and its
meaning is listed below.

Symbols Description
DS Data Stream
Bp Basic pattern: examples of basic pattern, usually expressed by a

capital letter, such as X or Y.
Op Operator: show the relationship between patterns
X, Y Sequence pattern: operator finds examples of pattern Y follows

pattern X within a specified time range
X & Y Conjunction pattern: both pattern X and Y occur within a

specified time range with any order
X | Y Disjunction pattern: either pattern X or pattern Y occurs

within a specified time range.
X - Y Adjacent pattern: pattern Y occurs just after pattern X with

nothing between them.
X[m,n] Loss and Gain Constraints: [m,n] means pattern X occurs no

less than m times and no more than n times. When [ change
into (, it means the number of X must be more than m and less
than n strictly. When there no upper limit, n turn into +.

(X op Y) Hierarchical Symbol: ( )make combined pattern as a group,
see Definition 4 for details.
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Definition 4 (Hierarchical Semantics). Hierarchical semantics is expressed
by ( ), and the basic pattern as well as composite pattern within the parentheses
is treated as a basic element for matching. This semantic increase the expressive-
ness of composite pattern because complicated operators can work on composite
pattern as well by hierarchical semantics.

Example: (P-Q-R-T)[3,5],(P-Q-T)[2,+]. Meaning: P, Q, R, T pattern occurs in a
row with no extra pattern between them , and repeats 3 to 5 times, then followed
by P-Q-R pattern for more than 2 times.

Definition 5 (Composite Pattern). A Composite pattern(cp) consists of ba-
sic patterns and operators between basic patterns: cp=(Bp)(Op(Bp))* Usually
composite pattern can be very complicated and meaningful. Examples of com-
posite patterns in ECG of Fig.1 is listed as follows (see Fig .5).

Fig. 5. Examples of composite patterns

4 Composite Pattern Matching with PCG

Composite patterns are highly valuable and difficult tomatch. This paper presents
an online composite pattern matching method over data streams: pattern com-
bination graph (PCG), which enables efficient matching on streams. To support
complex forms of target pattern, PCG identify invariant segment as basic pat-
tern. Pattern matching operators are defined over basic patterns. Target pattern
is generated based on basic patterns and composite semantics. To accomplish the
pattern matching efficiently, PCG firstly recognize data segments as basic pat-
terns and then handle the relationship between them. Later matching procedures
are operated according to the types of nodes in PCG.

4.1 Composite Pattern Matching

PCG is created according to the target pattern. And the formal definition of
PCG is listed as follows.

Definition 6 (PCG) An PCG is a 5-tuple X= (Q, A, T, F, B), where Q =
q0,q1,...,qn is the set of primitive blocks, responsible for basic pattern matching,
A = a0,a1,..., amis the set of arcs, T = T0, . . . Tn is the internal blocks, and
they handle the composite semantics between patterns, F is the set of root blocks
corresponding to each target pattern, B is the sets of buffer for each node.

Each arc ai is labeled with a pair of transition relationship between primitive
blocks and internal blocks. Every root nodes is corresponding to a composite
pattern and output results. Blocks are connected by arcs.
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For pattern (b) shows the ECG of a patient who get serious pulmonary in-
fection, ECG of this disease is composed of alternative QRS-wave and T-wave.
The pattern in (c) represents reperfusion arrhythmia, ECG of which consists of
P-wave and QRS-wave( for more than 3 times in a row) and T-wave. The PCG
is generated separately as follows.(See Fig .6)

Fig. 6. Examples of composite patterns

4.2 Matching Algorithms

The procedure of processing PCG for pattern matching can be concluded into
several steps. First, data streams are recognized as basic patterns which are
generated from the selected segments on streams, as the complexity of basic
patterns is relatively low and all basic patterns are logically distinguishable.
Second, basic patterns flow into PCGs primitive block and send signals to upper
internal blocks. If the arriving pattern satisfies the constrains on the block,
successful matching signals are sent upward. Internal blocks collect patterns
from primitive block if and only if all primitive block deliver successful signals.
Finally, composite patterns are generated in root blocks and output results are
output. We will explain each of the procedure in detail.

Recognize basic patterns: as data stream arrives, the coming sequence is com-
pared with all the basic patterns simultaneously for pattern matching. This pro-
cedure ends in the following three cases: 1) when comparing with one pattern, for
example pattern P, the accumulated error exceeds the given error bound, then
the comparing end. See Fig.7. 2) when ending up comparing with some pattern
and the accumulated error is still below the given error bound, such as pattern
Q in Fig.7, then the coming sequence is recognized as basic pattern Q. The
comparing for this segment of data ends, and the comparing with next segment
begins in the same way. 3) when all basic patterns in basic pattern dictionary
cannot match the coming sequence (all accumulated error exceeds error bound),
the data sequence is not recognized as any pattern and is maybe noise data.

Constrains on different kinds of blocks differ from each other according to
the operator and have different algorithms to evaluate. We choose two of the
operator algorithms (Alg.1, Alg.2) and Fig.8 give an illustration of matching.
The primitive P block gets a P pattern from data stream and sent a successful
matching signal upward, then Q,R,S primitive block all get their corresponding
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Fig. 7. Recognize Basic Patterns Fig. 8. Pattern Matching in internal nodes

patterns from data stream and combined into their internal nodes buffer. How-
ever, when a rightmost primitive block get its pattern (T pattern in Fig.8), it
happened that the number of results in the internal nodes ((Q-R-S)[3,+]) just
get two patterns, and do not satisfy the nodes operator, which call for more than
three patterns in a row. So it sends up a fail signal, and all the buffer need to
clean itself for the next match.

5 Optimizing Method

Inefficiencies occur due to duplicated data structures and separate processing of
conventional composite patterns when supporting large numbers of queries at
the same time.
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5.1 Primitive Block Sharing

Our primitive block sharing approach is based on the idea that a primitive block,
specified commonly in multiple queries, can be shared for efficient processing
and storage. Moreover, all incoming instances of a given event class, regardless
of their sources, can be stored and handled together within a shared storage.
Based on the composition patterns of all registered matching tasks, these shared
queues can form a single shared graph (PCG) in which processing and storage
for each primitive block class are inherently shared by all relevant queries. In
Fig.9, primitive block T is shared by both (B) Pulmonary infection and (C)
reperfusion arrhythmia.

Fig. 9. Examples of composite patterns

5.2 Hierarchical Pattern Sharing

In the PCG discussed so far, individual queries are handled separately during
the processing phase. Thus, when different queries share a partial pattern, this
pattern is tested multiple times (See Fig.6 for the example of hierarchical pattern
Sharing for Fig.1(B) and Fig.1(C), ADJ(Q-R-S) is the sharing part), in our two
example queries; not only primitive block are joined together but also the internal
blocks. Internal blocks sharing bring great enhancement to improve efficiency,
the intermediate result computed by one pattern can be shared to all the others,
thus reduplicate calculation for common internal blocks can be avoided.

6 Experiments

The problem solved in this passage is based on real data set in intensive care
unit (ICU). The data set consists of three parts, ECG, central venous pressure
(CVP), respiratory capacity(RESP). Patterns are more complicated in ECG and
RESP, and simple in CVP. The amount of data in each set is up to 500,000.

(1)Memory and Time cost with different optimizing methods on ECG data
set. Pattern length indicates the number of basic patterns in all composite pat-
terns.(See Fig.10)

The optimized PCG in Fig.10 means both block sharing and self-adjust join
order methods are used to optimize the primitive PCG. We can see the optimized
PCG method is superior to all the other 3 methods in both memory cost and
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Fig. 10. Efficiency with different optimizing methods

time cost. There are a lot of common internal block and primitive blocks among
different composite patterns, which make the cost decrease in both optimized
PCG and block sharing method. The method with self-adjust join order has also
a lower cost in memory for the reason that unnecessary storage can be reduced
when there is no appropriate patterns.

(2) Rrecall and Rprecision in different sets of data among PCG and other
methods can be seen in Fig.11.

Fig. 11. Rprecision and Rrecall between PCG and other method

Rrecall measures whether the result meet our expectation, Nreal represent
the actual composite patterns that can be get by PCG, and Ndue represent the
number of patterns labeled by experts manually. Rrecall = Nreal/Ndue. From
Fig.11, we can see that PCG perform much better in ECG and RESP which are
more complicated, and the advantages are not so obvious in CVP. The differences
come up when recognizing basic patterns from stream. The error bounds used
are 0.07(in ECG), 0.02(in CVP) and 0.55(in RESP). The method used in NFAb
and ZStream neglect the inter relationship between different basic patterns that
they may have overlaps or similarities, which will further result in ambiguity in
pattern matching, and the Rrecall and Rprecision are affected.Rprecision measures
the correctness of the result. It is the ratio between relevant results and the total
number of query results. Rprecision = Nreal / Nout. Nout is the number of query
results and Nreal is relevant results.

(3) Performance compared with other methods The performance issue can
be classified into two classes, time cost and memory cost. Time cost takes the
average response time as an indicator with growing pattern length. As pattern
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complexity increases, ZStream spend more increasing time on adjacent pattern
calculating while the branches in NFAb grows quickly as well. On the other hand,
ZStreams pair comparing results in extra cost in memory management and do
not help clean meaningless segment, and singletons in NFAb cost extra memory,
shown in Fig.12.

Fig. 12. Performance comparison

7 Related Work

In this section, we discuss the relevant achievements in detail and divided them
into the following categories.

7.1 NFA-Based Methods

Most pattern matching algorithms exists in composite (or Complex) event pro-
cessing (CEP) systems. CEP systems search sequences of incoming events for
occurrences of user-specified event patterns[2]. All these method can be divided
into two classes as follows. The first type of algorithms is NFA based method,
non-deterministic finite automata (NFA) are the most commonly used method
for evaluating CEP queries [1,3,4,5,11]. An NFA represents a query pattern as
a series of states that must be detected (See Fig.13). A pattern is said to be
matched when the NFA transitions into a final state. However, the previously
proposed NFA-based approaches have two limitations that we explain in this
work: (1) Fixed order of evaluation: NFAs naturally express patterns as a se-
ries of state transition. Hence, current NFA-based approaches impose a fixed
evaluation order determined by this state transition diagram. If the selectivity
of different patterns differs from each other obviously, the fixed order may be
very inefficient (2) Negation inefficient: Negation means the items that haven’t
occurred or processed. If there is a predicate involving B and C (e.g., as in the
pattern A followed by C such that there is no interleaving B with B.width ¿
C.width), there is no simple way to evaluate the predicate when a B event ar-
rives, since it requires access to C events that have yet to arrive. Hence, it has
difficulty to decide a B event transition. As a result, this NFA cannot be used for
negation queries with predicates. For this reason, existing NFA-systems perform
negation inefficiently.
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Fig. 13. NFA example

7.2 Tree Based Methods

Mei made a batch-iterator model, using tree-based query Program that models
the logical form of the query process[2], but ZStream Method itself is designed
for the event stream, the processing unit is a single event. This event cannot
change inside within the further processing. The application of the data stream
cannot support band inversion, amplitude changes, time span increases and other
changes in the internal characteristics. In addition, ZStreams buffer management
strategy is highly time-consuming, frequent comparisons are needed to complete
certain types of composite pattern, such as adjacent patterns. As the system re-
sources are limited, the data which exceeds the limit threshold will be discarded,
which makes matching results unsatisfied.

7.3 Other Methods

The other main kind of matching algorithms is included in DSMS systems to
handle queries on live streams with respect to traditional DBMS. DSMSs are
used for data processing in a broad range of applications including fraud de-
tection, clickstream analysis, and health services., More famous systems among
these are the STREAM system at Stanford University, MIT’s Aurora System,
Berkeley’s TelegraphCQ systems, these systems can be carried out in the on-
line environment and perform the similar functions as ad-hoc queries. However,
all systems concerned above only focus on the matching of separate tuples and
convert the live matching into a traditional query. In this way, the composite
meaning of several data points together which we call pattern is ignored, and the
matching between patterns is therefore not able to carry on in these systems.

8 Conclusion

Data streams are highly valuable in many areas and they support abundant se-
mantics. Matching these segments need real-time processing. This paper presents
a precise description for composite pattern and a formal definition for matching
tasks. To support complex forms of composite pattern, we propose a novel data
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structure Pattern Combination Graph (PCG) and matching algorithm. On top
of this structure PCG, we develop a set of efficient optimizing techniques to
facilitate online matching. From the perspective of recall ratio, precision ratio
and processing efficiency, the experimental results on real datasets of medical
streams show that PCG is feasible and effective.
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Abstract. Spatio-temporal data analysis has important applications in
transportation management, urban planning and other fields. However,
spatio-temporal data are often highly dimensional, overly large and con-
tain spatial and temporal attributes, which pose special challenges for
analysts. In this paper, we propose a new visual aided mining approach,
Visual Fingerprinting (VF) for extremely large-scale spatio-temporal fea-
ture extraction and analysis. It adopts a visual analytics approach for
spatio-temporal data analysis that can generate fingerprints for temporal
exploration while preserving the spatial distribution in a region or on a
road. Fingerprinting has been proposed to display temporal changes in
spatial distributions; for example fingerprints for a region grid can well
display temporal changes in the traffic situations of significant spots of
a city. These fingerprints integrate important statistical and historical
information related to traffic and can be conveniently embedded into ur-
ban maps. The sophisticated design of the visualization can better reveal
frequent or periodic patterns for temporal attributes. We have tested our
approach with real-life vehicle data collected from thousands of taxis and
some interesting findings about traffic patterns have been obtained. The
experiments validate our methods and demonstrate that our approach
can be used for analyzing vehicle trajectories on road networks.

Keywords: Visual analysis, Fingerprinting, Spatiotemporal data.

1 Introduction

Nowadays large-scale movement data are becoming available with the preva-
lence of mobile devices. Mining or analyzing movement data is important in
many different applications such as transportation management, mobility stud-
ies, route suggestion, and mobile communication management. There are many
existing data mining work on spatial temporal data exploration. However, pure
data mining for movement related analysis faces is currently facing new techni-
cal challenges as movement data contains both spatial and temporal attributes
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which are often huge in size and high in dimensionality. Firstly places considered
’distinct’ may be too numerous. Secondly, time is a complex phenomenon, which
is periodical by nature and has hierarchical structures. Therefore a human ana-
lyst’s sense of space and place is required, which is hard for a machine to achieve.
So the demand for a new analysis method for things such as visual analysis is
very intense.

Visual displays of movement data shows great potential as they can intuitively
present multidimensional spatial-temporal movement data and provide rich in-
teractions, allowing users to explore the data and improve mining processes and
results. It can effectively keep humans in the analysis loop to utilize their sense of
space and place, their tacit knowledge of inherent properties and relationships,
and space-related experiences. To tackle the challenges and assist in the under-
standing of movement data to improve urban planning in the possible future
we have developed a new visual aided mining approach, Visual Fingerprinting
(VF) for extreme large-scale spatio-temporal features extraction as illustrated in
Fig.1. Our proposed visual mining approach has three advantages: 1) Intuitive
anomaly detection; 2) Dynamic and fast exploration for high dimension data
analysis; 3) Rich interaction with experts. It can provide more statistical infor-
mation and transform historical data from numerical knowledge into visual cues
like shape, color, size and so on. The approach is designed to keep humans in the
analysis loop and take advantage of their analytical abilities, so users can easily
analyze any temporal changes in traffic situations over a region segment, or to
analyze any changes in the spatial distribution (inside the road network) over
time. Users can perceive the correlations among different attributes and filter
out noise and irrelevant trajectories for further investigation of interesting cases.
Analysts can interactively and progressively refine the settings to improve the
results.

We use two case studies to evaluate our method and demonstrate our finger-
print design on real-world taxi GPS data sets of 15,000 taxis running for 92 days

Fig. 1. The framework architecture of our approach. The VF architecture consists
of three primary components: (1) a data preprocessing module, (2) a visualization
rendering module, and (3) a user interaction module.
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in a Chinese city with a population of over 10 million. Experiments show that
our approach is capable of effectively finding regular patterns and anomalies in
traffic flows. In summary, we have made the following contributions: (1) We have
developed a new visually aided mining approach for large scale spatio-temporal
data, which can provide temporally related attribute exploration while keeping
the spatial distribution layout. It also can be applied to density-based methods
or used to evaluate the density/cluster quality. (2) A sophisticated spiral visual-
ization is designed to explore both frequent and periodic patterns in temporally
related attribute analysis. (3) This approach guarantees the combination of dy-
namic dimensions and has good scalability. It can also well explore the temporal
evolution in an extreme large-scale spatial level. (4) We utilize large-scale real
life data to evaluate our method and provide two case studies with interesting
findings.

2 Related Work

Modeling and Querying. Compieta et al. [7] presented a comprehensive study
of existing exploratory techniques for spatial temporal data. Alvares et al. [1]
proposed a reverse engineering framework for mining and modeling semantic
trajectory patterns in a geographic database. Spaccapietra et al. [19] proposed
two trajectory-modeling approaches. One was based on a design pattern while
the other was based on dedicated data types. They illustrated their differences
in the implementation of an extended-relational system. Giannottie et al. [9]
extended the sequential pattern-mining paradigm to analyze the trajectories of
moving objects. They defined trajectory patterns as frequent behaviors in space
and time, and discussed several approaches to mining trajectory patterns. Palma
et al. [17] proposed a clustering-based approach to find some interesting but un-
expected places in trajectories. Nanni et al. [6] proposed an adaptation of a
density-based clustering algorithm for the clustering of trajectories of moving
objects. Pelekis et al. [18] classified the similarities of trajectory patterns into
two types: similarity in spatial temporal and temporal similarity. Vlachos et al.
[20] described a similarity measure algorithm based on LCS (Longest Common
Subequence). This approach allowed stretching in both space and time. In com-
parison with these work, we integrated visual analysis methods with trajectory
density visualization techniques to help users explore, analyze and understand
spatio-temporal data.

Visual Analytics. Visual analytics can help users gain insights into massive,
heterogeneous, and dynamic volumes of information by incorporating human
judgment into the analytical reasoning process with interactive visual interfaces.
Crnovrsanin et al. [8] introduced a proximity-based visualization technique to
discover human behavior patterns from movement data. Andrienko et al. [5]
summarized the approaches in visualizing movement data. Characteristics of
movement data and methods to present dynamics, movement, and change are
discussed. In [3] they also surveyed existing approaches to the aggregation of
movement data and the visual exploration of the aggregates. These authors also
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defined aggregation methods suitable for movement data and proposed inter-
action techniques to represent results of aggregations, enabling comprehensive
exploration of the data in [2]. GeoTime [12] displays the 2D path in a 3D space
to provide a detailed view of the geographical and temporal changes in move-
ment data. Willems et al. [21] visualized vessel movement as well as the vessel
density along traces by convolving trajectories with a kernel moving with the
speed of the vessel along the path. Guo et al. [10] presented a trajectory visual-
ization tool that focuses on visualizing traffic behavior at one road intersection.
Microsoft T-drive [22] makes recommendations of the fastest paths taken by taxi
drivers. To select a few interesting trajectories from a large number, Hurter et al.
[11] proposed a brush-pick-drop interaction scheme to visualize aircraft trajecto-
ries. Their methods are focused on 2D trajectory data exploration and provide
limited perspectives. We tried to provide more comprehensive perspectives for
spatio-temporal data exploration in our approach. In our work, we not only visu-
alize large-scale spatial temporal movement data, but also embed traffic analysis
results into digital maps. We apply a multidisciplinary approach to develop a
framework for the analysis of massive movement data taking advantage of the
synergy of a computational, database, and visual techniques. We introduce our
method and demonstrate its effectiveness by examples.

3 Methodological Preliminaries

3.1 Dataset

The data used in this study is the taxi trajectory data collected from GPSs in
Shanghai, China during a non-continuous eight-month period, totaling 92 days.
Each GPS record contains car ID, the latitude and longitude of the taxi, the date,
the time of the day in seconds, the taxi’s status (loaded/vacant) and the speed
and the direction of the taxi. In this work, we adopted a Weighting-based map
matching algorithm and an Interpolation algorithm to calibrate the erroneous
and low-sampling-rate vehicle GPS trajectory data set. The details are available
in our technical report [16] and previous works [13] and [14]. The statistical
information for each road segment is computed as preprocessing.

3.2 Visual Fingerprinting

Visual Fingerprinting Definition. We propose a novel visual fingerprint-
ing method to discover essential characteristics or ”fingerprints”, by visually
exploiting the multidimensional features through spatial temporal means. Our
fingerprinting method has the following benefits: (a) it leads to spatial temporal
data feature extraction; (b) it provides a novel visualization to answer queries by
flexible and dynamic attributes combination; and (c) it is fast, scalable and easy
to compare. The sophisticated visual form is designed to extract spatial tempo-
ral features with multi-dimensions and it can well explore the temporal related
patterns including periodical and frequent patterns. The ”fingerprint” concept
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used here is to extract the properties of good features by visually/visual ana-
lytics to compare trajectories. Good ”fingerprints” also can help with anomaly
detection and answering similarities queries.

Visual Fingerprinting Approach. Our VF approach has two types of view
selection to be displayed on the screen including trajectory-style display and
heatmap-style display respectively to study microscopic patterns and discover
abnormal behaviors.

(1)Trajectory-style Fingerprinting. We show the trajectory information by
connecting the origin and destination locations of the respective geographical
places by drawing each sample point in the trajectory with B-Spline curves. The
length of the curves encodes the distance of the trip. The color of the curves
represents the number of visits to the destination location. The trajectories are
colored according to the average speed of each trip from source to destination.
The subparts of trajectories are merged together according to the number of
visits shared by each trip.
(2)Heatmap-style Fingerprinting.We create heatmap-style fingerprint based
on an index matrix that measures the amount of taxi sample points on the road
or the average speed of the taxis, even the rank of the number of customers get-
ting in/out of taxis at that location. The higher the numeric values and closer
together the sample points, the hotter the map and the higher the density dis-
played by the fingerprinting.
(3)Design of Fingerprints. In order to provide information with different
levels of detail, we design a visual form of a fingerprint that adopts the ringmap-
based layout design to display the 24-hour overview distribution for different
regions of the city over a selected time period. The circle encodes a daily or
monthly distribution which starts from the twelve o’clock position and the clock-
wise numbers represent increases in time. The time is shown on a circular axis
with each major section representing a day, with 24 cells encoding 24 hours. Our
fingerprint design can be separated into different ring sectors to display different
days’ historical information.

4 Visual Analytics Procedure

In this section we present our visual analysis procedure and describe the details
of our method. Our approach is designed to help transform the spatial temporal
and highly dimensional trajectory data into more intuitive visual cues including
size, shape, and color in order to take the full power of human analysts. Hence
our visual approach presents the statistics information of multiple regions and
provides visual cues to the user about areas possible patterns exist. The whole
method can show the spatial temporal changes by presenting the instant values
and historical data showing the evolution over a long time period. Fig.3 shows
the flowchart of our framework.
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Fig. 2. The visual fingerprinting design. It uses a ring-map-based radial layout design to
help explore historical statistical information. It can use different color encoding scheme
to represent density or speed. And the ring sectors around the fingerprint show the value
of different time periods of the day. Ring Each ring on the fingerprint represents one
day. Sectors Each sector inside a ring represents one hour, with increases in time by
the hour as the angle increases, and time increasing by days as the radius increases.
The time of a region’s behavior is displayed on each fingerprint’s ring circle like a
clock to encode a 24-hour distribution. Color The color of the bar chart is an intuitive
design based on color harmony rule. For e.g. we design the speed scale from green
(high) to red (low), which is based on the color coding of traffic light signaling. Size
The fingerprint’s size shows the total number of taxis passing through a selected area.
For each fingerprint, we adopt a distortion method to allocate more display space to
the inner sectors for better presentation.

Fig. 3. The analytics workflow. The analytics uses preprocessed vehicle GPS data as
input and has three major steps: fingerprinting the whole dataset for overview, spatial
analysis, and temporal analysis. The initial fingerprinting displays the whole spatial
temporal distribution and then users can look at the ring-map-based radial layout
design to discover historical data. There are two different types of display including
trajectory style and heatmap style. Users can further analyze interesting locations’
temporal features by zooming in to explore visualized fingerprints. After completion,
users can query or recheck the raw data to inspect their findings.
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(1)Fingerprinting the whole dataset: Overview The most natural way to
represent the correlation for each region is to use a geographical map with visual
items displaying the statistical information of each region. We first fingerprint
the whole dataset to display the overall statistics information of all the important
places in the city, suggesting some interesting locations for further exploration.
The fingerprints’ visualization displays selected segments by filtering both their
geographical and statistical information allowing users to analyze the temporal
changes to the traffic situation over the segments, and the change to the spatial
situation (inside the road network) over time.
(2)Spatial Analysis: Distribution Exploration Users first start from
overview just after the whole dataset fingerprinting. After the movement data
are loaded onto our framework to be analyzed, an overview of the traffic flow and
the statistical information are displayed. Users are free to explore any interesting
areas and check any generated fingerprints for details. After that, users can se-
lect some interesting segments for further investigation. The aggregation of taxi
spatial, temporal, or multidimensional information can be used to compute the
hotness of each region and then a map about the features’ spatial distribution
can be generated. Users can easily compare the evolving data on the map to
check the temporal evolution in different regions.
(3)Temporal Analysis: Evolution Exploration When interesting regions
are selected, visual fingerprints that represent associated information such as
the speed, time, and number of passing taxis can be further explored. All views
support user interactions for further exploration. Then we need to display the
data distribution of passing taxis over a selected 24 hour time period. The hourly
distribution will be colored according to the defined color map and can reveal
selected attributer’s correlation with the traffic. Hence we can analyze the local
temporal attributes’ changes and discover the evolution throughout each spatial
region by comparing different fingerprints.
(4)Detail Record Analysis After everything is completed, users can query or
recheck the raw data to examine their findings.

5 Experiment Results

The experiments are conducted on an Intel(R) Core(TM) 2 2.13GHz PC with
1GB RAM and an NVIDIA Geforce 7900 GS GPU with 256MB RAM. The data
are first sanitized and aggregate values are computed during the preprocessing.
The preprocessing dealing with the data of thousands of taxis in nine months
took about six hours. After that, the VF approach supports interactive query,
real-time visual displays and user interactions.

5.1 Case 1: Hotspot Exploration

Validation. For testing our design, we used a dataset where certain spatial and
temporal patterns were previously expected. We first used grid computing for
hot spot detection by rasterizing the background map into pixels. Then we com-
puted the total number of taxis for each pixel, and after that we used the heat
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map to reveal the hotness of pixels throughout the 2D map of the city. Fig. 3
also showed the background of the heat map with the red areas representing re-
gions of a high density of customers being picked up/dropped off by taxis while
white areas represented regions of relatively low density. Users can use the heat
map to choose some interesting regions for further analysis. As shown on the
upper side of Fig. 4 (a) we found a rather hot spot of a dark red color, so we
checked our visual fingerprints and found that they had revealed this hot spot’s
major temporal changes over the week. We can clearly see the upper part of
the fingerprints is dark red while the rest is blue. It revealed that this region
had a group of taxis arriving at midnight and leaving the following morning. We
checked the map with our domain knowledge and found this place has a high
probability of being a terminus where drivers change over or just go to rest. The
results clearly showed that our visual fingerprint design can predict spatial and
temporal patterns.

Fig. 4. Hot spot exploration by visual fingerprint. We selected the heatmap traffic
display and applied the region fingerprinting view on taxi density to explore hot spots
in the city. We then found that similar-colored hot spots may have different data
distributions.
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Application. In this part, we used fingerprinting to explore a hot spot identified
from heatmap-style fingerprinting results (Fig. 4) (b). We found that similar-
colored hot spots may have different data distributions. In this case, we fin-
gerprinted the whole city within one week for all 65,836 roads with all three
attributes (vehicle id, average speed, and picking-up/dropping-off id). In order
to explore the hot spots that were identified by a dense color we drew the related
region-scale level fingerprinting results (see Fig. 2). From Fig. 2, we found that
taxis with high mobility can be considered as sensors traveling around the city,
which visually back up the assumptions in [22]. The average speed fingerprinting
results (Fig. 3) depicted the skeleton of the city’s major road network. While
this was interesting we can also see that it visually supported the assumptions in
[15]], where they employed vehicles as sensors using their instant speed to sense
the vicinity of vehicle congestion. They assumed the reported speeds are accu-
rate because they are obtained directly from the speedometers installed in the
taxis and sudden changes in speed are rare. Taxi pick-up/drop-off fingerprinting
results were a surprise since they were different from traditional heatmap figures.
As shown in Fig.4, the advantages of our method over traditional heatmaps were
clearly revealed and showed the results of hot spot exploration. We found the
results are out of our expectations, especially when comparing the fingerprint
at the top with the one in the center. Even though they were of similar heat
the fingerprinting results revealed different behaviors. According to the colors of
the rings, we found taxi pick-up/drop-off distribution varied in different regions
over different time periods if the colors are uneven, while in the center of the
city they were almost the same when the colors were smooth.

An integrative approach was employed in [4] by combining self-organizing map
(SOM) with a set of interactive visualization tools. They put both feature and
index images separately into SOM matrix cells to give a combined representa-
tion of the spatial, temporal, and attributive (thematic) components of the data.
Another data aggregation approach used the predefined areas in [3]. It applied
pixel-based visualization to show the aggregated temporal changes to each grid
in the Milan map and the spatial evolution of local temporal variables is clearly
visible. In our framework we can choose to present the attributes in a more flex-
ible way and utilize the spiral layout to better explore temporal patterns like
periodic events.

5.2 Case 2: Abnormal Detection in Trajectory

Validation. An obvious spatial pattern that can be expected in the distribu-
tion of the local temporal variations is that the traffic on the major roads differs
from that in the city center (revealed in Fig. 3). To detect such patterns, we
had compared the temporal variations in each selected segment with the help of
visual fingerprinting on trajectories. As shown in Fig. 5 (a), we visualized the
pick-up/drop-off fingerprints for hot spots from the heat map exploration result
(dark red spot at the top of (Fig. 4 (a)). The pick-up/drop-off behavior finger-
prints were all colored a similar blue around the discovered spot which means
this spot had nearly no pick-ups/drop-offs during the week in Fig. 5 (b). This is
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just as we expected since our domain knowledge told us this place might be a
taxi terminal for drivers, so there might not be any customers there. However,
we can also see some nearby places are clearly affected by this spot.

Application. We want to detect any abnormal patterns from the traffic data by
using our fingerprint design to identify the details. We started with our region-
scale fingerprint with density map (Fig. 2). Here we use speed as the variable
visualized as a density style map to explore the patterns. Speed, viewed as a
dynamic vehicle indicator is very unique, which gives us a multitude of other
information, such as spatial information, temporal information or the behaviors
of the vehicles. We discovered and checked some abnormal spots from the pick-
up/drop-off behavior fingerprints with trajectory map Fig.6 (a). We can easily

Fig. 5. Expected abnormal pattern detection. We have evaluated our taxi terminal
finding in case one where the spot had many taxis arrive around midnight but no
pick-ups/drop-offs in the close vicinity.
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Fig. 6. Abnormal Data Detection and Identification. We identified an abnormal pattern
where a rather small region had a dramatic number of pick-ups/drop-offs over a week.
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see a place with two fingerprints comprising many red dots indicating a heavy
pick-up/drop-off area.

So we had found an abnormal spot with a dramatic number of pick-ups/drop-
offs in a rather small area, of about two regions,over a week. We thought it
interesting and visualized its vehicular density and the average speed by finger-
printing and filtering. The density, depicted in blue,told us that very few vehicles
frequented the area. The average speed told us these taxis traveled at a very low
speed or were static. This did not seem possible so we rechecked the original
data, to find the movement could be attributed to one single taxi. The records
showed that the driver shifted several times in one hour between the two roads,
therefore some peaks formed in the data since the records were affected by the
rather stable average speed (11km/h). We also checked the driver’s history data
as his mobility was high and we picked a specific hour to check whether the taxi
appeared in two places simultaneously. Here we applied our vehicle fingerprint-
ing technique to better reveal the result. We found he appeared in at least three
different places, therefore it turned out these peaks were definitely hidden errors.
A spiral layout can make periodic data trends easily apparent when the correct
period is chosen. In [23] the authors emphasized activity and cyclic time as dom-
inant issues in its representation and it was designed to explore patterns from
the timeliness of movement, availability and events. Its visual component struc-
ture is similar to our road fingerprint design. However, our framework is focused
on providing different hierarchical levels of temporal attribute exploration over
a single road segment. It can be easily scaled to reveal a one-month pattern of
the selected segment, and simultaneously provide visual analytics from multiple
aspects of visualizations of spatial, temporal and multi-dimensional perspectives
that are linked together.

6 Conclusions

In this paper we have presented a novel visual mining method and a set of visu-
alization techniques for large-scale spatio-temporal data analysis. Our methods
allow users to explore temporal attributes in the spatio-temporal trajectory data
while keeping the layout of their spatial distribution. A sophisticated radial visu-
alization is designed to analyze the frequent and periodic patterns in trajectory
data. The approach can visualize multiple attributes chosen by users in one dis-
play. It has good scalability and can explore temporal evolutions at a large-scale
spatial range. It can also be applied to the density-based methods or applications
to evaluate the density/cluster quality. We have utilized large scale real life data
to evaluate our method and provide two case studies with interesting findings.
In future, we will investigate other effective methods to handle the scalability
problem. We plan to add a region separation and design a node projection algo-
rithm to put nodes in better positions in the map.
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Abstract. A diversified stock portfolio can reduce investment losses in
the stock market. Matrix factorization is applied to extract underlying
trends and group stocks into families based on their association with
these trends. A variant of nonnegative matrix factorization SSMF is de-
rived after incorporating sum-to-one and smoothness constraints. Two
numeric measures are introduced for an evaluation of the trend extrac-
tion. Experimental analysis of historical prices of US blue chip stocks
shows that SSMF generates more disjointed trends than agglomerative
clustering and the sum-to-one constraint influences trend deviation more
significantly than the smoothness constraint. The knowledge gained from
the factorization can contribute to our understanding of stock properties
as well as asset allocations in portfolio construction.

Keywords: portfolio construction, matrix factorization, trend extrac-
tion, clustering.

1 Introduction

Building a diversified stock portfolio is one investment strategy for risk manage-
ment in the stock market. The overall investment risk is controlled by allocating
asset portions in a portfolio. One of the most common classifications breaks the
stock market into 11 classic sectors according to the primary activities, the prod-
ucts or services of a company (such as basic materials, technology, health care,
services, utilities, consumer staples and Financial etc.). A trivial way to manage
the risks of investment is to distribute assets evenly into groupings/sectors based
on their business types. As we know, stock return prices are sensitive to unex-
pected or expected changes inside and outside of the market and are therefore
highly volatile. It has been generally realized that stocks of the same sector may
not have similar volatility and exhibit similar behavior in the market. So even
though this sector-based strategy is simple enough to perform, the portfolio will
not promise an optimal allocation for maximizing the return of investment.

Academics and practitioners of assets management have studied the predic-
tion of stock market volatility in order to avoid huge investment losses. The
obstacle in stock modeling and forecasting lies in our inability to discover the
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true data generating process [1]. One research direction of financial data analy-
sis is an understanding of the underlying dynamics and reconstruction of stock
returns. Principle component analysis (PCA) relies on the assumption of linear
factors. PCA finds uncorrelated directions and gives projections of the data in
the direction of the maximum variance. Independent component analysis (ICA)
finds independently nonlinear factors. Andrew D. Back [3] applied joint approx-
imate diagonalization of eigenmatrices algorithm to extract ICs as well as the
mixing process. [3] showed ICA reconstructs the stock prices better than PCA
for three-year daily returns of 28 Japanese stocks.

Besides ICA and PCA, clustering of stocks attracts a large amount of re-
search of financial analysis. Non-parametric methods represent an optimal strat-
egy when no prior knowledge of clusters is available. These methods make few
assumptions about the structure of the data. They employ local criteria for re-
constructing the clusters, e.g. by searching for high density regions in the data
space. Moreover, as the number of clusters is not selected a priori, they are par-
ticularly suited when a hierarchical structure, rather than a fixed partition, of
the data should be obtained. The hierarchical structure is the case with stock
dynamics and portfolio optimization strategies [2]. Examples of non-parametric
methods include the linkage (agglomerative) algorithms, whose output is a den-
drogram displaying the full hierarchy of the clustering solutions at different scales
either with a cutoff value of inconsistency or a specified number of the clusters.
A chaotic map clustering algorithm [2] is used to analyze in pairwise the Dow
Jones index companies in order to obtain a hierarchy of classes upon correlation
coefficients between time series.

We assume that individual stock prices are actually determined by the fluc-
tuations of several hidden components. The behavior of stocks observed in the
complex stock market represents the integrated result of these key but unknown
factors which we call latent bases. Then a reasonable assumption is: If stocks
are affected in the same way by the same factors, they may act similarly in
the market. Hence, if we could extract these latent bases and group stocks into
families based on their association with these bases, we can leverage this group-
ing knowledge to analyze stock properties and assist in portfolio construction.
There are a few articles about using nonnegative matrix factorization (NMF)
[5,4] in the analysis of stock data. Drakakis examined constrained NMF with
real stock data and found a tradeoff exists between noise removal of trends and
sparsity of weight matrix [7]. A variant, semi-NMF, was applied in [8] with spar-
sity constraint to decompose a set of simulated stocks. In these works, there is
no numeric measure to evaluate the extracted trends.

In this paper, we focus on trend extraction of stock data. We are concerned
with methods based on nonnegative matrix factorization (NMF) for the analysis
of historical prices of US blue chip stocks 1. The problem we are interested
in and discuss in this paper can be defined as follows: Suppose there are n
stocks S1, S2, . . . , Sn; each stock Si is stored as a row vector whose entries are

1 Blue chip stock is qualified as a high-quality and usually high-priced stock. It has
high price because of public confidence in company’s long record of steady earnings.
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m stock prices at uniformly distributed time intervals, i.e., daily or monthly
prices. Assume there are K latent bases, W1,W2, . . . ,WK ; each basis is a row
vector of size m. We attempt to uncover these underlying factors and express
each stock Si as an aggregate of these bases with certain influences.

S1 = h11W1 + h12W2 + . . .+ h1kWk + . . .+ h1KWK +N1

S2 = h21W1 + h22W2 + . . .+ h2kWk + . . .+ h2KWK +N2

...
...

Si = hi1W1 + hi2W2 + . . .+ hikWk + . . .+ hiKWK +Ni

...
...

Sn = hn1W1 + hn2W2 + . . .+ hnkWk + . . .+ hnKWK +Nn

(1)

The general formula for the ith stock Si is

Si =

K∑
k=1

hikWk +Ni, (2)

where hik is a nonnegative real number and indicates to which degree the stock
i is associated with the basis Wk. Ni is an observation noise vector. When using
the sum of the product of hik and Wk over K bases to approximate Si, Ni can
be seen as the approximation error. When n stocks are considered, stack Si into
a data matrix S ∈ Rn×m

+ and a matrix notation is appropriate to express all
stocks as

S+ = H+W± +N, (3)

where H ∈ Rn×K
+ , W ∈ RK×m

± and N ∈ Rn×m
± . S is known in prior. Observably,

(3) would be the classical NMF if enforcing a nonnegative constraint in W. In
this paper, we introduce a sum-to-one property to H. A constrained NMF is
derived to compute two matrices H (weight matrix) and W (trend matrix) for a
given S andK. H can be used to partition stocks into K clusters. We specifically
investigate the impact of these constraints in real stock return data. Two numeric
measures are introduced to evaluate distance and deviation between trends.

2 Constrained Matrix Factorization: SSMF

Classical NMF interprets an object as an additive combination of latent bases.
All elements in NMF are nonnegative. For the stock market, the signs of the
basis vectorsW is not restricted as shown in (2). Two constraints are introduced
into objective functions. Below we describe these constraints and derive update
formulas for H and W.

2.1 Constraints

Smooth Solution. Smoothness constraint is often enforced to regularize the
computed solutions in the presence of noise in the data. In order to enforce
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smoothness in W, the Frobenius norm penalizes the solutions of large Frobenius
norm, thus we set

J1(W) = ‖W‖F =

K∑
k=1

m∑
j=1

w2
kj = tr(WWT ). (4)

tr denotes the trace of a square matrix.

Sum-to-One Constraint. Since the unconstrained NMF gives a linear additive
combination of underlying components, rows of H are used to determine weights
of the components in each observed object. For a hard clustering, the most
dominant component of an object is indicated by the index of the largest element
in its corresponding weight vector in H. When an additive structure is needed
to disclose the contributions of all of the components, we can enforce that all of
the elements in each row of H sum to one [6]. This property can be written as
a penalty term in the form

J2(H) = ‖He1 − e2‖2F , (5)

where e1 and e2 are column vectors with all entries being 1. This penalty term
J2 will compute a H which approximates to a stochastic vector.

2.2 Updating Algorithm

Now we derive updating rules for a constrained NMF. Multiplicative rules (de-
scribed in [5]) are used here to form two update rules for H and W. If using L1

norm for a sparser H, the optimization problem for (2) becomes

min
H∈R

n×K
+ ,W∈R

K×m
±

F = {αQ + γJ1 + λJ2},

Q = ‖S − HW‖2F ,
J1 = ‖W‖F ,

J2 = ‖He1 − e2‖2F .

(6)

α, γ and λ are regularization parameters to balance the trade-off between the
approximation error and the application-dependent restrictions. Now we derive
update rules to solve (6), based on an alternating gradient descent mechanism
and multiplicative update rules. Take derivatives of Q, J1 and J2 with respect
to H and W,

∂F
∂W = −2αHTS + 2αHTHW+ 2γW
∂F
∂H = −2αSWT + 2αHWWT + 2λHe1e

T
1 − 2λe2e

T
1 .

(7)

For some starting matrices H(0) and W(0), let α = 1, the sequence {H(t)} and

{W(t)} are computed by means of the formulas
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h
(t)
ik = h

(t−1)
ik

[
SWT

]
ik
+ λ[

H(t−1)WWT
]
ik
+ λ
[
H(t−1)e1eT1

]
ik

(8)

w
(t)
kj = w

(t−1)
kj

[
HTS

]
kj

− γw
(t−1)
kj[

HTHW(t−1)
]
kj

. (9)

At each iteration, W is normalized. The minus operation in the numerator of (9)
may produce negative values. In the classical NMF, a very small value is used to
replace any negative results from this minus operation at each iteration. Here,
we don’t enforce this property because negative entries in W are allowed in the
application of stock data analysis. By adjusting two regularization parameters
ranging from 0 to 1, we have flexibility of applying these additional constraints
with different weights in the optimization. The matrix factorization defined by
(8) and (9) is denoted as SSMF.

2.3 Evaluation Measures

In fact, two stocks with different volatilities may have the same expected return,
but the one with higher volatility will have larger swings in values over a given
period of time, which represents a higher risk. In order to balance the overall
investment risk, a stock portfolio should be diversified so as to be comprised of
stocks from most stock families of different volatilities. A good partition should
maximize the volatility difference between clusters and minimize the intra cluster
difference of volatility. The latent trends should be found deviated from each
other as much as possible.

Trend Evaluation. For a quantitative evaluation, we introduce two measures,
Frobenius norm (or Euclidean distance) and J-divergence, to compare distance
and deviation between trend x and y. Frobenius norm defines an ordinary dis-
tance between two vectors as (

∑
(xi − yi)

2)
1
2 . J-divergence is a symmetric and

nonnegative metric based on Kullback-Leiber divergence D(P ||Q). J-divergence
measures the degree of mutual deviation of two probability distributions P and
Q. J-divergence, J(P ||Q) is computed as the sum of D(P ||Q) and D(Q||P ),

where D(P ||Q) = EP (x)[
P (x)
Q(y) ] and EP (x)[.] denotes the expected value with re-

spect to the probability distribution of x. J(P ||Q) becomes 0 if P (x) = Q(x).

Clustering Evaluation. The clustering is evaluated by Silhouette value. The
Silhouette validation method, first described by Peter J. Rousseeuw in 1987 [9],
provides a succinct graphical representation of howwell each data point lies within
its cluster.The silhouette value of a datapoint is ameasure ofhowsimilar thatpoint
is to points in its own cluster compared to points in other clusters. The value ranges

from−1 to 1 and is defined inmatlab code as: s(i) = min{b(i,:),2}−a(i)
max{a(i),min{b(i,:)}} where a(i)



Stock Trend Extraction via Matrix Factorization 521

is the average distance from the ith point to the other points in its cluster, and
b(i, k) is the average distance from the ith point to points in another cluster
k. An s(i) close to one means that the data point i is appropriately clustered.
The average s(i) over the entire dataset is a measure of how appropriately the
dataset has been clustered.

3 Experimental Results

This group of experiments are carried out on stock data from the Center for
Research in Security Prices(CRSP). This real dataset consists of 25 blue chip
stocks, each of which contains 120 historic monthly returns over 10 years from
2001 until 2010. The dataset is plotted and the stock tickets are listed in Figure
1. We also use integers 1 through 25 to label these stocks. We take logarithm
and normalize the data columnwise as each element value is in the range of [0, 1].

Each SSMF run uses random H(0) and W(0). Each run iterates 900 times. At
each iteration, each row of W is normalized as ‖Wk‖2 = 1.

The natural number of trends is definitely unknown for this real dataset.
In this preliminary work, since we only focus on solutions which give better
disjointness of latent trends, we don’t investigate estimation of the number of
trends K. We simply presume 2 and 3 for our experiments in order to identify
straightforward patterns between parameters and trends.
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Month
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et
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Fig. 1. 10-year monthly returns of 25 US stocks from 2001 until 2010. The stock tickers
are MSFT, AA, AXP, BA, BAC, C, CAT, DD, DIS, GE, HD, IBM, INTC, JNJ, JPM,
KO, MCD, MMM, MRK, PFE, PG, UTX, VZ, VMT, XOM.

3.1 A Visual Comparison of Trend Extraction

We compare trends from SSMF with centroids from hierarchical clustering using
the ward linkage algorithm. A non-parametric agglomerative method, hierarchi-
cal clustering, is used to generate dendrograms of stock linkages, shown in Figure
2. The ward linkage appears more appropriate for this stock data than the cen-
troid linkage algorithm since the latter has downward connections and produces
a non-monotonic cluster tree.
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Four sets of results are plotted in Figure 3. Frobenius norm and J-divergence
are recorded in Table 1. Obviously, the trends from SSMF are more volatile than
those from agglomerative clustering through pairwise linkages. Even though the
agglomerative method produces components that have a larger Frobenius norm,
two components, as shown in the top left plot of Figure 3, have very similar
time-varying behavior. Not strictly speaking, given this partition, stock returns
in these two clusters will react in the similar way to changes in the market.
Conversely, two trends from SSMF show opposite oscillations. A portfolio will
be well risk-balanced if it consists of stocks from both groups.

Table 1. Measures of four sets of trends in Figure 3

Method Frobenius norm J-divergence

Ward linkage 4.3375 3.7760
SSMF(γ = 0, λ = 0) 0.9516 3.7166
SSMF(γ = 0, λ = 0.12) 0.6981 4.0371
SSMF(γ = 0.5, λ = 0.12) 0.6923 4.1218
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Fig. 2. Two dendrograms of 25 stocks using Euclidean distance. The left dendrogram
uses Ward linkage algorithm. The right one uses Centroid algorithm.

3.2 Individual and Combinative Effects of Smoothness and
Sum-to-One Constraints

Here we explore the effect of imposing the sum-to-one of H by λ and compare
results from experiments without and with applying the smoothness of W by γ.
Consider the case of grouping stocks into two clusters,i.e.,K = 2, run SSMF with
varying smoothness parameter γ and sum-to-one parameter λ. γ ∈ [0, 1] with a
step size of 0.1 and λ ∈ [0, 1] that has a step size of 0.01. One inherent feature
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Fig. 3. Four sets of extracted trends. The top left plot shows two centroids using
hierarchical clustering. The other three plots show trends from SSMF after imposing
a different level of the smoothness and the sum-to-one constraints.

of the SSMF is non-uniqueness of solutions even with exactly the same starting
matrices. Therefore, for each value pair of (γ, λ), we run SSMF 20 times and
compute the average overall Silhouette value, the average Euclidean distance
between two bases, and the average J-divergence. The results are plotted in
Figure 4. Figure 5 amplifies the part of the upper three plots in Figure 4 where
λ ∈ [0, 0.1] .

Figures 4 and 5 reveal the following aspects:

– The sum-to-one constraint of H (by λ) governs Frobenius norm and J-
divergence of two bases. This provides coarse adjustment, while the smooth-
ness of W brings a slight refinement to the bases.

– The introduction of the sum-to-one constraint decreases Frobenius norm of
two bases.

– If λ ∈ [0, 0.1], increment of λ contrarily affects the Frobenius norm and J-
divergence. Two bases become more disjointed in the sense of diversity of
probability distributions, while Frobenius norm decreases between two bases
as a result of less numeric differences in each element pair of two bases.

We also visualize the average overall Silhouette value and the average Frobenius
norm of two bases in Figure 6. The left colormap of Figure 6 indicates that
concurrently increasing weights of both constraints in the objective function
will move two bases closer to each other in the sense of Frobenius norm. This
makes sense if assuming more random noise, which is introduced into data due
to external market fluctuations, is removed. Moreover, the colormaps illustrate
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Fig. 4. The effect of the sum-to-one property of H by λ. The upper three plots show
the change of three measures (from left to right, average overall Silhouette value, the
average Euclidean distance between two bases, and the average J-divergence) with
respect to the sum-to-one property of H by λ, λ ∈ [0, 1] that has a step size of 0.01.
The lower three figures show the results after applying two constraints together, the
sum-to-one and the smoothness. Each figure on the bottom contains 11 plots, each of
which corresponds to a specific value pair (γ, λ). γ varies from 0 to 1. K in SSMF is 2.
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Fig. 5. The plots of three measures (from left to right, average overall Silhouette value,
the average Euclidean distance between two bases, and the average J-divergence) with
respect to the sum-to-one property of H by λ, λ ∈ [0, 0.1] with a step size of 0.01.
γ = 0 and K in SSMF is 2.
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Fig. 6. Two colormaps of Frobenius norm (‖W1 −W2‖F ) (on the left) and average
overall Silhouette value s(i) (on the right) with respect to γ and λ. K = 2.
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that this dataset is more sensitive to the sum-to-one constraint of H (tuned by
λ) than to the smoothness of W(tuned by γ).

The colormap of s(i) is very interesting because it is quite observable that a
particular value of λ = 0.05 straightly splits s(i) into two areas. When λ > 0.05,
regardless of γ, the clustering quality sharply deteriorates. In the area where
λ ∈ [0, 0.05], s(i) is positive. For a γ between 0 and 0.4, the best s(i) is achieved
at λ = 0.02. For a γ between 0.5 and 1 (that means W tends to be smoother
than solutions solved using a γ ∈ [0, 0.4]), the best s(i) is achieved at λ = 0.01.

4 Summary

We derived and tested SSMF, a variant of nonnegative matrix factorization after
enforcing two properties, the smoothness of trend matrix W and the rowwise
sum-to-one of weight matrixH. Interestingly, the sum-to-one restriction enforced
on the weight matrix has stronger influence than the smoothness of the trend
matrix. Moreover, the sum-to-one property has some encouraging impact on
separating two trends in the sense of J-divergence. Two trends extracted from
SSMF in the experiments display opposite oscillations, which implies that the
stocks may respond differently to changes in the market if their most associated
trends are different. We can apply the clustering results from the factorization
to allocate assets so as to construct a well risk-balanced and diversified portfolio.
In addition, the smoothness of W has no evident influence on the overall s(i).
Also, the concurrent increase of sum-to-one and smoothness constraints will
deteriorate clustering, which means these constraints should not be over weighted
beyond a certain degree compared to the basic approximation error between S
and HW. Some further work is planned to incorporate the trend disjointness
into the objective function of the factorization in order to compute a solution
which has a specified level of trend discrepancy.
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Abstract. The stock price forecasting has always been considered as a difficult 
problem in time series prediction. Mass of financial Internet information play 
an important role in the financial markets,information sentiment is an important 
indicator reflecting the ideas and emotions of investors and traders. Most of the 
existing research use the stock's historical price and technical indicators to pre-
dict future price trends of the stock without taking the impact of financial  
information into account. In this paper, we further explore the relationship  
between the Internet financial information and financial markets,including the 
relations between the Internet financial information content, Internet financial 
information sentimental value and stock price. We collect the news of three 
stocks in the Chinese stock market in the GEMin a few large portals, use the 
text sentiment analysis algorithm to calculate the sentimental value of the cor-
responding Internet financial information, combined with the stock price data, 
implantSupport Vector Machines to analyzes and forecasts on the stock price, 
the accuracy of the prediction of stock priceshas been improved. 

Keywords: Text sentiment analysis, SVM, Stock price prediction. 

1 Introduction 

The financial market has always been a research hotspot, and stock price forecasting 
has been considered the most difficult challenges in the time series prediction. Stock 
price time series are data intensive, noisy, dynamic, unstructured, and have a high 
degree of uncertainty [1]. Stock price time series is more like a random walk curve 
[2], using the traditional statistical methods to predict stock price changes has been 
proven to be very difficult. 

With the rapid development of communication technology and the Internet, people 
can access to the stock news and reviewsthrough the Internet anytime, anywhere. 
Although the Internet is just one of the channels for an investor to access the financial 
information, and often overlap with newspapers, television and other media, but In-
ternet information is more quickly andcomprehensive,it could cover other channels, 
financial Internet information play an important role in the financial markets. 

Most of financial information is unstructured text, the main forms are financial 
news on the major portals, financial analyst's comments, national policies and an-
nouncements, and the online community discussion. According to the efficient market 
hypothesis, the financial information has an important impact on the financial market 
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volatility. The information has two dimensionscharacteristics: information volume 
and information sentiment, the information sentiment analysis has become an impor-
tant topic of natural language processing and machine intelligence field. 

In the financial markets, information sentiment is an important indicator reflecting 
the opinions and emotions of investors and traders. Financial information integrates a 
variety of factors in the market and affects the stock market participants’investment 
trading behavior to a large extent. The quantify effectiveness of the financial informa-
tion can be confirmed directly through financial model, combining with existing  
financial mathematical model. Previous studies have shown that Internet financial 
information volume and stock market volatility are closely related [3], [4], [5], [6].  

In this paper, we further explore the relationship between the Internet financial  
informationvolume, Internet financial information sentimental value and the stock 
price. We have three stocks in the Chinese stock market in the GEM as examples, the 
news of these three stocks in a few large portalshave been collected，then we use the 
text sentiment analysis algorithm to calculate the sentimental value of the correspond-
ing Internet financial information, combined with the stock price data, implant  
Support Vector Machines to analyzes and forecasts the stock price, the accuracy of 
the prediction of stock prices has been improved. 

2 Related Work 

2.1 Stock Price Forecasting 

The stock price forecasting can be divided into two branches, the industry and acade-
mia. Traditional industry is mainly based on fundamental analysis and technical  
analysis. Academics are mainly expanding the stock price forecasts from two aspects: 
statistical methods and machine learning method.Methods based on statistical are 
mainly using time series analysis methods, including linear regression prediction, 
polynomial regression prediction, ARMA modeling, GARCH modeling and so on. 
Methods based on machine learning often use non-linear prediction and intelligent 
learning, including the Grey Theory [7], Artificial Neural Networks [8], Support vec-
tor machine [9], Markov model, fuzzy network [11]and other. 

Methods based on machine learning can solve the noise data problem, learning 
nonlinear models efficiently, as the stock market is a typical nonlinear complex sys-
tem. In recent years, the neural network has been successfully applied to financial 
time series modeling from Stock Price Index [8], [12], to the option price [13]. Unlike 
the traditional statistical methods, neural networks are data-driven, does not require 
assumptions and parameters, nonlinear system can be well fitted [14], but the neural 
network optimization may fall into the Local optimum. The Support Vector Machine 
developed by Vapnik solve this problem successfully, because of the principle of 
structural risk optimal, SVM was able to reach the global optimum, and also over-
coming the over fitting problem, which making SVM improved a lot compared to 
ANN in stock price prediction [15], [16] ,[17]. 

With the development of machine learning methods, integrated forecasting me-
thods have got more and more attention. For example Md.Rafiul and Hassan applied 
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an integration of HMM, ANN, GA model to predict the stock market [18]. Bildirici 
and Erisn use ANN to restructure on GARCH model, and applied to the Turkish stock 
market in order to verify the validity of the hybrid model [19]. Wen use Box theory 
and SVM to build an automatic stock Decision Support System [20]. 

In machine learning, we focus on the input and output of the data collection. At 
present, for predicting stock prices, the input often includes a variety of macroeco-
nomic indicators, and stock historical transaction data. In this article, the Internet 
Financial News as another exogenous input is introduced into the prediction of stock 
price and thus to improve the prediction accuracy. 

2.2 Text Sentiment Analysis 

Text sentiment analysis, also known as Opinion Mining, we can acquire the opinion 
of the textthrough the analyzed information sentiment tendency. For example, by 
automatically analyzing the text content of the comments of a commodity, we can get 
the consumer’s attitudes and opinions of the goods. At present, the application of 
sentiment analysis mainly focused on: user comments analysis, decision-making, 
monitoring public opinion, and the information prediction. Text sentiment analysis is 
mainly from two aspects, sentimental knowledge-based approach and the method 
based on feature classification. The former use the existing sentiment dictionary or 
industry dictionary to calculate and obtain the polarity of the text;while the method 
based on feature classification use machine learning methods by selecting a large 
number of significant features to complete the classification task [21]. 

Present research are mainly use text sentiment analysis in merchandise online re-
views, including books, movies, stocks, and electronic products. Mainly use empirical 
analysis, explore how the sentimental trend of online reviews will affect consumers' 
purchasing behavior and how to affect the mechanism of the related product sales, 
and establish the theoretical model [22], [23], [24].Text sentiment analysis has also 
gradually attracted the attention of many Internet companies. Google has already 
applied text sentiment analysis into the search engine to provide users with more ef-
fective and versatile service. At the same time, the Internet video site YouTube also 
take text sentiment analysis into application in 2008, each user's comments are di-
vided into “Good Comment” and “Poor Comment”, allows users to glance on the 
previous attitude of the audience on the current video based on this statistics. 

Although the Internet text analysis has become the common interest of many re-
searchers, but the analysis specifically on the financial text are still rare. Devitt and 
other people use the of the Financial Review text sentimental polarity recognition, 
make predictions to future financial trends [25]. Das and Chen use linear regression 
method, find that the stock index and online stock analysis sentiment are significant 
positive correlation, but for a single company, this relationship is not established [6]. 
Antweiler and Frank discussed the relationship between the number of online stock 
analysis, stock analysis sentiment and stock trading volume, volatility and other indi-
cators, the significant correlation between some variables show that the influence of 
online stock analysis on the stock market [3]. Inthis paper, we apply the text senti-
ment analysis in individual company news and stock analysts, daily information  
volume and financial information sentimental valueare collected, then a machine 
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learning method is used to predict the ups and downs of the stock price. This study is 
very innovative and has a strong practical significance. 

3 Model and Method 

3.1 The Framework of the Method 

The framework of the overall project is depicted in Fig.1. with four components. The 
first component is the collection and computing of experimental information, includ-
ing the financial text information and stock price information; The second component 
is the experimental input data preprocessing, including transfer the input data into 
Libsvm data input format, establish training set and test set, and normalized all input 
values; The third one is group experiments, all three stocks are divided into four 
groups separately, conducted SVM training, training the model to predict stock prices, 
and tested on the test set; The fourth component is calculate the evaluation score of 
the metrics to measure the performance of the experiment results data . 

 

Fig. 1. The experiment framework 

3.2 The Calculation of Financial News Sentimental Value 

For the Internet text, external factors and internal factorsdetermine their na-
ture.External factors are like the number of text on a particular topic appeared on the 
Internet within a specified time, and internal factors describe the nature of a single 
text.For a single text,its nature depends on its content and intensity, content refers to 
the theme, time, style of the textand intensity refers to the impact factor of the text. 

The sentiment of financial text corresponds to the tendency of the attitude embo-
died in the text, i.e., bullish, bearish or neutral, and the financial text intensity reflects 
the influence of the text. High intensity of the text has a greater influence on financial 
markets, the low intensity of the text for the influence of the financial market is rela-
tively weak. A sentimental value that is calculated according to a financial text, then 
the positive and negative symbols of the value means bullish bearish or neutral, while 
the absolute value represent the intensity of the text. 
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In this experiment, we propose the text sentiment algorithm based on Hownetsen-
timent dictionary. Assume that the current Financial News p, first conduct the seg-
mentation tool to convert it into a sequence constituted by the word, that is, {w1, w2, 
w3, …wn}, the number of total words is n, on each one the wi(i=1, 2, 3,…n) to calcu-
late an sentimental value of vi, then the sentimental value of the entire Financial News 
p is the sum of all the words sentimental value.The FinancialNews sentimental algo-
rithm is as follows: 

Get the current word Wi, set the sentiment value Vi to 0 
if(Wi belongs to Positive Word List)  set Vi=1 
else if(Wi belongs to Negative Word List) set Vi=-1 
else output Vi=0 
if (Wi belongs to Positive Word List|| Wi belongs to 
Negative Word List){ 
get the K words before the current word Wi 
if(any word in K belongs to Privative Word List ) set Vi= 
-1 *Vi 
get M words before Wi and N words after Wi 
if(any word in M or N belongs to Degree Word List)  
set Vi=Vi* Degree 
output Vi 
} v V 
end  

In the experiment, we randomly selected three stocks in the Growth Enterprise Market 
in China Toread(300005) Hanwei Electronics (300007), Huayi Brothers (300027), 
Their size is moderate, and the company news amount is also more suitable for this 
experiment.We have a Financial News crawler to get Financial News data, which is 
supported by Internet Financial Intelligence Laboratory, School of Information, Ren-
min University of China. Fig.2.is a screenshot of stock financial news text, Fig.3.shows 
the news number of Huayi Brothers (300027) on the timeline.In the experiment, we 
use the news number of stocks to represent the relative volume of information that day. 

 

Fig. 2. The news store in database 
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Selected training samples in accordance with the training set: test set for the ratio 
of 4:5,to select 4/5 of all the data as a training set. As a result, Toread (300005) got 
training set of 296 groups, the test set of 370 groups, Hanwei Electronics (300007) 
got training set of 268 groups, 336 groups for test sets, Huayi Brothers (300027) got 
training set of 206 groups, and the test set 262 groups. 

3.5 Group Experiments 

Here we use the SVM regression function to exploit the relationship between  
financial news sentiments and stock prices of financial markets, takeLibsvm as the 
experimental tool. Libsvm is a simple, convenient, fast and efficient SVM pattern 
recognition and regression package, developed and designed by LinChih-Jen of  
Taiwan University. There are five different types The SVM, in this experiment, we 
choose epsilon-SVR to do support vector regression to predict the stock price. 

We designed four sets of three-day sliding window SVM prediction comparative 
experiment. Experiment 1: As shown in Table 1, use the stock price the data of pre-
vious three days to forecast the stock price of t+1. Experiment 2: based on Experiment 
1, add the corresponding daily number of stock news as the exogenous variables. 
Experiment 3: based on Experiment 1, add thecorresponding stock news sentimental 
value of the day. Experiment 4: addingcorresponding daily number of stock news and 
stock news sentimental value at the same time based on Experiment 1. 

Table 1. The input and out variables of the experiment 

Indicator Experiment 1 Experiment 2 Experiment 3 Experiment 4 

Input 
variables 

Pt-2 Pt-2 Vt-2 Pt-2 Wt-2 Pt-2 Vt-2 Wt-2 

Pt-1 Pt-1 Vt-1 Pt-1 Wt-1 Pt-1 Vt-1 Wt-1 

Pt Pt Vt Pt Wt Pt Vt Wt 

  
Vt+1 Wt+1 Vt+1 Wt+1 

Output 
variable 

Pt+1 Pt+1 Pt+1 Pt+1 

3.6 Calculate the Evaluation Score 

We use the following statistical indicators to evaluate the prediction results: mean 
square error (MSE), the standardized mean square error (NMSE), mean absolute error 
(MAE), multiple correlation coefficients (SCC), and the direction of symmetry (DS), 
weighted direction symmetry (WDS), correct upward trend (CP), and correct down-
ward trend (CD). 

The definition and calculation formula of the statistical indicators are shown in  
Table 2. MSE, NMSE and MAE is an indicator which measures the deviation be-
tween the true value and the predictive value, MSE, NMSE and MAE is smaller, the 
predictive value is more close to the true value. The closer the multiple correlation 
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coefficient SCC to 1, the better the forecast performance is, it can be used as an indi-
cator to test the total effect of the forecast. DS, CP and CD are the indicators to  
evaluate the accuracy of the direction forecast. DS represents the proportion of all 
correctly predict the direction of the point, totaling 100 for all direction of the points 
have been correctly predicted, CP indicates the correct upward predict proportion, CD 
the correct downward predict proportion. So: CP + CD ≤ DS ≤ 100. WDS is an indi-
cator which measures the magnitude and direction of the forecast bias. WDS punish 
the point of predicting the wrong direction, and reward the point of prediction in the 
right direction. If WDS is the smaller, the predicted direction accuracy is higher. 

Table 2. The definition and calculation formula of the statistical indicators 

Metrics  Calculation 
MSE MSE 1n y p  

SCC SCC n ∑ y p ∑ y ∑ pn ∑ p n ∑ p n ∑ y n ∑ y  

NMSE NMSE 1nδ y p , δ 1n 1 y y  

MAE MAE 1n |y p | 
DS  DS 100 ∑ dn , d 1, y y p p 00, otherwise  

WDS WDS ∑ d |y p |∑ d |y p | d 0, y y p p 01, otherwise  d ′ 1, y y p p 00, otherwise  

CP CP 100 ∑ dn , d 1, p p 0, y y p p 00, otherwise  

CD CD 100 ∑ dn ,d 1, p p 0, y y p p 00, otherwisey is the actual value, p  is the predicted value 

4 Analysis of the Experimental Results 

In the experiment, we used four kernel functions in SVM.With different kernel func-
tions, wealso adjust the parameters respectively to get a better result, as shown in the 
following tables.  
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Table 3. Results of Toread (300005) 

 Training data Test data 

Experiment 1 2 3 4 1 2 3 4 

MSE 0.0991 0.0759 0.0648 0.0603 0.0919 0.0761 0.2584 0.1261 

SCC 0.9871 0.9901 0.9916 0.9921 0.9868 0.9890 0.9638 0.9821 

MAE 0.2387 0.2205 0.2004 0.2252 0.2312 0.2184 0.2970 0.2726 

NMSE 0.0129 0.0099 0.0084 0.0078 0.0132 0.0109 0.0371 0.0181 

DS 65 67 71 72 63 65 68 69 

CP 34 34 39 37 31 32 36 34 

CD 31 32 32 35 31 33 32 34 

WDS 0.4387 0.4697 0.4256 0.3282 0.4455 0.4851 0.5243 0.4292 

Table 4. Results of Hanwei Electronics (300007) 

 Training data Test data 

Experiment 1 2 3 4 1 2 3 4 

MSE 0.4800 0.3896 0.3873 0.2732 0.4198 0.3588 0.3873 0.2825 

SCC 0.9553 0.9638 0.9644 0.9745 0.9614 0.9676 0.9644 0.9744 

MAE 0.5224 0.4787 0.4237 0.3850 0.4832 0.4540 0.4237 0.3971 

NMSE 0.0446 0.0362 0.0355 0.0254 0.0385 0.0329 0.0355 0.0259 

DS 65 68 68 73 64 66 68 70 

CP 35 36 36 39 34 34 36 37 

CD 29 32 31 33 29 32 31 33 

WDS 0.4300 0.4019 0.4210 0.3424 0.4439 0.4069 0.4210 0.4035 

Table 5. Results of Huayi Brothers (300027) 

 Training data Test data 

Experiment 1 2 3 4 1 2 3 4 

MSE 0.5661 0.5331 0.4345 0.2078 0.5066 0.4434 0.5301 0.4619 

SCC 0.9633 0.9652 0.9719 0.9866 0.9591 0.9642 0.9577 0.9634 

MAE 0.5596 0.5446 0.4746 0.3821 0.5314 0.5138 0.5049 0.4789 

NMSE 0.0367 0.0346 0.0281 0.0135 0.0408 0.0357 0.0427 0.0372 

DS 64 64 69 76 65 66 70 73 

CP 31 31 34 37 32 32 34 34 

CD 33 32 34 39 33 33 35 39 

WDS 0.5307 0.5290 0.4588 0.3360 0.4970 0.4926 0.4731 0.4282 
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Table 6. Results of the average of the three stock 

 Training data Test data 

Experiment 1 2 3 4 1 2 3 4 

MSE 0.3817 0.3329 0.2956 0.1804 0.3394 0.2928 0.3920 0.2902 

SCC 0.9685 0.9730 0.9760 0.9844 0.9691 0.9736 0.9620 0.9733 

MAE 0.4402 0.4146 0.3662 0.3308 0.4153 0.3954 0.4085 0.3829 

NMSE 0.0314 0.0269 0.0240 0.0156 0.0308 0.0265 0.0384 0.0271 

DS 64.6667 66.3333 69.3333 73.6667 64.0000 65.6667 68.6667 70.6667 

CP 33.3333 33.6667 36.3333 37.6667 32.3333 32.6667 35.3333 35.0000 

CD 31.0000 32.0000 32.3333 35.6667 31.0000 32.6667 32.6667 35.3333 

WDS 0.4664 0.4669 0.4351 0.3355 0.4621 0.4615 0.4728 0.4203 

The results data display the performance of the training set and test set in the four 
groups of experiments. With the increase and change in the input data, the evaluation 
index has more excellent performance, the accuracy of prediction has been gradually 
increasing, and this is more evident in the results of the training data set. 

Especially from Experiment 2 to Experiment 3, We can see in the experiments of 
each stock, the input data change from stock price P and information volume V to 
stock price P and information sentimental value W, the accuracy of the forecast of the 
price trends DS have been greatly improved, the mean value increased from 65.7% to 
68.7%, indicating that to some extent, compared to the financial information volume, 
financial information sentimental value is more helpful on stock price forecast. 

In each stock, experiment 4 are given the best results, indicating the forecast which 
add information volume and financial information sentimental value based on price is 
more comprehensive and more accurate. 

5 Discussion 

In this paper, we conduct experimental research on Support Vector Machines and 
apply our research to stock price forecasting. Setting historical stock price data, finan-
cial information volume and information sentimental value as key factors, we got 
ideal forecasting result by modeling training and forecasting，analyzed and compared 
the results. The results indicate that information sentimental value is more influential 
than information volume on stock price forecasting. Comparing to the experiment 
with one dimensional data, the result from the experiment with both information vo-
lume and information sentimental value is more accurate. 

The Internet financial information sentimental value is our major innovation on  
variable selection. It extends the training and forecasting model from the perspective 
of information, which not only uses data from the inside transaction, but also show 
the impact on the stock price of the outside events. The variation of variables  
will influence the predicted value. In our experiment, we optimized the accuracy of 
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forecasting by minimizing the mean-square error of stock price predicted value via 
limiting interval. 

Our paper improved the existing training and forecasting model. The learning abili-
ty of Support Vector Machines is to obtain information from data, by using time  
window, using more historical data to predict, it can carry more fully information. 
The result is better than other methods from the perspective of various predictive 
indicators. Thus, our experiment provides a more accurate stock price forecasting 
method for investors, which enable them manage investment and risk more efficiently 
in financial market. 

But there are also some limitations in this paper, the sentimental computing is the 
opinion analysis of online information. The information we use the still is mainly 
based on news, the trend now is Micro-blogging and other social media has become a 
generally accepted the opinions platform, use the sentimental value of portal news to 
represent the overall sentimental is not comprehensive enough. In order to get more 
effectively and accurately predict and analysis, we need to analyze finance-related 
government departments, companies, social media, financial experts and commenta-
tors, even the opinions of all shareholders in the future work. 

Acknowledgment. The work was supported by the Fundamental Research Funds for 
the Central Universities, and the Research Funds of Renmin University of China 
(11XNL010), and the Natural Science Foundation of China under grants70871001and 
71271211. 

References 

1. Yaser, S.A.M., Atiya, A.F.: Introduction to Financial Forecasting. J. Appl. Intell. 6, 205–
213 (1996) 

2. Malkiel, B.G.: A Random Walk Down Wall Street. W.W. Norton and Company Ltd., New 
York (1973) 

3. Werner, A., Murray, Z.F.: Is All That talk Just Noise? The Information Content of Internet 
Stock Message Boards. J. Fin. 59, 1259–1294 (2004) 

4. Liang, X.: Impacts of Internet Stock News on Stock Markets Based on Neural Networks. 
In: Wang, J., Liao, X.-F., Yi, Z. (eds.) ISNN 2005. LNCS, vol. 3497, pp. 897–903. Sprin-
ger, Heidelberg (2005) 

5. Liang, X.: Mining Associations betweenWeb Stock News Volumes and Stock Prices. J.Int. 
J. Syst. Sci. 37, 919–930 (2006) 

6. Sanjiv, R.D., Mike, Y.C.: Yahoo! For Amazon Sentiment Extraction from Small Talk on 
the Web. J. Mgt. Sci. 53, 1375–1388 (2007) 

7. Wang, Y.F.: Predicting Stock Price Using Fuzzy Grey Prediction System. J.Expert Syst. 
Appl. 22, 33–39 (2002) 

8. Kim, K.J., Han, I.: Genetic Algorithms Approach to Feature Discretization in Artificial 
Neural Networks for the Prediction of Stock Price Index. J. Expert Syst. Appl. 19, 125–132 
(2000) 

9. Cao, L.J., Tay, F.E.H.: Financial Forecasting Using Support Vector Machines. J. Neural 
Comput. Appl. 10, 184–192 (2001) 



538 R. Cao, X. Liang, and Z. Ni 

 

10. Hassan, M.R., Nath, B.: StockMarket Forecasting Using Hidden Markov Model: A New 
Approach. In: 5th International Conference on Intelligent Systems Design and Applica-
tions, pp. 192–196. IEEE Press, Australia (2005) 

11. Chang, P.C., Liu, C.H.: A TSK Type Fuzzy Rule based System for Stock Price Prediction. 
J. Expert Syst. Appl. 34, 135–144 (2008) 

12. Liao, Z., Wang, J.: Forecasting Model of Global Stock Index by Stochastic Time Effective 
Neural Network. J. Expert Syst. Appl. 37, 834–841 (2010) 

13. Liang, X., Zhang, H.S., Xiao, J.G., Chen, Y.: Improving Option Price Forecasts with 
Neural Networks and SupportVector Regressions. J. Neural Comput. Appl. 72, 3055–3065 
(2009) 

14. Haykin, S.: Neural Networks: A Comprehensive Foundation. Prentice-Hall International 
Inc., Englewood Cliffs (1999) 

15. Cao, L.J., Tay, F.E.H.: Support Vector Machine with Adaptive Parameters inFinancial 
Time Series Forecasting. J. IEEE Tran. on Neural Network 14, 1506–1518 (2003) 

16. Lee, M.C.: Using Support Vector Machine with a Hybrid Feature Selection Method to the 
Stock Trend Prediction. Expert Syst. Appl. 36, 10896–10904 (2009) 

17. Yeh, C.Y., Huang, C.W., Lee, S.J.: A Multiple-Kernel Support Vector Regression  
Approach for Stock MarketPrice Forecasting. J. Expert Syst. Appl. 38, 2177–2186 (2011) 

18. Hassan, M.R., Nath, B., Kirley, M.: AFusion Model of HMM, ANN and GA for Stock 
Market Forecasting. J. Expert Syst. Appl. 33, 171–180 (2007) 

19. Bildirici, M., Erisn, O.O.: Improving Forecasts of GARCH Family Models with the Artifi-
cial Neural Networks: An Application to the Daily Returns in Istanbul Stock Exchange. J. 
Expert Syst. Appl. 36, 7355–7362 (2009) 

20. Wen, Q.H., Yang, Z.H., Song, Y.X., Jia, P.F.: Automatic Stock Decision Support System 
Based on Box Theory and SVM Algorithm. J. Expert Syst. Appl. 37, 1015–1022 (2010) 

21. Zhao, Y.Y., Qin, B., Liu, T.: Sentiment Analysis. J. Softw. 21, 1834–1848 (2010) 
22. Chen, P.Y., Wu, S.Y., Yoon, J.S.: The Impact of Online Recommendations and Consumer 

Feedback on Sales. In: 25th International Conference on Information Systems, pp. 711–724. 
AIS, Washington (2004) 

23. Liu, Y.: Word of Mouth for Movie: Its Dynamics and Impact on Box Office Revenue. J. 
Marketing 70, 74–89 (2006) 

24. Ghose, A., Panagiotis, G.I.: Designing Novel Review Ranking Systems: Predicting the 
Usefulness and Impact of Reviews. In: 9th International Conference on Electronic Com-
merce, pp. 303–310. ACM, New York (2007) 

25. Devitt, A., Ahmad, K.: Sentiment Polarity Identification InFinancial News: A Cohesionba-
sedApproach. In: 45th Annual Meeting of the Association of Computational Linguistics, 
pp. 984–991. Association for Computational Linguistics, Prague (2007) 



S. Zhou, S. Zhang, and G. Karypis (Eds.): ADMA 2012, LNAI 7713, pp. 539–551, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Automated Web Data Mining Using Semantic Analysis 

Wenxiang Dou1 and Jinglu Hu 

1 Graduate School of Information, Product and Systems, Waseda University 
2-7 Hibikino, Wakamatsu, Kitakyushu-shi, Fukuoka, 808-0135, Japan 

william@ruri.waseda.jp, 
jinglu@waseda.jp 

Abstract. This paper presents an automated approach to extracting product data 
from commercial web pages. Our web mining method involves the following 
two phrases: First, it analyzes the data information located at the leaf node of 
DOM tree structure of the web page, generates the semantic information vector 
for other nodes of the DOM tree and find maximum repeat semantic vector pat-
tern. Second, it identifies the product data region and data records, builds a 
product object template by using semantic tree matching technique and uses it 
to extract all product data from the web page. The main contribution of this 
study is in developing a fully automated approach to extract product data from 
the commercial sites without any user’s assistance. Experiment results show 
that the proposed technique is highly effective. 

Keywords: Web data extraction, product data mining, Web mining. 

1 Introduction 

With the information time coming, more and more companies manage their business 
and services on the World Wide Web and thus these web sites have an explosive 
growth. Huge amounts of product have been displayed in respective commercial web 
sites using fixed templates. It has important meaning to extract these product data for 
offering valuable services such as comparative shopping and meta-search, etc.  

The early approaches use the information extraction technique called wrapper [1], 
which is a program that extracts data from web pages based on a priori knowledge of 
their format. The wrapper could either be generated by a human being (called  
programming wrapper) or learned from labeled data (called wrapper induction). Pro-
gramming wrapper needs users to find patterns manually from the HTML code to 
build a wrapper system. This is very labor intensive and time consuming. Systems 
that use this approach include RAPIER[2], Wargo[5], WICCAP[12], etc. The wrapper 
induction uses supervised learning to learn data extraction rules from a set of manual-
ly labeled examples. Example wrapper induction systems include Stalker[3], WL[6], 
etc. These wrapper construction systems actually output extraction rules from training 
examples provided by the designer of the wrapper. But, they have two major draw-
backs. Firstly, they require a previous knowledge of the data. Secondly, additional 
work might be required to adapt the wrapper when the source changes. 
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To overcome these problems, some automatic extraction techniques were devel-
oped to mine knowledge or data from web pages [7], [10]. Embley et al. [4] uses a set 
of heuristics and domain ontologies to automatically identify data record boundaries. 
But the method requires users to predefine a detailed object-relationship model. Zhai 
et al. [14] proposes an instance-based learning method, which performs extraction by 
comparing each new instance to be extracted with labeled instances. This approach 
also needs users to label pages when a new instance cannot be extracted. In [8], the 
system IEPAD is proposed to find patterns from the HTML tag string of a page, and 
then use the patterns to extract data items. However, the algorithm generates many 
spurious patterns. Users have to manually select the correct one for extraction. 

In [9], [11], [13], these automatic extraction techniques require multiple similar 
pages from the same site to generate a template and extract data. The typical system is 
RoadRunner [9], which infers union-free regular expressions from multiple pages 
with the same template. It is a limitation for our opnion: not all web sites can find 
several pages with the similar structure for every product. 

In this paper, we proposed a novel technique to perform automatic data extraction. 
There are three different features between our method and existing automatic 
extraction techniques: First, we just need a single page with lists of product data. But 
most existing methods require multiple pages. Second, our method is a fully automatic 
extraction technique without any human’s labor. Third, existing methods execute tag 
matching for finding repeated pattern based on whole page. There are two obstacles: 1) 
The navigator and advertisement bar also contain many repeated structures. It is a 
problem to accurately estimate which one is a correct repeated pattern for a page with 
the complex structure. 2) For similar pages of the same site, they have almost the same 
structure. The automatic extraction methods requiring multiple pages are prone to see a 
whole page as a data record. So, most existing approaches have a low accuracy. 
However, our method, firstly, extracts maximal repeated semantic information pattern 
from a page. Then, it searches the product data region and finds product data in this 
page by matching the extracted semantic pattern. Finally, it generates the correct 
repeated pattern from the found product data and uses it to extract all product data from 
the page. The maximal repeated semantic information pattern is more appropriate to 
identifying data region than the repeated tag pattern on commercial web pages because 
the product data with the rich semantic information assure the accuracy of the pattern. 
So, our method can avoid above two obstacles. Experiment results show that our 
system has higher accuracy than most existing automatic extraction methods. 

The remaining of the paper is organized as follows. Section 2 presents the overall 
procedure for extracting product data. Section 3 describes the algorithm for finding 
product data region and extracting product data. We present and analyze experimental 
results in Section 4. Section 6 concludes our study. 

2 Our Approach: Mining Produce Data on the Web Sites 

2.1 Product Data Representation Structure 

There are three typical representation structures for product data from the view of the 
page as shown in Fig. 1. However, on the DOM tree, these representations are written 
in HTML by using following two structures: single data region or multiple data  
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regions structure as shown in Fig. 2. In fact, the data region is one of the sub-trees of 
DOM tree and all product data are the child sub-trees of the data region. In here, we 
have to explain two definitions about product data region. 

 

Fig. 1. Typical representation of product data on the commercial web pages. (a) Tabular struc-
ture. (b) List structure. (c) Block structure. 

 

Fig. 2. HTML structure of product data on DOM tree. (a) Single data region structure. (b) Mul-
tiple data regions structure. 

Definition 1: Product data region is the minimum sub-tree which contains all product 
data sub-trees in the DOM tree of a pag and Np is the root node of the sub-tree. In Fig. 
2a, the Np node is the TABLE tag. But the TBODY tag is the Np node rather than the 
TABLE tag in Fig. 2b because the TABLE tag does not contain all product data. 

Definition 2: Direct product region is the sub-tree that contains product data sub-trees 
directly in the DOM tree of a pag and Nd is the root of the sub-tree. In Fig. 2a and Fig. 
2b, all the TABLE tags are the Nd node. The TBODY tag is not the Nd node because it 
does not contain product data sub-trees directly. 

So, the single data region structure means it just has a Np node and the Np node is also 
a Nd node as shown in Fig. 2a. The multiple data regions structure means it has a Np 
node and several Nd nodes, and the Np node is not a Nd node as shown in Fig. 2b. 

From our experiments, we found that the pages containing the tabular structure Fig. 
2a must be the single data region structure. Most pages containing the list structure 
Fig. 2b are the single data region structure. On the contrary, most pages containing the 
block structure Fig. 2c are the multiple data regions structure. These will be shown in 
Section 4. Some pages may contain combinations of the above structures, such as a 
block structure Fig. 2c embedded in an advertisement bar of a page with a list 
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structure Fig. 2b. It is difficult to mine all product data accurately from this page. 
Fortunately, most pages use only one type of representation. 

Therefore, our method will, firstly, find the Np node and then recognize the Nd node 
under the Np node. Finally, we generate the product object template by aligning the 
product data sub-trees under the Nd node and use the model to extract all product data 
from the page. The detailed steps will be described in next phase. 

2.2 Outline of Our Approach 

The important step for structured data extraction is to find the correct repeated pat-
tern. We proposed a novel and effective technique (PDM) to find the boundary of 
product data. It is based on the following two observations: 

1. Product data have the diverse contents such as image, price, title, description, etc. 
So, product data region has richer semantic information than any other regions 
which always have the monotone content on the page. For example, the navigator 
bar consists of links and the advertisement bar basically is dominated by images. 

2. Among the product data, their contents are similar. For example as shown in Fig. 
1, every phone product are decribed by the similar contents. The product data 
region contains many such content model about the product. Therefore, the 
repeated rich content informationis almost unique in most commercial web pages. 

Based on the above observations, we devise the following workflow to identify prod-
uct data and extract them from a commercial web page: 

1. We use the nekoHTML parser to preprocess the page and remove some useless 
nodes and information for our work from the page such as javascript language, 
etc. Then, we build the DOM tree of the page. 

2. The semantic analyzer developed by us identifies the semantic type of the 
information located at every leaf node of the DOM tree. Next, The semantic 
information vector is built for every node from down to up on the DOM tree.  

3. We align the semantic information vector of nodes in every level of the DOM 
tree from the down to up and get the maximum repeated semantic vector pattern 
(MRSV). Then, the pattern is used to find the product data region and Nd node. 

4. In final, we build the product object template of the page by matching the product 
data sub-trees under the Nd node and use this model to extract all product data. 

The difference between our approaches with existing methods is that we use the novel 
semantic analysis and align technique to identify the structured data. It is effective to 
be applied in the product data extraction because the MRSV always reflects the cor-
rect product data region in most commercial sites. Especially, it also can achieve high 
accuracy when it handles complicated pages from the commercial sites. 

3 Product Data Identification 

3.1 Semantic Analysis about the Information of the Page 

We develop a semantic analyzer to identify the semantic type on the page. In our 
work, all pair-tags (like <tr></tr>) on DOM tree are nodes and other tags and contents 



 Automated Web Data Mining Using Semantic Analysis 543 

under these pair-tags are the semantic information. We classify the semantic informa-
tion into seven semantic types: title (TIT), description (DES), price (PRI), number 
( N U M ) ,  i m a g e  ( I M A ) ,  s i n g l e  t a g  ( S _ T )  a n d  s p e c i a l  ( S P E ) .  

The semantic analyzer consists of several if-then rules. These rules are used to 
match with the semantic information and the result deduced by the best matching rule 
will be as semantic type of the information. The following show the rules: 

Definition of Expressions 
X: is variable. (X)1 denotes X has only one appearance, (X)? denotes X has only one or 
no appearance, and (X)+ denotes X is larger than or equal one appearance. ¬X denotes 
it is not X. 

W: denotes a word. 
CW: denotes the first letter capitalized word. 
Tag:  denotes a single tag such as <br>, <p>, etc. 
Num: denotes the number. 
Σ: is a alphabet {a, b, c, …}. 
Σv: is a character set {$, ¥, £, …}. These characters are popular value expressions. 
Img: The information could be an image. So, Img denotes an image tag <img …>. 
Num(X): the function Num(X) denotes the number of the variable X. 
X·Y: denotes the union between two variables X and Y.  

Semantic Rule Pool 
RTIT identifies the title type: 

 If (W)+ & Num(CW) >=1/2 * Num(W) then TIT. (1) 

RDES identifies the description type: 

 If (W)+ & Num(CW) < 1/2 * Num(W) then DES.  (2) 

RIMG identifies the image type: 

 If (Tag)
1
 & Img then IMG. (3) 

RS_T identifies the single tag type: 

 If (Tag)
1
 & ¬Img then S_T.  (4) 

RNUM identifies the number type including quantity, size, etc:          

 If ((Num)+ & (W)?) | (Num·(x∈Σ))1 then NUM. (5) 

RPRI identifies the price type: 

 If ((x∈Σv)·Num)+ & (W)? then PRI.  (6) 

The information which cannot match any rules will be as special semantic type.  
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3.2 Building Semantic Information Tree 

After obtaining the semantic types of leaf nodes, we start to generate semantic  
information vectors (SIV) for all non-leaf nodes of the DOM tree. The SIV consists of 
seven items and every item expresses a semantic type as shown in the follows: 

SIV = [S_T, IMG, DES, TIT, NUM, PRI, SPE] 

The SIV of the node is generated by adding up the value of the SIV of its all child 
nodes as shown in Fig. 3. For example, the leaf node <br> and <img> in the lowest 
level of the tree are tagged the semantic type as the S_T and IMG respectively by the 
semantic analyzer. Then, the SIV of their parent node <td></td> is[1,1,0,0,0,0,0] by 
adding up [1,0,0,0,0,0,0] and [0,1,0,0,0,0,0]. Final, the SIV [4,6,0,6,0,2,0] of the root 
node <<body></body> can be generated by iterative computing from down to up. 
From the DOM tree with semantic information vectors, we can see the distribution of 
the information of the web page clearly. In the next phases, we will present how to 
use the semantic information to find product data region and identify product data. 

3.3 Maximum Repeated Semantic Vector 

As we mentioned in the above, the biggest difference between our work and existing 
methods is that we identify the data region by finding MRSV (maximum repeated 
semantic vector) pattern of the page rather than repeated tag pattern. For some com-
plex commercial pages, many repeated tag patterns could be found and it is difficult 
to find a correct one from them automatically. But, due to many products with rich 
information contained by most pages, the MRSV always is the correct pattern of 
product data. For obtaining the MRSV of a page, we need to generate the MRSV of 
every non-leaf node of the DOM tree from down to up and the MRSV of the root 
generated in the last will be the MRSV of this page. In the following, we explain how 
to generate the MRSV of a node. There are two steps: 

 

Fig. 3. The DOM tree with semantic information vectors 
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1. Findind all RSV patterns contained by the node. 
Under a node, there could be several RSV patterns. There are two sources for them: 1) 
the first source is the similar semantic vectors of several child nodes. It can be 
detected by using vector similarity computation. We designed a new vector similarity 
formula which can reflect the similarity of semantic types and the information 
quantity between two SIVs (semantic information vectors). Let us see the definition 3. 

Definition 3: Suppose v and w are two semanic information vectors, the similarity of 
v and w is 

m
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( , )

( ( , ) / ( , ) )
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i i i i
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i i
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> >
          (7) 

Here, xi ,yi denotes the value of the ith item of vector v and w respectively, and nv , nw 
denotes the number of the items with values larger than zero in vector v and w respec-
tively. We use this formula to detect whether there are similar SIVs among child 
nodes of the node. If the similarity of two SIVs is larger than a set threshold, then they 
are similar. After finding similar SIVs, we get their average as the RSV. 2) The 
second source is the MRSV patterns generated by child nodes of the node. 

2. Selecting the maximum one from found RSV patterns.  
After finding all RSV patterns contained by the node, we compare them and select the 
maximum one as the MRSV of the node. So, we need to transform every RSV into a 
measure value. Definition 4 shows the transforming formula. 

Definition 4: Suppose w is a RSV and the information value of w is as follows 

m

1

( ) i w w
i

V w y n r
=

= ⋅ ⋅                 (8) 

Here, yi denotes the value of the ith item of vector w, nw denotes the number of the 
items with values larger than zero in w and rw denotes the repeated number of vector 
w. Definition 4 means more semantic types, information quantity and repeated num-
ber the RSV has, larger value it can obtain. Therefore, the RSV with the maximum 
value will be the MRSV of the node. Similarly, the MRSV of the Np node (root node 
of the product data region sub-tree) with rich semantic information has the highest 
probability to become the MRSV of the whole page. 

For example, Fig. 4 shows the detailed searching process of the MRSV with the 
similarity threshold 0.7. The three nodes <div></div>, <table></table> and 
<div></div> in the second level of the tree obtain their MRSVs respectively. In the 
table of the MRSV, n denotes the repeated number and v is the information value of 
the MRSV. When the algorithm is implemented to the root <body></body>, it firstly 
detects whether there are similar SIVs among its three child nodes. From the Fig. 4, 
we can see the SIV [0,2,0,2,0,0,0] of the node <div></div> is similar with the SIV 
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[0,1,0,2,0,0,0] of another node <div></div> because the similarity is equal to 0.75. 
So, there is a RSV pattern among child nodes of the root and we extract it by averag-
ing the two SIVs. So, the RSV is [0,1.5,0,2,0,0,0]. Second, the algorithm detects 
whether the child nodes of the root have their MRSVs. In this example, all three child 
nodes have their MRSVs. In final, there are four RSV patterns for the root. Through 
comparing their information values, the RSV [2,2,0,2,0,1,0] with the maximum value 
56 is the MRSV of the root. Therefore, it is also the MRSV of the whole page. 

 

Fig. 4. The searching process of the MRSV pattern with the similarity threshold 0.7 

3.4 Identifying the Boundary of the Product Data 

In this phase, we will identify the product data using the MRSV. It is easy to identify 
the product data region (the sub-tree whose root node is the Np node) because the 
MRSVs of all nodes are same with the MRSV of the root on the pass from the root to 
the Np node if the MRSV of the root is correct pattern of the product data region. But 
for identifying product data (sub-trees under the Nd node), there are two situations: 

1. The MRSV of the root reflects the semantic information of product data directly. 
This situation means the Nd node is the lowest level node containing the MRSV of the 
root node. So, it is simple to identify product data in this situation because the sub-
trees of product data are under the Nd node directly. Therefore, we firstly find the Nd 
node, and then we align the SIV of every child node of the Nd node with the MRSV of 
the root. If the SIV of some child node is similar with the MRSV, then all sub-trees 
under the child node is the product data information. While, The Nd node can be found 
by aligning the MRSV because it is the lowest level node whose MRSV is same with 
the MRSV of the root. The page with a single data region structure belongs to this 
situation because the Np node and the Nd node point to the same node.  

2. The MRSV of the root reflects the semantic information of the sub data region. 
This situation means the Np node is the lowest level node containing the MRSV  
of the root rather than the Nd node. This situation often happens in the page with  
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multiple data regions becauses there are a Np node and several Nd nodes in this page 
and the Np node is not the Nd node. When there are several sub data regions sharing 
most product data averagely in the page, the SIVs of the Nd nodes of these sub data 
regions will be the MRSV of the whole page. Fig. 5 shows the example about three 
sub data regions sharing the product data of the page. The <table></table> with the 
SIV [12,12,0,12,0,6,0] is the Np node and three <tr></tr> nodes with the SIV 
[4,4,0,4,0,2,0]  are the Nd  nodes. If using the above searching algorithm, the three 
sub data regions will be mistaken for the product data. 

 

 

Fig. 5. Identifying the product data on the multiple regions 

So, we need to check whether found product data sub-trees are correct. We com-
pare the SIV of the root of the found sub-tree with the product of its MRSV and the 
repeated number of the MRSV because the SIV of the sub data region basically is  
the sum of the SIVs of the product data contained by it. If they are similarity, then the 
found sub-tree is the sub data region rather than product data. So, we continue to ex-
tract the real product data from these found sub data regions by aligning the MRSV of 
them with the SIVs of their child nodes. 

For example, let us see Fig.5 again. The three sub data regions with the SIV 
[4,4,0,4,0,2,0] of the root, firstly, will be extracted and we select one among them to 
compare its SIV [4,4,0,4,0,2,0] with the product of its MRSV [2,2,0,2,0,1,0] and 
repeated number 2. Due to the product 2*[2,2,0,2,0,1,0] equal to [4,4,0,4,0,2,0], they 
are similarity. So, they are not product data and we continue to extract real product 
data under these sub data regions by comparing the SIVs of child nodes with their 
MRSV. We can see all <table></table> nodes with the SIV [2,2,0,2,0,1,0] are the root 
nodes of product data sub-trees. 

Therefore, the MRSV information of nodes can help us to find product data region 
and identify the boundary of the product data. In the last, we generate the product 
object template from found product data and use it to find all product data. 
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4 Experiments 

In this section, we evaluate our system, PDM (Product Data Mining), which imple-
ments the proposed techniques. The system is implemented in Eclipse and runs on a 
1.66GHz Double Core with 512MB RAM. 

The number of sites in our experiments is 154. The total number of pages is 209 
and 85 pages from 30 sites are used to compare our system with RoadRunner system. 
We use Google engine to select diverse commercial sites randomly from the Web. 
The selection of pages is also based on the diversity of products and representation 
structure. These pages are preprocessed by using the nekoHTML parser. 

For our system, the selection of the threshold of the semantic vector similarity is 
important. Therefore, we use four different similarity thresholds to run our system 
respectively and compare their results for finding the most appropriate one. 

Table 1 shows the results of PDM with the four different thresholds 0.65, 0.7, 0.75 
and 0.8. The pages are divided into five categories according to the representation and 
data region structure and are listed in the first and second column. The “L”, “T”,  
and “B” denotes three representations List, Tabular and Block structure respectively, 
and the “S” and “M” denotes single data region and multiple sub data regions. The 
fourth column marked with “r” shows the number of the product data records and the 
columns marked with “c” and “f” shows the number of correct product data records  
extracted by our system and the number of found product data records. 

From the values of recall and precision in the last two rows for each threshold, we 
can see, when the threshold is smaller than 0.7, the recall is the lowest because the 
product data are easy to be missed in the page with any structure. While, when the 
threshold is larger than 0.7, the system did not perform better for handling the page 
with multiple sub data regions. With the threshold be larger, the recall and precision 
become more and more low. Therefore, the semantic vector similarity threshold with 
the valueof 0.7 is the most appropriate for our system. 

Table 1. Experimental Results 
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In the following experiment, Table 2 shows the comparing results between 
RoadRunner and our PDM system with 0.7 threshold. The column 1 gives the 
structure type of pages. The column 2 gives 30 commercial sites selected randomly 
from the above 154 sites and column 3 shows the product type. The column 3 and 4 
give the number of pages and the number of product data records in these pages. The 
columns marked with “corr.” and “found” denote the number of correct product data 
records extracted by the system and the number of found product data records. 

The last two rows of the table give the total number of product data records in each 
column, the recall and the precision of each system.  

see p as a r: It means almost the whole page is extracted as a data record. 
see dr as a r: It means sub data regions are extracted as data records and the 

product data under these regions are viewed as their nest structure items. 

Table 2. Comparison of Extraction Results of PDM and RoadRunner 

 
n wrong: It means n incorrect data records are found. 
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The following summarizes the experimental results in Table 2. 

1. Our system PDM gives perfect results for every site except for the last one. 
For three pages of the site, all product data are not found because descriptions 
of product data in these pages just have an image and a title and surrounding 
other regions have much richer semantic information than the product data 
region. From the last two rows, we can see that PDM has a 98.5% recall 
and99.3% precision. While, RoadRunner just has a recall of 68.9%. 

2. When the page has a complex structure, RoadRunner system often happens the 
“see p as a r” error. While, our system will still perform better in these pages. 

3. Many repeated patterns will be generated if aligning tag structure by using 
several pages and the incorrect data records are extracted easily. Therefore, our 
system has a higher precision than RoadRunner. 

The experiment results show that our system has the good effectiveness and high 
accuracy for mining product data in commercial pages 

5 Conclusions 

In this paper, we propose a novel and effective approach to extract product data from 
web sites. Our work is related to the structured data extraction from web pages. Al-
though the problem has been studied by some researchers, existing techniques have 
respective limitations and most automatic extraction methods have the low accuracy. 
Our method is a fully automated extraction technique without any human’s assistance. 
We use the novel semantic analysis and align technique to identify the structured data. 
It is very effective to be applied in the product data extraction. Meanwhile, it also can 
achieve high accuracy when it handles complicated pages from the commercial sites. 
Experiments results using a large number of commercial pages showed the effective-
ness of the proposed technique. 
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Abstract. Identifying location-based information from the WWW, such as 
street addresses of emergency service facilities, has become increasingly popu-
lar. However, current Web-mining tools such as Google’s crawler are designed 
to index webpages on the Internet instead of considering location information 
with a smaller granularity as an indexable object. This always leads to low re-
call of the search results. In order to retrieve the location-based information on 
the ever-expanding Internet with almost-unstructured Web data, there is a need 
of an effective Web-mining mechanism that is capable of extracting desired 
spatial data on the right webpages within the right scope. In this paper, we re-
port our efforts towards automated location-information retrieval by developing 
a knowledge-based Web mining tool, CyberMiner, that adopts (1) a geospatial 
taxonomy to determine the starting URLs and domains for the spatial Web min-
ing, (2) a rule-based forward and backward screening algorithm for efficient 
address extraction, and (3) inductive-learning-based semantic analysis to dis-
cover patterns of street addresses of interest. The retrieval of locations of all fire 
stations within Los Angeles County, California is used as a case study. 

Keywords: Emergency service facilities, Web data mining, information extrac-
tion, information retrieval, ontology, inductive learning, location-based services. 

1 Introduction 

Although it has only been 22 years since its advent, the World Wide Web (WWW) 
has significantly changed the way that information is shared, delivered, and discov-
ered. Recently, a new wave of technological innovation - the emergence of Web 2.0 
and Web 3.0, such as social networks, government surveillance and citizen sensors [5] 
- has led to an explosion of Web content, and brought us into the era of Big Data [18]. 
Statistical reports show that by 2008 the amount of data on the Internet had reached 
500bn gigabytes [21], and the indexed Web contained at least 11.5 billion pages [6]. 
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This information explosion on the Web poses tremendous challenges for various in-
formation-retrieval tasks [12]. 

Within this massive amount of data, identifying location-based information, such 
as street address and place name, has become very popular, due to the desire to map 
this information from cyberspace to the physical world. As a type of spatial data, 
locations of emergency service facilities are especially important in protecting 
people’s lives and safety, and for government agencies to provide real-time emergen-
cy response. Taking fire stations as an example, besides the aforementioned functions, 
insurance companies need the locations of all fire stations within and near a commu-
nity to determine the insurance costs to be paid by a household. Decision-makers long 
for this location information to obtain the urban footprint of each fire station and to 
plan the optimal placement of fire stations within a region. 

Presently, most Internet uses obtain WWW information from search engines [16]. 
However, the commercial search engines such as Google are designed to index web-
pages on the Internet instead of considering location information that has smaller 
granularity as an indexable object. Therefore, these search engines always lead to a 
low recall rate in search results. Fig.1 shows the search results for fire stations within 
the city of Santa Barbara, CA, from Google. Red pinpoints are the Googled results 
and blue pinpoints are the actual locations of fire stations within that city. It can be 
seen that except for C (to the west of the green arrow) overlapping with its actual 
location (blue pinpoint), all of the results are irrelevant.  

 

Fig. 1. Results of a Google search for locations of fire stations in the city of Santa Barbara, CA. 
The pink region shows the geographic extent of Santa Barbara.  

In order to retrieve location-based information on the ever-expanding Internet and 
its almost-unstructured Web data, there is a need of an effective Web-mining mechan-
ism that is capable of extracting desired data on the right webpages within the right 
scope. In this paper, we report our efforts in developing a knowledge-based Web-
mining tool, CyberMiner, that adopts geospatial ontology, a forward- and backward-
screening algorithm, and inductive learning for automated location information  
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retrieval. The retrieval of street addresses of all fire stations within Los Angeles 
County, California is used as a case study because the County’s fire department is the 
one of the largest and most sophisticated fire departments in the US and its fire  
services are provided through different tiers of local governments [4].  

2 Literature 

Spatial data mining on the Web, aiming at discovering spatial data or patterns of data, 
is a part of the Web geographic-information retrieval (GIR) task. In GIR, studies of 
exploiting geographic aspects of the Web can be categorized by their purposes. One is 
georeferencing, a way to attach geographical scope to webpages [1]. By identifying 
the associations between the general content of a webpage and the location informa-
tion within it, the search engines are believed to better handle location-based queries 
[9], such as “All Starbucks in Nanjing, China”. Another category (also the focus of 
this paper) is to obtain location information of certain subjects from the Internet. The 
goal is to build up a global spatial database to support queries and decision-making.  

Both of the categories require automatic extraction of location information from 
the source code of a webpage. Cai et al. [2] present a method combining domain on-
tology that defines street name, street type, and city name, and a graph matching to 
extract addresses from the Web. Taghva et al. [19] apply a Hidden Markov Model 
(HMM) to extract addresses from documents. However, its target is OCR (Optical 
Character Recognition) of text, such as a digital copy of a check, instead of dynamic 
and unstructured Web documents. Yu [23] compared a number of address-extraction 
methods, including rule-based approaches (regular expression and gazetteer-based 
approach) and machine-learning approaches (word n-gram model and decision-tree 
classifier) and determined that machine-learning approaches yield a higher recall rate. 
Loos and Biemann [9] proposed an approach to extracting addresses from the Internet 
using unsupervised tagging with a focus on German street addresses. These methods 
provided promising results, however they all suffered from limitations, such as heavy 
computation load in [2] and low recall rates in [9] and [23]. In this study, we propose 
an efficient rule-based method combining central keyword identification and a for-
ward- and backward-screening algorithm for address extraction in real time. 

In addition to the address extraction, there is also a need for a software agent that is 
able to automatically pick the right webpages to visit (those having a higher possibili-
ty of containing an address of interest) until a spatial database containing the complete 
information is built up. A typical tool to accomplish this task is a spatial Web crawler, 
which follows hyperlinks and realizes information extraction from webpages as the 
process continues. A previous work is [13], which developed a Web crawler to dis-
cover the distributed geospatial Web services and their distribution pattern on the 
Internet. In [13], the determination of whether an extracted URL is a target is 
straightforward, because those geospatial Web services have a specialized interface. 
But in our work, the addresses of the desired type have a vague signature, therefore a 
more intelligent analysis is needed. 

In the next sections, we discuss in detail the establishment of the Web crawling 
framework and use the discovery of all fire stations within Los Angeles County, CA 
as a case study. 
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3 Methodological Framework 

3.1 Web Crawling Process 

Fig. 2 shows the state-transition graph for retrieving location data on the Web. Circles 
represent states, in which different types of webpages (seed webpages, interlinks, 
target webpages, and unrelated ones) are being processed. The transition of state is 
triggered by processing an outgoing link in the webpage being visited. To design an 
effective Web crawler, it is important to first determine which webpages can be des-
ignated as crawling seeds. The proper selection of crawling seeds is important for the 
whole crawling process because good seeds are always closer to the target webpages 
in the linked graph of the Web. Second, it is important to identify the target webpage. 
A target webpage is the one containing the needed location information (in our case, it 
is the street address for each fire station). This requires the ability to extract all possi-
ble existences of street addresses on a target webpage and the ability to filter out those 
not of interest. It is also important to decide which interlinks will be given higher 
priority to access during Web crawling. As Fig. 2 shows, a webpage referred to by an 
interlink may contain hyperlinks to a target webpage or another interlink. An unre-
lated webpage which comes from an interlink should be filtered out. In the next  
sections, we will discuss the solutions to these three problems. 

 

Fig. 2. State transition graph in a Web crawling process 

3.2 Geospatial Taxonomy to Aid the Determination of Crawling Seeds  

The crawling seeds are the URLs from where the crawling process starts. Seeds selec-
tion greatly affects crawling scope, time, and results. Bad seeds may lead to  
time-consuming crawling without any desired information found. As public-service 
facilities are mostly operated by local governments (except for a few volunteer ser-
vice providers) and their locations are publicly listed on the government’s website, it 
is necessary to obtain a knowledge base of the political divisions of the U.S. Fig. 3 is 
a taxonomy describing such divisions at class level. A class is a subnational entity that 
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forms the U.S. For example, both “County” and “Incorporated Place” are entities 
(classes) in the taxonomy, and an “Incorporated Place”, also known as a “Municipali-
ty”, is a subdivision (subclass) of a “County”. For use in a crawling process, a class 
needs to be initiated. For example, given the question “How many fire stations exist 
in Los Angeles (LA) County of California?” one needs to know specifically which 
subdivisions of LA County have local governments.  

 

Fig. 3. Geospatial taxonomy of political division of the U.S. Nodes in different colors refer to 
jurisdictions at different tiers. Words on arrows show the relationship between jurisdictions. 

It is worth mentioning that not all subdivisions have local governments, e.g., the 
CDP always have no government, and for the subdivisions that have a local govern-
ment, not all of them provide a public service such as fire protection. For example, the 
fire protection service of Glendora City of California is provided by its parent division 
Los Angeles County. This would require such subdivisions to be excluded from con-
sideration as crawling seeds. In general, any incorporated area, such as a county, city, 
town or other county equivalent (dotted boxes in Fig. 3), is more likely to have a local 
government. These nodes in the geospatial taxonomy are instantiated by the data ex-
tracted from the United States Bureau of the Census [20]. The URLs of their official 
websites are identified from a Google search and populated into the taxonomy. In this 
way, the starting points of the crawling process can be determined and the scope of 
search is narrowed to avoid unconcentrated crawling. 

3.3 Target Webpage Identification and Street Address Extraction 

Target webpages have a prominent characteristic: they contain postal street addresses 
for public-service facilities. The goal of identifying target webpages is to successfully 
extract street addresses from them. Though a street address of a public facility can be 
expressed in multiple ways, a standard form is shown below: 
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Fig. 4. Common form of street address 

In practice, information for direction, city, state name, and ZIP code (boxes with 
dotted lines in Figure 4) are omitted in a street address. Therefore, “Street Type”, such 
as “Avenue”, “Road” and “Highway”, becomes a prominent feature (we call it a “cen-
tral keyword”) indicating its existence. Based on a statistical analysis from the 300 
known addresses of public facilities, above 90% contain “Avenue”, “Boulevard”, 
“Street”, “Road”, “Drive”, “Way”, “Highway”, or “Circle”, and their various abbrevi-
ations, such as “Rd” or “Rd.” for “Road”. Other street types such as “Plaza”, “Grove”, 
and “Place” also occur occasionally. Based on this prior knowledge, a street type 
dictionary was established for quick look-up.  

Once the positions of the central keywords on an HTML document are found, 
backward-screening and forward-screening algorithms are employed to extract the 
complete address data. Centered on the position of street type p in the text, backward 
screening inspects the text block before p within a certain radius d1, aiming at extract-
ing a partial street address including the street number, direction, and street name 
based on pattern r1. The forward-screening algorithm inspects the text block after 
location p within a radius d2 to find the possible existence of city/county name, state 
name, and ZIP code as the other part of the address based on pattern r2. If the ex-
tracted text block does not match the given patterns, e.g., the length of the ZIP code is 
not five or nine digits, even though there is an appearance of a central keyword, it will 
not be considered as a street address. The definitions of d and r are: 

d1: Distance between p and the location of the foremost digit in the number block 
closest (before) to location p. 

d2: Distance between p and the location of the last digit of the first number that ap-
pears (for detecting 5-digit ZIP code), or the last digit of the second number after p if 
the token distance of the first and second number block equals 2 (for detecting 9-digit 
ZIP code, in the format of xxxxx-xxxx). 

r1: regular expression [1-9][0-9]*[\\s\\r\\n\\t]*([a-zA-Z0-9\\.]+[\\s\\r\\n\\t])+ 
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r2: regular expression "city- 
Pattern"[\\s\\r\\n\\t,]?+("statePattern")?+[\\s\\r\\n\\t,]*\\d{5}(-\\d{4})* 

Note that a number block in d1 is defined as a whole word that consists of only num-
bers and is not a direct neighbor of the street type. The first restriction is to distinguish 
a street number, e.g., 1034 in “1034 Amelia Ave”, from a street name with numbers, 
e.g., 54 in “W 54th Street”. The second restriction is to make sure that street address 
with name only in numbers can be correctly extracted as well. For example, when 
“54th Street” is written as “54 Street”, the number 54 should be recognized as the 
street name instead of street number. The “cityPattern” in r1 is the Boolean OR ex-
pression of all cities/counties names within our study area (California in this study) 
and the “statePattern” in r2 is the OR expression of all 50 states. In pattern r2, we 
require the appearance of at least city name in the city+state+zipcode pattern for the 
address identification.  

3.4 Semantic Analysis of Addresses  

Section 3.3 describes how to extract addresses from an HTML webpage. Apparently, 
not all addresses are locations of public-service facilities (in our case, fire stations), 
even though they are extracted from the websites within the domain of city/county 
governments. Therefore, it is necessary to clarify that an address is truly referring to 
that of a fire station. We term the set of correct identifications the positive class of 
identifications; the negative class is the set of identified addresses that are not fire 
stations. 

To classify an address into a positive class or a negative class, we adopt C4.5 [15], 
which is a widely used machine-learning algorithm based on decision-tree induction 
[7]. The basic strategy is to select an attribute that will best separate samples into 
individual classes by a measurement, ‘Information Gain Ratio’, based on information-
theoretic ‘entropy’ [11]. By preparing positive and negative examples as a training 
set, we can produce a model to classify addresses automatically into positive and 
negative categories. But what semantic information should be used for constructing 
the training set? In this work, we assume every address on a webpage has navigational 
information to indicate the semantics of an address, and this navigational information 
is positioned in a text block right before the position of the address. For example, on 
the webpage http://www.ci.manhattan-beach.ca.us/Index.aspx?page=124, the fire 
station address “400 15th Street” has navigational information “fire stations are: Sta-
tion One” right before it. On the webpage http://www.desertusa.com/nvval/, the ad-
dress “29450 Valley of Fire Road, Overton, Nevada 89040” has navigational text 
“Valley of Fire State Park” before its position. Therefore, upon the detection of an 
address occurrence, we extracted its navigational text block (block size = 40 charac-
ters) and used it for semantic analysis.  

We prepared four groups of 11 attributes for navigational text T of each address as 
follows: 

Attributes A-D (keyword attributes): the existence of keyword “fire station”, 
“fire”, “station”, and “location” within T. 1 means Yes, 0 means No. 



 Geospatial Data Mining on the Web 559 

Attribute E (statistical attributes): the ratio of number of keywords that exist and 
the total number of keywords in T. The value has range of (0,1]. 

Attribute F (pattern attributes): the existence of “location” followed by a number or 
a pound or hash symbol plus a number. 1 means Yes, 0 means No. 

Attributes G-K (keyword attributes): the existence of keyword “fire station”, “fire”, 
“station”, “location”, or “address” in the title of each webpage.  

Attributes A-D are based on the keyword frequencies of the navigational informa-
tion of addresses. Attribute F is also based on the observation that most fire depart-
ments list the station number in the navigational text of a fire-station address. 
Attributes G-K are auxiliary attributes to complement information in the direct navi-
gational text. 

Through a semantic analysis based on the C4.5 algorithm, we analyzed the naviga-
tional text of 310 addresses, in which 191 are actually of fire stations. These addresses 
were crawled from the official government websites of Mesa, AZ, Columbus, OH, 
San Francisco, CA, and some pre-crawled cities in L.A. County. The decision rules 
shown in Figure 5 were extracted.        

 

Fig. 5. Decision rules of desired addresses by training data based on semantic information 

By default, an address will be placed in the negative class unless the pattern “sta-
tion+number” exists in the navigational text (Rule 1) or the navigational text contains 
the keyword “Station” and the title of a webpage contains “fire” (Rule 2). Both Rule 1 
and Rule 2 yield very high prediction accuracy, at 99% and 98% separately. Rule 3 
determines the address of a fire station by recognizing the keyword “station” in the 
title. This rule only achieves 81.9% accuracy; therefore, to avoid false positives we 
added a constraint “if the content contains ‘fire station’ on a webpage” (in the dotted 
box). In practice, this rule gives improved prediction accuracy. Using these rules, we 
made predictions on whether an address is of interest.  

4 Implementation 

In the previous section we discussed three key techniques for detecting the existence 
of location information and to predict whether the information is of interest. In  
this section, we discuss the software architecture of CyberMiner (Fig. 6), which  
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implements the proposed techniques to enable the automatic Web-mining process. 
Crawling entry is where the crawler starts to work. The seeding Web URLs are fed 
into the entry and a number of initial conditions such as politeness delay and number 
of threads to start are configured. Politeness delay ensures that the crawler behaves 
politely to remote servers. The multi-threading strategy is to increase the utilization of 
a single CPU core, leveraging thread-level parallelism [13]. We currently set the 
thread number to be 4, considering the relatively small scale of crawling. 

 

Fig. 6. Crawler Architecture (Adapted from [13]) 

Buffer selectively caches Web source code linked by URLs for address extraction. 
Source page analyzer is used to analyze the Web source code that has been cached in 
the buffer, to extract all outgoing links and convert relative URLs to absolute URLs. 
These URLs go to the filter1, which filters out the URLs that have been visited  
before, within another domain from its parent URL, and the webpages of those having 
very low possibility to contain the desired addresses, such as a URL of a .css file or an 
image file. This strategy guarantees the domain purification of the crawling tree inhe-
rited from one seed webpage. It also avoids unnecessary cross-domain crawling to 
reduce search cost.  

The repository maintains all URLs crawled using a first-in-first-out (FIFO) queue, 
the head of which is always the URL to be crawled next. Every time a Webpage is 
being visited, the R Handler is initiated to extract all possible addresses from its 
source code and sends these addresses to filter 2, in which the non-desired addresses 
and duplicated addresses are disregarded based on semantic analysis. The target ad-
dresses are inserted into the Address Database. This process will continue until the 
FIFO queue is empty or until it reaches the maximal depth for crawling (the depth is 
measured by the number of steps between the current URL and its seed URL).  
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5 Results and Analysis 

Fig. 7 shows all the 346 fire stations that have been discovered by CyberMiner within 
the boundary of Los Angeles County of California, US. These stations are widely 
distributed in 88 cities within the County, and they show a denser distribution in the 
cities than that in the rural region (generally the northern part of LA County). The 
areas without fire station coverage are mountains (the Santa Monica Mountains in  
the southwest of LA County and the San Gabriel Mountains in northern LA County). 
To evaluate the performance of CyberMiner, we measured the ratio between the  
number of retrieved fire locations m to the total number of relevant records on the 
Web n. This ratio is also known as the recall rate. Here, m equals 346. To compute n 
(n=392), we visited the websites of all city/county governments that have a fire  
department and manually annotated the street addresses of all fire stations listed on 
each city’s government website. Although 46 stations failed to be detected, our  
CyberMiner still achieves very satisfying recall rate – at 88%. To share the results of 
this research, the data and map have been made public through a Web application 
http://mrpi.geog.ucsb.edu/fire, on which the locations and addresses of fire stations 
are provided.  

 

Fig. 7. Locations of all fire stations obtained by CyberMiner 

6 Conclusion and Discussion 

In this paper, we proposed a method and a software tool CyberMiner for automatic 
detection and extraction of location information of interest from the WWW. The  
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proposed geospatial taxonomy, containing hierarchical subdivisions of US govern-
ments, restrains the search scale to the domains that are most likely to contain the data 
in need, thereby greatly reducing search cost. The methods of pattern-based address 
extraction and inductive learning-based prediction contribute to the recall rate. Al-
though locating fire stations is used as a case study in the paper, the proposed work is 
easily extendable to search for locations of other emergency/public-service facilities, 
such as police stations and wastewater treatment plants. The proposed algorithms, 
such as forward and backward screening for automatic address extraction, are benefi-
cial to the general area of GIR. Moreover, this work goes one step further from  
previous address extraction research [2][9][23], in that it is not only able to extract 
addresses in general correctly, but it is also able to classify types of address based on 
the proposed semantic analysis.   

In the future, we will continue to improve the performance of the CyberMiner, es-
pecially in its tolerance to errors in an address. Since the core of the proposed address 
detection algorithm is the determination of the central keyword – the street type - the 
algorithm had a hard time identifying it when it was not contained in the address type 
dictionary. Addressing this issue requires enriching the dictionary to include a com-
plete list of street types in the US. Another aspect is the quality control of the search 
results. As our long-term goal is to establish an address database of emergency  
service facilities in the whole US, evaluating the correctness of these addresses would 
need tremendous human effort. To resolve this problem, we plan to take the advan-
tage of the power of citizen sensors. That is, by providing a VGI (volunteered  
geographic information) platform, we encourage participation from the general public 
in providing feedback and correction of missing or mislocated information. 
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Abstract. As the explosive growth of online linked data, there is an
urgent need for an efficient approach to discovering and understanding
various semantic associations. Research has been done on discovering
semantic associations as link paths in linked data. However, few discus-
sions have been given on how we can understand complex and large-scale
semantic associations. Generating human understandable summaries for
semantic associations is a good choice. In this paper, we first give a
novel definition of semantic association, and then we describe how we
discover semantic associations by mining link patterns. Next, a notion of
Focused Association Graph is proposed to characterize merged associa-
tions among a set of focused objects. Then we focus on summarizing of
Focused Association Graph. Concise summaries are generated with the
help of Steiner Tree problem. Experiments show that our approach is
feasible and efficient in generating summaries for semantic associations.

Keywords: linked data, semantic association, link pattern, summariza-
tion.

1 Introduction

As the rapid growth of semantic web in this decade, there is an exponential
growth in the scale of online linked data. Every day, enormous amount of linked
data are produced by social communities, companies, and even by end-users.
Linked data provide a good practice for connecting and sharing semantic objects
by URI and RDF.

An important knowledge we can discovered in linked data is the explicit or
hidden relationship between or among semantic objects, which is terminologi-
cally named as semantic associations. An early statement of semantic association
can be found in [1], in which semantic associations are connections between two
objects, and are represented as semantic paths in RDF graph. Discussions of
mining semantic associations in linked data have lasted for near ten years. Most
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relevant works adopt a path-based definition of semantic association, and a series
of efficient path discovery algorithms have been proposed.

The problem of current study of semantic associations lies in two aspects:
first, path-based definition of semantic associations has limitations. It can only
characterize pairwise relations between two objects, but is unable to represent
group-links among multiple objects. Besides, current definition does not consider
frequency or typicality to measure whether discovered semantic associations are
meaningful. Second, there are few studies on how human readers can understand
semantic associations with ease. Linked data is essentially a complex network
as stated in [2]. Given a set of objects, there may be a great amount of seman-
tic associations among them in linked data, each of which may be complex in
structure. This will bring a huge barrier for human understanding. A concise
and comprehensible representation is needed.

In this paper, we first propose a novel definition of semantic associations as
a sub-graph structure connecting multiple objects. This graph model can char-
acterize more complex relationship among objects than the simple path-based
model. A notion of link pattern is used to ensure that the pattern of discovered
semantic associations should be frequent and thus typical in linked data. In-
spired by the approach of text summarization [3], we propose a summarization
approach on semantic associations. Given a set of focused objects, a Focused
Association Graph is built as graph model and an association tree is generated
as a summary by a Steiner Tree algorithm.

2 Architecture

We give an overview of the architecture of our summarization approach in this
section. As shown in Figure 1, the input of the system is a linked data, as well as
a set of specified focused objects. Our goal is eventually producing a concise and
comprehensible summary of the semantic associations among focused objects,
and users can understand the summary with a low time-cost.

Given a linked data, the derived RDF graph is transformed into a Typed
Object Graph (TOG in short) in TOG Builder.Statistics of the occurring fre-
quency of each URI in linked data will be analyzed in Frequency Analyzer
to provide useful information for Weight Evaluator. Association Extractor
first discovers link patterns from TOGs by applying frequent pattern mining
algorithm, and then semantic associations are extracted in an instantiation pro-
cess. Given a set of focused objects, Association Merger first extracts all
related semantic associations, and then merges them into a single large graph
named Focused Association Graph (FAG in short). There are two association
extraction policies: intersection-extraction and union-extraction, which generate
iFAG and uFAG respectively. In Weight Evaluator, a weighting scheme is ap-
plied to assign a value to each vetex (object) and edge (relational term) in the
FAG. Each assigned value represents a potential time cost that a user has to pay
for understanding the semantic association. At last, a concise association tree
will be generated as summary in Summary Generator by an implementation of
Steiner-tree problem [4].
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Fig. 1. The architecture of the summarization system of semantic associations

3 Discovering Semantic Associations

The notion of semantic association is traditionally defined as paths between two
objects.Declared in [1], two objects are semantically associated if they are semanti-
cally connected by a semantic path in RDF graph, or they are semantically similar
by lying on two similar semantic paths. Anyanwu proposed a notion of property se-
quence in [5] to define the semantic association between two objects. In [6], Kochut
used Defined Directionality Path to characterize semantic associations.

From real linked data, a complex association among six objects is shown in
Figure 2(a): Tim Berners-Lee together with his five friends are all members of
W3C, which is a typical group of working partners association. However, path-
based association model is difficult to represent this complex graph structure.
We also made an observation that the corresponding pattern behind this graph
structure is frequently occurred in Falcons, which is shown in Figure 2(b). That
indicates this type of associations is typical and should be familiar to users. We
name it as Link Pattern.

3.1 Mining Link Patterns

Link patterns are frequent styles of how different types of object are interlinked
in linked data. Each link pattern is a graph connecting object types, and its
number of support should exceed a specified threshold frequency. In [7], we have
given a full discussion of the definition of link pattern, as well as our mining
approach.
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Fig. 2. (a)An example of semantic associations (b)corresponding link pattern

Link patterns cannot be directly mined from the RDF graph of linked data,
because object types are core elements in link patterns. However, in RDF graphs,
object types are implicit and can only be determined by reasoning according to
RDF semantics. We have proposed Typed Object Graph (TOG in short) in [7] as
the graph model for mining link patterns. A TOG is derived from an RDF graph
in linked data, in which each triple is extended to a link quintuple, additionally
containing the types of the subject and the object in the original triple.

Our mining approach of link patterns follows the idea of pattern-growth-
based frequent pattern mining. We adopt gSpan [8] as the mining algorithm.
Its kernel ideas are the minimum DFS code and the rightmost extension. The
minimum DFS code is introduced to canonically identify a pattern by a DFS
traverse path; the rightmost extension is used to produce candidates based on
mined patterns. Both ideas can reduce the generation of duplicated candidates.
Original gSpan algorithm is designed for undirected and simple graphs, while
TOG is directed and non-simple graphs. Self-loops and multiple edges should
be taken into consideration. We modified gSpan algorithm, especially the DFS
coding, to make it adaptable to TOG.

3.2 Discovering Semantic Associations

Link patterns provide a schema-level template for mining semantic associations.
They also ensure that each discovered semantic association must be frequent
and typical in linked data. A simple and stepwise mining approach is: we first
discover all link patterns in linked data, and then we traverse the instance-level
of linked data and check whether there are instantiations of patterns.

Definition 1. (Instantiation of Link Pattern):Given linked data d and RDF
graph g = 〈V (g), E(g)〉 derived from d.a discovered link pattern p = 〈V (p), E(p)〉
can be instantiated by g, iff: (1)∀u ∈ V (g),u is an object, (2)∀v ∈ V (p), ∃v′ ∈
V (g) and type(v′, d) = v, (3)∀(u, v) ∈ E(p), ∃(u′, v′) ∈ E(g)andtype(u′, d) = u
and type(v′, d) = v. (4) g is minimal. type(v) is the type of vertex v.
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Definition 2. (Semantic Association): Given a set of objects O={
o1,o2,. . . ,oi} in a linked data d, a semantic association sa(O,E) is an RDF
graph derived from d, iff sa(O,E) is an instantiation of a discovered link pattern
in d. O is the vertex set of sa(O,E) , and E is the edge set.

Instead of the stepwise mining, we use a more efficient mixed approach to min-
ing semantic associations in practice: link patterns and semantic associations
are mined simultaneously in each iteration of gSpan. That means all semantic
associations will be mined and the number of semantic associations equals to
the summation of total supports of all link patterns.

4 Summarizing Semantic Associations

For a large-scale linked data, an extremely large volume of semantic associations
can be discovered in it. Supposing a user intends to find out whether there
are associations among specified objects, hundreds or even thousands of related
semantic associations will bring a great barrier to the human understanding.

Given a set of specified objects, we first merge related semantic associations
into a Focused Association Graph, and then a cost value is assigned to each
vertex and edge in the graph, reflecting the level of difficulty for understanding.
The final summary is an association tree. Comparing to a large set of related
semantic associations, we believe a concise association tree is intuitive and easy
to understand.

4.1 Building Focused Association Graph

To understand associations among specified objects, a na?ve approach is generat-
ing summaries directly on original RDF graph. But this approach is inefficient.
The original RDF graph can be extremely large. Famous linked data, for ex-
ample DBpedia, has more than 3 hundred million triples, and some giant data
sources contain even billion triples. Any graph summarization algorithm will
be inapplicable on this scale. Pruning the original RDF graph to get a related
sub-graph is a better idea. But without the knowledge of discovered semantic
associations, the pruning process is prone to loss of key information. Seeming
unrelated neighboring objects will be probably discarded in summarization, but
in fact, they may play a key role of intermediary of specified objects. This case
is gaining a growing concern especially in the area of national security [9]. In
our approach, related semantic associations of specified objects will be merged
to build Focused Association Graph, as a source graph of summarization. This
will greatly reduce the loss of information.

Definition 3. (Focused Association Graph, FAG in short): Focused As-
sociation Graph G=〈V, Ψ,E,W 〉 is a weighed and directed graph, in which V is
the vertex set. Ψ ⊆ V is called Focused Set, which is a subset of V, and each
element in is called a Focused Object. W is a weighting scheme for edges. For
each edge as an RDF triple e=〈s, p, o〉 ∈ E, W (e) is a value between (0,1).
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From the definition, we can see FAG is inherently an RDF graph characterizing
a complex group-links among a set of objects. Especially, there is a focused set of
objects in FAG, which comprises objects interested by users. Building FAG is a
process of merging related semantic associations of all focused objects. There are
two policies for association merging: merging by intersection or union operation.
It is obvious that Union-merge will produce a much larger FAG than Intersection-
merge. It will further reduce the loss of information, but will meanwhile bring
burden to the summarization process.

Intersection-Merge Policy: Given a focused set of objects O={ o1,o2,. . . ,oi},
and a set of related semantic association set Φ = {SA(o1), SA(o2), . . . , SA(oi)},
in which SA(oi) is a set of all semantic associations concerning object oi, we
can build an FAG containing semantic associations from SA(o1)∩SA(o2)∩ . . .∩
SA(oi), and O is the focus set of the FAG. Using this policy, we denote the
resulted FAG as iFAG.

Union-Merge Policy: The only difference to intersection-merge policy is the
union operation on related semantic associations, instead of the intersection
operation. Using this policy, we denote the resulted FAG as uFAG.

4.2 Weighting Focused Association Graph

FAG plays a role as a representation of a meaningful and comprehensive asso-
ciation among focused objects. Each part of a FAG will be comprehensible for
human readers, because it is guaranteed that the each link pattern is frequent
and thus typical. However, FAG can still be large-scale, and we have to evaluate
which part of it is easy to understand. A weighing scheme is needed to quantify
the effort that a human has to pay to understand. We made the observation that
if the subject, predicate and object of a triple are popular, human readers can
understand it with less effort.

Thus, a weighting scheme can be defined in equation (1) to (5). Given an edge
in FAG represented as a triple e = 〈s, p, o〉, freq(s) / freq(p) / freq(o) are their
frequency of occurrence in linked data respectively, and an understanding cost
of each part of a triple can be computed using a inverse number of log frequency.
The weighting scheme W (e) is calculated using a normalization of a total cost
of each edge.

cost(s) =
1

log2(freq(s) + 1)
; (1)

cost(p) =
1

log2(freq(p) + 1)
; (2)

cost(o) =
1

log2(freq(o) + 1)
; (3)

totalCost(e) = cost(s) + cost(p) + cost(o); (4)
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W (e) =
totalCost(e)

max{totalCost(ε)|ε ∈ E} (5)

4.3 Generating an Association Tree as Summary

An uFAG can be very large. In our test cases, the largest uFAG with a small
focus set of only three objects contains even more than one thousands of objects
and two thousands of links. On the contrary, intersection-merge policy usually
results in very small or even empty iFAG. Over 90 percents of randomly selected
focus set have no iFAG in our test cases. Graph model of uFAG reserves to
the most extent the useful associations among focused objects. Comparing to
iFAG, uFAG is more suitable for characterizing semantic associations among
focused objects, but its large scale makes it difficult for human understanding.
We select a tree structure for modeling summaries, and we call each summary
an association tree of focused objects.

Definition 4. (Association Tree):Give a FAG G = 〈V, Ψ,E,W 〉, an associ-
ation tree τ(G) is a spanning tree of G, in which the vertex set of τ(G) is a
superset of focused set Ψ in G, and the total cost of all edges in τ(G) should be
minimum.

Association tree is a special minimum spanning tree of FAG. It is required that all
focused objects together with none or several intermediary objects are included
in the summary for a complete understanding of focused objects, and meanwhile
the cost of the summary should be minimum for a best human understanding ex-
perience. Traditional minimum-spanning-tree algorithms do not guarantee that
focused objects are all included in the summary. But it can be perfectly resolved
by a classic variation of minimum-spanning-tree, which is called Steiner Tree
problem.

The Steiner Tree problem, named after Jakob Steiner, is originally a problem
in combinatorial optimization. It can be briefly stated as following: Given an
undirected graph, a distance function on its edges and a subset of its vertex
as terminals (focused objects in our scenario), the Steiner Tree problem is to
find a tree that span the terminals with minimum total distance. Steiner Tree is
now widely applied in circuit layout, network design, and even in semantic web
research [10].

It is recognized that Steiner Tree is a classic NP-complete problem. The ac-
curate solutions of Steiner Tree are time-consuming. However, with the help
of KMB algorithm [4], we can utilize an approximate implementation that can
be solved in polynomial time. KMB algorithm is heuristic, which considers the
similarity of minimal Steiner Tree and minimal spanning tree to approach the
final solution. It is approved that the worst case upper bound of approximation
ratio is 2(1- 1Ψ ) , where Ψ is the focused set. Its worst case time complexity is
O(|Ψ ||V |2 ).

An example of summarization is given in Figure 3. There are three focused
objects: Jack, Mary and Steve. The uFAG of these objects are constructed by four
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semantic associations: the family association among Jack, Mary and their family
members; a business association among Jack, Mary, Steve and other partners and
companies; an alumni association among Jack, Steve and other graduates of a
college; a reader-writer association among Steve, Marys father and a book. Each
edge in uFAG is weighted according to the weighting scheme. With the help of
KMB algorithm, a final association tree is generated as the summary of these
four associations, which is highlighted in green and bold.

Fig. 3. An example of FAG and a summarized association tree

5 Experiments

We evaluate our approach on a subset of DBpedia1. In our evaluation, we mainly
discuss the time and space performance of both mining and summarization of
semantic associations. Experiments of mining are performed on a 3GHZ Intel
Core2 Duo PC with 4G memory.

The entire DBpedia dataset contains a completely extracted data from
Wikipedia. As of September 2011, the DBpedia dataset describes more than
3.64 million objects using over 1 billion triples. Majority type of objects in DB-
pedia includes persons, places, music albums, films, video games, organizations,
species and diseases and so on. DBpedia has a broad scope of objects covering
different areas of human knowledge, and is widely used for the research of seman-
tic knowledge management or semantic search. However, the massive volume of
the entire DBpedia dataset is a great challenge for semantic web mining. In [7],
we have proposed a clustering algorithm for mining link patterns in large-scale
linked data. However, for the simplicity and clarity of the problem, clustering is
not used in this experiment, and a subset of DBpedia is extracted, which can fit
into the memory.

Our dataset is composed of 4 RDF documents, including more than 10,048
RDF triples, in which there are 2,532 object links between 1,306 objects.

1 DBpedia: http://dbpedia.org/

http://dbpedia.org/
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5.1 Evaluation on Mining Semantic Associations

From our dataset, we find 104 link patterns, and 11,303 semantic associations.
Each link pattern corresponds to an average number of 108 semantic associa-
tions. We use a mixed approach, instead of a stepwise approach, to mining link
patterns together with semantic associations. That makes the mining of seman-
tic association very fast. In our mining process, time consumed for generating
semantic associations only covers less than 5% of all the mining time.

There are two parameters in the mining process: max-edge, which limits the
maximal edges of discovered semantic associations, and min-sup, which is a
threshold of the support that a link pattern must have. The setting of these two
parameters will greatly influence the mining efficiency.

The time performance of the mining process is shown in Figure 4. We first
fix min-sup to 5 to evaluate the influence of various max-edge to the time per-
formance. As max-edge increases, time consumed in mining process increase
dramatically in an exponential way. This is caused by a huge lexicographical
search tree produced in the gSpan algorithm. Mining frequent patterns in large-
scale dataset is still challenging and remains an open question. When evaluating
the impact of various min-sup, we fix max-edge to 4. It is obvious that, with the
increase of min-sup, time consumption keeping declining. This result indicates
that a higher threshold of supports will lead to a loss of discovered link patterns,
but meanwhile improves the mining efficiency.

Fig. 4. Time Performance with various max-edge and min-sup

5.2 Evaluation on Summarizing Semantic Associations

In our dataset, there are 1,306 objects, and 11,303 discovered semantic associa-
tions. We randomly select k objects (3 ≤ k ≤ 10) as focused objects and ex-
tract related semantic associations. Associations are further merged into uFAG
by union-merge policy. We have performed experiments on the correlation of the
number of focused objects and the number of total objects and links in uFAG, the
average time and space consumption with various numbers of focused objects, and
a complete evaluation on time and space consumption when uFAG grows.
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Shown in Figure 5, when we randomly select a set of focused objects, the
resulted uFAG can be a huge graph. If we only select three focused objects, the
uFAG can have an average size of more than two hundreds of total objects and
four hundreds of object links. However, there is no rapid increase of uFAG when
we randomly select more focused objects. When ten focused objects are selected,
the uFAG contains an average size of six hundreds of objects and more than one
thousands of object links.

Figure 6 presents the averaged time and space consumption in summariza-
tion with various numbers of focused objects. We also randomly select 3 to 10
objects as focused objects. When we select more and more focused objects, we
can notice that time and space consumptions in summarization are near linear.
Summarizing semantic associations among three focused objects will cost only
1 seconds and 4.5M memory in average. Summarization on ten focused objects
will cost 7 seconds and 16M memory in average. It indicates that our approach
is scalable for summarizing a large-scale set of focused objects.

The scatter diagram in Figure 7 presents a complete evaluation on time and
space consumption on our approximate implementation of Steiner Tree. The
horizontal ordinate |V | represents the total number of vertex in uFAG. With the
increase of |V |, time and space consumptions for producing association trees grow
in a polynomial manner, as stated in [4]. It indicates that although Steiner Tree
problem is NP-complete, our implementation is still feasible for summarizing
semantic associations in real applications.

6 Related Works

Summarization of semantic associations is a novel research topic. Our approach is
motivated by the traditional research of text summarization, which is widely used
in understanding unstructured documents. Defined by Mani [11], text summa-
rization is the process of distilling the most important information from sources
to produce an abridged version for user understanding. Typical applications of
text summarization include producing indicative summaries of web pages by
search engines to help users quickly understand search results.

Research of ontology summarization and semantic snippet generation are both
closely related to our topic. Ontology summarization aims at improving the
scalability of reasoning or the efficiency of human understanding. Fokouel pro-
posed in [12] an approach to summarizing Abox in secondary storage by re-
ducing redundancy to make reasoning scalable for very large Aboxes. It is an
alternative approach with KAON2 [13], which reduces an SHIQ(D) ontology
to a disjunctive datalog program and makes it naturally applicable to Aboxes
stored in deductive databases. In [14], Zhang proposed an ontology summariza-
tion approach based on salience ranking of RDF sentences in ontology. Snippet
generation is usually performed by semantic search engine, and aims at helping
users understand resulted ontology or linked data. In [15], Cheng gave a discus-
sion on how to generate query-relevant snippet for ontology search. In [16], Penin
used a hierarchical clustering algorithm to group RDF sentence into topics in
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Fig. 5. Correlation of the number of focused objects and the volume of correspoding
uFAG

Fig. 6. Averaged time and space consumptions with various number of focused objects

Fig. 7. Complete evaluation on time and space consumptions with various |V |
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snippet generation. Similarly, Bai proposed in [17] a topic-related and query-
related snippet generation approach.

7 Conclusion and Future Works

There is an urgent need from users that they require an efficient approach to
discovering and understanding semantic associations in linked data. In this pa-
per, we present a summarization approach based a novel graph model. We first
introduce the mining of semantic associations with the help of link patterns, and
then we fully explain how concise and comprehensible summaries are generated
from Focused Association Graph with the help of Steiner Tree problem. Exper-
iments on real linked data show that our approach is feasible on both time and
space efficiency.

In our future work, we will design more experiments on the quality of the
summaries. A search engine of semantic associations is under construction. We
will explore in our search engine that how summaries of semantic associations
can help users fulfill their understanding tasks. Another study will be given on
how to generate query-relevant summaries.
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Abstract. The main task of sentiment classification is to automatically
judge sentiment polarity (positive or negative) of published sentiment
data (e.g. news or reviews). Some researches have shown that supervised
methods can achieve good performance for blogs or reviews. However,
the polarity of a news report is hard to judge. Web news reports are
different from other web documents. The sentiment features in news
are less than the features in other Web documents. Besides, the same
words in different domains have different polarity. So we propose a self-
growth algorithm to generate a cross-domain sentiment word list, which
is used in sentiment classification of Web news. This paper considers
some previously undescribed features for automatically classifying Web
news, examines the effectiveness of these techniques in isolation and when
aggregated using classification algorithms, and also validates the self-
growth algorithm for the cross-domain word list.

Keywords: Sentiment classification, Seed words, Domain adaption,
Opinion mining.

1 Introduction

Opinion mining or sentiment classification aims at classifying sentiment data
into polarity categories (positive or negative). As a result, opinion mining has
attracted much attention recently, for example, opinion summarization, opinion
integration and review spam identification, etc. Many researches are mining the
opinions of reviews or blogs [13,17,4]. However, few researches are about senti-
ment classification of news. With the explosion of Web 2.0 services, more and
more news are published on the Web. So the analysis of large scale of news data
is meaningful. Sentiment classification of web news is very different from other
sentiment classification methods and very important. For example, the analysis
of news reports about a new product will give the opinions of different people
and different media sources, and also the analysis will show the potential prob-
lem of the product. With this analysis, the company of this product will have
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enough time to upgrade this product to solve this problem, or to do the crisis
public relations to get better opinions. Further, the same event can have different
report versions from different sources. It is meaningful to analyze the difference
to get the bias of different sources.

News are the objective reports of the latest events, so there are less sentiment
features in news. The effective method does not perform well in the news sen-
timent classification. We need to find some new methods to detect the opinion
or the polarity of the news. In previous work, supervised machine learning algo-
rithms have been proved promising and widely used in sentiment classification.
So we choose a supervised method to detect the opinion of news. However, be-
cause of the characteristic of the news, we should find more features to achieve
a high performance. In the selection of the characteristics, we not only consider
the score of the sentiment words, but also consider some other features such
as the polarity of the title, the length of the news. We consider some content
and structure features of the news and make some statistics analysis of these
features. We choose the good features which perform differently in the positive
news and the negative news so that it is useful in the sentiment classification
and integrate them to make an effective classifier.

Of all the features, the score of the sentiment units in one piece of news
needs a word list to get the score. The key of this feature is the quality of the
sentiment word list. Also, the same word may play different roles in different
domains. So we need to generate a domain-independent word list. In this paper,
we present a self-growth sentiment word list algorithm to make an accurate
sentiment dictionary based on the data and seed words. That is to say, the word
list will change according to the news data. We assume that an entity will keep
the same polarity in same news. With this process, the sentiment word list can
grow up and become more and more accurate for the classification.

The rest of this paper is organized as follows. The overview of our approach
and the data set is presented in Section 2. Section 3 shows the details of the self-
growth algorithm for the sentiment word list. The details of the statistics analysis
of features are presented in Section 4. The decision tree and the experimental
results are introduced in Section 5. Section 6 surveys related work. The final
section gives the conclusion and proposes future work.

2 Experimental Framework and Data Set

The news data used in our work is crawled from some famous news web sites in
China, such as sina (http://www.sina.com) and sohu (http://www.sohu.com).
We manually label 1208 pieces news, among whom 1000 are chosen as training
data and the rest are left as testing data. All of the news are written in Chinese.

Since same words may have different polarity in different domains, we use a
domain-independent sentiment word list to start our analysis. However, such a
list is small initially and thus we need a self-growth algorithm to bring up it.

Considering the characteristics of the news, we analyze some features of the
news documents such as the length of the article, the polarity score of the sen-
timent words, the amount of the negation in one document, the polarity of the
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title, the first and the last sentence and so on. The features are about the struc-
ture or the content. In these features, the polarity of the title, first sentence,
last sentence, the topic sentence and the whole document are all labeled by
volunteers.

We use the decision-tree method and SVM method to combine the features
to generate sentiment classifiers. We evaluate the classifiers and compare the
results. We also validate the self-growth algorithm for the sentiment word list.
The experimental results are shown in Section 5.

Fig. 1. The Experimental Framework

3 Cross-Domain Sentiment Word List

The performance of the sentiment word list affects the accuracy of the sentiment
score of a sentence. As mentioned above, same words may have different polarity
in different domains. If using a domain-dependent sentiment word list in different
domains, it will either make mistakes or misunderstand the real polarity of a news
report. Therefore, we need to construct a cross-domain sentiment word list and
employ such a list in sentiment analysis. Obviously, such a list can grow up in
applications.

In this section, we will discuss the construction method and the self-growth
process of this domain-independent sentiment word list.

3.1 Initialization

The sentiment word list, represented by Vsen, contains weighted sentiment units
which are words or phrases. Usually there are two methods for the initialization.
In the first method, the sentiment word list is generated with the existed Chinese
sentiment dictionary, which contains a large amount of positive and negative
words. Then a training set is used to choose the words and produce the weights.
In the second method, people can calculate the entropy based on the probability
distribution of the words in the training set, and use a feature-selected algorithm
to generate the seed list. Unfortunately, the feature-selected algorithms are not
suitable for our news data due to insignificant features in news reports. Therefore,
we choose the first method to give birth to a seed word list.

This method uses the existed sentiment dictionary and there are some am-
biguous words in the seed list. Thus we filter the list based on the training set.
We also calculate the inverse document frequency (idf) values of these words
and regard the values as their weights.
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3.2 The Candidate Set

After the initialization, we can begin our self-growth algorithm to produce the
domain-independent word list. First, we need to choose a candidate set. Based
on our observation, we have a hypothesis here.

Hypothesis 1: In one news report, the polarity descriptions for the same entity
are interrelated.

We notice that the author will keep the same opinion on the same object
or entity in the same sentence of his/her report. Suppose we have a sentence
which describe an entity. Once we can decide the polarity of the sentence based
on the existing sentiment words, we can find out other part of this sentence
which contain the description of the same entity and may extract new sentiment
words from them. At the same time, we can also get the polarities of these new
sentiment words.

After this step, we will obtain two candidate sets, which contain positive words
and negative words, respectively.

3.3 Graph Method

Graph-based approaches are widely used in sentiment detection applications.
For example, Brody and Elhadad employ it for detecting sentiment in reviews
[5], and Velikovich et al find out sentiment terms in a giga-scale web corpus [16].
In our work, we also make use of a graph method and regard all candidate words
as nodes. We choose top 100 words in terms of frequency in each category as
seeds. The weight of the edge between two words are decided by the distance of
the two words in a same sentence.

3.4 Growth Algorithm

After the construction of the graph, we need a propagation algorithm to choose
the words from the candidate set. We consider two methods which we will in-
troduce in the next two paragraphs.

The first formula is from TrustRank [9]. The words in the positive seed set
are assigned a polarity score of 1, while the words in the negative seed set are
assigned -1. All the words in the candidate set except for the seeds start with a
score of 0. We use Formula 1 to compute the score of the words in the candidate
set. For each word x, p(x) is the polarity score.

p(x) =
∑

y∈N(x)

p(y)

r(y)
(1)

N(x) is the word set of x’s neighbors. p(y) is the polarity score of the word y.
r(y) is the number of neighbors of word y.

The second method is based on probability model. The words in the positive
seed set are assigned a polarity score of 1, while the words in the negative seed
set are assigned 0. All the words in the candidate set except for the seeds start
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with a score of 0.5. Once the graph is constructed, we use Formula 2 to update
the sentiment scores of the words. The following update-rule is applied:

p(xi) = MAXj∈Ni&j 	=i(|p(xi|xj) ∗ p(xj)|) ∗ Sj (2)

p(xi|xj) = 1 − lij
L

(3)

p(xi) is the probability of word x to be the polarity words. Ni is the set of
neighbors of x, and p(xi|xj) is the weight of the edge between xi and xj as in
Formula 3. The lij is the distance of word xi and word xj in the same sentence
while L is the length of this sentence. Sj is the symbol of the word xj of which
the word xj make the p(xi) get the largest absolute value.

The framework of the algorithm is shown as Algorithm 1.

Algorithm 1. Self-Growth Algorithm of the Cross-Domain Word List

Require: Vsen: a set of general word list; D: a set of documents; p and n: two
thresholds;

Ensure: Vc: a cross-domain word list;
1: Get the candidate set C of the words with the help of Vsen and D using Hypothesis

1;
2: Put the top 100 most frequent words of Vsen into the seed set S;
3: Build the graph with C and S, take the words as nodes, and compute weights of

the edges according to the co-occurrence relations of the two nodes;
4: Use Formula 1 or Formula 2 to compute the score of the words in C.
5: Choose the words whose scores are higher than threshold p as new positive words

and whose scores are less than threshold n as new negative words. Add these words
to the set Vc

6: return Vc;

4 Feature Analysis and Discussion

News are generally objective, which makes them different from other Web docu-
ments. Usually there are few explicit sentiment factors in a typical news report.
Thus we need to dig out some features to strengthen the sentiment factors so
that it is more practical to extract the polarity of the news. In this section, we
will present some features and analyze their contribution for judging the polarity
of a news report.

All the features are content-based and they are independent from each other.
Some are related to the language while some others not.

The language of the data in this paper is Chinese.

4.1 The Polarity Score of the Whole Document

Though there are few sentiment words in news, the scores of the sentiment words
are still an important feature. The sentiment words in one document usually
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reflect the opinion of the author and thus the sentiment of the news report.
Considering this point, we calculate the score of the news with the formula
shown in Formula 4[13]. We compare the scores for positive and negative news,
and the result is shown in Figure 1(a).

Si =
L2
d

Lphrase
SdNd (4)

In Formula 4, Si stands for the score of the sentiment words in a sentence, Sd

is the weight of the sentiment words, and Nd stands for the negation of this
sentence. If there is a negation, Nd is -1, otherwise it is 1. Ld means the length
of the words while Lphrase means the length of the sentence. This factor is added
when we consider that if the sentence is long, the sentiment of the words is less
important in the whole sentence than that occurs in a short sentence. Using this
formula and the word list described in Section 3, we can have some results, as
shown in Figure 2(a).

The horizontal axis depicts the range of the score. The vertical axis depicts
the number of the reports that fall into a particular range.

The result in Figure 2(a) shows that, most reports (67.98%) fall into the range
of 0-10. It validates the rule that the news reports uses sentiment words very
carefully.

4.2 The Polarity of the Title

The title of a news report usually summarizes the main content of the report.
We observe that the polarity of the title is consistent with the polarity of the
whole report.

Let us see the statistic result shown in Figure 2(b). The polarities of the titles
are manually labeled by volunteers.

The horizontal axis depicts the polarity of the title. The vertical axis depicts
the number of the reports whose title falls into a particular polarity class.

The figure shows that all the news reports with a positive title are positive,
and all the reports with a negative title are negative. However, there are too
many reports whose titles are neutral.

4.3 The Polarity of the First Sentence

The situation of the first sentence is similar to that of the title. The first sentence
usually implies the main opinion. According to [3], some researches have discussed
the position of the sentence in a document. It turns out that the first sentence has
something to do with the subject of the document. We also label the polarities of
the first sentences manually, and the result is shown in Figure 2(c).

The horizontal axis depicts the polarity of the first sentence. The vertical axis
depicts the number of the documents whose first sentence falls into a particular
polarity class.

The figure shows that the polarity of the first sentence accords with the po-
larity of the whole report perfectly. All the news reports with a positive first
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sentence are positive. 96.41% reports which have a negative first sentence is
either negative. However, the pity is there are still many reports whose first
sentences are neutral.

4.4 The Polarity of the Last Sentence

The last sentence sometimes summarizes the whole report or expresses the opin-
ion of the author. Some researches have been done in [3] which shows that people
like to present their opinions in the last sentence. We also analyze the polarity
relations between the last sentence and the whole document. The result is shown
in Figure 2(d).

The horizontal axis depicts the polarity of the last sentence. The vertical axis
depicts the number of the reports whose last sentence falls into a particular
polarity class.

We can find that the last sentences of most reports have no polarities. For
those whose last sentence has polarity, the polarity relation between the last
sentence and the whole document is a nice match. If the last sentence is nega-
tive, the probability of the report to be negative is 95.29%. If it is positive, the
probability of the report to be positive is 93.15%.

4.5 The Polarity of the Topic Sentence

The topic sentence is obviously concerned with the article. It is the summariza-
tion of the whole article. It will reflect all the characteristics of the whole article.
However, it is not easy to find the sentence just by position. In this paper, we
use the Topic Sentence Extraction Algorithm [6] to find the topic sentence. We
skip the details of the algorithm and just use the sentences it extracts. After
the extraction, we label these sentences. Same analysis is done and the result is
shown in Figure 2(e).

The horizontal axis depicts the polarity of the topic sentence. The vertical
axis depicts the number of the texts whose topic sentence falls into a particular
polarity class.

The polarity of the topic sentence admirably matches that of the whole report.
If the topic sentence is negative, the probability of the report to be negative is
97.29%. If it is positive, the positive probability of the report is 96.77%.

There are similar features which seem useful but not play an important role
in sentiment analysis according to the statistics in practice, such as the inversion
of the polarity showed in Figure 2(f). The inversion of the polarity is that if a
sentiment word co-occurs with a negation word, the polarity of this sentiment
word will be inverted. The statistic result of this feature shows that the inversion
of polarity is not important. Therefore, we only consider the above features
except the inversion of the polarity.
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(a) The Polarity Score of
The Text

(b) The Polarity of The
Title

(c) The Polarity of The
First Sentence

(d) The Polarity of The
Last Sentence

(e) The Polarity of The
Topic Sentence

(f) The Number of The In-
version of The Polarity

Fig. 2. The Statistics of The Features

5 Using Classifiers to Combine the Features

In the previous section, we present a number of features for sentiment classifi-
cation. That is, we measure several characteristics of news, and find out ranges
of these characteristics which are correlated with the polarity of news. Never-
theless, when used individually, no features can perform well in the sentiment
classification. Some may make big mistakes. In this section, we study whether
we can classify the news more efficiently by combining these features. Our goal is
that if we apply multiple features and then combine the outcome of each feature,
we will be able to classify more news with greater accuracy. One way of combin-
ing our features is to regard the sentiment extraction problem as a classification
problem. In this case, there are many ways to combine the features.

We use 1000 pieces of news as the training set, 208 pieces of news as the testing
set. According to the result of the previous section, the features we choose are
the score of the sentiment sentences, the polarity of the title, first sentence, last
sentence, and topic sentence, and the number of inversion of the polarity.

We use some machine learning methods to combine the polarity features of
news reports. From the experimental results with different classification tech-
niques, we find that the decision-tree-based techniques and SVM perform well.
We use weka 1 to realize these two algorithms.

One of the decision-tree is shown in Figure 3. The nodes in rectangle are
classifying features. The PN-Score node is the score of the sentiment sentences.
The nodes in oval-shaped are the classification results.

We also use SVM (Support Vector Machine) [1] to combine the features and
estimate the result of the classification. The result is shown in Table 1.

1 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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Fig. 3. The example of Decision Tree

5.1 Experiment

In order to evaluate our methods, we make some contrastive experiments. The
first is the different rule of the decision tree. The second contrastive experiment
is the SELC model [13].

The SELC model is a classification model of integrating the Lexicon-based
method and the Corpus-based method. The main idea of the SELC model is
based on the self-growth sentiment word list and the ratio control to make a
first classification without a training set. Then use the result of this phase as the
training set and use the machine learning method to generate a classifier.

5.2 Result Analysis

The evaluation criterions are precision, recall and the F1 value. The number of
news reports in the data set is 1208. We use 1000 news reports as the training
set and the rest as the testing set. The result is shown in Table 1.

Table 1. The average precision, recall, F-measure values for the sentiment classification
with different methods

Precision Recall F1

SVM+Growth* 96.18% 96.08% 96.13%

SVM+Growth 95.74% 95.60% 95.67%

C4.5+Growth* 95.30% 95.10% 95.20%

C4.5+Growth 95.63% 95.18% 95.40%

C4.5 91.21% 90.21% 90.70%

ID3 90.61% 89.23% 89.91%

SELC 64.26% 53.88% 58.61%
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The result of the SELC model is worse than that in [13] because that in
[13], the data set contains reviews which have much more sentiment features
than that in news. Besides, the sentence in reviews is usually very short. The
growth algorithm in SELC is comparing the words in positive and negative
reviews, which is not meaningful in news reports. News is longer than reviews,
which means that news have more words. The most words in news do not have
sentiment meanings. So the growth algorithm in SELC is not appropriate in
news. The method which is good for reviews does not work for news reports
either. This also shows that the sentiment features we selected from news are
effective for news sentiment classification.

The result of C4.5+Growth is the decision-tree method with self-growth al-
gorithm with Formula 1. And the result of C4.5+Growth* is the method with
self-growth algorithm and Formula 2. The SVM+Growth is the result of SVM
combined with self-growth algorithm using Formula 1 while the SVM+Growth*
is the result of SVM combined with self-growth algorithm using Formula 1. The
decision-tree with different rules have different results, though the difference is
not large. In a word, C4.5 is better than ID3. The C4.5 rule decision-tree method
with self-growth algorithm is much better. The reason is that the self-growth al-
gorithm can make the polarity score of the document more accurate. We can
also see the performance of Formula 1 is similar to that of Formula 2.

6 Related Work

6.1 Corpus-Based Method

Most corpus-based methods are supervised. The sentiment classifiers use stan-
dard machine learning techniques such as SVM and NBm[1]. It has been inves-
tigated that different factors affect the machine learning process. For example,
linguistic, statistical and n-gram features are used in [7]. [17] uses semantically
oriented methods to identify the polarity at the sentence level. [12] uses graph-
based techniques to identify and analyze only subjective parts of documents.
Selected words and negation phrases are investigated in [10]. These approaches
need large labeled corpora which are available for training to work well. But in a
different domain [2], topic or time period [14] of the training data may decrease
the performance of corpus-based methods.

To solve this problem, a cross-domain sentiment classification via SFA is used
[11]. SFA discovers a robust representation for cross-domain data by fully ex-
ploiting the relationship between the domain-specific and domain-independent
words via simultaneously co-clustering them in common latent space.

6.2 Lexicon-Based Method

Some of the lexicon-based methods use general sentiment word lists acquired
from dictionaries or the Internet. [12] shows that lexicon-based methods perform
worse than statistical models built on sufficiently large training sets in the movie
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review domain. It is shown in [8] that the performance of systems using general
word lists is comparable to that of supervised machine learning methods on some
domains such as product reviews.

Other approaches just need some seed words, and then get more sentiment
words and phrases with some growth algorithm. For example, [15] uses two
human-selected seed words (poor and excellent) in combination with a very
large text corpus. Then using the association (measured by point-wise mutual
information) of the phases and the seed words to get the semantic orientation
of phases. Calculate the sentiment of a document with the average semantic
orientation of all such phases. In [18] uses linguistic pattern to generate seed
words automatically. The experiment shows that the performance of this method
is similar to that of supervised methods.

6.3 Machine Learning Methods

Machine learning techniques have been successfully used in opinion mining. It
always needs a large amount of labeled training data. In this paper, we use the
decision tree method as the classifying method for news sentiment classification
to combine the selected features.

7 Conclusion and Future Work

This paper considers the characteristics of news and analyzes different features to
build a model of sentiment classification for news. The contributions of this paper
are: (1)Proposing a self-growth algorithm to generate a cross-domain sentiment
word list; (2)Analyzing the sentiment features of news reports, finding out some
useful features for the news sentiment classification; (3)Generating a model of
sentiment classification for news reports, integrating the lexicon-based methods
and the supervised machine learning methods. The experiment validates the
effectiveness of the self-growth algorithm, and evaluates the proposed model by
comparing with different methods.

There is still a lot work needed to accomplish. First, the semantic information
of the words which is not used in this paper. The semantic information of the
words is strongly correlated with the sentiment information. Second, the self-
growth of the word list is not accomplished perfectly. We only use the information
of the training set. It is considerable to use the extended information from the
Internet such as Wikipedia to improve the accuracy of the classification.
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Abstract. This paper presents a combination of optimization and data
mining techniques to address the surgery scheduling problem. In this
approach, we first develop a model to predict the duration of the surgeries
using a data mining algorithm. The prediction model outcomes are then
used by a mathematical optimization model to schedule surgeries in an
optimal way. In this paper, we present the results of using three different
data mining algorithms to predict the duration of surgeries and compare
them with the estimates made by surgeons. The results obtained by
the data mining models show an improvement in estimation accuracy of
36%. We also compare the schedules generated by the optimization model
based on the estimates made by the prediction models against reality.
Our approach enables an increase in the number of surgeries performed in
the operating theater, thus allowing a reduction on the average waiting
time for surgery and a reduction in the overtime and undertime per
surgery performed. These results indicate that the proposed approach
can help the hospital improve significantly the efficiency of resource usage
and increase the service levels.

Keywords: Surgery Scheduling, Data Mining, Optimization.

1 Introduction

Technological advances, medical breakthroughs, better and more efficient ser-
vices are constantly changing the world, improving the quality of life and, in
the long run, life expectancy. Hospitals, which can now provide more and better
care to patients who once were unable to receive treatment, face pressures due
to the rise on demand and the elevated waiting time for treatments.

Looking at the operating theater, which is considered by many the largest
budget consumer in hospitals [1], the waiting time problem is worsened due to
the nature of the treatments involved (surgeries) and the immediate attention
they naturally require. In fact, reducing waiting lists for surgery has always been
a priority of sovereign governments and therefore of many researchers. The Por-
tuguese government has successfully reduced the median waiting time for surgery
from 8.6 to 3.3 months between 2004 and 2009, as a result of the introduction
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of an incentive program to perform additional surgeries. Still, despite the efforts
and success in tackling the long waiting lists for surgery, Portugal along with the
United Kingdom ranked last among other 31 European countries regarding wait-
ing times for treatment [2]. Moreover, incentive strategies imply great costs, and
in the current economic context can easily be ceased. An OECD (Organisation
for Economic Co-operation and Development) report also lists other countries
with waiting time for surgery issues, such as Italy and Norway which have more
than 25% of their patients waiting for more than 12 weeks [3].

In this work, we introduce a combination of data mining and optimization
techniques applied to operating theater planning. In the process of scheduling
surgeries, surgeons have to estimate empirically how long the combination of
surgical procedures will take in order to book the operating room. The accuracy
of these estimations will define the quality of the operating theater schedule, since
every deviation from the estimates leads either to schedule disruptions (surgeries
exceeding their allocated time) or to unoccupied time (surgeries finishing earlier
than estimated). This wasted time is valuable, not only for the hospital but
to the patients who see their health conditions and overall satisfaction quickly
deteriorating throughout time. On the other hand, since scheduling is a complex
combinatorial problem, subject to different rules and constraints, it represents
an opportunity to use optimization techniques to improve its quality. Herein,
we make use of data mining algorithms to estimate the duration of surgeries
and of an optimization model to optimize the surgeries’ schedule. We achieve
good results with both techniques separately, but it is their combination that
enhances the final scheduling solution and enables the automation of the entire
surgery scheduling process. In summary, the contributions in this work are:

– Development of an automatic and effective mechanism to estimate surgery
duration, based on historical surgery records, patient and surgeon informa-
tion;

– An approach that optimizes operating theater resource utilization based on
the predicted durations of surgeries.

Next we will provide further details about the problem and a review of related
work in Sections 2 and 3, respectively. In Section 4 the estimation problem will
be presented and the surgery scheduling optimization model will be described
in Section 5. Experimental results are shown in Section 6 and final remarks are
given in Section 7.

2 Problem

Our work was conducted at a large Portuguese hospital, enabling the analysis
and gathering of the necessary inputs to develop and validate the approach pre-
sented. The scope of the experiments is restricted to the outpatient department,
also know as ambulatory surgery department, which deals with patients who
are not hospitalized after the surgical intervention. On the other hand, inpatient
surgeries require hospitalization for the patients’ recovery, and this recovery is
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the true bottleneck of the operating theater and hospital resources [4–6]. There-
fore, we have decided to start by focusing on outpatients, for which the efficient
time management of the operating theater becomes crucial to make the most of
the existing resources. To illustrate how the predictions made by surgeons, which
are currently used as basis for operating room scheduling, are deviated from re-
ality , Figure 1 plots those estimates against the real surgery times recorded on
this department between 2010 and 2011. It is possible to observe a ladder effect
created by the coarse time granularity used by surgeons on their estimates (15,
30 or 60 min.). This prevents fine tuning of the surgery schedule and therefore
reduces its quality. Furthermore, surgeons tend to make predictions according
to their own interests and undervalue the objectives of the hospital. In fact,
Macario states that surgeons intentionally overbook operating rooms to block
them to other surgeons or underestimate the duration of surgeries in order to
squeeze more surgeries in their available time [7]. Both scenarios lead to wasted
time, but the latter actually produces schedule disruptions due to the delays
caused, often leading to the postponing of surgeries.
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Fig. 1. Comparison between the estimated duration of surgeries made by surgeons and
the real values. The diagonal line shows the desirable scenario where the estimated
duration is always correct.

The economic and social effects of an improvement in efficiency through accu-
rate estimates can be quantified in the increase of the number of surgeries carried
out and the revenue obtained by hospitals. Concerning public health, this enables
the possibility to reduce waiting lists for surgery with marginal costs. However,
the challenge is not only methodological but also of change management. The
introduction of decision support systems in this environment leads to a reduc-
tion in the decision making power of doctors and is prone to face resistance.
Nonetheless, this work is only concerned with the former challenge and refrains
from discussing the implementation issues.
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3 Background

Operating theater planning is a major challenge throughout the scientific lit-
erature. The reviews by Cardoen et al., and Guerriero and Guido are good
indicators of the vast amount of research that is being done in this field re-
cently [1, 8]. Although there are many publications on modeling and predicting
surgical durations, the most prevalent research field in the operating room is op-
erational research, which typically addresses scheduling and planning problems.
The operating theater planning is normally divided into three decision levels: (i)
operational, (ii) tactical and (iii) strategic. Our work focuses on the first planning
level. We combine methods from the operations research and data mining fields
for the periodic (weekly) scheduling of patients to the available operating rooms.
The tactical and strategic decision levels concern longer term decisions on ca-
pacity definition and allocation of resources to the different surgical specialties,
also known as the master surgery schedule and case-mix planning problems.

The surgical process is naturally characterized by deep uncertainty [9], due
to different sources of variability emerging since the patient arrival to his post-
operative recovery. These factors affect the total duration of the patient’s stay
in the different areas of the operating theater. The most important, and the
most studied in the literature, is the duration of the surgery, including anesthe-
sia and the combination of surgical interventions [10]. Other significant sources
of variability are the main surgeon performing the procedure and his team, the
anesthesia type, and the patient’s risk class, age and gender [11]. These factors
increase the difficulty of the problem significantly, as there are many different
possibilities (e.g., there is a wide variety of procedures and a large number of
surgeons in hospitals) and they interact with each other (e.g., each surgeon is
more effective on some surgeries than others and it may be easier to perform a
given surgery on patients with some characteristics than others) [7]. Researchers
have been modeling surgical times targeting different management decisions but
most studies aim to predict surgery duration before it starts (off-line schedul-
ing) [12, 13, 9, 10, 14]. Other tasks include predicting the time remaining during
surgery execution (on-line scheduling) [15] and the duration of a series of surg-
eries, aiming to reduce the total overtime incurred into [16]. However, it is also
recognized that, due to the uncertain nature of surgical procedures, it is of-
ten better to know the upper and lower bounds of the duration than a point
estimate [14].

We found that most of the research performed in this field determines the most
important factors of variation between surgeries but does not come up with a
generalized estimation model that could be applied transversely in the operating
theater [17, 18]. As stated by Combes et al., the statistical models represent an
average phenomenon and not the variation in the subsets of observations that
that average represents [12]. Nonetheless, prediction models have been developed
to successfully improve the accuracy of predictions of surgery duration. Wright
et al., in the mid 1990s reduced the mean absolute error relative to surgeon
estimates in almost 20% using regression-based methods [19]. Marinus et al.
also show significant reductions in average overtime and undertime per surgery
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on a vast set of surgical procedures using a regression model [13]. Stepaniak
et al., estimate the effect of several medical variables that affect a surgery in
two different hospitals in the Netherlands by means of ANOVA models and
use those models to estimate the duration of surgical cases, obtaining a 15 %
improvement [20]. An alternative approach, in which surgeons are given tools to
improve their estimates, rather then being replaced by prediction models, was
proposed by Combes et al. Motivated by a real case scenario, they developed a
data exploration framework to help surgeons estimate the duration of surgeries
based on their past performance. However, this study limited itself by applying
the methodology to a small subset of gastric procedures [12].

4 Surgery Duration Estimation

The main goal of our work is to reduce the uncertainty of the estimated duration
of surgeries. This can be addressed as a regression problem, where the surgery
duration is the dependent variable y and the known environment settings and
patient characteristics constitute the vector of independent variables x that in-
fluence the duration of a surgery: yi = f(xi). The data used to carry out this
work was extracted from different databases, allowing us to enrich the dataset
with characteristics of the patient, surgeon and surgical procedures.

4.1 Dataset

The data used in this work describes the outpatient surgeries performed in one
of the largest Portuguese public hospitals from 2006 to 2011, containing approx-
imately 9.500 completed surgical cases.

The most relevant attributes, selected using a attribute subset evaluator al-
gorithm, are: Gender, Priority, Week Day, Shift, ICD Disease, ICD Procedure 1
and 2, Number of Interventions to Date, the existence of circulatory problems
and the average total duration of the procedure.

In order to give an overview of the surgery duration distribution, Figure 2 plots
the density histogram of surgery duration on the test set. It fits a log-normal
distribution (μ = 26.123, σ = 1.862 found by maximum likelihood estimation)
for a significance level of 0.05, verifying the distribution type fit supported by
Strum et al. and Spangler et al. [18, 17].

4.2 Evaluation

The accuracy of the methods was evaluated using standard error measures. The
Mean Absolute Error (MAE):

MAE =

∑n
i=1 |yi − ŷi|

n
(1)

where yi and ŷi are the true and predicted duration values and n is the number of
predictions (i.e., the number of surgeries for which a prediction was made). MAE
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Table 1. Independent variables used for predictive modeling

# Type Description

1 Nominal Patient gender
2 Numeric Patient age
3 Ordinal Patient priority
4 Numeric Patient waiting time for surgery
5 Nominal Surgery month
6 Nominal Surgery weekday
7 Nominal Surgery shift
8 Nominal Patient diagnosed disease
9 Numeric Number of interventions to be performed
10 Nominal Intervention code 1
11 Nominal Intervention code 2
12 Nominal Intervention code 3
13 Numeric Number of surgeries performed on the patient to date
14 Numeric Number of interventions performed on the patient to date
15 Binary If the patient has undergone surgery on other specialties
16 Nominal Surgeon identification
17 Nominal Surgeon gender
18 Numeric Number of times the surgeon has dealt with this disease
19 Numeric Number of times the surgeon has performed the main intervention
20 Binary If the patient has other diagnosis
21 Binary If the patient has any circulatory problem
22 Binary If the patient has diabetes or renal problems
23 Binary If the current diagnosis is recidivist
24 Numeric Average total surgery duration
25 Numeric Surgery real duration
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Fig. 2. Distribution of surgery durations (duration in minutes)
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values are in the same scale as the dependent variable (i.e., surgery duration in
this case). Alternatively, we can use Mean Absolute Percentage Error (MAPE),
which rescales the values of MAE in the interval [0, 1]:

MAPE =
1

n

n∑
i=1

|yi − ŷi|
yi

(2)

In many applications, such as this one, the impact of a small deviation is often
irrelevant. So more importance should be given to larger ones. In such cases, the
Mean Squared Error (MSE) measure may be more appropriate than MAE and
MAPE:

MSE =

∑n
i=1(yi − ŷi)

2

n
(3)

An additional measure is the correlation between the predictions and the real
values:

τ =

∑n
i=1(yiŷi) − nȳ¯̂y

(n − 1)(sysŷ)
(4)

where ȳ and sy is the mean and variance of y.
These metrics do not take into account if the deviations are originated by

over-or under-estimation. This is significant, due to the different effects they
have on the operating theater schedule. Overestimation is when a surgery lasts
less than predicted (yi < ŷi), leading to idle time in the operating room time
or under-utilization. Underestimation occurs when a surgery lasts longer than
predicted (yi > ŷi), having a greater impact on the operating room since it may
disrupt and delay subsequent surgeries. Dexter proposes an asymmetric absolute
error measure involving under-utilization and over-utilization costs [9]. As there
are no estimates of those costs available in our application, we do not use this
measure. However, in Section 6, we provide some analysis of the results in terms
of over-and under-estimated time.

4.3 Experimental Setup

We compare three different data mining techniques: Linear Regression (LR),
Random Forests (RF) and the M5 Rules (M5) algorithm [21]. However, rather
than individual models, we have used ensembles of each of those models using
the bootstrap aggregation algorithm (Bagging) [22], to reduce the variance and
increase the estimation accuracy.

To develop and evaluate our models we separated the data into two sets. The
first includes the surgeries from 2006 to 2009 and is used for training the models,
while the second (surgeries in 2010 and 2011) is used for testing those models.
The dataset consists of 25 variables, of which one is ordinal, five are binary, seven
are numeric and the remaining 12 are nominal (Table 1). The identification of
the surgical interventions and diseases are coded using the International Classi-
fication of Diseases norm (ICD-9) published by the World Health Organization.



596 C. Gomes et al.

5 Surgery Scheduling

The models obtained in the previous section are used to estimate the duration of
a set of surgeries. The next step is to find the optimal schedule for those surgeries
assuming that their duration is the predicted one. The capacity available (time)
might be spread by different operating rooms, in different days and also different
parts of the day (i.e., morning and afternoon shifts).

Our optimization model is also able to take into account constraints con-
cerning the availability of surgeons. It is based on the 1-0 Multiple Knapsack
Problem, proved to be NP -Hard [23]. In our case a knapsack is an operating
room shift with a given time capacity. We want to fill the knapsacks with surg-
eries, which consist of pairs of patients and surgeons. Table 2 summarizes the
notations used throughout this section.

Table 2. Variables used in the optimization model

Symbol Description

N Set of patients
R Set of operating rooms
S Set of surgeons
D Set of scheduling days
T Set of shifts (morning/afternoon)
si Surgeon assigned to patient i
di Duration estimated for the surgery of patient i (minutes)

Ardt Availability of operating room r on day d and shift t (binary)
Sjdt Availability of surgeon j on day d and shift t (binary)
u Operating room clean up time (constant)
c Shift capacity (constant)

5.1 Decision Variables and Objective Functions

As mentioned above, the mathematical model devised resembles the binary mul-
tiple knapsack model. Thus, the binary decision variables xirdt define the assign-
ment of a patient i to an operating room r on a given day d and shift t, and
the binary decision variable yjrdt assigns the surgeon j to an operating room r
on day d and shift t. Note that the model presented assigns patients to a period
of time and local (knapsack) but does not sequence patients inside a knapsack.
The sequence can be obtained using a simple method such as random ordering,
since we constrain the problem to fix a surgeon to one operating room per shift.

The main goal of our work is to increase the efficiency of the operating room,
which can be translated to the maximization of surgeries performed in a given
period:

Maxf1 =
∑
i∈N

∑
r∈R

∑
d∈D

∑
t∈T

xirdt (5)
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Yet, increasing surgeries performed decreases the operating room utilization,
due to the setup (clean-up of rooms) times between surgeries. The following
expression represents the maximization of the mean utilization of all operating
rooms in R over the set of days in D.

Maxf2 =

∑
i∈N

∑
r∈R

∑
d∈D

∑
t∈T xirdtdi

c
∑

r∈R

∑
d∈D

∑
t∈T Ardt

(6)

5.2 Constraints

First of all, given that there is a surgeon responsible for each patient, the binary
variables yjrdt are linked to xirdt (Eq 7). This enables us to ensures that the
surgeons cannot be assigned to multiple procedures simultaneously. Additionally,
the following constraints are also included in our model:

xirdt ≤ yjrdt, ∀i ∈ N, r ∈ R, d ∈ D, t ∈ T, j ∈ S : j = si (7)∑
i∈N

xirdt(di + u) ≤ Ardtc, ∀d ∈ D, r ∈ R, t ∈ T (8)

yjrdt ≤ Sjdt, ∀j ∈ S, d ∈ D, r ∈ R, t ∈ T (9)∑
r∈R

∑
t∈T

yjrdt ≤ 1, ∀j ∈ S, d ∈ D (10)

xirdt, yjrdt ∈ {0, 1} (11)

Equation 8 represents the constraint for the available capacity per operating
room. It prevents overtime, i.e., planning surgeries on a shift that take longer
than the available time, and restricts patients from being assigned to operating
rooms if the room is unavailable on a given day and shift. Equation 9 limits the
allocation of surgeons according to their availability. Equation 10 prevents the
surgeons from being allocated to different operating rooms in the same shift and
day. Finally, Equation 11 states that the decision variables are binary.

5.3 Experimental Conditions

The experiments are limited to a single week and we compared the results ob-
tained with the optimization model based on the predicted duration of surgeries
with the observed schedule. We used a patient waiting list composed by 394 real
patients, the total duration of the surgery is known, as well as the estimates
made by the surgeons. These figures will be used to compare the performance
in terms of planned and real utilization rate, number of surgeries performed,
overtime and undertime. We assume there is only one operating room with one
4 hour shift available per day, on a Monday to Saturday week (Friday off). It
is also assumed a constant clean-up time of 17 minutes between surgeries, and
that every surgeon (8 in total) and patient is immediately available for surgery
at the scheduled time. The experiments were performed using CPLEX 12.2.
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6 Results

Initially we will focus on the quality of the predictions (Section 6.1) and then we
analyze the results of the combination of the predictions with the optimization
model (Section 6.2).

6.1 Surgery Duration Estimation

Table 3 compares the accuracy of the three data mining algorithms tested: Linear
Regression (LR), Random Forests (RF) and M5 Rules (M5) with two baselines.
The first is the surgeon estimates and the second is the median duration, that
is, the median of the surgeries of the same type.

Table 3. Estimation errors

Metric Surgeon Median LR RF M5

MAE 13.84 11.19 9.55 9.63 8.89
MSE 312 224 171 158 144

MAPE 47% 54% 39% 44% 37%
Correlation 0.69 0.75 0.78 0.79 0.81

The results show there is clear advantage of using the data mining algo-
rithms for predicting surgery duration, when compared to the estimates made
by surgeons, which is the method currently used in the hospital, and also to the
median estimates. The M5 algorithm shows an average absolute improvement
of 4.95 minutes per surgical case, which represents an improvement of almost
36% in estimation accuracy compared to the surgeon estimates. Additionally,
the mean squared error decreased to half, meaning that the largest deviations
were greatly reduced. The estimates are plotted against the real durations in
Figure 3, showing that the ladder effect seen in Figure 1 disappeared.

Focusing just on the results obtained by the M5 algorithm and the surgeon
predictions and separating them according to whether they over- or underesti-
mate the true duration, it is noticeable that the greatest improvement comes
from surgeries whose prediction was overestimated by the surgeons (Table 4).
This observation shows that surgeons are mostly prone to over-estimate the du-
ration of surgeries, thus apparently preferring to block their colleagues [7]. On
the other hand, as expected, the data mining algorithms distribute their errors
evenly.

Table 4. Total surgery overtime and undertime relative to the predictions (minutes)

Surgeon M5 Difference Improvement

Overtime 11605 9894 1711 -15%
Undertime 18714 9588 9126 -49%
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Fig. 3. Comparison between the bagged M5-Rules algorithm estimates and the real
duration

Although the absolute gain per surgery may seem small (4.95 minutes) the
relative gain of 36% is significant, where one could assume that the M5 algorithm
provides 36% more time to perform surgeries. Considering that the average du-
ration of surgeries is 31 minutes and that the approach proposed here could
reduce the wasted time by 10837 minutes in 2010 and 2011, then this system
would have enabled up to an extra 343 surgeries to be performed. Despite being a
rough estimation, this still indicates that a significant improvement in efficiency
could be achieved with the approach proposed here.

6.2 Schedule Optimization

Two experiments were executed to schedule an entire week of surgeries. In the
first, we compare the schedule obtained by maximizing the number of surgeries
performed (Eq. 5) based on the duration estimates made by the surgeons with
the true schedule. This isolates the effect of the optimization component in
the results. The second experiment compares the schedules generated by the
optimization model using each objective functions, number of surgeries (Eq. 5)
and operation room utilization (Eq. 6). In both cases the optimization is based
on the durations estimated by the data mining models. This experiment aims to
compare the two objective functions.

The results for the first experiment are presented in Table 5. As expected, the
optimization model increased the number of surgeries scheduled but the magni-
tude is surprising: almost three-fold. In fact, the optimization model performed
abnormally due to the selection of surgeries with very low estimated duration.
This resulted in a schedule consisting solely on surgeries with underestimated
duration, which naturally leads to overtime in the use of the operating theater.
The surgeries scheduled would require 124% of the available time.
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Table 5. Comparison of the real schedule with the one optimizing the number of
surgeries (Eq. 5) based on the estimates made by the surgeons

True Schedule Maximize Surgeries
Mon Tue Wed Thu Sat Total Mon Tue Wed Thu Sat Total

Number of Surgeries 4 2 3 4 5 18 10 10 10 10 10 50
Planned Utilization 45% 37% 32% 58% 69% 48% 21% 23% 21% 21% 21% 21%
Real Utilization 35% 29% 10% 58% 63% 39% 126% 131% 135% 118% 111% 124%

Overtime 40 18 55 18 54 185 252 259 273 233 216 1233
Undertime 17 0 4 20 39 80 0 0 0 0 0 0

Table 6 compares the schedules obtained by the optimization of each of the
two objective functions, using data mining estimations. As stated, the first one
maximizes the number of surgeries performed while the second the utilization of
the operating rooms. By maximizing the utilization, less surgeries are carried out
than what happened in fact, due to the clean-up time (setup) between surgeries.
Therefore, the results illustrate that we may obtain results that are better in
terms of the use of resources but worse in terms of the reduction of surgery
waiting lists.

Table 6. Comparison of the optimized schedules using the two objective functions
(Eq. 5 and Eq. 6) based on the predictions by the data mining models

Maximize Surgeries Maximize Utilization
Mon Tue Wed Thu Sat Total Mon Tue Wed Thu Sat Total

Number of Surgeries 7 7 7 7 8 36 3 3 3 3 3 15
Planned Utilization 29% 29% 29% 29% 42% 31% 82% 90% 69% 74% 88% 80%
Real Utilization 47% 60% 48% 48% 65% 53% 75% 75% 75% 54% 75% 71%

Overtime 43 73 49 44 56 265 40 54 15 47 36 192
Undertime 0 0 4 0 0 4 24 19 29 0 5 77

Additionally, when comparing the schedule obtained by maximizing the num-
ber of surgeries using each of the two methods to estimate duration, surgeon
estimates (right-hand side of Table 5) and data mining models (left-hand side of
Table 6), we observe that the latter not only provides more accurate predictions
(as observed in Section 6.1) but also generates a more reasonable schedule: the
real utilization of the operating rooms is under 100%. Finally, when compared
to the real schedule (left-hand side of Table 5), the schedule obtained using the
method to optimize the number of surgeries based on the predictions made by
the data mining models (left-hand side of Table 6), we observe a very signif-
icant improvement in both evaluation measures: twice as many surgeries are
performed, resulting in an increase in real utilization time from 39% to 53%.
These results clearly show the advantage of using data mining to predict the
duration of surgeries.
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7 Conclusions

Although the stimulus initiatives introduced by the Portuguese government to
reduce waiting lists for surgery have shown positive results, they imply significant
costs and are now being reduced due to the current financial crisis. We address
the problem of optimizing the schedules of operating rooms with a combination
of data mining and optimization techniques. To the best of our knowledge this is
a novel approach. It was tested on outpatient surgeries, a subset of all the surg-
eries for which the accurate prediction of the duration is particularly important
because it is the most important factor for the optimization of operating room
usage. Our results show that it is possible to significantly increase the utilization
of the rooms and the number of surgeries performed.

The performance achieved by the data mining and optimization models is
sufficient to encourage the development of this work and its experimentation
on different surgical departments. However, the optimization model will have
to be adjusted to take into consideration downstream resources following the
operating room (e.g., recovery wards).
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Abstract. Static analysis of source code is one way to find bugs and
problems in large software projects. Many approaches to static analy-
sis have been proposed. We proposed a novel way of performing static
analysis. Instead of methods based on semantic/logic analysis we apply
machine learning directly to the problem. This has many benefits. Learn-
ing by example means trivial programmer adaptability (a problem with
many other approaches), learning systems also has the advantage to be
able to generalise and find problematic source code constructs that are
not exactly as the programmer initially thought, to name a few. Due
to the general interest in code quality and the availability of large open
source code bases as test and development data, we believe this problem
should be of interest to the larger data mining community. In this work
we extend our previous approach and investigate a new way of doing
feature selection and test the suitability of many different learning algo-
rithms. This on a selection of problems we adapted from large publicly
available open source projects. Many algorithms were much more suc-
cessful than our previous proof-of-concept, and deliver practical levels of
performance. This is clearly an interesting and minable problem.

Keywords: software engineering, static analysis, application.

1 Introduction

The finding and fixing of bugs, and other problems, is important to the writing
of quality software. It is an important part of software development. Several
different approaches have been proposed. These range from the widely used;
coding rules, which focus on avoiding the introduction of faults, via manual
inspection (code review), and testing, to more sophisticated methods like tool
supported error prediction or detection. Today the latter is becoming popular
as they can help directly by pointing to the places in the source code where an
actual fault is presumed to exist. Depending on how these tools operate, they
are able to find more or less complicated faults. One class of approaches is static
analysis, by which is meant that the source code of the program is analysed for
flaws that can be found without having to execute the program. This approach
is especially useful in finding code that hides flaws that are more difficult to
find with some form of dynamic analysis, for example those relating to non-
functional requirements such as security flaws etc. This is due to the problem
of the coverage of testing tools. Unusual flows of execution, such as those that
involve error conditions, may receive insufficient testing unless special care is
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taken. Static analysis has many other advantages; it can be applied early in the
development process to provide early fault detection, the code does not have to
be fully functional, or even executable, and test cases do not have to have be
developed.

Several tools of this nature already exist. Some are even meant to be program-
mer adaptable (such as Coverity [6]), but in actual practise this feature is seldom
taken advantage of, due to its perceived difficulty [6]. In order to address esp. the
problem of programmer adaptability, we have previously turned to supervised
machine learning, in order to provide trivially programmer extensible static code
analysis. In this approach the programmer first trains the analyser by providing
it with examples of correct, and problematic, code. The trained analyser is then
run on code with potential problems and (hopefully) points out problematic sit-
uations, without too many false alarms, or missed problems. Another advantage
of machine learning, is its capacity to generalise from a set of given examples.
Correctly applied, machine learning has the capacity to surprise, by producing
results that were previously unanticipated, but still relevant, and correct.

In order to utilise a machine learning framework, example and evaluation data
has to be prepared. Hence, the raw source code has to be converted into suitable
input for a machine learning algorithm. Thus, one of the goals of this project
was the development of a feature selection model for a representative procedural
language (the C programming language in this case) by using an appropriate
parser. We will used the data to evaluate possible machine learning algorithms,
and then compared and evaluated them in terms of accuracy and false posi-
tive/negative rate. We used source code from various open-source projects for
the experiment. We sought to answer: What are the relevant source code fea-
tures needed to classify an instance of code as faulty or correct? How can those
features be transformed and represented as input to the machine learner? How
accurate is the resulting static analyser/machine learning algorithm used?

The rest of this paper is organised as follows: We start by describing related
work in section 2. Then, in section 3, the types of software flaws we focused
on are described. The actual approach to converting C language source code
to machine learning feature vectors is described in section 4. The experiments
and results, to validate the approach are explained in section 5, with discussion,
conclusions and future work finishing the paper in section 6.

2 Related Work

Both machine learning and static code analysis have been widely studied. How-
ever, when it comes to the application of machine learning to static analysis we
know of only our own previous work in the area: Sidlauskas et.al. [1]. The work
demonstrated that this approach was possible and that the static analyser even
managed to generalise from e.g. a faulty strcpy example to detecting a similarly
incorrect application of strcat. However, the work also had several limitations
that we try to address here: only one machine learning algorithm based on the
normalised compression distance (NCD) was tried, the experimental data was
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limited in scope, and the results in terms of accuracy etc. were several percentage
points (even tens of percent) worse than what we achieve here.

While there are no direct analogs, there is work in the related fields; fault predic-
tion and fault detection. Most of the work done so far in the area of fault prediction
deals with the prediction of faults in source code. The basic idea here is to extract
properties, or attributes, of the code which allows the drawing of conclusions about
the likelihood of the presence of faults. Properties in this case could bemetrics such
as lines-of-code (LOC), or cyclomatic complexity (CC), or in the case of object
oriented programming even number-of-children (NOC) etc. These are also known
collectively as “CK-Metrics”.A study by Fenton et.al. [7] criticised themodels pre-
sented so far, called single-issue models, and suggested instead the use of machine
learning techniques in order to arrive at a more general model for predicting faults
in software. This approach was confirmed by the studies of Turhan and Kutlubay
[16]. Most of the work in the prediction area deal with the code metrics above,
but there are a few different approaches. Challagulla [4] showed that similar re-
sults using code metrics can be obtained by using design or change metrics, such
as the number of times a file has been changed, the expertise of the person affect-
ing the change etc. This was supported by Heckman and Williams [9] and Moser
et.al. [13]. Another contribution to the area by Jiang et.al. [11] who compared the
performance of design and code metrics in fault prediction models. They came to
the conclusion thatmodels using a combination of these metric outperformmodels
that use either code or design metrics alone.

Despite the approaches above being more or less successful, they all try to
draw conclusions about the presence of errors in the source code by studying
meta data about the project instead of using the actual source to detect the
faults. Burn et.al. showed in a case study [3] that support vector machines (SVM)
and decision trees (DT), previously trained on faulty code execution vectors and
corrected versions, can be used to identify errors during program execution. De-
spite their approach using dynamic analysis instead of static, it demonstrated
that machine learning could be used for fault detection. A similar approach by
Kreimer [12] is a tool that is able to detect design flaws during execution. Simi-
larly, Song et al. [14] used the association rule mining (ARM) machine learner to
find dynamic execution patterns that are similar or related to previously found
errors. Finally Jiang et.al. [10] the authors successfully applied neural networks
to the same problem.

Approaches to static analysis ranges from the very simple (searching for pure
textual patterns of known problems) to the very complex. Most advanced meth-
ods depend on some form of formal method, based on e.g. denotational/axiomat-
ic/operational semantics, or abstract interpretation. Practical implementations
of these theories include:

Model-checking. Given a model of the system (e.g. a FSM), and a specification
(e.g. a temporal specification) determine if the model meets the specification.

Data-flow analysis. At control points in the program information about the
possible set of values for e.g. variables is tracked and this information prop-
agated to later stages of the analysis.
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Abstract interpretation. The partial abstract execution of a program that
preserves and gathers information about data-flow and control-flow such that
important information about properties of the programme can be studied.

The area has seen extensive study in the past decades, and we can scarcely do
it justice here.

3 Types of Software Faults

In order to develop a method of detecting faults in source code, we need to
define what we mean by fault in this context. A multitude of different kinds of
software flaws have been categorised. We have decided to limit our research to
the ones described below, as they are important in that they have shown to be
the cause of many problems, security and otherwise. Most of these flaws have
been adapted from [5].

Buffer Overflow. A buffer overflow or buffer overrun, results when a program
inadvertently stores data outside an allocated buffer, most commonly by contin-
uing to write data past the end of the allocated storage. If the buffer is allocated
on the stack, this allows an attacker to overwrite active parts of the stack, in-
cluding the return address of the current function. This leads trivially to a severe
security flaw. Even the inadvertent triggering of a buffer overrun leads to data
corruption, and most often a program crash. This flaw was popularised in the
nineties and exploited heavily which lead to some calling it “the vulnerability of
the nineties.”

Memory Handling. This second kind of error regards dynamic memory al-
location and de-allocation. The two main errors in this group are the use of
the memory after it has been freed, and the freeing of memory that has already
been freed before (double-free). Both can lead to a buffer overflow attack. A third
problem, which is usually not that serious, but a waste of memory is whenever
memory is allocated, but not subsequently used.

Dereferencing a Null pointer. A very common fault is the dereferencing of
a null pointer. This fault occurs whenever a pointer to NULL is used, meaning
that a pointer variable is used before e.g. it has been assigned a memory address.
Dereferencing such a pointer will cause a program crash.

Control Flow. By this we mean failing to check a return value and, failure
to release a resource. Whenever a functions return status is not checked, for
example, assigned variables could be left with undefined values. This often leads
to a null pointer reference.

Signed to Unsigned Conversion. The problem here is the automatic con-
version between signed to unsigned values in the C-language. If a programmer
checks a signed value and finds that it is smaller than a e.g. a buffer size (due to
it being a negative value of large magnitude) this value could then be automat-
ically converted to a large positive value when it is passed as a parameter to a
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function that take an unsigned value. This often leads to a situation where much
more data is allocated/read than there is room for, and hence a buffer overflow.

4 Static Analysis by Data Mining

We now arrive at the problems of how to transform static source code to a
suitable format for data mining, which data to use to train the classifier, and
which classifier/learning algorithm that bests fits the problem.1

In order to perform our experiments we have chosen to us theWEKA data min-
ing framework [8]. The main reasons were its popularity, and suitability, for the
task, including its offering awide variety of different learners. Furthermore all these
learners canbeusedwith the samekindof inputand the sameconfiguration.WEKA
also provides a good framework for performing evaluation of the experiments.

In order to address the problem of feature extraction we wrote a prototype
tool (CMore), that analyses C source code by extracting information about
basic functions and procedures. The basic idea is that this should enable us to
follow the execution flow of a program and capture the state of all the variables
involved. Having all the state, it is possible to detect several kind of possible
memory access faults such as are null-pointer-references and misuse of memory
(see above).

CMore first divides the input into function definitions (with parameters and
types), definitions, variable declarations, types, structure types etc. Information
about these are stored in a data base for future reference. When the general
structural information about the program have been identified, CMore goes into
a more detailed processing stage where each line of the source code is analysed
to see if it contains a mathematical expression, an assignment, a declaration,
function call, control flow instruction etc.

@RELATION cmore

@ATTRIBUTE opera t ion {Funct ionca l l , Assignment , Usage}

@ATTRIBUTE l e f t type {FILE , Function , header , char , int , Reference , Simple , void ,
. . .}

@ATTRIBUTE l e f t name {open , a l l o c , c l o se , f r e e , gets , p r in t f , seek , strdup , strcpy ,
strncpy , s t r ca t}

@ATTRIBUTE l e f t i sRe f {true , f a l s e }
@ATTRIBUTE l e f t i sNu l l {true , f a l s e }
@ATTRIBUTE l e f t i sAs s {true , f a l s e }
@ATTRIBUTE l e f t i sUse {true , f a l s e }
@ATTRIBUTE l e f t isChk {true , f a l s e }

[ . . . ]

@ATTRIBUTE or i g stmt STRING
@ATTRIBUTE e r r f r e e {true , f a l s e }

@DATA
Assignment , int , ? , true , true , f a l s e , f a l s e , f a l s e , Reference , ? , true , f a l s e , f a l s e , true , f a l s e

, ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ” co = &cp” , f a l s e
Assignment , int , ? , true , true , f a l s e , f a l s e , f a l s e , Reference , ? , true , f a l s e , f a l s e , true , f a l s e

, ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ? , ”com = &ptr1 ” , f a l s e
. . .

Listing 1.1. Snapshot of the final ARFF

1 The treatment here is necessarily short, due to space constraints. Much more details
can be found in [15].
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After this analysis, an attribute file is written that details the information we
have collected about the program. Listing 1.1 shows an example of the output
from this stage. The structure is quite simple and emulates the structure of a
typical statement. The first attribute states what kind of operation the state-
ment is; assignment, usage or function call. Depending on this attribute one or
more of the groups (left, right, par1–parX ) are emitted. A group contains seven
attributes. The last two attributes contain the real statement needed to identify
the faulty line in the code and the error-free flag.

The following examples should clarify the behaviour of the single groups and
why they are emitted:

a = b; −− > In this case a is used for the left attribute and b to fill the right
group

aProcedure(a); −− > In this case, aProcedure is the right attribute and a is
used for par1

a = aFunction(b,c); −− > In this case a is left ; aFunction is right and b, and
c are the two parameters

Note that one statement in the source code can produce multiple instances in
the attribute file.

In order to help in training it is useful to have help in determining the dif-
ferences between two versions of a program. This is because we need labelled
instances of faulty and correct versions. Our input data will most often be in the
form of two different versions of a source code file. One with an error (“bug”)
and one with the error fixed. In order to identify these differences we developed
a tool, Holmes, to be able to pick out and flag these differences when given two
ARFF files as input.

5 Experiment

In order to test this approach we performed an experiment using a number
of publicly available software projects. Suitable projects for such an experiment
have to be available (obviously), have a bug data base (that enables us to identify
interesting software problems), and a version control repository (that enables us
to access different versions of the software, one with bugs fixed).2 However,
in some cases we were unable to identify the precise flaw, and in those cases
we resorted to artificially injecting a bug in the previous version. As we were
uncertain of our initial feature selection, we reduced the number of features
as the experiment progressed. We display the results of both the full and the
reduced set. As a last step the best learners were tested on the complete input
from one of the open source projects previously used to generate the training
set for the learners, to evaluate its performance on a real data set. This to show
that the classifiers are working in a more real world scenario.

2 The connection between bug database and source code control is important, as it
enables us to connect a bug report, which gives us a clue about the type of fault,
with the actual change in the source code that fixed that error.
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After extensive study we selected six candidates for the experiment: Algoview ;
a small program to visualise a program as a graph (Sourceforge), Boxc; a vector
graphics language to simplify their creation (Sourceforge), ClamAV ; an anti-
virus program for Linux (Sourceforge), PocketBook ; an open source firmware for
e-book readers (Sourceforge), FalconHTTP ; a HTTP server (Google Code), and
Siemens Programs ; a collection of programs with several versions, where faults
have been introduced for educational purposes (Other3).

From the programs selected above it was possible to extract correct and faulty
instances using the tools described above. In total we developed 496 instances of
faulty and correct versions, and also some correct instances reflecting the most
important standard situations (to give contrasting examples of correct usage).
The latter were added to reduce false alarms on correct standard situations in
source code (important for the second experiment).

We used the most common measures of success; accuracy, false positive and
false negative rate. All experiments were run using ten-fold cross validation.

5.1 Accuracy

The resulting ranking in terms of accuracy is shown in figure 1.4 In the figure,
of the seven classifiers performing better than 95%, three are based on nearest
neighbour algorithms (Ib1, Ibk, NNge), three are tree based (LMT, RotationFor-
est and ADABoost performed on a BFTree) and the the last based on artificial
neural network; MultiLayerPerceptron.

Fig. 1. Accuracy (Full) Fig. 2. Accuracy (Reduced)

Despite the fact that trees perform quite well on the given data set, study of the
attributes used, showed that most of the time the reasoning was based on the real
data type of the involved variables. To see what effect the removal of this data had,
these features were removed in the second step of the experiment. The results in
terms of accuracy of this change is shown in figure 2. As expected the performance

3 http://pleuma.cc.gatech.edu/aristotele/Tools/subject/index.html
4 Due to space constraints, some of the graphs are truncated to focus on the interesting
parts for the conclusions drawn, the complete data set is available on request.

http://pleuma.cc.gatech.edu/aristotele/Tools/subject/index.html
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Table 1. Average Accuracy per Category

Accuracy False positive False negative
Category Full Reduced Full Reduced Full Reduced

features feature features feature features feature
Total average 82.0 82.4 0.24 0.23 0.14 0.14
Lazy 90.7 91.2 0.08 0.06 0.10 0.11
Tree 85.9 85.6 0.19 0.20 0.10 0.10
Functions 82.2 81.7 0.23 0.20 0.14 0.17
Bayes 81.4 84.0 0.17 0.13 0.20 0.18
Meta 80.4 80.8 0.30 0.30 0.11 0.11
Rule 79.4 79.7 0.22 0.17 0.14 0.10
Misc 61.8 65.0 0.14 0.09 0.56 0.55

of the tree algorithms was reduced and ADABoost could not sufficiently improve
matters. However, the performance of the MultiLayerPerceptron increased to be
the highest overall, together with the NNge nearest neighbour learner.

This result is supported by the left table (accuracy) in 1 which shows the
average accuracy per category (These categories are taken from the categories
used in WEKA to describe the various classifiers). It shows that almost all
classifiers improve by not taking the real name of the involved types under
consideration, except the tree learners.

5.2 False Positive Rate

The false positive analysis paints a similar picture. Figure 3 shows the results for
the full feature set and figure 4 for the reduced one. Among the best classifiers
for the full data set are still the nearest neighbour algorithm and the MultiLay-
erPerceptron, together with the ADAboosted BFTree and some other trees like
the LMT and a version of J48. As before when using the reduced feature set, the
trees fared worse, but the nearest neighbour algorithms and the MultiLayerPer-
ceptron improved. The results are again supported by the averages per category
which demonstrate that all algorithms except the trees gained from the reduced
feature set (see table 1).

Fig. 3. False Positive (Full) Fig. 4. False Positive (Reduced)
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It is interesting to note that the NNge nearest neighbour algorithm was not
as good when it came to false positive rate and also the feature reduction did
not significantly increase its performance. This in combination with its good
accuracy in fact meant that this classifier should have a low value when it comes
to false negative rate

5.3 False Negative Rate

According to the results by Baca [2] it is very important for static analysis tools
to have a low false positive rate. Otherwise, the users will quickly tend to distrust
the results of the tool, even when they are correct, or even worse, introduces new
faults at the location the tool indicates.

On the other hand, it is also important to have a low false negative rate, that
is, that the tool finds most of the flaws present in the code. Thus, we need to
find an acceptable trade off between false positives and false negatives.

The results in terms of false positive rate are shown in figure 5 for the complete
set, and figure 6 for the reduced one.

Fig. 5. False Negative (Full) Fig. 6. False Negative (Reduced)

As expected the best performing algorithm according to this measure is NNge
due to its bad performance in the false positive measure. However it is worth
noticing that the tree algorithms perform quite well, and most of them are able
to gain from the reduced feature set. Unfortunately as they are not as good
in terms of accuracy. This means that their average false positive rate is also
high. Generally this measure suffers from the reduction of the feature set, as
the number of learners below 8% decreases. The average values of the various
categories do not change much due to the decrease shown in table 1. The only
real notable difference is the rule based learners, but they were not among the
top learners before the reduction, and they did not gain sufficiently to rank at
the top afterwards.
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5.4 Selected Project Evaluation Results

In the previous experiment there were only well sorted examples that had pairs
of two or more instances showing the difference between correct and faulty source
code. In order to test more real world performance of the method, we ran an
experiment with the best performing machine learning algorithms against a com-
plete data set obtained from FalconHTTP. CMore was able to extract over 4000
feature instances from this software. Using fault injection, 44 feature instances
were marked as faulty, the remaining were considered fault free, even though we
of course cannot prove this correct. For this experiment the whole set of instances
used for the first experiment was used to train the six previously best performing
classifiers. The new generated set of instances was used to test the performance.
The experiment was performed for both the full and the reduced feature set.
The results are listed in table 2, sorted by accuracy for the full feature set.

Table 2. Results from WEKA for the test experiment

Full Features Reduced Features
corr incorr FN FP corr incorr FN FP

Ibk (LinearNN) Lazy 98,434 1,566 0,064 0,015 96,311 3,689 0,064 0,036
Rand.Com.(RandT.) Meta 97,979 2,021 0,083 0,019 94,795 5,205 0,083 0,052
LMT Tree 97,423 2,577 0,043 0,025 97,423 2,577 0,043 0,025
NNge Rule 96,059 3,941 0,064 0,039 96,059 3,941 0,064 0,039
RotationForest Meta 94,543 5,457 0,083 0,054 94,543 5,457 0,083 0,054
MultiLay.Perc. Functions 91,359 8,641 0,043 0,086 99,394 0,606 0,043 0,005
AdaBoost(BFTree) Meta 77,160 22,840 0,083 0,230 73,421 26,579 0,083 0,268

The most important result of this experiment is that five out of the six tested
classifiers achieved an accuracy of over 90%, which makes them applicable to
real world problems.

Despite that we observed a gain in accuracy and false positive rate by reducing
the feature set in the previous experiment, in this case only the MultiLayerPer-
ceptron was able to profit. This learner increased its accuracy from ca. 91% to
over 99%, reducing the false positive rate from over 8%, down to 0.5%.

Probably the most surprising result from this experiment, is the poor perfor-
mance of the ADABoost classifier using both feature sets. The major difference
between the data set used for this experiment and the one used in the previous
(which is the training set for this experiment) is the relation between faulty and
correct instances. Lines of correct code should (hopefully) greatly exceed faulty
in a real world project. So the test set contained over 4000 feature instances of
which only 44 were considered faulty, which is a realistic number, on the high
side even.

6 Discussion, Conclusions and Future Work

Despite that our results show that this method could be a possible approach for
future static analysis tools, there are some limitations of the current work. The
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most important limitation come from the feature extraction process and what
ability it has to track sufficient information. Even though the proposed feature
extraction method produces a good result, and is not completely ad-hoc like our
previous approach, much research remains before this area has been sufficiently
studied. The approach here should be seen as a first step.

Also, even though we have performed an experiment on several substantial
open source projects, there is of course much to be done, to expand the data set,
both in terms of identifying projects of different kinds (commercial etc.), and
identifying important and relevant flaws and other software problems.

The results of our experiment show that the best performing machine learning
algorithms perform well enough in terms of accuracy, false positive and false
negative rate, to be useful in practise. It was possible to train seven classifiers
to demonstrate an accuracy of over 95%, five to have a false positive rate below
4% and six to have a false negative rate below 4% for the full feature set and
eight with accuracy over 95%, nine with false positive below 4% and four below
4% for false negative on the reduced feature set. To validate the results a second
experiment was performed by running the best six machine learning algorithms
on a more realistic problem. This showed that five out of six classifiers could
meet the requirements, while the one using ADABoost on a BFTree suffered
from reduced accuracy, from over 96.77% in the first experiment down to below
77.15% for the full feature set, and from 95.36% down to 73.43% for the reduced
feature set (Similarly for false positive/negative rates).

In summary; the timely identification of software bugs is an industrially impor-
tant problem. We feel we have demonstrated that this is clearly a data minable
problem, with readily and publicly available data from which to build data sets.
We would like to bring this data mining problem to the attention of the larger
community.
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Abstract. In order to predict the potential fraud users of B2B platform, this 
paper constructed an anti-fraud system by employing the Decision tree and 
Association analysis. Firstly, based on the research of the platform users' 
operation behavior a predictive model was built by using the Decision tree and 
in the model each user was given a fraud warning score. Secondly, to improve 
the accuracy of the predictive model, the FP-growth algorithm was adopted. 
The similarity identification of the correlation analysis was applied to further 
amend the warning score of the model. The members were divided into high-
risk fraud group and low-risk one according to a certain threshold limit. In the 
end, whether the users had high-risk fraud rating was identified through two 
iteration of the Association analysis. It turned out that the effect of the model 
application can meet demand well in B2B platform and the anti-fraud system 
we built is more targeted and convinced. 

Keywords: Fraud, Decision Tree, FP-growth, Association Analysis. 

1 Introduction 

With the rapid development of the Internet, there are more and more people becoming 
the Internet users, and a variety of online trading patterns dominated the market, there 
is no doubt that fraud behavior comes accompany with the Internet transactions. 
Fraud has the most outstanding performance in banking, insurance, securities, 
telecommunications, and electronic commerce industry. B2B e-commerce platform as 
a type of electronic commerce industry is different from other e-commerce platforms, 
its users are enterprises. Once the fraud becomes true on the platform, it will bring the 
victims direct or indirect economic loss, usually the loss is bigger than the others in 
Internet transactions, it will also damage the reputation of B2B e-commerce platform. 
Up to now, many B2B e-commerce also in a later, passive and rely on human stage 
when facing fraud users. So it is very significant to effectively prevent the fraud on 
B2B e-commerce platform. 

For both common and diverse fraud behavior, lots of researchers have been 
constructed kinds of credit evaluation models to reduce the risk of fraud. Currently, 
well-known credit evaluation systems are Beta Reputation System[1], iCLUB[2], 
TRAVOS[3], Personalized[4] and so on in abroad. Wee Keong Ng [5] and his 
partners evaluated these models and constructed a combined model for credit 
evaluation which received a visible effect in electronic market. Based on credit card 
users' basic information, credit rating and the record of consumption details, C. 
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Whitrow[1] and his partners constructed a credit card anti-fraud system adopted 
clustering algorithm and integrated score methods. Michael Kwan[6] used social 
network analysis and Decision tree algorithm to analysis the relationship between 
transaction data and behavior and set a predictive system for auction fraud which 
could efficiently identify the online auction fraud. In China, there are many people do 
researches for anti-fraud system, research methods containing Decision tree 
algorithm, outlier data mining, case-based reasoning, rough set and so on[7]. Anti-
fraud models or systems above acquired effective results which depended on detail 
transaction data, detail capital flow information, that is, the establishment of the 
model could not do without accurate financial data or transaction data. 

In view of the characteristic of B2B industry, the platform is easy to record users' 
basic information and behavior. Through the analysis of users' information we find that 
fraudulent users always have more than one account and abnormal behavior. This paper 
made full use of users' basic information and behavior characteristics, Decision tree, FP-
growth algorithm and similarity identification analysis, constructed a combine model for 
B2B e-commerce anti-fraud system. The B2B e-commerce anti-fraud system had 
received a good practical effect when this model was applied for a long time. 

2 General Design of the Method 

2.1 Fraud in B2B Platform 

The main means of fraud in B2B industry are as follows :Not shipped to the buyers; 
Providing inferior products; Shorting freight cycle; Releasing information for virtual 
goods with low price; Intentionally supplying misleading description for the product, 
especially for the foreigners, taking advantage of the flaw on different language, 
habits and customs for fraud. In view of these fraud behaviors, it is extremely 
important to take an effective measure to prevent. In the B2B industries up to now, 
the platform system can only capture its online operation of behavior traces and basic 
information after a series of operation of users through website platform, and it is 
almost impossible to obtain its offline trade information detail. So in B2B industry the 
starting points of fraud analysis are only behavior information and basic material 
information shown in Fig.1.  
 

 

Fig. 1. Objects and behavior characteristics of fraud analysis 
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2.2 System Design  

In this paper, through the users' behavior information and basic information mainly, 
we constructed a combined anti-fraud system to analyze and predict the fraud risk for 
website users, using Decision tree and FP-growth algorithm. The overall design for 
the anti-fraud system was shown in Fig.2. 

The system included two modules, the first one described in 3.1 mainly applying 
Decision tree algorithm based on the users' behavior characteristics to predict the 
fraud suspected members; Based on the first module, the second one described in 3.2 
adopting the FP-growth algorithm which combined the users'(predictive users, fraud 
users) basic information to further strengthen the intensity of the predictive model.  

Following, the iteration steps about association were adopted to amend the results 
of Decision tree. The first step was to compare the history fraud uses' basic 
information with the predictive users'. If their basic information is in accordance, the 
predictive users may be fraud users. The second step was to divide the predictive 
users into high-risk users and low-risk ones according to predetermined threshold, and 
then the Association analysis was applied once more. Finally the two groups of 
different risk level obtained more accurate warning scores through which we could 
judge the high-risk users. 

 

 

Fig. 2. System modeling ideas and research methods 

3 Core Algorithms of Anti-fraud  

3.1 Fraud Detection Using Decision Tree 

In the classification algorithm, compared to neural networks, Bayesian algorithm, 
Decision tree algorithm has some advantages: 1) The construction process does not 
require any domain knowledge or parameter settings, so in practical applications for the 
discovery of exploratory knowledge, Decision tree is more applicable; 2) The Decision 
tree is good at handling non-numerical data to avoid lots of data preprocessing steps; 3) 
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Simple Decision tree is relatively easy to explain, its accuracy is also guaranteed; 4) 
Decision tree algorithm has very good robustness facing the noise interference, and the 
redundancy attributes have little adverse effects to its accuracy.  

B2B anti-fraud system built in this paper is now in the exploratory knowledge 
discovery phase, so an explanatory conclusion with high accuracy is critical. In 
addition, through the experimental comparison of several classification algorithms, 
we found the model of Decision tree in the anti-fraud prediction is better. After 
comprehensive consideration of all factors, the Decision tree algorithm was adopted 
to build the anti-fraud predictive model. 

3.1.1   Preparation and Description for Experimental Data  
The platform users' specific performance behavior was monitored and analyzed for 
some time. Ultimately the users' related information such as login information, 
account management, promotion and information dissemination were taken into 
account, IP amount, logging on days, logging on times, the number of inquiries read, 
the number of products crossing industries, the number of companies visited or 
searched and their derived indicators were picked up for the follow-up modeling. Data 
sample included the fraud users and the normal users, the fraud users' data was 
intercepted from the previous month before its account closed and the normal users' 
data was intercepted from the previous or nearing month.  

With the B2B e-commerce users as the research objects, We selected the fraud 
users from January 2010 to June 2012, with the total amount 764(Among them the 
free customers 709, charge users 55) and the normal users about 80000 up to now 
(Among them the free customers 70000, charge users 10000). The index sets are 
selected as follows table 1: 

Table 1. Parts of the sample indicator for modeling 

Indicator number Indicator name 

1 login days 

2 login times 

3 ip amount 

4 inquiries read 

5 inquiries replied 

6 Total products(From the registration date to now) 

7 total products (in recent 30 days) 

8 products crossing categories 

9 products crossing categories(in recent 30 days) 

10 per product key words (in recent 30 days) 

11 per product key words (in recent 30 days) 

12 update product times 

13 companies searched 

14 companies visited 

15 the total number of search 

16 he total number of visits 

17 the quantity of  buying the service 

18 the total cost of service 
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Each company corresponds to a specific behavior records, and the representation of 
the data was shown in Table 2. 

Table 2. Parts of the sample data for modeling 

company 

   id 

login 

days 

login 

times 

companies 

searched 

companies 

visited 

inquiries  

read 

products 

crossing 

categories 

IP 

amount 
... 

644970022 1 2 1 0 0 0 1 … 

645310712 1 1 0 0 0 0 1 … 

654538745 15 20 0 2 0 2 13 ... 

607105734 19 27 0 2 2 1 12 ... 

... ... ... ... ... ... ... ... ... 

3.1.2   Predictive Model 
The prepared data was divided into the training set and the predictive set, on which 
the neural network and C5.0 were tentatively used for modeling. Because of the 
obvious difference on behavior between buyers and suppliers, members for fees and 
free members, the indicators chosen for modeling should be flexibly adjusted 
according to the researched objects. It is important to emphasize that many charge 
members' behavior is consistent to fraud users' due to frequent management account. 
To avoid high-quality users being misjudged as fraud users, it is necessary to remove 
the high quality users when modeling. By comparing we find that the 17th (the 
quantity of   buying the service) and the 18th (the total cost of service) index 
mentioned above are the main difference between the normal users and the fraud 
users. It is show that the 17th index of fraud users is less than four as well as the 18th 
index is no more than ten thousand. Obviously, the decision criteria of high-quality 
users are the quantity of   buying the service and the total cost of service but the free 
members will not be considered. We will model the anti-fraud system with the 
indexes and the data format above. Take the charge suppliers for example, by  using 
the classification models and the formula as (1) and (2)，  the effect of several 
classification models is demonstrated in Table 3. 

R: Classification rule 
S: prediction set  
D:fraud users 
A: predicted fraud users  

                 
( )

D

DA
rCoverage

∩
=

                           
(1)

 

               
( )

A

DA
rAccuracy

∩
=

                            
(2) 
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Table 3. The effect comparison among the classification and predictive models 

S  D  A  DA ∩  Accuracy Coverage 

 

 

5000 

 

 

55 

Decision 

tree

59 Decision 

tree 
39 Decision 

tree

66.1% Decision 

tree

70.9% 

Neural 

networks 
69 Neural 

networks

28 Neural 

networks

40.6% Neural 

networks 
50.5% 

Bayesian 72 Bayesian 22 Bayesian 30.5% Bayesian 40.0% 

 
The effect of the Decision tree was better as it is illuminated in table3, the specific 

process of the Decision tree modeling is shown in Fig.3. 
 

 

Fig. 3. Partial results of the Decision tree model 

From the right branch of the tree in Fig.3, we obtained the rules that 1) when the 
amount of inquiries received by the user greater than 7, the average products visited 
per day greater than 33, we could judge the use as a fraud user. 2) when the amount of 
inquiries received by the user greater than 7, the average products visited per day less 
than 33, and the number of crossing categories greater than11,we could also judge the 
use as a fraud user. The other branch of the tree could also be explained like this. The 
rules from the Decision tree model were in line with the actual business logic which 
had good explanation. 

From the analysis above, the Decision tree was selected as the final predictive 
model, each user by the confidence level had a warning score ( )( )nicomS i ,...2,11 = , 

icom was one of the total company. 

3.2 Improving Accuracy Using the FP-Growth Algorithm 

In section 3.1, we relied on users' behavior for making predictions, the advantage of 
this method is to monitor abnormal behavior of individual timely but research result 
turns out that most of fraud users will register more than one account, while some 
accounts are frequently used, the others are not. The method mentioned in 3.1 can 
only monitor the frequently used ones, so how to monitor the same users' other 
accounts? In fact, there is some connection of different accounts of the same user such 
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as the IP, email, telephone, website, and so on. For the reasons given above, the 
correlation analysis will be used in the following paragraph. 

The main role of the correlation analysis is to find strong correlation events 
efficiently and accurately from the massive data. The correlation analysis gives a 
great help to find the intrinsic hidden relationship between the data, which can be 
used to monitor the trade behavior of multiple users. These provide a valid path for 
the commercial fraud detection referring to cross-account users. Although the 
fraudster's behavior looks like normal superficially, we can still use the correlation 
analysis to carry out cross-account collaborative detection to find the special 
conditions, that is, if a user is identified as the fraud user, then the users who are more 
closely associated with him are considered as fraud users. Therefore, to improve the 
effect of prediction the correlation analysis was employed to excavate potential fraud 
users which were not recognized from the behavior analysis. 

In this paper, the FP-growth algorithm was adopted for Association analysis. The 
new mining algorithm FP-growth for frequent item sets completely detached from the 
Apriority algorithm which should generate candidate item sets traditionally, having 
the idea to generate candidate item sets based on FP-tree structure, opened up new 
ideas for mining association rules. FP-growth algorithm is significantly better than the 
Apriority algorithm in the efficiency of mining, especially in dense databases, if the 
length of frequent item sets is too long, the advantages of FP-growth algorithm are 
more obvious. 

Associated predictive analysis made full use of the predictors' basic information 
(mail, telephone, website, IP, etc.) to optimize and improve the accuracy of predictive 
model. Here we constructed a similarity identification algorithm fitting for a specific 
environment, the detailed steps are shown as follows: 

1) Based on the user's basic information (email, phone, etc.), respectively 
calculates the number of frequent one item set  ),,2,1( ntmt =  for 

icom and the 

number of frequent two item set )...3,2,1( ntpt =  for )(, jicomcom ji ≠ on  the tth 

basic information using the FP-growth correlation analysis. Set the distance 
)...3,2,1( ntd t =  between  )(, jicomcom ji ≠  on the basic information. 

2) When the basic information is accurately matched , one of the e-mail, website, 
telephone information is shared  by

ji comcom , , then the relationship between the 

company is determined absolutely association with the correlation degree 1, otherwise 
with the correlation degree 0 ; when the basic information is not accurately matched, 
just as IP information sharing, the relationship between the company is determined 
relatively association with a correlation degree between 0 and 1 measured according 
to their shared proportion. 

a. Condition of accurately matched, if 0>tp , then 1=td , if 0=tp , then 

0=td ; 

b. Condition of not accurately matched, the distance of information between the 
companies is )10(/ <<= tttt dmpd . 

3) The formula for similarity identification between )(, jicomcom ji ≠  is  

                            ∏
=

=
n

t
tji dcomcomDis

1

),(                                (3) 
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4) Assuming
icom as the reference company, 

jcom as the company to predict, 

conjunction with the predictive warning values )(),( 11 ji comScomS calculated as (1) and 

(2), we acquire the new predictive warning scores )(2 j
i comS  for jcom is 







≠>=

≠<×
=

)(1),(),(

)(1),(),,()(

1

1
2 jicomcomDiscomS

jicomcomDiscomcomDiscomS
comS

jii

jijii
j

i
）（

          (4) 

5) Compare )(2 j
i comS acquired from the previous step with )(1 jcomS ,and choose the 

maximum value as the final predictive score )(3 jcomS  for 
jcom  is     

              ))()),(max(max()( 123 jj
i

j comScomScomS =                    (5) 

4 Experimental Evaluation  

4.1 The Application of the Two Iteration of Association Analysis 

Following is an example of company id called 608076534(shown in Table 4) for 
whom further illustration below is given for the model's accuracy using associated 
algorithms. The predict time of the model is May 2011. 

1) The basic information between the predictive user and fraud users were not 
associated, combined with the predictive warning score 1S , we obtained the predictive 

warning score 12 SS = =0.75. 
2) Here setting the critical value of 0.8 to distinguish whether the predictive 

company was high-risk fraud user or low-risk fraud one, as you seen in 1) 2S = 0.75 
<0.8, so we had the conclusion that the company belong to the low-risk fraud groups. 

3) Made correlation analysis for the company with high-risk fraud groups, on one 
hand, we found the company presenting accurately match with high-risk fraud groups 
in mailbox, telephone, website, so the similarity value was 1; on the other, the 
company presenting not accurately match in IP, with the similarity value 0.8 after 
calculation. 

4) With the similarity value Dis and secondary predictive score 2S of correlative 

companies, the final conclusion 0.950.75),1)*0.91,1*0.88,1*0.95,0.8*max(max(13 ==S  
get which indicated that the user belong to the fraud groups of high-risk. 

Table 4. Example of forecasting the fraud association 

predictive  

companies'  info 

correlative  

companies'  info associated 

info 

companies' 

similarity 

Dis  

predictive 

results 

company id 1S  
2S  company id 2S  associated 

score 

3S  

608076534 0.75 0.75 

635947052 1.00 IP 0.8 0.80 

0.95 
646463475 0.95 website 1 0.95 

628457565 0.88 E-mail 1 0.88 

608076534 0.91 telephone 1 0.91 
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From the data in table 3, the user's final warning score 3S  is bigger than initial 
1S of Decision tree, in other words, the fraud suspicion of the predictive user 

company id called 608076534 is strengthened after two iteration of Association 
analysis. In fact, in March 2012 the company 608076534 has been complaint as a 
fraud user. This shows that the model we improved using FP-growth will play a role 
in predicting the platform fraud users in the future.  

4.2 The Effect of the Model for High-Risk Fraud Users  

To verify rationality and practical application effect of the anti-fraud system proposed 
in this paper, the Decision tree model and the final anti-fraud system models to be 
predicted as follows, the results shown in Fig.4, the model predicted score 1 is the 
result of Decision tree model for suspected fraud users prediction score, the model 
predicted score 2 is the result of final anti-fraud model for suspected fraud users 
predictive score. 
 

 

Fig. 4. Simulation and prediction of anti-fraud system for fraudulent user 

From the results above, comparing the final anti-fraud model with the one before, 
the predictive accuracy has been improved obviously and the error has been 
controlled in the reasonable range which showed that our model was effective and 
feasible. The anti-fraud system would be conducive to business person's professional 
judge which could be believed to be able to enhance the overall efficiency of anti-
fraud platform. 

Although our model is effective and feasible, there is still much more to do next, 
such as refining users' behavior on the website to find out more convincing indicators 
for model and using the combined method of several algorithm instead of Decision 
tree model, We may apply Decision tree to classify and Bayesian to fore cast, by this 
mean, the accuracy and the coverage of model will be improved. 

5 Conclusion  

The conflict of accuracy and coverage for fraud predictive model in the actual 
operation process is inevitable; generally, it is difficult to keep the balance. In this 
paper, the anti-fraud system is highly effective which used Decision tree algorithm 
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according to the characteristics of users' behavior in the Website. We gave the initial 
warning score to each member in the system. Compared the basic information 
between history fraud users and the non-fraud ones, their similarity can be identified 
by using FP-growth algorithm. We obtained more accurate modified warning score. 
Finally, the model accuracy and coverage respectively reached up to 80% and 75% 
after two iteration of the Association analysis. It has been proved that the system we 
constructed achieved the balance of accuracy and coverage, and could satisfy the meet 
in practical application. 
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Abstract. It is always a challenge for large E-commerce platforms to audit 
mass information in real time manner, especially to identify multi-registrations 
efficiently. In this paper, we design a novel method for detecting multi-
registrations in Chinese E-commerce platforms. In the proposed method, 
company names in Chinese are first divided into regional attribute, template 
attribute and the key attribute according to most companies’ naming rules, by 
utilizing the Chinese word segmentation technology. This greatly narrows down 
the searching range with the extracted key attribute. Then, the similarity 
between the company names are computed by a dynamic threshold-based string 
matching algorithm. Finally, the company names with high similarity are 
detected. This method is evaluated by using the dataset from a real E-commerce 
company, and the results show this method has better accuracy, efficiency and 
scalability, compared with other methods. The proposed method is more 
precision and more time-saving than artificial means, therefore, it can save a lot 
of human cost for B2B industry. 

Keywords: Multi-Registration Detection, Information Audition, Data/Text 
Mining. 

1 Introduction 

1.1 Background 

With the development of E-commerce, more and more companies are executing business 
activities through the network platforms, especially in the foreign trade area. As the 
network resource is limited, some opportunistic companies began to use improper means, 
such as duplicate registrations, getting extra accounts for free in order to increase 
exposure in the net world. For many B2B platforms can online compare the company：
names of the register with its database to judge if the account has exsited before, those 
opportunistic companies will use a different but similar company name to avoid being 
detected. However, most B2B platforms adopt the manual method. 

1.2 The Related Method 

Though there is almost no the same problem settled down in current related 
references, especially in multi-registration field, there still exist some similar 
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problems like string similarity problem's methods, such as sentence similarity and 
string similarity.  

Many researches on Chinese sentence, text or paper similarity computing are 
made, building methods like method based on semantic dictionary, TF-IDF (short for 
term frequency–inverse document frequency)method, method combining grammar 
and sequence of the words, dependency trees method , method based on semantic 
representation and etc[1- 5]. However, most of those above methods are based on the 
model in vector space or consider semantic which will decrease the efficiency in the 
large-scale data background and are not very suitable for the solution of our problem 
as some part of the names do not have semantics.  

The methods of computing string similarity[6] can be classified into three main 
categories: Edit Distance[7-8] , Jaro-Winkler algorithm[9] and Cosine theorem[10]; 
The mainly methods solving the mass duplicate data detection are MPN(short for 
Muti-Pass sorted-Neighborhood) method based on Edit Distance and N-grams based 
on the clustering. 

Edit distance is a common measure method for the string distance, which has a 
wide range of applications in determining the similarity of the two strings. The 
improved MPN [11] method is done by sorting the records of the keyword, reducing 
the edit distance calculation of string similarity computation. But it is suitable for 
static database, performing generally in incremental dynamic database . 

Jaro–Winkler distance is a measure of similarity between two strings. The Jaro–
Winkler distance metric is designed to be best suited for short strings such as person 
names, but the performance in dealing with high-volume database is not so satisfied. 

Cosine theorem converts the computing of two strings to the judgment of the size 
of the angle between corresponding vectors. So it requires the words in the vectors 
space must be orthogonal. Before getting the eigenvectors of the text, disambiguation 
and standardization must be done first, which is cumbersome and inefficiency. 

According to the N-gram subspace sequence inherent similarity level, similar 
records(fields) were merged by hierarchical cluster[12-14]. The advantages are that 
the complexity of time is O(n), and it spends less I / O and requires less memory 
space. 

The results show that different fields similarity calculation algorithm is particularly 
effective to a specific string type[15]. 

1.3 The Organizational Structure 

The remainder of this discussion is organized as follows. The related work in the 
string similarity field is introduced in Section 2 . The general process of the proposed 
method is introduced in Section 3.A new effective string similarity computing 
algorithm and one example are given in Section 4. Finally, the experiment and 
conclusion are given in Section 5. 
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2 Posing the Method of Judging Duplicate 

2.1 Patterns of Company Names 

Statistical analysis of more than 300 million companies’ names in MIC BI warehouse 
shows that,without loss of generality, the company name structure can be expressed 
as follows: 

Company Name=region+core words+ Industry (Main product) +nature+Company 
(Factory) 

The core words are composed of at least two-word. For  example:“江苏省南京市
雨  花台区张三电器有限公司 ”, the word “江苏省南京市雨花台区 ” as a 
geographical information, and “电器 ”as category information,“有限公司”as the 
nature of the company,“张三” is the core words of the company name. 

The company name can be decomposed three properties according to the company 
named rules: geographical attribute, key attribute and template attribute, which are 
defined as follows: 

Geographical attribute: the ingredients of company name which represent the 
Region of company. 

Key attribute: Neither all the ingredients will be useful, nor each the ingredients 
have the same contribution to the method, such as the core word and its role were 
significantly greater than other ingredients. Therefore, the ingredient which can play a 
greater role for repeated testing was defined as key attribute, which was regarded as 
the main reference to duplicate detection. 

Template attribute: the ingredient which has a high frequency in the company 
name was referred to as template attribute, such as [the nature of the company + 
company (factory) ]or [industries (Main Product) + nature + (Factory)]. 

2.2 Underlying Assumptions 

According to the analysis above, under normal circumstances，the company's core 
word, industry and nature were always unchanged, and only its geographical 
information was enlarged or narrowed mostly, compared to original company name. 
The general duplicate registration strategy is to abandon the structure of outside the 
core word, or change geographic information. Therefore, if the names of the two 
companies are suspected to be duplicate, the core word will be the same. 

2.3 General Process 

The basic data which was cleaned by its validity, deletion, and abnormalcy was 
extracted and loaded into data warehouse. On this basis, the judging duplicate strategy 
is as follows:  

Firstly, the company field was split and its key attribute was extracted, together 
with the high frequency lexicon and the Chinese word segmentation; secondly, the 
smaller company set of the same core word were searched by the core word which 
narrowed down the range of judging duplicate; finally, the similarity computing was 
taken within the smaller similar company set obtained by the previous step. The core 
processes were shown in figure1. 
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Fig. 1. The duplicate detecting strategy of the company name 

2.3.1   Self-learning Thesaurus Building (High-Frequency Thesaurus) 
Historical data was split one word by one word and so on, until five by five regularly. 
For example, the split result of two words by two words of the name “江苏省南京市
雨花台区张三电器有限公司” was “江苏”, “苏省”, “省南”, “南京”, “有限”, “限公
”and “公司”. Then the split data was stored in the database by column. By ordering 
the above data by quantity, deleting words which were under some setting threshold 
and comparing the remaining ones with Baidu Thesaurus, we can get the high-
frequency thesaurus. Most vocabularies of the template attribute of the company 
name can be obtained from the high-frequency thesaurus whose regional attribute was 
removed. 

2.3.2   Matching Range Reduction 
By previous reasoning, we can reach the conclusion that two words are similar or 
duplicate only when their core words are similar and at the same time at least two 
consecutive words of the core words are the same. 

First, the core words of the historical company name were split two words by two 
words and stored in the warehouse by column. Secondly, the same operation was 
done to the new ones. Then via database technique we can quickly obtain all the 
historical records which have the same two consecutive words with the other one. 

Then the matching range was narrowed significantly which ensured both the 
precision and the efficiency of the similarity computing. 

2.3.3   Filtering of Similar Repeat 
The first step of filtering repeat companies is computing the similarity between each 
of the searched company and the ad referendum company. Then we remove the 
companies with lower similarity, and this is a question of text(string) similarity, and 
traditional algorithm has problems of filtering and inaccurate sorting . the main reason 
is that the company names’ key attribute is usually short, even small inconsistency 
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will still make great effect on the result of the similarity computing. Therefore, in the 
consideration of the interval and order’s weight among strings, the imperfection of the 
above three algorithms will also significantly effect the computing result. We propose 
a new algorithm in Section 3 and compare it with traditional algorithms. 

3 String Similarity Computing 

3.1 The Description of the Algorithm 

Besides the disadvantages discussed in the introduction, Above all, a new effective 
string similarity computing algorithm is proposed in this paper, which considers the 
interval, weight and matching numbers of the string. Following is the brief 
description: 

Set string ’a......aaaa‘A nn 1321 −= , string ' ' 1321 mm b...bbbbB −= , ( mn <= ); 

 BA   represents the numbers of the same Chinese word; 

score(A,B) is the accumulated value in similarity computing; 

 (A,B)int is the sum of the interval between two words and their matched two 

words; 
),( BAsim is the similarity of the tow strings, and the two strings are thought to 

be duplicate when their sim(A,B) is greater than the threshold T. The formula is shown 
as follows: 
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In the above formula, n is the numbers of the iterations. 
The threshold function is defined as: 





>=
<=<=

=
;4int4

;3int0int
int

(A,B),

(A,B)(A,B),
(A,B) )F(             (2) 

Thus the dynamic threshold value T is: 

( ) ( )( )1),int(101 +××−= BAF/nBA.T                   (3) 

The accumulated value in similarity computing is defined as: 
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3.2 The Flow Char of the Algorithm 

Following is the flow char of the algorithm described above: 
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Fig. 2. The flow char of the proposed algorithm  

4 Evaluation 

4.1 Experiments Environment 

To verify the performance of the algorithm in this paper, we compare this method 
with two famous methods in detecting the similarity of strings, and one is edit 
distance and the other is Jaro-Winkler distance. Ten to one hundred thousand records 
were selected from the warehouse of MIC BI department.  The number of duplicated 
company names records which has been confirmed by the information Department is 
6900, 15700, 21200, 28100, 34700, 40800, 47000, 52900, 60100 and 66300. The 
experimental environment is shown as follows: 

Operating system: Windows 7 Professional edition 64 bit 
CPU：Intel Pentium（R）3.2GHz； 
Memory：4G； 
Database：Oracle 10g；  

4.2 Results and Analysis of Proposed Algorithm 

According to the above scheme, the experimental results are shown in Figures 3 to 
5.The horizontal axis represents corresponding data scale, i.e., the numbers of records 
from the warehouse, and the vertical axis represents the corresponding performance 
metrics. 

Figure 3 shows the precision of each algorithm. It can be seen from Figure 3 that 
the accuracy of the Edit Distance algorithm and the proposed algorithm are much 
higher than the Jaro-Winkler distance algorithm during the experiment. When the 
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scale of the data is small, for example, less than 40000, the accuracy of the proposed 
algorithm and Edit Distance algorithm differs in small range. But within the growth of 
the scale of the data, the accuracy of the proposed algorithm is obviously superior to 
the Edit Distance algorithm, which reflects the superiority of the proposed algorithm 
in processing massive data. 

 

 

Fig. 3. The precision distribution of the three algorithms 

Figure 4 is the recall distribution of the three algorithms, from which we can see 
that none algorithms' recall is lower than 60% and are all increasing. It represents that 
the coverage is acceptable. 

 

 

Fig. 4. The recall distribution of the three algorithms 

Figure 5 is the distribution of the F-measure. For this indicator balancing recall and 
precision, it can reflect the performance more comprehensive. It can be seen from 
Figure 5 that when the scale of the data is small, the comprehensive performance of 
the proposed algorithm is poorer. But with the growth of the data scale, it performs 
better and better, keeping first until the end. 

The conclusion above confirms the reliability and superiority of the proposed 
algorithm dealing with massive data more directly. 

As duplicate detecting is usually working in big scale data environment, runtime is 
also an important indicator when assessing the performance. Thus, following is the 
analysis about runtime besides recall and precision. 
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Fig. 5. The distribution of the F-measure of the three algorithms 

4.3 Comparison with Other Duplicated-Detection Methods 

Other common ways dealing with duplicated-detection problem are MPN method and 
N-grams method， they compute the similarity between strings of Levenshtein 
distance algorithm andstrings of N-grams algorithm independently. We can get the 
result from the previous chapters that the proposed algorithm is better than the 
Levenshtein distance algorithm in processing large amounts of data；N-grams 
algorithm is a kind of cluster method based on N-grams values， it ignors the 
sequence, number, and weight between strings when it computes the similarity with 
cluster method, and lacks of rubustness，so the N-gram algorithm is poor compared 
with the proposed algorithm. The MPN method in reference [11] and N-grams in 
reference [12] are chosen to compare the runtime with the proposed algorithm, and 
details are shown in the following table 1. 

Table 1 shows that, because we narrow the record range first before computing the 
similarity, dividing one big record set into small groups and computing within the 
smaller ones, the compare numbers between records and computing scale are reduced 
greatly. And therefore, the runtime of the proposed algorithm is always the smallest 
and the performance is always the best during the entire experiment. 

Table 1. Runtime comparison 

Rows of records 
(Ten thousand) 

Runtime  /s 

MPN method N-grams method The proposed method 

1 32.987 20.004 0.997 

10 319.863 207.268 10.157 

100 3345.589 2234.241 102.589 

200 6637.486 4450.689 205.478 

300 9967.783 6988.254 309.258 
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4.4 Result  

Above all, we can conclude that in the massive data environment, the overall 
performance of the proposed method in recall, precision and runtime is better than the 
other typical methods. Thus the proposed method is feasible and effective in solving 
the company name duplicate detecting problem in massive data environment. 

5 Conclusion 

Detecting duplicated company names is a key task of information audit in B2B 
platforms, which requires high accuracy and high efficiency. Given the existing 
methods cannot identify the Chinese company names very well, this paper develops a 
real-time multi-registration detection method. The core of this method is to utilize 
Chinese word segmentation technology to narrow down the matching range of data. 
And also, a new string similarity computing method is adopted in this study. The 
proposed approach is evaluated by using the real data from a B2B platform, and 
demonstrates the excellent performance. 

Through the proposed method，we test the 2000 new companies increased every 
day, more than 1000 of them are duplicated, and these companies do not need to be 
checked, This will probably save about three quarters of the human cost. Obviously，
the judgment, which takes only one factor—name consideration , will effect the 
precision in the real world to a certain extent, so taking other factors like IP, city, 
leader name and etc into account will make the result more comprehensive in future. 
In addtion, given the different pattern of different companies, to solve the problem, 
more duplicated-detection methods will be considered, in the future.  

Acknowledgements. This research is supported by Focus Technology Co., Ltd.. The 
views and conclusions contained herein are those of the authors and should not be 
interpreted as necessarily representing the official policies or endorsements, either 
expressed or implied, of the above organizations or any person connected with them. 
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Abstract. In this paper, we focus on IR style queries, keyword search,
over large disk-resident graphs. Since most existing approaches cache the
whole graph and indexing structure in memory, these approaches cannot
be applied into large graphs, such as RDF graphs and social networks. In
this paper, we design a novel indexing structure,(kernel) keyword graph
to summarize the structure of original graph. Based on (kernel) keyword
graph, we propose an efficient keyword search algorithm. Extensive ex-
periments confirm that our method can scale up to large graphs with
millions of nodes and edges. The performance of our approach outper-
forms state-of-the-art algorithms by at least one order of magnitude.

Keywords: Keyword Search, Graph Data, Keyword Graph.

1 Introduction

Due to increasing interests over sematic web and social network data, how to
manage graph-structured data efficiently proposes new challenges to web data
management. The graph size in these web applications can be very large. To
query graph data, some structural query languages have been proposed, such as
XQuery[3], SPARQL1 and so on. The DB-style queries require users to master
the complex syntax and the underlying schema. Besides, some IR-style queries
like keyword search [2,9,8,6,13,12] over graph data have been proposed.

In this paper, we focus on keyword search over a large disk-resident graph.
Different from most existing methods, our approach is disk-based, which can
scale up to millions of nodes and edges in graph data. We construct an index
called keyword graph, which summarizes the original graph, and takes keywords
as distinct nodes. Besides, we extended an disk-based algorithm for approximate
steiner tree(ST) problem called STAR[11] to answer keyword queries.

The main contribution of this paper lies in the novel data structure, (kernel-
based) keyword graph, which has two following advantages:

1) (less number of random accesses) In a disk-based scenario, one traversal
corresponds to one random access to disk. Let k1 and k2 denote two different
keywords. k1 and k2 may appear in many adjacent node pairs in G. Therefore,

� Corresponding author.
1 http://www.w3.org/TR/rdf-sparql-query/

S. Zhou, S. Zhang, and G. Karypis (Eds.): ADMA 2012, LNAI 7713, pp. 635–649, 2012.
c© Springer-Verlag Berlin Heidelberg 2012

http://www.w3.org/TR/rdf-sparql-query/
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one traversal step on keyword graph covers several traversals on the original
graph. Thus, the number of random accesses to disk can be reduced.

2) (smaller graph size) In (kernel-based) keyword graph, each node corre-
sponds to one distinct keyword. In many real large graphs, the number of key-
words is much less than that of nodes. It also means that the (kernel-based)
keyword graph has much fewer nodes. Obviously, smaller graph size in a (kernel-
based) keyword graph leads to smaller search space during online traversal.

2 Keyword Graph – A Basic Solution

In this section, we present a conceptually simple scheme to help illustrate the
main idea of our method. Some optimization issues are addressed in Section 3.

Definition 1. Given a graph G and a subtree T in G, the cost of T is defined
as follows: C(T ) = |T |, where |T | denotes the edge number of T .

Definition 2. Given a graph G and n keywords k1, ..., kn, each keyword ki (i =
1, ..., n) corresponds to one cluster Ci of nodes in G, where each node in Ci

contains keyword ki. The minimal result of keyword search is a subtree T if and
only if 1) T contains at least one node in each Ci; and 2) C(T ) is minimal.

Top-k keyword search is defined as to find the top-k minimal subtrees that
contain at least one node in each Ci.
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13v12v 14v
15v 16v

Fig. 1. Data Graph G Fig. 2. Augmented Data Graph G∇

2.1 Index Construction-Keyword Graph

Let us consider a data graph G(V,E) in Figure 2, where each node v(∈ V )
contains a set of keywords {k}. k ∈ v means that keyword k appears in v.
The corresponding keyword graph is denoted as G′(V ′, E′). Each node v′ ∈ V ′

is called keyword node, which corresponds to one keyword k. To distinguish,
nodes and edges in G are called as data nodes and data edges. Analogously,
nodes and edges in keyword graph are called keyword nodes and keyword edges.
For the consistency of notations, we use v and e to denote data nodes/edges,
respectively; and v′(k) and e′ to denote keyword nodes/edges, respectively.
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Fig. 3. Keyword Graph G′

Figure 2 and Figure 3 show a data graph G and the corresponding keyword
graph G′. For each keyword node k, it is associated with a set k.S = {vi|vi ∈
V ∧ k ∈ vi}, meaning that keyword k appears in these data nodes.

Then, we discuss how to introduce keyword edges in G′. Let us consider two
keyword nodes ki1 and ki2 . The principle is that there is a keyword edge between
ki1 and ki2 in G′ if and only if there exist at least two nodes vi1 and vi2 in data
graph G, where ki1 ∈ vi1 and ki2 ∈ vi2 and vi1 is adjacent to vi2 in G. We also
store the link information between ki1 and ki2 . Specifically, we need to record
how two keywords ki1 and ki2 are connected in the original data graph G. For
example, for keyword edge k1k3 in G′, its edge label is a transition function
Fk1k3

= {v2 → v3}, which means that there is one edge v2v3 in data graph G,
where k1 ∈ v2 ∧ k3 ∈ v3, as shown in Figure 3(b).

2.2 Query Algorithm Based on Keyword Graph

Overview of Query Algorithm

Example 1. Given a keyword search Q = {k7, k8, k9} over graph G (in Figure
2), we want to find the top-1 minimal result subtree (according to Definition 2)
in graph G. Besides, the GST problem can be seen as a Steiner Tree problem by
introducing virtual keyword nodes in graph G∇ shown in Figure 2.

Algorithm 1. Framework of Search Over Keyword Graph

Require: Data graph G, keyword graph G′, keywords k1, ..., kn and size of result set
k.

Ensure: Top-k results RS.
1: Set result set RS = φ.
2: while |RS| < k do
3: Find the next keyword search result T ′ and T ′’s image subtrees I(T ′) over G′

4: for each image subtree T in I(T ′) do
5: if T �∈ RS then
6: Put T into RS
7: Output all result subtrees in RS.
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Algorithm 1 outlines the framework. For answering query Q, we first locate
each keyword in G′ (in Figure 3). Then, we find the minimal tree T ′ interconnect-
ing the three keywords in G′. Finally, we find T ′’s image subtrees. By iteratively
calling Algorithm 2, top-k result trees are computed incrementally.

Operations over Keyword Graphs. Some basic operations over keyword
graphs should be redefined, since the graph structure is greatly different. We first
discuss an important operation over G′: traversal. When we traverse from key-
word ki to kj , the traversal function should be obeyed. For example, the traver-
sal from keyword k1 to k3 is illustrated as follows: k3.S = k3.S ∩ Fk1k3

(k1.S) =
{v3, v9} ∩ {v3} = {v3}. When the traversal from keyword ki to kj is done, if
kj .S = φ, the traversal is invalid.

1k

4k

7k 8k 9k

6k
3k

4k

4k

12{ }v 13 14{ , }v v 16{ }v

1 3 9 12{ , , , }v v v v

4 7 11{ , , }v v v4 7 11{ , , }v v v

4 7 11{ , , }v v v

1 8 14{ , , }v v v

2 10 15{ , , }v v v 1k
4k

7k 8k 9k

6k

3k

4k

4k

12{ }v 14{ }v 16{ }v

9{ }v

7{ }v4{ }v

11{ }v

8{ }v

10{ }v

1k

4k

7k 8k 9k

6k
3k

4k

4k

12{ }v 14{ }v 16{ }v

9{ }v

7{ }v4{ }v

11{ }v

8{ }v
10{ }v

10v

4v

12v 14v 16v

8v

9v

7v

11v

(a) Keyword Subtree (b) Step 1 Bottom-Up Traversal
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Fig. 4. Subtree Stabilization

A path p′ in G′ can be regarded as a series of traversal steps over G′. Note
that, ki may occur multiple times in a valid path since each of them corresponds
to different data nodes, i.e., ki.S are different.

Definition 3. Given a subtree T ′(k1, ..., kn) in G′, a subtree T (v1, ..., vn) in data
graph G is called an image subtree of T ′ iff. ki ∈ vi, i = 1, ..., n.

Given T ′(k1, ..., kn), if vertex v in ki.S does not appear in any image subtree
of T ′, v is redundant for T ′. The process to remove redundant vertices for all
keyword nodes along the subtree T ′ is called stabilization. After stabilization, if
∃i ∈ [1, n], ki.S = φ, T ′ is invalid. Note that path is a special subtree.

Figure 4 illustrates the stabilization process. Given a subtree T ′(k1, ..., kn) in a
keyword graph G′, the process to find all image subtrees of T ′ is called instanti-
ated. The instantiated process generate all possible image subtrees and remove
the invalid trees.
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Theorem 1. Given a keyword set K and a keyword subtree T ′
1, if T

′
1 is the top-1

subtree in G′, its image subtree(s) is also the top-1(or minimum) subtree(s) in
G2.

Given two keyword subtrees T ′
1, T

′
2 in graph G′, T1 and T2 are their corre-

sponding images in graph G, respectively. The following equation holds: C(T ′
1) <

C(T ′
2) ⇔ C(T1) < C(T2), where C(T ) is the size of T defined in Definition 1.

Proof. (Sketch) According to definition 3, if ∃k ∈ T ′, there’s no data node can
be derived from k, there’s no image tree for T ′, and we can delete k from T ′.
As a result, if we obtain an image tree T from T ′, there’s N(T ′) = N(T ). Thus,
C(T ′

1) < C(T ′
2) ⇔ C(T1) < C(T2), where C(T1) = C(T ′

1) and C(T2) = C(T ′
2).

Query Algorithm. In keyword graph G′, each keyword corresponds to one
node in G′. We modify STAR algorithm (denoted as KGraph) to find approx-
imate results for keyword search problem. Specifically, the algorithm has two
phases:

First Phase: Given n keywords ki, i = 1, ..., n, we can first find the correspond-
ing n keyword nodes v′i. Then, we adopt BFS (breath-first-search) strategy to
obtain an initial answer tree. Then, we stabilize (see Definition 3) the initial an-
swer tree. Note that, the traversal overG′ needs to follow the transition function,
as mentioned in Section 2.1. An running example of the first phase is shown in
Figure 5.

Algorithm 2. Get Next Subtree

get next tree(G,G′,K)

1: Locate keyword nodes ki in G′, i = 1, ..., n
2: Find the first tree T ′ over G′ to interconnect ki, i = 1, ..., n by BFS search
3: Find all loose paths of T ′ and insert them into priority queue PH
4: for longest path p ∈ |PH | do
5: Delete p from T ′ and T ′ is separated into T ′

1 and T ′
2

6: Find the shortest path p′ between T ′
1 and T ′

2 in G′

7: if |p′| < |p| then
8: Re-connect T ′

1 and T ′
2 by p′ to form the updated T ′

9: Update PH using T ′

10: Return T ′

Second Phase: In the second phase, KGraph algorithm needs to upgrade the
answer tree iteratively to find an approximate result. While upgrading an answer
tree, KGraph deletes the longest loose path (Definition 4), and then connects
the two generated subtrees up with the shortest path between the two subtrees.
Figure 5 and Figure 6 illustrate the upgrading steps based on Example 1. The
detail information can be seen in Algorithm 2.

2 If T ′
1 has more than one image subtree, these image subtrees have the same cost and

they are all top-1 subtrees in G.
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Definition 4. A node is a fixed node in G′ if and only if it either contains at
least a query keyword or its degree is no less than 3. A path is a loose path if it
interconnects two fixed nodes, i.e., the path has two fixed nodes as its endpoints.
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Fig. 7. Final Result

At the end of Algorithm 2, the current optimized subtree is found. Algorithm 3
describes how to compute top-k trees. To compute the top-2 result tree in the
running example, all edge weights in the top-1 result tree are increased by δ,
where δ is a system parameter to control the quality of top-k results[11]. Larger
δ leads to larger approximate rate, and smaller δ causes longer running time.

Algorithm 3. Keyword Search Algorithm (KGraph)

Require: Input: Data graph G, keyword graph G′ and keywords k1, ..., kn.
Output: Top-K keyword search results.

1: Set result set RS=φ
2: T ′=get next tree(G,G′,K) // Call Algorithm 2
3: Instantiate all image subtrees of T ′, and put them into RS
4: for each edge e of T ′ do
5: e.weight = e.weight× (1 + ε)
6: while |RS| < K do
7: T ′=get next tree(G,G′,K)
8: Instantiate all image subtrees of T ′, and put them into RS

Theorem 2. The STAR algorithm over keyword graph G′ is a (4�logN�+ 4)-
approximation algorithm for the optimal top-1 subtree for keyword search (ac-
cording to Definition 2).

Proof. (Sketch) It can be proved according to Theorem 1 in [11].
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3 Optimizations

3.1 Kernel Keyword Graph

Since each neighboring keyword pair have an edge, space cost of G′ is very
expensive. In order to address the problem, we propose “virtual keywords” to
cover all nodes in original graph G. Algorithm 4 outlines how to generate ker-
nel keyword graph G∗. First, we generate a virtual keyword set N randomly
distributed in V ∈ G, where each data node vj contains just one virtual key-
word ni (denoted as ni ∈ vj). Next, the link edge is introduce between virtual
keyword nodes. We also record the transition function between ni1 and ni2 , as
discussed in Section 2.1. Then, the co-occurrence edge is introduced to indicate
the co-occurrence relation between virtual keywords and real keywords. The ker-
nel graphG∗ = {elink}∪{eco−occurrence}∪{n}∪{k}, where the subgraph induced
by all virtual keyword nodes is called kernel. Figure 8 shows an example of the
kernel keyword graph corresponding to graph G in Figure 2.
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Algorithm 4. Building kernel keyword graphs

Require: Input: Data graph G and the number of virtual keywords m.
Output: Virtual kernel graph G∗.

1: Generate a virtual keyword set N = {n1, n2, . . . , nm}
2: Distribute N into V ∈ G
3: ∃link edge e∗l = ni1ni2 iff. ∃e = vj1vj2 , where ni1 ∈ vj1 and ni2 ∈ vj2
4: The transition function F between ni1 and ni2 is recorded in G∗

5: ∃co-occurrence edge e∗c = kinj iff. ∃v ∈ G, k ∈ v, n ∈ v
6: G∗ = E∗ = {{e∗l} ∪ {e∗c}} ∪N = {n} ∪K = {k}
7: Return G∗

We have some guides to determine m. Obviously, largem leads to large kernel
size. On the other hand, smaller m means that the frequency of each kernel is
larger. Consequently, the kernel in G∗ is very dense, which leads to more I/O
cost during online traversal over the kernel.
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This optimization just impact the instantiated procudure. We instantiate the
keyword subtree and delete all data nodes v corresponding to the keyword nodes.
Figure 9 gives a running example of the modified image tree generating proce-
dure. Since the keyword nodes are connected with the co-occurrence edges, the
delete operation causes no information lost.

3.2 Distance Labeling

In order to speed up shortest path computation, we propose to utilize distance
labeling technique in Line 6 in Algorithm 2.

A 2-hop distance labeling method [4] over a large graph G assigns to each
node u ∈ V (G) a label L(u) = (Lin(u), Lout(u)), where Lin(u), Lout(u) ⊆ V (G).
Nodes in Lin(u) and Lout(u) are called centers. We can compute Distsp(u1, u2)
using the following equation, where Distsp(u1, u2) is the shortest path distance
between nodes u1 and u2.

Distsp(u1, u2) = min{Distsp(u1, w) +Distsp(u2, w)|
w ∈ (Lout(u1) ∩ Lin(u2))}

(1)

The distances between nodes and centers are pre-computed and stored. Figure
10 shows a running example of 2-hop distance labeling in G derived from Figure
2. The method in [15] is employed to compute 2-hop distance labeling in a large
graph G. Given two keyword nodes ki1 and ki2 in G′, the shortest path between
ki1 and ki2 in G′ is the shortest one among all pairwise shortest paths between
vj1 and vj2 , where (vj1 , vj2) ∈ ki.S×kj .S. In order to avoid calling shortest path
algorithm by |ki.S| × |kj .S| times, we propose to utilize Equation 2 to compute
shortest path between ki and kj in keyword graph G′.

Lout(ki) = {(w,Dist(ki, w))} =
{(w,min(Distsp(w, v)))|w ∈

⋃
v∈ki.S

Lout(v), v ∈ ki.S}
Lin(kj) = {(w,Dist(w, kj))} =
{(w,min(Distsp(v, w)))|w ∈

⋃
v∈kj .S

Lout(v), v ∈ kj .S}
Distsp(ki, kj) = min{Distsp(ki, w) +Distsp(w, kj)|
w ∈ (Lout(ki) ∩ Lout(kj))}

(2)

According to Equation 2, the shortest path computing cost between two key-
word nodes in G′ is greatly reduced, where Distsp(x, y) means the distance
of the shortest path between x and y. See Figure 10, given two keyword k1
and k2 in G′, supposing k1.S = {v2, v10} and k2.S = {v6, v9}, we first get
Lout(k1) and Lin(k2) in Figure 10. According to 2-hop labeling and Equation
2, Distsp(k1, v1) = Distsp(v2, v1) andDistsp(v1, k2) = Distsp(v1, v6). Then, we
find the path P = sp(k1, v1) + sp(v1, k2), which is an image shortest path be-
tween k1 and k2 in keyword graph G′, where sp means the shortest path. We
have the analogue method to compute the shortest path in G∗ by Equation 2.
Due to space limitation, we omit the details.
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3.3 Put It All Together

Off-Line Process. First, we employ Algorithm 4 to compute a kernel graph
G∗. Then, we compute 2-hop distance labeling over G by the method in [15].

On-Line Process. We have presented the keyword query algorithm in Algo-
rithm 3. In order to speed up query processing, we utilize 2-hop distance labeling
to replace Line 6 in Algorithm 2. Furthermore, instantiated procudure is mod-
ified, as discussed in Section 3.1, i.e., deleting the node n ∈ T ′ instead of data
node replacing.

4 Experimental Results

In this section, we compare KGraph algorithm with the state-of-the-art algo-
rithms for keyword search over graph data on external storage, such as BANKS[2],
STAR[11] and EMKS(External Memory Keyword Search) [5]3. Since STAR al-
gorithm cannot work for keyword search on graphs directly, thus, we generate
an augmented graph G∇, as shown in Figure 2. For comparison, we run BANKS
and EMKS algorithm in the same graph.

We choose two real datasets with different sizes for performance study. One
is extracted from Freebase4, which is smaller and denser. The other one is part
of YAGO5, which is larger and sparser.

All experiments were performed on a 2.19GHz Inter Core2 Duo CPU E4500
with 3GB of main memory and an MySQL (version 5.1) database to persist the
underlying data structure. All implementations are in Java.

4.1 Data Sets

1) Freebase is a collaborative knowledge base describing relations between en-
tities such as people, organizations, and so on. We extract one data set from
Freebase about football. This data set (denoted as Soccer Set) consists of 34,011
nodes, 54,240 edges, and 30,620 keywords are extracted as shown in Table 1.

3 The java implementations of BANKS and STAR are kindly provided by Gjergji
Kasneci, author of [11]. We implement EMKS by ourselves.

4 http://download.freebase.com/datadumps/
5 http://www.mpi-inf.mpg.de/yago-naga/yago/downloads.html

http://download.freebase.com/datadumps/
http://www.mpi-inf.mpg.de/yago-naga/yago/downloads.html
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2) Yago automatically extracts RDF triples from Wikipedia, WordNet and
GeoNames. The latest version of YAGO has knowledge more than 10 million
entities and contains more than 460 million facts (statements, or RDF triples).
We extract part of YAGO as our test dataset (denoted as YAGO Set). The part
of YAGO contains more than 3.3 million nodes and 3.6 million edges. We scan
the whole set and treat all English alphabetics and numbers split by symbols or
blank spaces as keywords. Thus, we have got 304,032 keywords.

Table 1. Statistics of Data Sets

Soccer Set YAGO Set

Nodes 34,011 3,380,359

Edges 54,240 3,663,610

Keywords 30,620 304,032

Table 2. Time Evaluation of Kernels
(Soccer Set)

Kernel Size 3 keywords 6 keywords

500 615ms 1,412ms

1000 571ms 565ms

3000 509ms 540ms

10000 456ms 512ms

The statistics of the Soccer Set and the YAGO Set are given in Table 1.
Furthermore, we evaluate the ratio of (keyword number)/(data node number) in
other data sets, for verifying the assumption that the size of keyword graph is
stable with the growing of data graph’s size. Table 2 confirms our analysis.

Table 3. Edge count: Kernel-based vs Keyword-based

Kernel-based Keyword Graph Original Keyword Graph

Data Set
Kernel
Size

Link
Edges

Co-occurrence
Edges

Totle
Edges

# of
Records

Edges
# of

Records

Soccer 500 42,733 79,541 122,274 133,781 264,173 386,091

YAGO 10,000 3,445,998 6,411,368 9,857,366 10,074,978 5,117,304 30,020,521

4.2 Experiments of Optimizations

Experiment 1(Evaluating Distance Labeling). In Sec.3.2, we introduce
distance labeling to boost searching performance. In this experiment, we make
a comparison of STAR with distance labeling, STAR with breadth-first-search,
and Backward Search like BANKS over keyword graph (without kernel).

Due to space limit, we only use the Soccer Set in this experiment. We randomly
select ten keyword sets, each with 3 keywords as a query, to be test set. We denote
the test set as St = S1, S2, . . . , S10, where Si = {ki1, ki2, ki3}.

We measured the time cost of each algorithm for computing top-6 and the
result is shown in Figure 11. The x axis represents different queries from 1 to 10,
and the y axis represents time cost (truncated at 25,000ms) of each query with
different algorithm. STAR with distance labeling outperforms the competitors
across most queries. With the increase of graph scale, the exploring cost would
increase rapidly, which means the gap would be further expanded.
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Table 4. Space Evaluation of Kernels
(Soccer Set)

Kernel Link Total # of
Size Edges Edges Records

500 42,733 122,274 133,781

1000 50,665 132,184 135,759

3000 53,616 137,079 137,703

10000 54,144 138,224 138,320

G∇ 54,240 138,696 138,696

Fig. 11. Distance Labeling Evaluating

Experiment 2 (Evaluating Kernel Keyword Graph). In this experiment,
we will verify the effectiveness of kernel keyword graph. We generate both kernel-
based graph and keyword-based graph for the Soccer Set and the YAGO Set,
and list the edge count and record count. Since the optimized kernel size is hard
to determine, we also design a experiment to show the trade-off. We randomly
choose 30 keywords and divide them into ten queries.

Table 5. Keywords and Nodes in
Different Data Sets

Keywords Nodes
Keywords
/Nodes

Soccer Set 30,620 34,011 0.90

IMDB 38,769 68,139 0.57

Freebase
(English Film)

78,146 166,181 0.47

Freebase
(Film)

157,193 355,599 0.44

DBLP 583,929 3,103,613 0.19

YAGO Set 304,032 3,380,359 0.09

Table 6. Time Evaluation of Kernel Graph

Data Set Kernel Size 3 keywords 6 keywords

Soccer
500 615ms 1,412ms

keyword 530ms 2,086ms

YAGO
10,000 3,802ms 12,097ms
keyword 19,784ms N/A

N/A: Out of memory or Out of time limit

Table 3 shows the statistics information. The column “# of Records” indicate
the total records count in databases, which means the real space cost. Clearly ker-
nel keyword graph requires less space cost than keyword graph. Besides, smaller
kernel leads to fewer edges. Table 4 shows the storage cost of the four kernel
keyword graphs. In extreme cases, suppose there is only one virtual keyword in
kernel, the edge count would be reduced to keyword scale (i.e., about 300,000
in YAGO Set, or about 30,000 in Soccer Set). Table 5 shows the run time cost
with different kernel size. Noticeably, the run time decreases with the increasing
of kernel size, and the storage cost grows. In most cases, the memory limit is
tighter, and we tend to choose the kernel with smaller size.

Furthermore, we designed an experiment to make a comparison between the
searching efficiencies over kernel-based graph and keyword-based graph, and the
kernel size is set to 500 for Soccer Set and 10,000 for YAGO Set. Table 6 shows
the running result. Notice that kernel-based graph has low efficiency with Q1
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Table 7. Soccer test: modified STAR on keyword graph, STAR and BANKS

3 keywords 6 keywords

top-1 KGraph STAR BANKS EMKS KGraph STAR BANKS EMKS
avg. weight 4.60 4.93 3.67 3.47 10.85 10.10 10.15 11.50

avg. run time(s) 0.58 0.82 0.87 0.71 1.53 1.92 1.97 1.21
High top-3 KGraph STAR BANKS EMKS KGraph STAR BANKS EMKS

avg. weight 5.99 5.67 3.94 3.79 11.65 10.88 10.20 11.86
Frequency avg. run time(s) 1.10 0.96 1.07 0.97 2.99 1.95 2.14 1.47

top-6 KGraph STAR BANKS EMKS KGraph STAR BANKS EMKS
avg. weight 6.59 6.05 4.14 4.27 14.97 11.70 10.24 12.00

avg. run time(s) 2.78 1.07 1.16 1.23 3.64 2.00 2.35 1.57

top-1 KGraph STAR BANKS EMKS KGraph STAR BANKS EMKS
avg. weight 11.32 12.16 11.56 8.03 23.93 25.53 27.60 20.93

avg. run time(s) 0.12 1.65 1.43 0.62 0.49 3.94 3.80 1.31
Low top-3 KGraph STAR BANKS EMKS KGraph STAR BANKS EMKS

avg. weight 12.02 12.77 11.84 8.43 24.24 26.42 27.76 21.28
Frequency avg. run time(s) 0.27 1.74 1.62 0.91 0.87 3.97 3.97 1.45

top-6 KGraph STAR BANKS EMKS KGraph STAR BANKS EMKS
avg. weight 12.66 13.13 12.07 8.58 25.78 26.98 27.94 21.68

avg. run time(s) 0.52 1.86 1.74 1.08 2.11 4.03 4.56 1.53

of the Soccer Set, while in the other tests it has better performance. This phe-
nomenon is due to that most of keywords have very low frequency among the
data set, and a few keywords appears very frequently such as “the”, “of”[7].
If the searching process in keyword graph involves the keywords with high fre-
quency, the query efficiency may below the acceptable range. Otherwise, i.e.,
if the searching process in keyword graph just involves the keywords with low
frequency, it may performs better than in kernel keyword graph.

4.3 Experiments of Performance

In these experiments, we compare our method (KGraph) with the state-of-the-
art algorithms, that are STAR, BANKS and EMKS. As in [5], the block size of
EMKS is set to 100. In this experiment, we use both data sets.

Queries: For comprehensiveness, we construct 4 sets of queries with 3/6 and
high/low frequency keywords, each include 20 queries respectively. The low-
frequency keyword sets are randomly selected (mostly between 1-10), and the
high-frequency keyword sets consist of the keywords with maximum frequency.

Metrics: There are two measures to be used, the average number of edges in
answer subtrees (i.e., avg. weight) and the query response time (i.e., avg. run
time). Since we use 20 queries for each query set, we report the average values in
Tables 7 and 8. Furthermore, we report top-1, top-3 and top-6 results in Tables
7 and 8.

Results: We compare KGraph with other methods in the quality of answer
subtrees and the average query response time. Though quality of answer subtrees
has no significant difference, KGraph is much faster than other methods when
data graph is large or keywords have lower frequency. Table 8 shows that KGraph
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Table 8. YAGO test: modified STAR on keyword graph, STAR and BANKS

3 keywords 6 keywords

top-1 KGraph STAR BANKS EMKS KGraph STAR BANKS EMKS
avg. weight 3.33 3.17 3.00 3.00 7.00 6.00 6.00 N/A

avg. run time(s) 24.68 127.08 45.28 1858.71 67.06 219.80 276.48 N/A
High top-3 KGraph STAR BANKS EMKS KGraph STAR BANKS EMKS

avg. weight 3.63 3.17 3.00 3.00 7.25 6.00 6.25 N/A
Frequency avg. run time(s) 37.09 179.65 46.81 2292.13 91.43 267.08 306.61 N/A

top-6 KGraph STAR BANKS EMKS KGraph STAR BANKS EMKS
avg. weight 4.53 3.28 3.00 3.04 8.04 6.00 6.25 N/A

avg. run time(s) 46.02 248.21 48.17 2785.45 133.50 339.64 310.08 N/A

top-1 KGraph STAR BANKS EMKS KGraph STAR BANKS EMKS
avg. weight 9.20 10.5 10.00 11.12 19.86 N/A N/A N/A

avg. run time(s) 0.29 57.57 46.88 2295.90 1.30 N/A N/A N/A
Low top-3 KGraph STAR BANKS EMKS KGraph STAR BANKS EMKS

avg. weight 9.91 11.08 10.42 11.75 20.19 N/A N/A N/A
Frequency avg. run time(s) 0.64 62.62 64.92 3338.47 2.28 N/A N/A N/A

top-6 KGraph STAR BANKS EMKS KGraph STAR BANKS EMKS
avg. weight 9.94 11.33 10.5 12.08 21.83 N/A N/A N/A

avg. run time(s) 1.14 70.67 70.94 4195.55 3.53 N/A N/A N/A

N/A: can not get result in reasonable time

outperforms other methods at least one or two orders of magnitudes. The key
reason is that large graph leads to more I/O cost in other methods, but, I/O cost
is reduced by keyword graphs in our method. We find that the query response
time in EMKS is very large in Yago dataset and it cannot answer six keyword
queries, since EMKS needs to expand many blocks in large graph, which leads
to frequent I/O swap in/out. However, when keywords have high frequency in
Table 7, the advantage of our method is not clear, since the average number
of edges in answer subtree is small, which means that other algorithms need a
small number of exploring steps.

5 Related Work

Due to the wide application of graph data, keyword search over large graphs
has attracted much attention in research community, such as [2,9,8,6,13,12].
Usually, keyword search over graph is modeled as “minimal group Steiner Tree
(GST)” problem, which is a NP-complete problem. In order to avoid the inherent
hardness, most keyword search algorithms re-define the query semantics as “dis-
tinct core” to reduce the complexity except for DPBF [6]. BANKS[2] adopt the
traversal-based approach to find the root. BLinks[8] pre-compute some indexing
structures to speed up the traversal. DPBF is a dynamic programming algo-
rithm to find the optimal result for GST problem [6]. Although keyword search
algorithms have been well studied, most existing methods are memory-based,
i.e, assuming the whole graph is cached in memory and no I/O cost during the
traversal. Obviously, these methods cannot scale to massive disk-resident graphs.
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EMKS[5] is a disk-based keyword search algorithm. EMKS partitions a large
graph into several blocks to construct a summary graph, and expands the blocks
incrementally during backward search until all answer trees are made up of real
nodes [5]. The query performance of EMKS suffers two main problems, 1)how
to find a good partition to speed up query processing, and 2), if there are many
blocks need to be expanded, the performance will degrade greatly due to frequent
swap in/out. Recently, STAR algorithm is proposed to interconnect n nodes vi
in a large graph efficiently [11]. STAR algorithm is an approximate solution with
(4�logN�+4)-approximation to address steiner tree (ST) problem, a special case
of GST problem. Note that, finding ST is also a NP-complete problem.

Besides, some recent work attempts to define other query semantics. Kargar
et al introduce a new query semantic called “r-clique”[10]. “r-clique” means the
longest distance between each keyword pair is less than r. [1] and [14] both treat
keyword search task as a translating problem, and they both translate keyword
queries to meaningful structured queries instead of GST, which are different
from our problem definition.

6 Conclusions

In order to answer keyword search over a large disk-resident graph, we propose
a novel index structure, keyword graph. To decrease storage cost and to improve
query efficiency, we introduce some optimizations over keyword graph. Extensive
experiments confirm that our method outperforms state-of-the-art algorithms by
at least one order of magnitude in large graphs.

Acknowledgments. This work was supported by NSFC under Grant
No.61003009, 61272344, the National High Technology Research and Develop-
ment Program of China under Grant No. 2012AA011101 and RFDP under Grant
No. 20100001120029.
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Abstract. The current image retrieval systems are almost based on
content, and facing the main problem of semantic gap between low level
features and high level semantic. So the relevance feedback technology
is used to solve this problem. In this paper, we propose a medical image
retrieval system based on relevance feedback framework. In the frame-
work, Region of Interest (ROI) is extracted in the preprocessing as the
semantic information of medical images, and then the Genetic Algorithm
is designed for ROI clustering. According to user’s feedback information,
the Diverse Density algorithm proposed in the Multiple Instance Learn-
ing Framework is adopted to capture user’s real intention and realize
effectively medical image relevance. Experimental results show that our
algorithm has higher precision and recall ratio.

Keywords: Medical Image, Relevance Feedback, Multiple Instance
Learning, Diverse Density.

1 Introduction

With the development of modern medical imaging equipments and technology,
hospitals produce large amounts of complex information-rich digital images (such
as CT images, ECT images, magnetic resonance images, etc.) everyday. However,
doctors’ diagnosis always depend on their eyes and subjective judgment which
result in some shortages [1]: (1) The resolution of eyes is low, and it is easy to miss
some small changes in the characteristics; (2) Doctors observations are subjective
so the diagnostic reliability varies from person to person; (3) Different doctors
have different experience which may result in misdiagnosis or misdiagnosed. It
can be an urgent problems that how those medical images are used to help
doctors diagnose correctly.

Text-Based Image Retrieval is a traditional image retrieval technology, in
which images are labeled by manual analysis and the textual information is taken
advantage to index and retrieve images. Clearly, there are many limitations,
such as time-consuming, subjective, etc. To solve the above shortcomings, the
Content-based Image Retrieval (CBIR) is used.

CBIR is the process of processing and understanding images by the visual fea-
tures of images and its purpose is to search imageswith similar features or con-tents
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S. Zhou, S. Zhang, and G. Karypis (Eds.): ADMA 2012, LNAI 7713, pp. 650–662, 2012.
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with your query image. However, the CBIR is facing two main problems: (1) the
semantic gap between low level features and high level concept; (2) curse of dimen-
sionality. This paper aims to build a framework to alleviate those two problems.

The semantic gap is that the existing color, shape, texture and other features
in image cannot intuitively express the true meaning of image. And it is not the
characters of color, shape, texture and so on, but the true meaning of image that
people really understand on image. Therefore, the role of human is particularly
important in the images retrieval process, and currently the most widely used
technology is relevance feedback (RF). The existing search feedback algorithms
are divided into three categories:

1) Feature weight optimization [2]: The basic idea is to analyze user feedback
and dynamically adjust the weight of image features to achieve the purpose that
improve retrieval accuracy;

2) Query point movement [3]: The basic principle is that each image is rep-
resented as a vector(point) in feature vector space, , and the system adjusts
the query vector based on user feedback to make the query center close to the
positive examples, away from the negative examples;

3) Probabilistic model-based method [3]: The basic idea is to make statis-
tical inferences based on user feedback information, then estimate association
prob-ability among images and then query and return the images with high
probability.

Most of the existing relevance feedback techniques consider each image as a whole
which is represented by an N dimensional feature vector. However, in the same
parts of the medical images such as brain CT, users’ query interest is part of the
diseased area in the image (such as brain tumors) rather than the whole image.
Therefore, each image in this paper is viewed as a semantic package which has
a number of instances (semantic regions). We adopt Multiple Instance Learning
(MIL) [4] to learn users’ interested area from users’ feedback information.

MIL was first proposed by Dietterich et al in 1997. In MIL, the label of an
individual instance is unknown. Only the label of a set of instances is available,
which is called the label of a bag. The goal of MIL is to estimate the labels of the
test image instances based on the learned information from the labeled images
in the training set. Neural Network based Multiple Instance Learning algorithm
with relevance feedback [5] is a typical example of MIL, and its main idea is to
mine knowledge of interest in a similar group to build new neural network based
users’ feedback information.

In Section 2, we present an overview of the basic system framework of med-
ical image retrieval based on relevance feedback (MIRRF). The preprocessing
of medical image is presented in Section 3. In Section 4, the cluster method
of medical image regions is discussed. The detailed learning and retrieval ap-
proach is discussed in Section 5. In Section 6, system performance evaluation
with experimental results is presented. Section 7 is the conclude part.
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2 The Framework of Medical Image Retrieval Based
on Relevance Feedback

Response to above problems, we proposed a framework of medical image retrieval
based on relevance feedback. This framework is divided into two phases: the
preprocessing stage and medical image retrieval based on relevance feedback.

The preprocessing phase includes three parts of the region of interest in med-
ical image extraction, the region feature extraction and region clustering. A
medical image is represented by a number of regions after segmentation. Feature
extraction of the region is to extract characteristics which can express regions
from the region to facilitate comparison. Region clustering stage is to put regions
into clusters based on some similarity criteria to make the query space narrowed
to a few clusters when retrieval.

In medical image retrieval based on relevance feedback phase, when the system
first receives a query image that user submits, the system knows nothing about
users’ interests. Therefore, the system uses Euclidean distance to calculate the
similarity between images, to return an initial query results. The query results
are marked positive and negative examples, and the system learns from the user
feedback information to get users’ interests. Then view the user’s interest as the
query point to query again. The system framework is shown in Fig.1.

Fig. 1. The system framework for MIRRF

There are a variety of image segmentation methods but most for natural
images. However, medical images and natural images are very different, such as
the medical images are gray and the number of colors is less than natural images.
So the segment methods for natural images is not good for medical images and
need to find a specific method for medical images which is the focus of this paper.

After segmentation, an image is expressed by a few areas to enlarge the search
space by many times and slowdown the search speed. Therefore, putting ROIs
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which are similar into a cluster can make the query space reduce. K-means [6]
is a traditional clustering method and has been widely used in image clustering.

However, it is incapable of finding non-convex clusters and tends to fall into
local optimum especially when the number of data objects is large. So it is
necessary to find a new cluster method to overcome the shortcomings of the
k-means.

In addition, at present, the RF methods just only modify the query vector
and cannot accurately capture user query interest. In this paper, we propose a
new algorithm to capture users’ query intention, which is the focus of this paper.

3 Segmentation and Feature Extraction of Medical Image
Retrieval

Existing computer-aided medical diagnosis systems are almost knowledge-based
expert ones, and often have the shortages of knowledge acquisition method,
knowledge vulnerability, reasoning monotony and so on. These systems have the
difficulties in the acquisition of knowledge and expression, and with a certain
degree of subjectivity, intelligence and robustness poorer. View of the complexity
of the excavation object, the medical image data mining is no longer the simple
application and extension of traditional data mining ideas, but a combination of
methods of data mining and medical knowledge to study.

3.1 Segmentation of Medical Image Region of Interest

It is found in the same parts of the medical image, the image most of the in-
formation contained in the specific area, we call the region of interest (Region
of Interest, ROI). ROI contains the main information of medical images which
play an important role in the study of medical images, so the segmentation of
medical images, we extract only the ROIs.

We use self-Adaptive Water Immersion algorithm [7] to segment images into
ROI and scan image to find gray-scale maximum and minimum values, then
calculate the average value, based on which to find the ROI pixels, the region
outside the ROI pixel assignment 255. Specific is shown in Fig.2.

3.2 Feature Extraction of ROI

We need to extract part of the characteristics to represent each ROI. Domain
knowledge of the human brain images shows that the brain is symmetrical, that
is the density distributions of left brain and right brain are the same. The areas
of the lesion are represented as the irregular gray level distribution in CT images,
which may destroy the symmetry. Because of that, we have adopted the following
characteristics to properly show ROI:

1)Gray level (Gr): ROIs extracted from CT images of the human brain using
the grayscale threshold are either darker areas or brighter areas. So, we define
the gray level (GL), GL = 0(brighter), and GL=1(darker);
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Fig. 2. Medical image segmentation: (a) initial image, (b) it is the key pixel region in
the dotted lines

2)Area (Ar): The ROI is calculated by the number of pixels in the region, and
it is a relative ratio for standardization that is the ratio of the number of pixels
contained in the region with the image contains the number of pixels;

3)Location (L): It is also defined as a relative ratio, which is the ratio of the
absolute horizontal and vertical coordinates of the ROI’s centroid with vertical
and horizontal coordinates of the image;

4)Circle-Like (CL): It is the value of a [0, 1], as specified in Equation (1) shown
in the where ROI. Area is the ROI area that the number of pixels within the
ROI, ROI.Perimeter is the ROI perimeter, namely the number of ROI boundary
pixels;

CL = 4π × ROI.Area ÷ ROI.Perimerter2 (1)

5)Direction (Di): It is defined as angle between the ROI long axis and the
x-axis, but also to standardize [0,1].

Table 1 shows the image formula after feature extraction: part1 is the image
number, part2 ROI label, part3 is the ROI characteristics.

Table 1. The image expression after feature extraction

Part1 Part2 Part3

ImageID ROIID Gr Ar L Cl Di

Im1 R11 ... ... ... ... ...
Im1 R12 ... ... ... ... ...
Im1 R13 ... ... ... ... ...
Im2 R21 ... ... ... ... ...
Im2 R22 ... ... ... ... ...
... ... ... ... ... ... ...
Imn Rnm ... ... ... ... ...
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4 ROI Cluster Algorithm

After preprocess, the medical images are concluded with many areas which make
the searched volume expand by many times and the search speed slow. The
studies in [8] have shown that after classification we query image in some classes
and does not affect the accuracy of the query but the query would be very
efficient.

In contrast, Genetic algorithm is known for its robustness and ability to ap-
proximate global optimum. In this study, we adapted it to suit our needs of
clustering image regions. The genetic algorithm was first proposed by John Hol-
land in 1970s [9] , and the flow chart of GA is shown in Fig.3. The goal of
clustering is to minimize Equation (2).

Fig. 3. The GA flow chart
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F (R) =

k∑
j=0

n∑
i=0

d(pi, rep[pi, Rj ]) (2)

pi is a ROI in the clusterRj which is represented by a representative image region
rep[pi, Rj ]. n is the total number of ROI and k is the number of clusters. The
value of k is determined experimentally as there is no prior knowledge about
how many clusters are there. A too large k value would result in over-clustering
and increase the number of false negatives, while a too small k value would not
help much in reducing the search space.

GA on ROI clustering algorithm pseudo code is shown in Algorithm 1.
The fitness Fit (i) mentioned in Algorithm 4.1 is calculated as Equation (3).

Fit(i) =
fi

l∑
i=1

fi

(3)

fi is calculate as the inverse values of the objective function. l is the number of
the cluster center sets, which is 50 in this paper.

The initial P is the first generation of the cluster center set. The next-
generation cluster center set contains the high fitness value in the previous gen-
eration and the new centers that are produced through genetic manipulation.
Genetic manipulation includes the following categories:

1)Selection: For each cluster center set we compute its fitness according to
Equation 4.1. Two cluster center sets are then randomly selected. The higher
the fitness the higher chance a cluster center set is selected. Selection purpose is
to make the optimization cluster center direct genetic to the next generation or
new individuals by match and cross genetic to the next generation.

2)Recombination: The recombination operator is operating that the parts of
the structure in the two parent individuals replace and reorganize to generate
new individuals. In other words, take out some cluster centers from two ROI
cluster center sets to exchange for the new cluster center set. The crossover
operator plays a central role in GA.

3)Mutation: In order to obtain the diversity, we need newly-born cluster cen-
ter, that is a part of ROI cluster center is re-selected from the remain ROIs which
is not appear in the cluster center sets. However, this mutation is operated at a
very low frequency.

Algorithm 1. Genetic Algorithm(GA)

Input: k: the number of clusters

R:ROI sets

Threshold: threshold of fitness

Output: k clusters

BEGIN

(1)Initialization P: random generate some cluster center sets

from R;



Medical Image Retrieval Method Based on Relevance Feedback 657

(2)calculate the fitness Fit(i) of every cluster center set in

P;

(3)do{

(4)The cluster centers with high fitness selected from group P

and its later generations produced by genetic operators com-

posite new groups of P’;

(5) P’instead of P;

(6)calculate the fitness Fit(i) of every cluster center set in

P;

(7)} While(Fit(i)<threshold)

(8)choose the cluster centers with best fitness;

(9)Each ROI is assigned to closest cluster;

END

4.1 User Interest Analysis

In general, it is the part of the diseased area in the image, such as brain tumors,
rather than the whole image in the medical images (such as brain CT) retrieval
that user more interested in. In this paper, we assume that points of interest
of users search in a ROI in the same parts of the medical image, such as brain
tumors, and are expected to search out the medical images that contain similar
semantic region ROI.

In the initial search process, user submits a medical image as a query image,
but users’ interests in this image are not known. The distance between the query
image and the image in image database is expressed by the minimum distance
be-tween ROIs in the two images. The distances between these images are stored
in ascending order, and the top 50 images are returned to the users.

Users identify a returned image as positive if it is what they want; otherwise
users label it negative. With this information at hand, we estimate the users
interests which specific ROI of the query image users interested in. In this paper,
the Diverse Density algorithm (DD)[10] is used to achieve this goal.

DD is firstly proposed by Maron et al (Multiple Instance Learning MIL) in
the multi-instance learning framework. In DD, every bag (image) is considered
as a set of instances (ROI) and the task of DD is to find the instance with the
greatest diversity density within the instance space. The diversity density is a
measure refers to the more positive examples around at that point, and the less
negative examples, the greater the diversity density of this point.

With Diverse Density approach, an objective function called DD function is
de-fined to measure the co-occurrence of similar ROI from different images. The
target of DD is to find a ROI which is closest to all the positive images and
farthest from all the negative images.

We denote the positive bags as B+
1 , B

+
2 , , B

+
n and negative bags as B−

1 , B
−
2 , ,

B−
m. The jth instance of bag Bi is represented as Bij , and every instance is

represented by a k dimensional vector where k is a constant.
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For any ROI r = {r1, r2, , rk}, DD is defined by the probability of it being
our target point, given all the positive and negative bags. So the point we are
looking for is the one that maximize the probability below.

argmaxPr
(
r|B+

1 , B
+
2 , ..., B

+
n , B

−
1 , B

−
2 , ..., B

−
m

)
. (4)

Assuming a uniform prior over the concept location Pr(r) and conditional in-
dependence of the bags given the target concept p, the above formula equals
to

argmax

n∏
i=1

Pr
(
r|B+

i

) m∏
j=1

Pr
(
r|B−

j

)
. (5)

The probability that ROI r appear in the image Bij is calculated by the
Equation (6).

Pr (Bij = r) = exp

(
−
∑
k

(Bijk − rk)
2

)
. (6)

The goal is to find such a ROI r which can make the above function reach
its maximum. We combine Expectation-Maximization (EM) algorithm as pro-
posed by Zhang et al. [11] and DD above mentioned. The detail is shown in
Algorithm 2.

Algorithm 2. EM-DD Algorithm

Input:positive bags:B1+,B2+,,Bn+,

negative bags:B1-,B2-,,Bm-,

Output:ROI which user is interested in

BEGIN

(1)select a ROI in the positive images, r={r1,r2,,rk};

(2)calculate the probability that r in positive and

negative;

(3)If the probability is largest then quit, otherwise

the Execution (4);

(4)Maximize the probability function to find a r’;

(5)r’ instead of r, repeat (2) - (5);

END

We then use the final result r, the point of the users’ interests, to find the cluster
this ROI r belongs to. Hence all the other ROIs in this cluster can be located.
However, we cannot simply reduce the search space to this cluster alone because
it is very common that a particular region is closer to some region in another
cluster than some regions within the same cluster. Therefore, in our system,
we choose three clusters whose centroids are the closest to the query region. In
addition, as an image is composed of several ROI, but the ROIs may fall into
different clusters. We then group all the images that have at least one ROI fall
into the three clusters mentioned above, and take these images as the reduced
search space.
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4.2 Analysis of Experimental Results

The medical images we used in this research are all real brain CT image from
hospitals. Brain image position is very important in medical image. Brain tissue
is the senior nerve center of the human body, whose function is particularly im-
portant. Diseases that occur in the brain have always attached great importance
to by the medical profession. So we use brain CT.

According to the field of medicine, we know that the role of small size of the
ROI region is not large, so we went in addition to ROI that area is less than the
threshold, as shown in Fig.4.

Fig. 4. The extraction process of medical image ROI:(a) initial image, (b) ROI ex-
tracted, (c) image anti-significant, (d) remove the small size ROI and the red * mark
is the center of each ROI.

In this experimental, we use Euclidean distance to calculate the similarity
be-tween images. After user submits a query image, we return an initial query
results to users, and then according to the hypothesis generated by EM-DD, we
pull out the three closest clusters as the reduced search space.

The key in GA clustering is to find the balance between reduction of search
space and accuracy. In MIRRF, every image is segmented into 5 9 ROIs, so the
1000 original image in the search space into the 7136 regions. In the experiments,
we tested the system performance under different clustering schemes by dividing
the entire set of ROIs into 50 to 100 clusters. Each time we increase the number
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of clusters by 5 and find that when the number of clusters k=75, the above
balance is reasonable.

In addition, the average accuracy has been more than 75% after user mark four
times. Therefore, taking into account the efficiency of user retrieval, each retrieval
process contains four rounds of relevance feedback. It is worth mentioned that
the number of positive images increases steadily through each round.

We compare the performance of MIRRF proposed system with the ones that
are showed in two other relevance feedback algorithms: Neural Network based
Multiple Instance Learning (NNMIL) algorithm with relevance feedback and
Query Vector Modification (QVM).

In this experiment, we conducted five groups experiments, and each group
experiment included 10 different queries and the 10 different queries from every
group may overlap or not. The precision and recall radio of every group which
are used to evaluate our system are expressed by the average of each 10 queries,
as is shown in Fig.5and Fig.6.

Fig. 5. The precision after five queries

It can be gleaned from Fig.5 and Fig.6 that when the number of images is
small, the precision and recall radio of three systems have no significant differ-
ences and all close to 1. But with the number of images increasing, the precision
and recall radio of our system is 15% 20% higher than the other two systems.
It also can be seen that the stability of our system is better than the other two
systems.

The Fig.7 shows the consuming time of three systems after five queries. It
can be seen, for a database with 1000 brain CT images, the consuming time of
MIRRF is about 22.17 seconds less than QVM and 40.18 seconds than NNMIL.
In addition, the most time-consuming stage in each query is the initial query
without feedback, about 12s in MIRRF and 8s in QVM and NNMIL. The above
time is all exclusive of time that users mark positive examples and negative
examples.
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Fig. 6. The recall radio after five queries

Fig. 7. The consuming time of three systems

Clearly, that we cluster ROIs with GA algorithm to reduce the search space
can effectively reduce the search time and does not make the precision and
recall radio lower. Besides, using the EM-DD algorithm to analyze the users’
query intent can significantly improve system performance.

4.3 Conclusions

In this paper, we propose a medical images retrieval based user feedback system.
This system mainly solves the semantic gap between low level feature and high
level concept. And in image segmentation, our segmentation algorithm which
applies the medical domain knowledge is better in ROI feature extraction than
other algorithms in medical images. After segmentation an image is expressed
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by several regions so that the search space increases. However, we apply GA
algorithm clustering to reduce the search space and the retrieval accuracy is not
lower. In addition, the EM-DD algorithm is used to analysis users’ interest to
capture the user’s query intention.

The above shows that the system can find the real needs of the user and can
remove the noise very well.
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Abstract. Keyword-based web search is nowadays the most popular
and convenient means for people to access information, whereas tradi-
tional search methods usually disappoint people with inaccurate,
insufficient or redundant results, because those methods often fail to un-
derstand user’s search intents and interest preference. Diversity search
is an effective approach to present various kinds of results so that aver-
age people may satisfy with as least one result, however, most existing
diversity search methods are uniformly applied to all users and queries,
the returned results generally reflect the masses’ needs, individual users’
requirements are not fully considered. To deal with this issue, we present
a systematic method named personalized diversity search based on user’s
social relationships (PDSSR), this method is a combination of person-
alization and diversification, which enables computer better understand
user’s search intents and interests, consequently returns a personalized
and reduced diversified result set. Besides, we introduce social relation-
ships into the personalization, which helps to avoid “cold start” and
“data sparsity” problems. Empirical experiments conducted show that
the proposed method outperforms the baseline in terms of nDCG, which
proves the effectiveness of our method.

Keywords: personalized search, diversity search, social relationships.

1 Introduction

Web search has become a predominant and convenient way for people to ac-
cess information, whereas with the issue of information explosion and ineffective
search methods, user’s fulfillment is usually not assured because of the inac-
curate, insufficient or redundant results. Some personalized or diversity search
methods have been proposed to deal with these issues[1] [2], however, these meth-
ods are uniformly applied to all users and queries, the returned results generally
reflect the masses’ needs, which sometimes are different from individual users’
real needs. Considering two scenarios:
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(1) the research areas of data mining are composed of classification, clustering,
association rule, regression etc. Suppose most research work focuses on the
first two areas, then when one researcher wants to review the literature of
data mining by providing keywords “data mining”, the works of the first two
areas are returned preferentially and may be predominant according to the
probability. However, if we know that some close people of this researcher
(such as coauthor, advisor, student) have most of their work on “association
rule” and “regression”, then should the original result set still be returned
then?

(2) when talk about “clothing fashions”, people may think about the brand,
price, designer, fashion show, styles, fashion element etc. General people
may concern style, brand or price much more, and such information would
be returned predominantly with keywords “clothing fashions”, while if we
know the searcher have several friends working in fashion, then could we
assume that he/she may also concern or concern more about the fashion
show, fashion element etc.?

From the above scenarios, we would find there exist three problems:
First, users have various information needs, some of them have interests that

are different from the masses’, thus they may be disappointed with search results
provided by general search engines which aim to meet the masses’ needs.

Second, sometimes search results are redundant, certain kinds of results which
are similar to each other may dominate the returned result set when this kind
of information overwhelms other kinds, accordingly if one result fails to satisfy
the user, so do the others.

Last, the search intents are usually ambiguous, it is quite difficult for a search
engine to understand the exact user search intent just based on a few keywords,
extra knowledge should be introduced to help search.

Personalized search is adopted as a solution to address the first problem, it
can incorporate information about the individual users so that provide specific
results to them. Diversity search is an effective way to solve the second problem,
since the general target of diversity search is to ensure the result be both relevant
to the query (similarity or relevance) and contains minimal similarity to previous
selected results (novelty or diversity). Both diversity search and personalized
search could help to deal with the search intents problem. If we can combine the
personalized search and diversity search together, not only user’s search intents
could be clarified to a great extent (diversity search provides as many probable
results as possible, the personalization further narrows down the results), but
also the various needs of different users and result redundancy could be solved.
However, personalization means enough information should be collected to build
effective user model, and diversification means the categories of results should be
recognized correctly. And to our knowledge there are few studies[3] [4] combining
them together. In this paper we propose a personalized diversity search approach
based user’s social relationships – PDSSR. The contributions are summarized as
follows:
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(1) we introduce personalization into diversity search on which most of the cur-
rent methods are uniformly applied to all queries and users, the results of
those methods reflect the masses’ needs, while the proposed method pro-
vides diversified results specific to individual users, it is especially useful to
satisfy users who have different interests with the masses.

(2) we assign both queries and documents to several topics, which helps com-
puter cover multiple search intents. In the process of personalization, we ex-
ploit user’s social relationships to build a comprehensive user model, which
overcomes the “cold start” and “data sparsity” problems.

(3) we build a data set to validate PDSSR, and empirical experiments based on
this data set proves that the proposed method improve user satisfaction.

The rest of this paper is organized as follows: in Section 2 we discuss the related
work of diversity search, personalized search, personalized diversity search and
their measurements, Section 3 proposes a user model building method, Section
4 elaborates the search method and algorithm, Section 5 presents the empirical
experiment and shows the comparison of the results with a baseline, the last
section gives the conclusion and the future work.

2 Related Work

2.1 Diversity Search

J. Carbonell and J. Goldstein regarded “relevant novelty” as the potentially su-
perior criterion in search, measuring relevant novelty is to measure relevance
and novelty independently and provide a linear combination as the metric, they
called the linear combination “marginal relevance”, the target of diversity search
to maximize marginal relevance, they proposed a method – Maximal Marginal
Relevance (MMR), which uses two similarity functions to balance the similarity
and diversity, one measures the similarity between result to query, the other
measures the similarity among results[5]. B. Smyth and P. McClave argued the
importance of retrieved case’s diversity in case-based recommender system, while
increasing diversity of recommendations generally means reducing their similar-
ity to the target query, so they proposed a number of techniques for improving
the diversity with considering the trade-off between similarity and diversity [1].
The diversity strategy in this work is adopted in [6] [7].

To cover the multiple potential search intents is a major step to diversify the
search result, Zhu et al. proposed a model based on the intrinsic query manifold,
this model makes full use of the relationships among queries to find relevant and
salient queries [8]. While topics were applied on search intent in the retrieval
process [9] [10].

2.2 Personalized Search

User profile modeling is an important component of any personalization system.
The information collection for user profile construction could be explicit or im-
plicit. Due to the flaws of the explicit way, such as the changing of user interests,
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incorrect information provided by user or unwilling to feedback, many efforts are
put on modeling the user profile implicitly[11]. Such implicit modeling methods
can be found in [12].

Z. Dou et al. described that the profile modeling can be based on content
analysis and user group [13]. In the content analysis approach, the contents may
be composed of user’s click history, tagging etc. User interests are represented by
topical categories [14] [15] or lists of keywords [16]. In user group approach, user
profile is created by incorporating information provided through user’s social
network [17].

2.3 Personalized Diversity Search

To our knowledge, there are few studies bringing personalization into diversity
search. F. Radlinski and S. Dumais presented a strategy for diversify the per-
sonalized reranking of search results by means of query-query reformulations [3].
R. Agrawal et al. classified both the queries and documents into categories, with
this information they developed an objective function to maximized the proba-
bility that the average user satisfies with at least one desired result in the top
k results. For that objective function was proved to be NP-hard, the authors
defined a Greedy Algorithm (IA-SELECT) for computing a solution to the ob-
jective function [18]. Based on R. Agrawal’s work P. Lubell-Doughtie employed
search logs to build the user model by extracting latent topic distribution from
clicked documents and summing over these latent topic distributions. And then
the author introduced the user model into the objective function of diversity [4].
R.L. Santos et al. presented an intent-aware approach for search result diversi-
fication [19]. However these studies did not consider the social network in the
user model.

3 User Profile Modeling

User profiles convey approximations of user interests, it can be built with the
information that provided by user, which is the explicit way; or it can be built
by collecting relevant information, e.g. behavior logs from user or user group,
and this is the implicit way. In PDSSR, we exploit LDA [20] to generate a list of
topics from relevant documents from user u and u’s friends, then the topics are
used to represent the interests of u, and preference for topics indicate the degree
of u’s interests. For example, if u represents a researcher, the documents that
we collected to train model are the papers, the topics reflects his/her research
interests. Therefore the user model could be defined as an interest preference
vector which is shown as follows:

u = (t1, t2, ..., tn) =

∑
m documents of u(θm1, θm2, ..., θmn)

m
(1)

where θ is the topic distribution over document, and ti is weight assigned to
topic i.
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Inspirited by the idea of social network types and social relationships in [21]
and [22], we present an infl(u1, u2) function to measure the social influence that
u2 exerts on u1:

infl(u1, u2) = (1 + sim(u1, u2))(1 + fam(u1, u2)) (2)

infl(u1, u2) reflects the information of similarity between users’ interests as well
as familiarity between users.

sim(u1, u2) is the similarity function measured by cosine distance between
user interest vector.

sim(u1, u2) = cos
u1 · u2

||u1|| ||u2|| (3)

This function is symmetric, i.e. sim(u1, u2) = sim(u2, u1), it describes the rela-
tionship of interests, it provides a quantitative measurement on how related
or how similar of interests between two users, however, it can not describe
the relationship of users themselves, two users with quite similar interests may
not know each other. Therefore, we take advantage of another measurement
fam(u1, u2) to indicate user’s familiarity in their social network. The compu-
tation of fam(u1, u2) depends on the data set, for social relationships can be
expressed and measured in various ways. For example, assume u1 and u2 are two
researchers, then we define the familiarity of u2 to u1 as the number of papers
that u1 and u2 co-authored dividing the number of all u1’s papers:

fam(u1, u2) =
|papers co-authored by u1 and u2|

|papers of u1| (4)

Note that, in this definition, fam(u1, u2) is asymmetric.
After getting the user model and the social influence between users, we could

apply them to search process, which enables computer find results that involve
user preference.

4 Methodology

In this section, we present the formulation of PDSSR’s objective and give the
detailed algorithm.

4.1 Objective Function

IA-SELECT [18] is mentioned as the one of state-of-the-art approaches to diver-
sification by some researchers [19] [23]. In this work we take it as the starting
point, IA-SELECT assumed the queries and documents belong to more than
one categories according to existing taxonomy information, the objective of re-
sult diversification is stated to maximize the probability that average user finds
at least one useful result within the top k results, given that user only considers
the top k returned results. The objective are formalized as follows:
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diversify(k): Given a query q, a set of documents D, a probability distribu-
tion of categories for the query P (c|q), the quality values of documents V (d|q, c),
and an integer k, find a set of documents S ⊆ D with |S| = k that maximizes

P (S|q) =
∑
c

P (c|q)(1 −
∏
d∈S

(1 − V (d|q, c))) (5)

The authors proved diversify(k) is NP-hard and presented a greedy algorithm
for it, i.e. IA-SELECT.

One main drawback of this method is that it is uniformly applied to all users,
any user will get the same result set S with the same order, individual’s interest
preference is not taken into account. Even though average user is able to find
as least one useful result in S, the user would get unequal degree of satisfaction
with this result ranked the first and ranked the last.

To address this problem, P. Lubell-Doughtie introduced user’s preference vec-
tor tu into Eq. (5) [4]:

P (S|q, tu) =
∑
i

P (ti|q, tu,i)(1 −
∏
d∈S

(1 − V (d|q, ti, tu,i))) (6)

With Eq. (6), user’s interest would be reflected in the result. Whereas, the in-
formation used for user modeling in that work are the search logs issued by
the user, accompanying which is the “cold start” problem (no search log) or
“data sparsity” problem (few search logs), the user model may be inaccurate or
incorrect.

To settle these problems, we further improve the diversify(k) by introducing
social network in user profile modeling, not only the information owned by user u
but also the information owned by other users who have social relationships with
u would be exploited to extract the user model. We restate the diversify(k)
as follows:

Given a query q issued by user u, a set of documents D, a probability distri-
bution of topics P (ti|q, uj) for the query and all users related to u , the quality
values of documents under certain query, topic and user V (d|q, ti, uj), the social
influenceinfl(u, uj) of uj to u, and an integer k, find a set of documents S ⊆ D
with |S| = k that maximizes:

P (S|q, u) =
∑
i

∑
j

P (ti|q, uj)(1 −
∏
d∈S

(1 − V (d|q, ti, uj)))infl(u, uj) (7)

4.2 Parameter Estimation

In Eq. (7) there exist three parameters: P (ti|q, uj), V (d|q, ti, uj) and infl(u, uj).
We have defined infl(u, uj) in Section 3, in the following we give the estimation
of the other two parameters.

We know a query q consists of several terms w1, w2, ..., wx, search engines gen-
erally assume these terms are connected with OR relationship, i.e. the returned
result does not necessarily match all the terms, but the more terms it matches,
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the more satisfying it usually is. Made this clear, we can get the probability of a
given query q belonging to given topics in an matched document d (d contains
at least one of the terms w1, w2, ..., wx):

P (ti|q) = P (ti|w1, w2, ..., wx) =
P (ti)P (w1, w2, ..., wx|ti)

P (w1, w2, ..., wx)
(8)

In the rightmost of Eq. (8), P (w1, w2, ..., wx) is independent of ti, and all the
topics t1, t2, ... ti...tn have equal probabilities, i.e. P (t1) = P (t2) = ...P (ti) =
...P (tn), so the equation could be deduced as:

P (ti|q) ∝ P (w1, w2, ..., wx|ti) (9)

Considering LDA is based on bag-of-words assumption, and as we have men-
tioned above, the keywords w1, w2, ..., wx have the OR relationships, we get:

P (w1, w2, ..., wx|ti)
= P (w1|ti) + P (w2|ti) + ...+ P (wx|ti)
= φi1 + φi2 + ...+ φix

(10)

i.e.

P (ti|q) ∝ φi1 + φi2 + ...+ φix (11)

where φ denotes the term distribution over topics, it is a parameter defined in
LDA.

We further define the probability of a given document d belonging to given
topics when the user is uj :

P (ti|q, uj) = tuj ,iP (ti|q) (12)

where tuj ,i is weight of topic i for user uj , it is calculated by Eq. (1).
The quality values of documents under certain query, topic and user

V (d|q, ti, uj) is defined as follows:

V (d|q, ti, uj) = tuj ,iV (d|q, ti) (13)

where V (d|q, ti) denotes the quality of documents given a query q and a topic i,
it is calculated with the method proposed in [4]:

V (d|q, ti) = λtd,i + (1 − λ)t
1+log(rank(d))
d,i = λθdi + (1 − λ)θ

1+log(rank(d))
di (14)

In this equation, td,i is the probability of topic i for document d, in fact it is θ,
the topic distribution over document in LDA. rank(d) denotes the original rank
of document d. λ is used to control the amount of diversity with λ = 1 supplying
the maximum diversity and λ = 0 the minimum.
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Fig. 1. Framework of PDSSR

4.3 SIA-SELECT Algorithm

With the user model and diversification objective function, the framework of
proposed method PDSSR is shown in Fig. 1, from which the two procedures of
the method are clearly illustrated. Namely, the personalization procedure based
on social information, and the diversification procedure.

According to the knowledge mentioned above, we revise the IA-SELECT al-
gorithm and named it as SIA-SELECT, the main changes are the definitions of
U(c|q, S) and g(d|q, c, S).

Originally, U(c|q, S) denotes the conditional probability that query q belongs
to category c, given that all documents in set S fail to satisfy the user, at the
beginning, before any document is selected, U(c|q, ∅) = P (c|q). In SIA-SELECT,
this parameter has been changed to U(ti|q, uj , S), which adds the impact of uj .
Initially, when S = ∅, U(ti|q, uj, S) = P (ti|q, uj).

In IA-SELECT, a value g(d|q, c, S) is defined as the highest marginal utility,
the marginal utility is interpreted as the probability that selected documents
satisfies the user given that all documents that come before it fails to do so.
g(d|q, c, S) is computed as the product of U(c|q, S) and V (d|q, c) in IA-SELECT,
while in SIA-SELECT, g(d|q, c, S) is redefined as g(d|q, ti, S), this value is com-
puted as the product of U(ti|q, uj, S), V (d|q, ti, uj) and infl(u, uj).

The SIA-SELECT algorithm is described in Algorithm 1: (1) give the doc-
ument set size k, query q, result set of documents R(q) when issued q, topics
contained in document T(d), topic distribution P (ti|q, uj) and quality of docu-
ment V (d|q, ti, uj); (2) initialize the U(ti|q, uj, S) when S = ∅; (3) compute the
g(d|q, ti, S) of each document d in R(q), and find the document d∗ with the high-
est g(d|q, c, S); (4) add d∗ in S, and delete it from R(q); (5) update U(ti|q, uj , S);
(6) stop while the size of S equals k and returned S.
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Algorithm 1. sia-select

1 INPUT: k, q,R(q), T (d), P (ti|q, uj), V (d|q, ti, uj)
2 S = ∅
3 ∀j, i, U(ti|q, uj , S) = P (ti|q, uj)
4 while |S| < k do
5 for d ∈ R(q) do
6 g(d|q, ti, S) ←

∑
j

∑
i U(ti|q, uj , S)V (d|q, ti, uj)infl(u, uj)

7 end for
8 d∗ ← argmax g(d|q, ti, S)[ties broken arbitrarily]
9 S ← S ∪ d∗

10 R(q) = R(q) \ {d∗}
11 ∀ti ∈ T (d∗), U(ti|q, uj , S) = (1− V (d∗|q, ti, uj))U(ti|q, uj , S \ {d∗})
12 end while
13OUTPUT: S

5 Evaluation

5.1 Experiment Setup

In order to evaluate the effectiveness of PDSSR, we exploit the data crawling
from Arnetminer 1 to carry out the experiments. We utilize the paper titles and
abstracts of the given researchers and his/her coauthors to build user model.
Then we predefine several queries and issued them on Arnetminer, the returned
documents of each query compose its result set R(q). Next we invite the re-
searcher who is the object user of our model to give the rank of documents in
each result set, and the rank is regarded as the ideal order, which is used to
measure the performance of our method.

In the following, we show the experiment process and result of the researcher
with id “83180” and “1516105” in Arnetminer. There are 2299 papers related
to “83180”, among which 86 are directly related (published by “83180” with
her 79 coauthors) and 2213 are indirectly related (other papers published by
her coauthors). Similarly, “1516105” have 328 related papers in total, among
which five are directly related (with nine coauthors) and 323 papers indirectly
related. On the related papers, we utilized LDA with Gibbs Sampling technique
to generate topic models with predefined topic number K, the hyperparameters
are fixed to the empirical value i.e. α = 50

K and β = 0.1. Then we build the user
model with Eq. (1) for “83180” and “1516105” and their coauthors. And next,
we predefined 6 queries for “83180” and “1516105” respectively, the queries are
relevant to their research interests.

We apply normalized discounted cumulative gain(nDCG) to measure the per-
formance of PDSSR, and the search result of the method proposed in [4] is used
as the baseline.

1 http://arnetminer.org/

http://arnetminer.org/
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5.2 Experiment Result and Discussion

We conduct the experiments with two steps:
First, we evaluate the impact of λ in Eq. (14) to performance. Fig. 2 shows

the the average nDCG of six queries in terms of λ given a topic number. From
these figures we find the performance becomes better with λ increasing, however
some curves in Fig.2(b) appears not so strict in keeping with this trend, which
we think is influenced by the data set size. Anyway when the λ = 0.9 or λ = 1.0
the performance is better than that with λ being other values in those curves.
Therefore, we fix λ = 1.0 in the following experiment.

(a) researcher “83180” (b) researcher “1516105”

Fig. 2. The average nDCG in terms of λ given certain topic number

Table 1. The nDCG improved by PDSSR in comparison with baseline(λ = 1.0)

(1st row is topic number ) 05 10 15 20 30 50 100

83180
baseline 0.8105 0.7824 0.8334 0.8165 0.8117 0.8085 0.8052
PDSSR 0.8242 0.7936 0.8188 0.8260 0.8063 0.8161 0.8343
improved(%) 1.6925 1.4331 -1.7509 1.1680 -0.6599 0.9430 3.6194

1516105
baseline 0.3797 0.3541 0.3942 0.4173 0.4252 0.4184 0.3587
PDSSR 0.7443 0.8432 0.7835 0.7741 0.7923 0.7926 0.8142
improved(%) 95.9966 138.1265 98.7733 85.4976 86.3533 89.4216 126.9928

Next, we continue our experiments with comparing the performance between
PDSSR and the baseline. Table 1 shows the results. From the table we could
find the improvement by PDSSR is conspicuous to researcher “1516105”, while it
improves little even performs worse to researcher “83180”. This is because that
PDSSR builds the user model with all related papers, directly and indirectly,
while the baseline only with directly related ones. When the directly related
papers are few (data sparsity) or none (cold start), the user model is inaccurate,
so the personalized results based on the model are far from perfect. Consequently,
the performance of baseline is worse than the PDSSR, which is proved by the
dataset of “1516105”. However, when directly related paper data set are large
enough (as that of “83180”), the performance of PDSSR is not so notable.
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6 Conclusion

In this paper, we propose a personalized diversity search method based on user’s
social relationships – PDSSR, in which we introduce personalization into an
state-of-the-art diversity search approach, this step improves the uniformity
problem of search results to all users. Besides in the process of personalization,
user’s social relationships are taken into account to build user model, thus the
“cold start” and “data sparsity” problems can be avoided. We conduct empiri-
cal experiments to comparing PDSSR and the baseline method, the results show
that PDSSR outperforms the baseline method in terms of nDCG, it validates
the effectiveness of the proposed method.

In the future we would like research the influence of changing user interests
to the search results.
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Abstract. The robustness of recommender systems has drawn recently
more and more attention of both industry and academia. Although a
multitude of studies have been devoted to shilling attack modeling and
detection, few of them focus on group shilling attack. The attackers in
a shilling group work together to manipulate the output of the recom-
mender system. Meanwhile, since the rating profiles in a shilling group
are carefully designed, it is hard to detect them by traditional meth-
ods. This paper presents a generative model to create shilling group in
which every pair of attackers has high diversity. In particular, both strict
and loose versions of group shilling attack generation algorithm are pro-
posed. Experimental results on MovieLens data set demonstrate that the
shilling group generated by the our model can not only exert large nega-
tive effect to recommender systems, but also avoid the detection by the
traditional methods.

Keywords: shilling attack, group shilling attack, recommender systems.

1 Introduction

The security and robustness of recommender systems has become a hot topic in
recent years, in the context of profile injection or shilling attacks [1, 2]. As the
prevalence of online shopping, shilling attackers have a natural profit incentive to
promote their own products (or suppress their competitors’ products) by creating
biased online comments and/or extreme ratings. Therefore, shilling attacks are
seriously threatening the sound development of e-commerce.

A large body of work has been devoted to discuss the shilling attack gen-
erative models [3, 4, 5], define classification metrics for genuine users shilling
attackers [3, 6, 7, 8], and design the shilling attack detectors [6, 7, 9, 10, 11, 12].
The existing detectors are fairly effective to the shilling attackers working sep-
arately. However, as the development of the attack tricks, shilling attackers are
not working separately yet today, but working together to commit swarm and
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Table 1. Generative models of shilling attacks

Attack models Push Nuke

Random attack Is =Ø; IF = rran; it = rmax Is =Ø; IF = rran ; it = rmin

Average attack Is =Ø; IF = ravg; it = rmax Is =Ø; IF = ravg; it = rmin

Segmented attack Is = rmax; IF = rmin; it = rmax Is = rmin; IF = rmax; it = rmin

Bandwagon attack Is = rmax; IF = rmax; it = rmax Is = rmin; IF = rran; it = rmin

Note: (1) rran: random ratings; (2) ravg : average ratings;

(3) Is in segmented attack: a set of similar items of the target item;

(4) Is in bandwagon attack: a set of frequently rated items.

i1
S ik

S i1
F il

F i1
� iv

� it

IS IF I�

selected items filler items non-voted items target item

Fig. 1. The illustration of a shilling profile

massive attacks after a premeditated planning. This new type of shilling attack
was coined as “group shilling attacks” [13]. Every attacker in the shilling group
has carefully designed its ratings to conceal the malicious intention. An individ-
ual attacker may not successfully promote (or suppress) the target products, but
when they work together, they will attain the attack goal.

This paper focuses on a generation method to construct the effective group
shilling attacks which can not only avoid the detection of the existing detectors
but also successfully modify the recommendation output of the system. Based
on the observation that the low diversity attackers can be easily recognized by
the traditional detectors [14], we propose two versions group shilling generative
models to create highest diversity and high diversity profiles, respectively.

The remainder of this paper is organized as follows. In Section 2, we briefly
introduce background knowledge about shilling attack, define the problem and
summarize the characteristics of group shilling attack. In Section 3, we present
two versions of group shilling attack generation algorithm. Section 4 shows the
experimental results. We finally present the related work and conclude our work
in Section 5 and Section 6, respectively.

2 Preliminaries

Shilling attackers can be classified as push and nuke attacks according to their
intent–making a target item more likely (push) or less likely (nuke) to be recom-
mended [6]. The rating records of a user on various items construct the profile of
that user. The profile of a shilling attacker (or a shilling profile for short) usually
consists of the ratings on four types of items: target item, filler items, selected
items, and non-voted items, as show in Fig. 1. Target item often has the highest
rating in a push attack, or lowest rating in a nuke attack. Filler items can make
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a shilling profile look normal and yield profound impact against a recommender
system. Selected items are often used to make friends with as many genuine
users as possible. Finally, non-voted items are the remaining unrated items.

Four generative models, i.e. random, average, segment, and bandwagon, are
often used to generate shilling profiles by carefully rating the four types of items,
as illustrated in Table 1. In the literature [1, 3, 4, 7, 8, 10, 11], the random rating
rran is often generated by Gaussian distribution. For instance, in the 5-grade
marking data set MoiveLens, rran is assumed to obey a Gaussian distribution
with μ = 3.6 and σ = 1.1 [1].

2.1 Problem Definition

We consider a rating matrix of which the row vectors represent a set of user
profiles and every element is the rating that a user gave for a item. Let B =
{B1, · · · ,Bl} denote l groups of shilling attackers. Actually, Bi(1 ≤ i ≤ l) is a
ni ×m rating matrix where ni is size of Bi and m is the number of items. If let
bj denote the j -th row vector of Bi, we have Bi = {b1, · · · , bni}.

From the perspective of the attacker, the best attack against a system is one
that yields the biggest impact for the least amount of effort [3]. The descriptive
dimensions of single shilling attacks have been discussed in [3], while we are
primarily interested in the following dimensions for group shilling attacks:

– Attack intent: There are usually two intents: push and nuke. The group
shilling attackers aim to make the target items more likely (push) or less
likely (nuke) to be recommended.

– The number of target items Ti: All shillers in a group work together to
promote or demote a set of target items rather than one item. For example,
a shilling group may works for a brand consisting of many products.

– The number of groups l: Many shilling groups may co-exist in a recommender
system.

– The size of group shilling attacks ni: Big size of shilling group leads to the
big cost of the creation of the group, because on-line registrations require
human intervention.

– Profile size |bj |: The number of ratings assigned by an attacker in a shilling
group is equal to filler size in the single shilling attack.

It is interesting to note that as the increase of Ti, l and |bj |, the group shilling
attacks may threaten the recommender systems more seriously, however, the
cost for generating the attack profiles is also increasing. Therefore, the tricksy
attackers should balance the power for damaging the recommender systems and
the cost required for generating the attack profiles.

2.2 Characteristics of Group Shilling Attack

Before modeling the group shilling attack, we summarize two important charac-
teristics to support the proposed group shilling attack model in Section 2. The
two fundamental properties are presented as following:
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Property 1. Effective group shilling attacks can push (or nuke) target items suc-
cessfully and affect the recommender system as much as possible.

Property 2. Every individual shiller in group attacks looks like normal users and
should not be discovered by detector designed for single shilling attack.

The property 1 is the original target of shilling attackers. Group shilling attack is
not the combination of many single shilling profiles generated by attack models,
since the group shilling attacks can be easily filtered by the traditional detec-
tors. Profiles in group shilling attacks are quite different from traditional attack
profiles, for they have well designed filling ratings to conceal their malicious in-
tentions. So, we present the property 2. The generation model of group shilling
attacks should not only make every profiles in the group looks like normal users
to avoid the detection by traditional algorithms, but also keep a grave threat to
recommender systems.

3 The Generation Model of Group Shilling Attacks

Shilling profiles created by above-mentioned four models, i.e. random, average,
segment, and bandwagon, have high similarity. These low-diversity attackers can
be easily detected by the existing detection algorithm such as C4.5-, PCA- and
clustering-based detectors [3, 9, 10]. In this section, we target at proposing a
method to generate high-diversity shilling profiles that are used to create group
shilling attacks. The idea behind the method is that every pair of shilling attack-
ers in the group keeps low similarity to avoid the detection by the existing meth-
ods designed for single shilling attack. Specially, we propose two versions for the
generative model of group shilling attacks. The first is a strict version denoted
as GSAGens, which can guarantee the PCC similarity of each pair of profiles in
a group be -1. However, the second version GSAGenl employs a loose condition
which guarantee the PCC similarity of each pair of profiles in a group be -1 or 0.

3.1 GSAGens: A Strict Version

Our group shilling attack generative model takes a set of shilling profiles created
by attack models, i.e. random or average, as the input. Then, we aims to generate
a group of shilling attackers Bi with high diversity satisfying the following:

Definition 1 (The Strict Condition of Group Shilling Attack). Let Bi =
{b1, · · · , bni} be a group of shilling attackers. We say Bi satisfies the strict con-
dition iff the following three conditions are satisfied simultaneously: (1) ∀u �=
v, bu ∩ bv �= ∅; (2) ∀u �= v �= t, bu ∩ bv ∩ bt = ∅; (3) ∀u �= v, PCCuv = −1.

In Definition 1, PCCuv is the Pearson Correlation Coefficient (PCC) between bu
and bv. As is known, PCC is in [-1,1] and PCCuv ≤ 0 indicates that bu and bv
are not similar, and thus PCCuv = −1 implies that bu and bv have the highest
diversity. The procedure of GSAGens as shown in Algorithm 1 generates a group
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of shilling attackers satisfying Definition 1 based on a set of shilling profiles. In line
2, Bi is initialized with a shilling profile a1. In lines 3-17, every profile au ∈ Ai is
examined, and bu is constructed in terms of au and current rating records in Bi.
In lines 4-15, every rated item of au is traversed and if the current item is not be
rated by all attackers in Bi, the rating value of j -th item by au is assigned to bu
(see lines 12-14). Lines 5-11 describe the case that the j -th item is rated by au and
at least one attacker inBi. If the j -th item is rated by only one attacker inBi, buj
is set to 2bv,κ − bvj . Note that bv,κ is the average value on the intersection of au
and bv. If there exists one item rated by au that has been rated by more than one
attacker in Bi, au cannot be utilized to generate bu and thus GSAGens jumps to
examine the next shilling profile au+1(see lines 9-11).

As can be seen from the procedure of GSAGens, we can easily observe that
∀u �= v, bu ∩ bv �= ∅ and ∀u �= v �= t, bu ∩ bv ∩ bt = ∅. In the following theorem,
we will prove that ∀u �= v, PCCuv = −1.

Theorem 1. ∀bu, bv ∈ Bi, PCCuv = −1.

Proof:Let κ = bu∩bv and PCCuv =
∑

j∈κ(buj−bu,κ)(bvj−bv,κ)√∑
j∈κ(buj−bu,κ)2

√∑
j∈κ(bvj−bv,κ)2

. ∵ buj =

2bv,κ − bvj, and bu,κ = bv,κ,
∴ buj − bu,κ = −(bvj − bv,κ),
∴ PCCuv = −1, which completes the proof. �
From Theorem 1, the group of shilling attack generated by GSAGens possesses
the strict condition as shown in Definition 1. So, every pair of shilling profiles in
the group has the highest diversity, i.e.PCC = −1, which is also the reason that
we call GSAGens the strict version.

Algorithm 1. The strict version of Group Shilling Attack Generation Algorithm

1: procedure GSAGens(Ai = {a1, · · · , ani})
2: b1 ← a1, Bi ← {b1};
3: for u ← 2 : n do
4: for j ← 1 : m do
5: if ∃bv ∈ Bi, auj �= 0 && bvj �= 0 then
6: if ∀bt ∈ Bi, btj = 0 then
7: buj ← 2bv,κ − bvj , κ = au ∩ bv;
8: end if
9: if ∃bt ∈ Bi, btj �= 0 then
10: Goto line 3;
11: end if
12: else if ∀bv ∈ Bi, auj �= 0 && bvj = 0 then
13: buj ← auj ;
14: end if
15: end for
16: Bi ← Bi ∪ {bu};
17: end for
18: return Bi;
19: end procedure
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3.2 GSAGenl: A Loose Version

Although the shilling attack group generated by GSAGens bids fair to escape
the detection of the existing algorithms, the group size may be limited due to
the rigorous condition for the shilling group. Meanwhile, PCC ≤ 0 indicates the
dissimilarity of two attackers. Therefore, to find a loose condition of the group
shilling attack is a natural idea, and thus we have the following definition:

Definition 2 (The Loose Condition of Group Shilling Attack). Let Bi =
{b1, · · · , bni} be a group of shilling attackers. We say Bi satisfies the loose con-
dition iff ∀u �= v, κ = bu ∩ bv, κ = ∅ or κ �= ∅, ∃j ∈ κ, ∀t �= u �= v, btj = 0, and
∀u �= v, PCCuv ≤ 0.

In Definition 2, we allow the intersection of any pair of attackers to be empty,
however, if the intersection is not empty, there exists at least one item that
is rated only by these two attackers. Furthermore, we can guarantee the PCC
between any pair of attackers be smaller or equal to 0.

Algorithm 2. The loose version of Group Shilling Attack Generation Algorithm

1: procedure GSAGenl(Ai = {a1, · · · , ani})
2: b1 ← a1, Bi ← {b1};
3: for u ← 2 : n do
4: bool flag ← TRUE;
5: for t ← 1 : |Bi| do
6: let κ = au ∩ bt;
7: if ∀j ∈ κ, |Bi[j]| > 1 then
8: flag ← FALSE;
9: break;
10: else
11: ∀j ∈ κ, |Bi[j]| = 1, buj ← 2bt − btj ;
12: end if
13: end for
14: if flag =TRUE then
15: ∀j ∈ [1, m], auj �= 0 && |Bi[j]| = 0, buj = auj ;
16: ∀j ∈ [1, m], auj �= 0 && |Bi[j]| > 1, buj = bu;
17: Bi ← Bi ∪ {bu};
18: end if
19: end for
20: return Bi;
21: end procedure

The pseudocode of GSAGenl is shown in Algorithm 2. The input of GSAGenl

is also a set of shilling profiles created by attack models, i.e. random or average.
In line 2,Bi is initialized with a shilling profile a1. In lines 3-19, every profile au ∈
Ai is examined, and a boolean variable flag is defined to indicate the current au
whether can be used to generate the bu. For any bt contained in the current Bi, if
all items in the intersection between au and bt is rated by more than one user in
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Bi, flag is set to FALSE and thus the current au is skipped(see lines 7-9). Note
that |Bi[j]| is the number of ratings to the j -th item by all profiles {b1, · · · , bu−1}
in Bi. There are three different cases for the assignments to the nonzero items in
au: (1) if none attacker in Bi has rated the item, just keep the rating value of au
(see line 15); (2) if only one attacker in Bi has rated the item, select this profile
bt ∈ Bi and update the rating buj (see line 11); (3) if more than one attackers in
Bi have rated the item, fill the ratings of these items with the average value of
bu (see line 16). In lines 15-17, the boolean variable flag =TRUE indicates the
cases “κ �= ∅, ∃j ∈ κ, ∀t �= u �= v, btj = 0” or “au has no intersection with the
currentBi” happened. However, Algorithm 2 does not tell us ∀u �= v, PCCuv ≤ 0
directly, which will be shown in the following theorem.

Theorem 2. ∀bu, bv ∈ Bi, PCCuv =

{
0 if bu ∩ bv = ∅
−1 otherwise

Proof: Let κ = bu∩bv and PCCuv =
∑

j∈κ(buj−bu)(bvj−bv)√∑
j∈κ(buj−bu)2

√∑
j∈κ(bvj−bv)2

. Obviously,

PCCuv = 0 when κ = ∅. When κ �= ∅, ∀j ∈ κ, buj = bu, the j -th item does not
contribute to numerator and denominator of PCCuv, since buj−bu = 0. However,
flag =TRUE in line 15 of Algorithm 2 guarantee that there is at least one item
satisfying auj �= 0 and |Bi[j]| = 1.
∵ ∃j, buj = 2bv − bvj , and bu = bv.
∴ ∃j, buj−bu = −(bvj−bv), and thus PCCuv = −1,which completes the proof. �

It is interesting to note that the computation of PCC in Theorem 2 utilizes the
average on the whole rating, while the average on the intersection set κ is used
in Theorem 1. In the literature, these two kinds of PCC computation methods
are often exchanged equivalently. For instance, the average on the whole rating
is adopted in [9, 15], while the average on the intersection set is employed in [14].

Discussion: Indeed, GSAGens is similar to the method proposed in [14] for
generating high diversity single attack profiles. In this paper, we borrow ideas
from [14] to design the strict version of generative model for shilling group. How-
ever, the size of the output profiles of GSAGens is rather scarce due to the strict
condition for the generated attackers, which will be shown in Section 4.2. The
new GSAGenl extends the generative condition in order to create more profiles
in a shilling group that can maintain the big negative effect on recommender
systems and have the good anti-detection performance.

4 Experimental Study

In this section, we conduct sets of experiments on MovieLens1 data set to il-
lustrate the effectiveness of the proposed group shilling attack model. And the
experimental results show: (1) GSAGenl is more suitable to generate the shilling

1 http://movielens.umn.edu/

http://movielens.umn.edu/
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group including more attack profiles than GSAGens. (2) The attackers in the
shilling group works together to exert big negative effect to recommender sys-
tems. (3) The group shilling attacks generated by both GSAGens and GSAGenl

can avoid the detection by the existing methods.

4.1 Experiment Setup

Data Sets. MovieLens data set is published by GroupLens and consists of
100,000 ratings on 1682 movies by 943 users. All ratings are integer values ranged
from 1 to 5 where 1 indicates disliked and 5 indicates most liked. MovieLens data
set is widely used in the realm of shilling attack detection [1, 3, 4, 7, 8, 10, 11].

Vulnerability Measures. For the purpose of evaluating the vulnerability of
the recommender system against shilling attacks, two kinds of measures are
employed, i.e., Average Prediction Shift (Δ) for rating prediction and Hit Ratio
(HR) for ranking prediction.

Δ =
∑

(u,i)∈N

|p′ui − pui|
|N | . (1)

where p′ui represents the prediction rating after the attack and pui before, and
N is the set of missing ratings of normal users.

HR =
#hits

K · Ti
. (2)

where #hits indicates the number of target items in the top K recommendation
list, and Ti is the number of target items. Since whether target items enter the
recommendation list is the key issue that attackers considered, HR can better
reflect the power of shilling attacks.

Detection Measures. The widely-used recall(R), precision(P ), and F-
measure(F ) are adopted for the detection performance evaluation.

P =
TP

TP + FP
, R =

TP

TP + FN
, F =

2PR

P +R
. (3)

with TP being the number of truly identified attackers, TN the number of truly
identified normal users, FP the number of wrongly identified attackers, and FN
the number of missed attackers. In general, R and P highlight the completeness
and accuracy of a detector, respectively, and F provides a global view.

Generators and Detectors. We have implemented GSAGens and GSAGenl

as two generators in C++. Meanwhile, two traditional shilling detectors, i.e.
C4.5 [3] and PCA (PCASelectUsers) [9] are employed for anti-detection per-
formance evaluation. PCA was coded in MATLAB to facilitate the principal-
component computation. C4.5 was the J48 version provided by WEKA2 with
the default settings.

2 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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(a) Filler size (b) Input attack size

Fig. 2. A comparison on the generated shilling group size

Procedure. We assumed the users in the MovieLens data set were normal.
Then, we generated attacker profiles according to the attack models mentioned
in Table 1, and utilized two generators to produce group shilling attacker profiles
which were injected into MovieLens data set. Finally, various detectors were
invoked to classify the normal users and shilling attackers.

4.2 GSAGens vs. GSAGenl on Group Size

In Section 3.2, we have mentioned that the group size generated by GSAGens

is much smaller than GSAGenl. Here, we demonstrate it through experiments.
Two factors, i.e. the filler size bj and the input attack size |Ai|, affect the size of
output shilling group. Obviously, the smaller filler size bj, the larger group size,
and the larger attack size |Ai|, the larger group size. Fig. 2(a) shows the effect
of filler size on the size of shilling group under |Ai| = 100, and Fig. 2(b) depicts
the effect of input attack size under bj = 40. Note that every movie is selected as
the filler item with equal probability. As can be seen from Fig. 2, GSAGenl can
indeed generate more profiles in the shilling group than GSAGens. Specially,
when bj and |Ai| are small, GSAGenl can transform all profiles in Ai to high
diversity profiles, since the overlapping between any pair of profiles are small (see
two points |Ai| = 40 and 80 in Fig. 2(b)). However, GSAGens still generates
less than 10 profiles in the shilling group.

4.3 Vulnerability Analysis

Here, we investigate the vulnerability of the recommender system against the
group shilling attack. The User-based Collaborative Filtering (UCF) method [16]
is employed as the kernel algorithm of the recommender system. We set the
number of nearest neighbors k = 20 and the length of recommendation list
K = 10. A shilling group with 3 target items is inserted into user-item database.
We utilize both GSAGens and GSAGenl based on random and average attack
model to generate 4 kinds shilling groups, respectively.
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(a) Prediction shift (b) Hit Ratio

Fig. 3. Effect of shilling group to UCF based Recommender Systems

(a) Common Average Attacks (b) Group Shilling Attacks

Fig. 4. Dispersion shapes of common average attacks and group shilling attacks

As can be seen from Fig. 3, the shilling group generated by GSAGenl ex-
erts bigger negative effect on the recommender system than GSAGens, and
the shilling group created based on average attack model affects more than the
random attack model. GSAGens often generated less than 10 profiles in the
shilling group, which led to the missing bars for the cases of “GSAGens Ran.”
and “GSAGens Avg.” in Fig. 3. When we take a deep look at the hit ratio shown
in Fig. 3(b), as the increase of the group size, the hit ratio becomes fairly high.
For instance, the hit ratio a shilling group containing 20 attackers is larger than
0.8, which indicates the target items have entered the recommendation list of
over 80% normal users!

4.4 The Anti-detection Performance

In this subsection, we ascertain the anti-detection performance of group shilling
attack. Two kinds of detectors are chosen as the representatives of the ex-
isting methods, i.e., C4.5 for supervised learning based method and PCA for
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unsupervised learning based method. Since C4.5 is a feature-based detector, we
use a feature selection algorithm MC-Relief proposed in our previous work [11]
to select effective features on MovieLens data set. Finally, we obtain 5 features
among 10 features for C4.5, i.e., Entroy, LengthV ar, MeanV ar, RDMA and
DegSim. PCA is a rating-based detector. So, we can run PCA on rating records
directly. In addition, we assume that PCA know the number of group size |Bi|,
and return the top-|Bi| users as attackers. The number of filler items is set to
40 and the input attack size is 80.

Table 2. The anti-detection performance comparison in terms of FMeasure

Gen. Method Attack Detector
Group Size

5 10 15 20 25 30

Ran.
C4.5 0.774 0.882 0.912 0.0.936 0.953 0.979

None PCA 1 1 1 1 1 1

Avg.
C4.5 0.756 0.877 0.903 0.93 0.944 0.953

PCA 0.8 0.9 0.933 0.95 1 1

Ran.
C4.5 0.375 0.346 − − − −

GSAGens
PCA 0.6 0.7 − − − −

Avg.
C4.5 0.23 0.232 − − − −
PCA 0.6 0.7 − − − −

Ran.
C4.5 0.368 0.324 0.308 0.291 0.286 0.283

GSAGenl
PCA 0.4 0.6 0.6 0.65 0.56 0.567

Avg.
C4.5 0.277 0.268 0.262 0.259 0.255 0.252

PCA 0.4 0.6 0.533 0.5 0.52 0.533

Table 2 shows the results in terms of FMeasure. As can be seen, for com-
mon average and random attackers, PCA performs nearly perfect and C4.5 also
performs fairly good. However, when the average and random attacks are trans-
formed to group shilling attacks, the detection performance of two detectors
decreases remarkably. Although PCA can recognize about half attackers, PCA
is assumed to know the number of injected attackers. Therefore, the performance
of PCA will be degraded in practise, which in turn, justify that the shilling groups
generated by the proposed methods have good anti-detection performance.

Furthermore, we take a deeper look at the detection performance of PCA
according to the dispersion shapes of genuine users and several shilling groups.
Fig. 4 shows the dispersion shapes of common average attacks and group shilling
attacks. As can be seen, the common average attackers tend to be gathered at
the center of normal users. After we apply GSAGenl on these common aver-
age attackers to generate two shilling groups, the attackers in a group become
scattered. However,attackers in different shilling groups may have overlapping,
since different shilling groups often lack for premeditation. Fig. 4 implies that
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the proposed GSAGenl can successfully make the high similar attackers be more
diverse.

5 Related Work

The pioneer work on shilling attack detection can be traced to [1, 2]. Since
then, several generative models of shilling attacks as shown in Table 1 have been
proposed [3, 4]. From machine learning perspective, three kinds of shilling at-
tack detection methods were presented in the literature, i.e., supervised learning
based method [3, 7, 8, 17], unsupervised learning based method [9, 10, 18], and
semi-supervised learning based method [19, 12, 11]. Different from the work on
defending the shilling attack, Cheng and Hurley [14] studied the problem from
the attackers’ perspective, and presented an effective diverse and obfuscated at-
tacks which has inspired our work on the strict version of group shilling attack
generation algorithm.

To date, few of research has been carried out on the modeling and detecting
of group shilling attacks. Only preliminary discussion on group shilling was pre-
sented in [13]. However, many research has been devoted to group review spam
detection [20, 21, 22]. Our paper indeed fills this crucial void by proposing the
GSAGens and GSAGenl to model the group shilling attacks.

6 Conclusion and Future Work

In this paper, we proposed a group shilling attack generation approach under the
observation that the attackers with low similarity are difficult to be discovered
by the traditional detectors. Specifically, a strict version of generative method
named GSAGens was presented to create shilling profiles with highest diversity,
i.e. PCC = −1. However, GSAGens suffered from the small output group size.
Therefore, we extended the strict version to obtain the loose version GSAGenl

which guaranteed the output shilling profiles have high diversity, i.e. PCC ≤ 0.
Experimental results on MovieLens data set demonstrate that the shilling groups
generated by the proposed model have great negative influence on recommender
systems and can effectively avoid the detection by the traditional methods. Fu-
ture study will include additional examinations on more tricksy shilling groups
as well as their obfuscated techniques. The design of a new detector for group
shilling attacks combing the HySAD detector [11] toward developing a complete
shilling detectors is planned for future direction.
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Abstract. In this paper, we introduce a novel and efficient approach
for Recommender Systems in the academic world. With the world of
academia growing at a tremendous rate, we have an enormous number
of researchers working on hosts of research topics. Providing personalized
recommendations to a researcher that could assist him in expanding his
research base is an important and challenging task. We present a unique
approach that exploits the latent author-topic and author-author rela-
tionships inherently present in the bibliographic datasets. The objective
of our approach is to provide a set of latent yet relevant authors and
topics to a researcher based on his research interests. The recommended
researchers and topics are ranked on the basis of authoritative scores de-
vised in our algorithms. We test our algorithms on the DBLP dataset and
experimentally show that our recommender systems are fairly effective,
fast and highly scalable.

Keywords: Recommender Systems, Topic Mining, Author-topic Graph,
Topic Evolution, Authoritative Score.

1 Introduction

The world of academia is growing at a tremendous rate with thousands of re-
search papers being published every year. For a researcher looking for new di-
mensions of research, it is becoming an increasingly difficult task to identify the
relevant yet novel domains of research. There is a definite need of a system that
could help the researchers in their decision-making by interacting with large aca-
demic information space. Recommender systems are aimed at performing this
very task. In this paper, we propose a novel and efficient approach for author
and topic recommendation to an author in a bibliographic dataset that exploits
the hidden relationships in such datasets as well as addresses the issues of scal-
ability and sparsity. Our author recommendation algorithm aims at suggesting
latent yet relevant authors to a researcher based on his research topics. For a
pair of authors, their shared research interests as well as the relative diversity
between their research interests forms the basis of the similarity measure in our
algorithm. The objective of our topic recommendation algorithm is to suggest a
set of relevant topics to a researcher based on the research interests of similar
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authors. The recommendation algorithm considers the importance of a topic as
well as the importance of the suggesting authors to assign authoritative scores
to the recommended topics. We also exploit the hierarchy of topics and their
temporal property to prune the irrelevant topics. We tested our algorithms on
the DBLP dataset to produce a ranked set of recommended authors and topics.
We study our algorithms on various parameters and validate our experiments by
dividing the dataset into training and test portions. Our algorithms have a host
of applications like author and topic recommendation, retrieval of authors for a
given topic query and vice-versa, building communities of similar authors etc.

2 Related Work

Recommender Systems [1] form a specific type of information filtering system
that attempts to reduce the information overload and provide customized infor-
mation access for targeted domains that is likely to be of their interest. A recom-
mender system usually compares a user profile to some reference characteristic
and seeks to predict the interestingness value of an item on behalf of the users.
These characteristics may be from the information item (the content-based ap-
proach [2] or the knowledge-based approach [3]) or the users social environment
(the collaborative filtering approach [4][5]). The collaborative filtering based al-
gorithms are mainly designed for transactional datasets. Our problem belongs
to the bibliographic domain, which has a lot of latent information contrary to
the transactional domain where the user-item relationship is quite straightfor-
ward, with the users rating the items they like, either explicitly or implicitly.
The bibliographic datasets are also highly sparse in nature. For example, our
DBLP dataset contains 1, 035, 532 authors who have studied a total of 12, 057
topics. On an average an author works on 20 topics, which is 0.16 percent of
the total number of topics. The probability of finding the k-nearest neighbors
[4] for an active author using collaborative filtering is thus very low. The issue
of sparsity is addressed through matrix factorization in [6]. We address the issue
of sparsity in our algorithm by using only the relevant information and pruning
the unnecessary and irrelevant information at the onset for a given author. The
item-based collaborative filtering [5] and the content-based approaches consider
only item-item similarity, not user to user similarity thus are not suitable for
author recommendation for a given author.

To tackle the aforementioned problems and to exploit the latent information
present in a bibliographic dataset, we represent the author-topic relationships
as a graph of author and topic nodes. For a given author node, we can directly
prune the author and topic nodes present in the graph that cannot be reached
from the given node. Also, not all the nodes that are reachable from a node are
equally relevant. The relevance goes on decreasing as we move further from the
node being considered. This maps to our graphical structure as traveling only
to a certain distance from a node and pruning the rest of nodes as having little
relevance. [7] applies graph-based approach on a bibliographic dataset for co-
author relationship prediction. We have used a topic-centric graph-based model
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for author and topic recommendations based on the relative shared research
interests between authors as well as the importance of authors and topics in the
dataset. Temporal recommendation is discussed in [8] where the users preferences
are weighted over time to incorporate the temporal effects. We use the evolution
of topics for temporal aspects of topic recommendation.

3 Problem Definition

The goal of our algorithms is to suggest relevant authors and topics to a given
author Ai based on his topic list τAi . Let us consider a list of authors A = {A1,
A2, A3,...} and a list of topics T = {T1, T2, T3,...}. Each author Ai has a list
of topics τAi ⊆ T , that contains all the topics that Ai has worked on. It is to be
noted that for any author Ai, τAi �= φ. For Ai, we also have a list of co-authors
χAi ⊆ A. There exists a distinguished author Ai ∈ A called the active author
for whom the task is to find the Top-K authors and the Top-N topics to be
recommended. For an active author Ai, we determine:

– Author Recommendation: The set of recommended authors RAAi =
{A1, A2, A3,...}, that contains the authors who according to our recom-
mender algorithms share similar research interest with the active author Ai,
but are not the co-authors χAi of Ai. Thus,

RAAi = {Aj | Aj /∈ χAi , Aj ∈ A} (1)

– Topic Recommendation: The set of recommended topics RTAi = {T1,
T2, T3,...}, that contains the topics that according to our recommender al-
gorithms are relevant to the active author Ai, but do not belong to the topic
list τAi of Ai. Thus,

RTAi = {Tj | Tj /∈ τAi , Tj ∈ T } (2)

4 Our Approach

In this section, we present our recommender algorithms. For a given author Ai,
our algorithms first determine a list of authors RAAi whose research interest is
similar to that of Ai. Using these authors, we determine a ranked list of topics
RTAi that our algorithms detect to be the most interesting and relevant to
the author Ai. Before proceeding to our recommender algorithm, we give some
background regarding the results of our previous works which we use in assigning
recommendation scores. The recommender algorithms proposed in this paper use
these concepts and derivations as input. In our previous works, we developed
algorithms for author ranking [9] and topic detection and ranking [10].

– Author Ranking. For a given author Ai, the author score is represented
by ASAi .

– Topic Ranking. For a given author Tj , the author score is represented by
TSTj .
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4.1 Author Recommendation

The intuition behind our author recommendation is that for a given author Ai, a
new author Ak is a candidate recommendation author if Ak shares considerable
research interest with Ai and yet is relevant, novel and latent to Ai. The topic
list τAi of an active author forms the basis of our recommender algorithm for
Ai. For a topic Tj ∈ τAi , the author list αTj gives the authors that share a
research interest with Ai. It is to be noted that an author Ak ∈ χAi cannot be
a candidate recommendation author for Ai because Ak is not latent to Ai. If an
author Ak shares considerable research interest with Ai, Ak becomes a candidate
recommendation author for Ai. To quantify the notion of considerable shared
research interest, we define λ as the threshold for the number of shared topics
between the active and the candidate authors. For a given author Ai, we first
determine the candidate author Ak, for whom | τAi ∩ τAk

| is maximum. We call
this value γ, which represents the maximum topic match possible for Ai. At this
step, we prune the authors who fail to suffice at least a certain fraction of γ.
Thus, we define the threshold λ = C ∗ γ, where C is a control parameter having
value in the range [0, 1]. Having fixed λ, we determine the set ξAi of candidate
recommendation authors having number of matching topics not less than λ.

Now, to filter the Top-K recommended authors from ξAi , we assign a simi-
larity score to each author Ak ∈ ξAi that ranks the authors in decreasing order
of similarity. For computing similarity between the active author and an author
belonging to ξAi we apply the Jaccard Index on their topic lists. We also incor-
porate the overall importance of the candidate author Ak in the similarity score
by including the author score ASAk

in the similarity computation. Thus, the
similarity score for an author Ak ∈ ξAi is given by:

RSAk
= ASAk

*
| τAi ∩ τAk

|
| τAi ∪ τAk

| (3)

For Top-K similarity values, we select the recommended K authors RAAi Since
our algorithm is topic-centric, the set of recommended authors and the active
author form a community of authors who have worked/are working on similar
research areas. C is an important parameter in identifying the number of similar
authors. For high values of C, the number of identified similar authors is less and
vice-versa. Thus, C can be used to control the compactness of the community.
For high values of C, the similarity of the authors in the community is high,
forming a close community. For low values of C, the community consists of
authors with varied research interest, forming a diverse community. We study
our algorithm for various values of C to be discussed in Section 5.

4.2 Topic Recommendation

At this stage, for a given author Ai, we have the list of authors RAAi to be rec-
ommended to him. Intuitively, the research interests of the recommended authors
are relevant to the active author. Thus, the topics that the authors belonging
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to RAAi have worked on become the candidate recommendation topics. Exper-
imentally, we found that the candidate recommendation topics contain topics
that are redundant and dead as far as the task of recommendation is concerned.
The redundant topics are the ones that do not contain any extra information
whereas the dead topics are the ones on which no significant work is being done.
We prune such topics in the following two steps:

– Hierarchical Pruning: We use the hierarchical structure of the topics to
prune the redundant topics for the task of recommendation. For any two
candidate topics Tj and Tl, we prune Tj if it lies above Tl in the topic
hierarchy.

– Temporal Pruning: For topic recommendation, temporal pruning is re-
quired to remove the dead topics. For a candidate topic Tj, we prune Tj if
its best year was before a user-defined year. For our experiments, we set this
user-defined year to 2000.

Let ψAi be the set of pruned topics. The importance of a topic Tj for recom-
mendation depends on the number of recommended authors suggesting Tj, the
overall importance of Tj in the corpus and the importance of the recommending
author. If an important author suggests a topic, the suggestion should have more
influence on the active author. The importance of an author Ak and a topic Tj

are given by the author score ASAk
and the topic score TSTj respectively. It is

to be noted that a candidate topic Tj should not belong to the topic list τAi of
the active author Ai. For an active author Ai, we define recommendation score
RSTj for a candidate topic Tj as:

RSTj = TSTj ∗
∑

Ak∈RAAi
,Tj∈τAk

ASAk
, where Tj /∈ ψAi , Tj /∈ τAi (4)

This recommendation score captures the three properties of a recommended
topic as mentioned above. Having computed the authoritative recommendation
scores for all the candidate topics, we produce the recommendation topic list
RTAi as the Top-N topics from amongst the candidate topics.

5 Experimental Study

5.1 Dataset Description and Preprocessing

We use the DBLP XML Records available at http://dblp.unitrier.de/xml/ to
show the results of our algorithms. The DBLP dataset contains information
about 1, 632, 442 research papers from various fields published over the years.
The total number of topics derived by the topic detection algorithm [15] is 12, 057
and there are 1, 035, 532 authors who have worked on one or more topics. All
the keywords present in the titles of the research papers were stemmed using the
Porter Stemming Algorithm in [9]. For our recommender algorithms, we pre-
process the DBLP dataset to construct the look-up tables mentioned in Section
4.1. It is to be noted that the DBLP dataset used by us contains research papers
with citation information till July 2010 only.
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5.2 Results

A purely objective and quantitative evaluation of the results obtained is diffi-
cult due to the lack of standard formal measures for recommendation task in
bibliographic dataset. But the recommended author and topic list produced by
our recommender algorithms when examined by field experts were found to be
relevant. We experimentally validate our results in the next section by dividing
the dataset into training and test sets. In this section, we discuss the results
produced by our algorithms. The results for a few authors are given in the fol-
lowing tables. Table 1 shows the top 3 authors recommended by our author
recommendation algorithm for the control parameter value C = 0.7.

Table 1. Top 3 Recommended Authors for some Authors along with their Jaccard
Coefficient and the Number of Matching Topics

Active Author (Number
of Topics)

Recommended Author Jaccard Coeffi-
cient

Number of
Matching Top-
ics

Divyakant Agarwal (365)
Beng Chin Ooi 0.0237 105
Hector Garcia-Molina 0.0230 101
Kian-Lee Tan 0.0225 104

Robin D. Burke (52)
Joemon M. Jose 0.0139 21
Barry Smyth 0.0116 20
Jian Pei 0.0089 19

Won Kim (219)
Pierangela Samarati 0.0181 49
W. Bruce Croft 0.0166 44
Hector Garcia-Molina 0.0143 52

From Table 1, the following observations were obtained:

– Our author recommendation suggests Beng Chin Ooi and Kian-Lee Tan to
Divyakant Agrawal. Our dataset does not contain research papers that were
published after July 2010. Divyakant Agrawal collaborated with Beng Chin
Ooi for publications in 2011 and 2012 and with Kian-Lee Tan in late 2010
and 2011. Thus for an active author, our recommendation algorithm is able
to suggest authors who can be possible collaborators in future.

– Overlapping recommendations lead to the formation of communities. An ex-
ample of this kind of overlapping recommendation can be seen from the
recommendation of Hector Garcia-Molina to both Divyakant Agrawal and
Won Kim. In this case, the intersection of topic lists of the three authors
is significant and thus Hector Garcia-Molina is recommended to both Di-
vyakant Agrawal and Won Kim.

Using the recommended authors from the author recommendation algorithm, the
topic recommendation algorithm recommends the important topics to a given
author. Table 2 show the top 3 topics recommended for some authors by our
algorithm.
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Table 2. Top 3 Recommended Topics for some Authors along with the Topic Author-
itative Scores

Active Author Recommended Topic Score

Sergey Brin
recommend 0.1162
answer 0.1057
social network 0.1051

Robin D. Burke
search engin 0.0920
summar 0.0812
data mine 0.0807

Jiawei Han
multi agent 0.1692
relev 0.1593
watermark techniqu 0.1016

From Table 2, the following observations were obtained:

– Our topic recommendation suggests relev and watermark techniqu to Jiawei
Han. As mentioned earlier, our dataset does not contain research papers
published after July 2010. Jiawei Han has publications on the recommended
topics relev and watermark techniqu in 2010 and 2011 respectively.

– The research interest of Sergey Brin was concentrated on web search with his
last publication being in the year 2005. Over the years, the research interest
of the people working on web search has shifted to recommendations and
social networks. This notion is captured in our topic recommendation result
for Sergey Brin.

5.3 Validation

We validate our experiments by dividing the dataset into training and test por-
tions. Also, to determine the optimum value of the control parameter C, we test
the results on different values of C.

Author Recommendation. For validation of our author recommendation al-
gorithm, we removed the check on co-author occurrence. Thus for a given active
author, a co-author can appear in his recommendation list. One measure to test
the accuracy of our results is recall of the co-authors in the Top-K recommended
authors for different values of C.

We define recall for the whole dataset as the mean of the recall of all the
active authors present in it. Thus:

recall = μ(
∑
Ai

Number of CoAuthors Retrieved

Total Number of CoAuthors
) (5)

From Figure 1, we observe that the closeness of the recommended authors de-
pends on the values of C. Higher the value of C, higher is the value of λ, and
consequently more similar are the recommended authors though less in number.
Now, for high values of C, we only get very similar co-authors in the recom-
mended set. Since the number of such co-authors is limited, the recall remains
nearly the same on increasing the value of K. As we lower the value of C, more
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Fig. 1. Variation of Recall with Control Parameter C, K = {30, 60, 100} for Author
Recommendation

co-authors overcome the threshold λ to become candidate for recommendation.
In Information Retrieval, (1 - recall) value represents the ratio of misclassified
and irrelevant instances. But in our algorithm, the set of authors which are not
the co-authors but still appear in the Top-K retrieved authors, are not misclas-
sified instances. They are similar to the active authors in terms of their relative
shared research interests. Thus, even a moderate recall value can be used to infer
quality results.

Topic Recommendation. For the validation of our topic recommendation
algorithm, we divided the topic list of each author into training and test portions
such that the topics in training portion precede the topics in test portion in the
active author’s topic study timeline. We kept the topics studied by the author
in the initial ρ percentage of his timeline as training set and the rest as test set.
Thus if Y is the year when the author first studied a topic and if Y lies in the
first ρ percentage of his active years, then it belongs to training topics, otherwise
it belongs to test topics. We test the accuracy of our results by the recall of the
topics for different values of C. For our experiments we keep ρ = 70. We define
recall for the whole dataset as the mean of the recall of all the active authors
present in it. Thus:

recall = μ(
∑
Ai

Number of T est T opics Retrieved

Total Number of T est T opics
) (6)

In Figure 2, the recall graph shows that for higher values of N, recall value is
higher. This is because as the value of N increases, more and more test topics
come in the recommended topic set. It is to be noted that we do not use precision
because precision is not an ideal measure for result evaluation in recommenda-
tion systems [11] as the recommended topics though not in the test set are not
irrelevant or misclassified instances.

5.4 Performance Evaluation

To evaluate the performance of our author and topic recommendation algorithm,
we show the runtime of our algorithm with respect to varying number of authors
in Figure 3.
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Fig. 2. Variation of Recall with Control Parameter C, N = {100, 200, 300} for Topic
Recommendation

Fig. 3. Graph showing the Variation of Runtime of our Recommendation Algorithm
with the Number of Active Authors

The preprocessing time of our algorithm, i.e. the time taken to construct the
information tables ACI, TAI and ATI is 28.03 seconds, shown corresponding
to number of authors = 0 in the figure. As we increase the number of active
authors for which the author and topic recommendation is generated, the run-
time increases linearly. The linear runtime with respect to the number of authors
shows that our algorithm is highly scalable. The look-up tables ensure constant
amortized runtime for each active author and hence the linearity of runtime.

5.5 Comparison

In this subsection, we compare our author and topic recommendation algorithms
with a few popular recommendation algorithms: Memory-based Neighborhood
Collaborative Filtering [13], k-Nearest Neighbor [12], Item-based Collaborative
Filtering [5] and Probabilistic Matrix Factorization [14].

Our dataset does not contain explicit ratings for the author-topic pairs. We
generate the implicit ratings from the topic list of the authors. For a given author
Ai, we first determine |PAi,Tj |, the number of research papers in which Ai has
studied the topic Tj ∈ τAi . Now, we scale down/up the value of |PAi,Tj | for
each topic Tj ∈ τAi to give a rating of 10.0 to Ai’s most studied topic. Once we
have the ratings for the author-topic pairs, we run each of the four algorithms
mentioned above in the experimental settings show in Table 3.
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Table 3. Experimental Settings for Comparison

Experiment
Number

Paper Count Number of
Authors

Number of
Topics

Number of
Active Au-
thors

K N

1 1, 000 1, 385 1, 404 1, 385 40 100
2 10, 000 17, 224 7, 019 17, 224 50 100
3 100, 000 127, 606 11, 384 2, 000 100 200
4 1, 632, 442 1, 036, 950 12, 057 10, 000 200 300

Table 4 shows the runtime of the algorithms under comparative study. We
call our algorithm topic-centric recommendation. It is clear from the table that
as the size of the dataset grows, our recommender algorithms become more and
more time-efficient compared to the other algorithms.

Table 4. Comparison of the Time Taken by the Recommendation Algorithms

Experiment
Number

Memory
Based Col-
laborative
Filtering

k-Nearest
Neighbor

Item-based
Collaborative
Filtering

Probabilistic
Matrix Factor-
ization

Topic-centric
Recommen-
dation

1 0m 4.544s 0m 9.992s 6m 11.943s 1m 0.990s 0m 5.276s
2 13m 47.408s 35m 15.049s 1080m 18.828s 61m 10.096s 10m 39.497s
3 11m 23.875s 62m 16.372s 734m 39.832s 141m 27.070s 6m 54.562s
4 159m 56.395s 4402m 40.829s 1636m 13.773s 2402m 43.941s 128m 28.836s

For comparing the quality of results of our author recommendation algorithm,
we draw the histograms for precision, recall and F1-Score obtained on running
the three algorithms, viz.Memory-based Collaborative Filtering, k-Nearest Neigh-
bor and Topic-centric Recommendation. The test set for a given active author in
case of author recommendation is the list of his co-authors. We run all the three
algorithms with the setting that co-authors are allowed to be recommended to
a given author. The histograms for precision, recall and F1-Score are shown in
figures 4.

We see that the precision value of Memory-based Collaborative Filtering algo-
rithm is very high compared to the other algorithms in the experimental setting
1. Thus, even though the recall value of our algorithm is quite high in experi-
mental setting 1, the F1-Score is more for Memory-based Collaborative Filter-
ing. This is because memory-based collaborative filtering performs well on dense
datasets. As the dataset grows and the sparsity increases, the performance of
memory-based collaborative filtering starts to drop as seen in the experimental
settings 2, 3 and 4. As the dataset grows, our algorithm outperforms the other
two algorithms on all the three parameters. It is to be noted that our algorithm
consistently fairs better on recall as compared to the other two algorithms.

To compare our topic recommendation algorithm, we draw the histograms
for precision, recall and F1-Score for the five topic recommendation algorithms.
The histograms for precision, recall and F1-Score are shown in figures 5. Similar
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Fig. 4. Bar Graph showing Precision, Recall and F1-Score respectively for the Author
Recommendation Algorithms

Fig. 5. Bar Graph showing Precision, Recall and F1-Score respectively for the Topic
Recommendation Algorithms

to the case of author recommendation, Memory-based Collaborative Filtering
performs well on precision and hence F1-Score on a small dataset. But as the
dataset grows, our algorithm outperforms other algorithms.

6 Conclusions and Future Work

In this paper, we have proposed a novel approach for author and topic recom-
mendation in a bibliographic dataset by exploiting the latent author-topic and
author-author relationships. For a given active author, we derive a ranked list of
recommended authors based on the similarity scores designed in our algorithm.
Based on the importance of a topic and the recommending author, we provide
a ranked list of recommended topics. The various pruning steps make our al-
gorithm fast and scalable. We analyzed the recommendation results on various
parameters and validated them by dividing the dataset into training and test
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portions and also compared to some of the popular recommendation algorithms.
As mentioned earlier, our algorithms have a host of applications. In future, we
would like to implement active learning by considering explicit author opinion,
community mining, author social network analysis, etc. One future work is to
test our algorithms beyond accuracy metrics [15]. Also, having proposed the
framework for a recommender system, we would like to explore the possibility
of extending our algorithms to other domains.

References

1. Resnick, P., Varian, H.R.: Recommender Systems. Commun. ACM 40(3), 56–58
(1997)

2. Pazzani, M.J., Billsus, D.: Content-Based Recommendation Systems. The Adaptive
Web 2, 325–341 (2007)

3. Burke, R.D.: Knowledge-based Recommender Systems. Encyclopedia of Library
and Information Systems 69(suppl.32), 175–186 (2000)

4. Resnick, P., Iacovou, N., Suchak, M., Bergstrom, P., Riedl, J.: GroupLens: An
Open Architecture for Collaborative Filtering of Netnews. In: Proceedings of the
4th Conference on Computer Supported Cooperative Work, pp. 175–186. ACM
Press (1994)

5. Sarwar, B.M., Karypis, G., Konstan, J.A., Reidl, J.: Item-based Collaborative Fil-
tering Recommendation Algorithms. In: Proceedings of the 10th International Con-
ference on World Wide Web, pp. 285–295. ACM (2001)

6. Koren, Y., Bell, R., Volinsky, C.: Matrix Factorization Techniques for Recom-
mender Systems. IEEE Computer 42(8), 30–37 (2009)

7. Sun, Y., Barber, R., Gupta, M., Aggarwal, C.C., Han, J.: Co-author Relationship
Prediction in Heterogeneous Bibliographic Networks. In: ASONAM, pp. 121–128.
IEEE Computer Society (2011)

8. Xiang, L., Yuan, Q., Zhao, S., Chen, L.: Temporal Recommendation on Graphs via
Long- and Short-term Preference Fusion. Journal of KDD 29(2), 723–731 (2010)

9. Singh, A.P., Shubhankar, K., Pudi, V.: An Efficient Algorithm for Ranking Re-
search Papers based on Citation Network. In: Proceedings of the 3rd Conference
on Data Mining and Optimization, DMO 2011, Bangi, Malaysia, pp. 88–95 (2011)

10. Shubhankar, K., Singh, A.P., Pudi, V.: An Efficient Algorithm for Topic Rank-
ing and Modeling Topic Evolution. In: Hameurlain, A., Liddle, S.W., Schewe, K.-
D., Zhou, X. (eds.) DEXA 2011, Part I. LNCS, vol. 6860, pp. 320–330. Springer,
Heidelberg (2011)

11. Herlocker, J.L., Konstan, J.A., Terveen, L.G., Riedl, J.T.: Evaluating Collabo-
rative Filtering Recommender Systems. ACM Transactions on Information Sys-
tems 22(1), 5–53 (2004)

12. Rashid, A.M., Lam, S.K., LaPitz, A., Karypis, G., Riedl, J.T.: Towards a Scalable
k-NN CF Algorithm: Exploring Effective Applications of Clustering. WEBKDD,
147–166 (2006)

13. Su, X., Khoshgoftaar, T.M.: A Survey of Collaborative Filtering Techniques. In:
Adv. in Artif. Intell., pp. 4:2–4:2. Hindawi Publishing Corp. (2009)

14. Salakhutdinov, R., Mnih, A.: Probabilistic Matrix Factorization. In: NIPS (2007)
15. McNee, S.M., Riedl, J.T., Konstan, J.A.: Being Accurate is Not Enough: How

Accuracy Metrics have hurt Recommender Systems. In: CHI Extended Abstracts,
pp. 1097–1101 (2006)



S. Zhou, S. Zhang, and G. Karypis (Eds.): ADMA 2012, LNAI 7713, pp. 701–712, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Combining Spatial Cloaking and Dummy Generation  
for Location Privacy Preserving 

Nana Xu1,2, Dan Zhu1,2, Hongyan Liu3,*, Jun He1,2,*, Xiaoyong Du1,2,  
and Tao Liu1,2 

1 Key Labs of Data Engineering and Knowledge Engineering, Ministry of Education, China 
2 School of Information, Renmin University of China 

{xunana,zhudan,hejun,duyong,tliu}@ruc.edu.cn 
3 Department of Management Science and Engineering, Tsinghua University 

hyliu@tsinghua.edu.cn 

Abstract. Location privacy preserving is attracting more and more attentions 
with the wide use of accurate positioning devices. Two kinds of methods based 
on k-anonymity have been proposed for location privacy preserving. One is 
spatial cloaking and the other is dummy generation. However, simple cloaking 
may result in large cloaking region, especially when user distribution is sparse. 
Large cloaking region means low efficiency and high time cost. Dummy 
generation will also arouse great extra system cost. In this paper, we propose an 
approach that combines the two techniques to achieve an ideal complement. On 
one hand, cloaking algorithm is used to blur precise location into a region so 
that location privacy can be well protected. On the other hand, to those users 
whose cloaking region is large, generating limited number of dummies can help 
decrease the size of region. The effectiveness of our methods has been 
demonstrated by comprehensive experiments. 

Keywords: Location Privacy, k-Anonymity, Spatial Cloaking, Dummy 
Generation. 

1 Introduction 

In recent years, location based services (LBSs) have become widely used in all 
aspects of our lives. For example, a user wants to find an ideal path with the GPS 
device, or a user wants to find the nearest restaurant. There is no doubt that they have 
provided great convenience for us. However, privacy issues consequently happen. For 
example, mobile phone is one of the most common service terminals nowadays; the 
adversary can link a phone number to a certain user with a high probability, which 
discloses the real identity of the user and lead to the disclosure of some sensitive 
information, such as medical condition, home address, and so on. In conclusion, 
location privacy preserving is quite a necessary and urgent task. 

A lot of works have been done on this problem. For all of them, k-anonymity [4] 
serves as the fundamental idea. They can be categorized into two types: dummy based 

                                                           
* Corresponding authors. 
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and cloaking based. For the first type, the Anonymizer generates k-1 false positions 
along with the true position to LBS server. For the adversary, it cannot tell which the 
true position is. The main idea of the second type is blurring the true position of a user 
into a region by a trusted middle-server. At the same time, the server must make sure 
that there are at least k different users in this region.  

Although existing works contribute much to location privacy preserving, there are 
still some limitations. For cloaking based methods, unlimited cloaking will result in 
large cloaking area, which has two negative effects on user services. Firstly, large 
cloaking region usually means less accurate search results. For example, given a user 
who is located in Renmin University and wants to find the nearest restaurant, his 
position was blurred to Zhongguancun Street after cloaking. If the service provider 
wants to find the target restaurant, it has to search all the restaurants on and near the 
long Zhongguancun Street. Besides, if the user is not familiar with this region, it is 
difficult for him to pick up the best solution further. This is not a good experience for 
the user. Also, if the size of the cloaking region is limited to a small size, k-anonymity 
may not be able to meet. As to dummy generation, the server has to process a large 
number of false queries, which are meaningless. This no doubt increases the system 
cost, especially the responding time of users' queries. Busy in handling false queries, 
true queries may be delayed to answer.  

To cope with these problems, it is reasonable for us to combine these two kinds of 
methods. To satisfy users’ anonymity needs, cloaking includes two steps. Firstly, 
enlarge the cloaking region to a certain extent. Then if k-anonymity is not satisfied, 
generate a certain number of dummies to meet the k-anonymity as much as possible. 
This procedure can achieve complement between simple cloaking and dummy 
generation. Cloaking region can be controlled in an acceptable range, while the 
system does not pay much extra cost. The contributions of the current study are 
summarized as follows.  

 We propose a strategy to combine cloaking based and dummy based methods. In 
addition, we do some improvement to make generated dummies be used more 
effectively.  
 We define several evaluation metrics to measure the effectiveness of the privacy 

preserving method, and conduct a series of experiments to prove the effectiveness of 
our proposed approaches. 

The rest of the paper is organized as follows: Section 2 describes some related works. 
Section 3 introduces our solutions to location privacy preserving. Experimental 
studies are presented in Section 4. Finally, the paper is concluded in Section 5. 

2 Related Work  

There is a basic concept of k-anonymity in lots of anonymity methods when 
publishing data in relational databases. Besides explicit identifier (e.g. name), there 
are other attributes (e.g. zip code), called quasi identifiers [4], that can potentially 
identify users. The notion of k-anonymity is that if one user has some quasi identifier 
values, there are at least k-1 users have the same quasi identifier values in a table, then 
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the probability that each user is identified is less than 1/k. Furthermore, l-diversity [4] 
is introduced to strengthen the privacy protection. Within each group of users with the 
same quasi identifier value, it asks l different sensitive attribute values. The privacy 
strategy of most location-based privacy preserving measures is also k-anonymity, that 
is, each user cannot be distinguished from k-1 other users. Existing methods can be 
classified into two broad categories: spatial cloaking [1, 2, 5, 6, 10, 11, 13, 14] and 
dummy generation [3, 7, 8, 9, 15]. 

Spatial cloaking is the most popular mechanism. It assumes that there is a trusted 
middle-server between the clients and the service provider. The middle-server 
receives users' locations, and for each user, it tries to find a region that includes the 
current user and k-1 other users. Then the regions are sent to the server instead of  
the exact locations of users. Since there are at least k users in the cloaking region, the 
probability that each user is recognized is less than 1/k. Apart from the parameter k, 
other parameters are used by different measures, including the minimum cloaking 
region, the maximum cloaking region, the maximum time tolerance, and so on. 
Casper [11] and PrivacyGrid [1] divide the whole space into a lot of basic square 
grids. The regions started from one grid are expanded until the parameter k is 
satisfied. Xstar [13] introduces l-diversity. According to it, most users are moving on 
the road networks, and if a cloaking region contains just one road segment, users' 
locations can be identified easily. Consequently, Xstar hides a user's location with a 
set of road segments instead of a square cloaking region. There is a method [10] 
focuses on delivering ads. Besides cloaking regions, users' profile information 
(including age, gender, and so on) are also sent to the server. The middle-server is 
required to find a region containing k users that have similar profile information.  

Dummy generation methods believe that when the density of users is sparse, the 
cloaking region generated by spatial cloaking methods is too large. Large cloaking 
area will lead to high processing cost of service provider and large result sets sent to 
users. In dummy generation methods the clients generate a number of fake users and 
send them to the server directly. Kido et al. [7, 8] first proposed the dummy 
generation mechanism, and they focus on snapshot scenarios. You et al. [15] attempt 
to generate human-like trajectories which imply users' long term movements to 
protect users' location privacy. PAD [9] generates dummies which distribute over an 
area of certain size. 

However, dummy generation methods also have drawbacks. Since dummies are 
considered to be real users, the service provider has to process a large number of false 
queries, which leads to high system cost. Therefore, we adopt the trusted middle-
server architecture and combine the two popular approaches to prevent their 
drawbacks. 

3 Anonymous Methods 

3.1 System Architecture 

In this part, we introduce the system architecture and its working mechanism. Middle 
service server was first proposed in [5]. In this paper, our system is also based on the 
trusted middleware, which will be called Location Anonymizer in the rest of the  
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paper. When a user wants to request service from a service provider, he needs to send 
the following information: k, Amax, position, and query. k defines that the user wants to 
be k-anonymity. Amax indicates that the size of cloaking region of the user should be 
smaller than or equal to Amax。Position represents the user’s exact position and query 
describes what the user wants the LBS to do. Figure 1 shows a simple description of 
how the system works. 

 

Fig. 1. Illustration of System Architecture 

3.2 Problem Definition 

In this section, we introduce the concepts and the proposed algorithms: the Basic and 
the Adaptive. Our algorithms are gird-based. The basic data structure is similar to 
PrivacyGrid [1].  

Definition 1. (Initial Query) For a user U, his current position is p, his query 
requirement is q, his anonymity need is k and the region tolerance is Amax, i.e., this 
user cannot be distinguished from at least k – 1 other users within Amax grids. 

Then a user’s initial query is defined as: 

Q = (p, q, k, Amax) 

Different users have different demands for k and Amax.  

Definition 2. (Cloaked Query) after users exact position has been processed by the 
middleware, the cloaked query can be described as: 

CQ = (R, q) 

R describes the cloaking region of user, R = {x, y, l, w}, where x and y are the 
coordinates of left-top gird of R, l and w represents the length and width of the region 
respectively. For generated dummies, they are processed as true users so their queries 
have the same form as mentioned above. When we call users in the following section, 
we mean both true users and generated dummies.  
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3.3 The Basic Algorithm 

The previous cloaking algorithms focus on providing more efficient strategy so as to 
form the minimum region while k-anonymity is satisfied. In our algorithm, we 
introduce dummy generation to cloaking method. Thus, for each step of the algorithm, 
there exist two choices, enlarging the size of region or generating dummies. For 
example, in Figure 2 (a), there is a user U1, whose anonymity requirement is 10 and 
region tolerance is 6. According to our strategy, the system can generate 5 other 
dummies and keep the cloaking region size 3. Or the system may enlarge the cloaking 
region to 6 and generate 3 dummy. As we have mentioned before, the ideal solution 
should have smaller cloaking region and fewer dummies. Then we need a 
measurement to evaluate different solutions. The measurement is defined by the 
following equation. 

  (1) 

Rs represents the cloaking region and |Rs| is its size. For the same size, the shape of 
region can be different, which means different total number of users. In this paper, |Rs| 
is measured by the number of grids. ρ is an system defined argument that controls the 
weight of dummy generation. Δk is the number of dummies that are needed to fulfill k-
anonymity within s. V is in inverse proportion to the size of the region and value 
related to the number of dummies generated, which is consistent with the common 
sense. Then the problem converts to finding Rs and Δk to make V the largest, which 
can be described as a triple (Rs, Δk, VL). 

 

(a)                           (b) 

Fig. 2. An example to show that changing processing sequence is reasonable 

The initial cloaking region is the grid in which the user is located and initial VL is 
calculated according to grid condition. The algorithm performs by following steps. It 
first checks if k-anonymity and spatial constraints are satisfied within the current 
region. If yes, the system will take this region as the cloaking results for the user. 
Otherwise, the algorithm will expand the cloaking region and calculate V. The 
algorithm will calculate the value V corresponding to the region Rs that has the most 
users inside to compare with the previous VL. If the new V is larger, then the best 
solution is replaced by (Rs, Δk, V). All the solutions with the same size region will be 

1(| | )k
sV R ρΔ −= ×
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saved for the next round. This process will continue until k-anonymity is reached 
within Amax or the size of cloaking region is larger than Amax. In order to control the 
total number of dummies, we define that the number of dummies that need to generate 
for a user should be no more than 20% of the user defined k. 

As the number of dummies is limited, there still exist some users who are located 
in an extremely sparse region that anonymity cannot be satisfied within Amax. We call 
these users unsuccessful cloaking users and the system will return a region which has 
the maximum number of users within size Amax. For successful cloaking users, the 
system will take Rs as the cloaking region and generate Δk dummies for users at 
randomly chosen positions. The region information is then updated so that the later 
users can reuse those generated dummies.  

In order to prevent endless loop, dummies are processed in a simple way that we 
do not consider their degree of anonymity, .i.e., there is no need to generate dummies 
for dummies. For each dummy, choose a value for s according to distribution of real 
users’ value of s and find the cloaking region that has the largest number of users 
inside. The major steps of the algorithm, which we call Basic is shown as follows.  

Algorithm 1. Basic (User position p, anonymity degree k, region tolerance Amax) 

1:  K = k, Max = Amax 
2:  Rs is the gird where the user is located ,  

3:  , solution = ( Rs, Δk, V) 

4:  VT = V; s = 1; G = Rs 

5:  while s < Max and R doesn’t meet k 
6:    F =set of regions expanded from G  by one grid from different directions 
7:    calculate V for each region in F and choose the region R with the largest V 
8:    if V > VT 

9:        VT = V; Rs=R; solution = (Rs, Δk, VT) 
10:   end if 
11:   s = s + 1; G = F 
12:  end while 
13: if the user is successful  

14:   generate Δk dummies randomly 

15:   update the region 
16:   return solution 
17: else 
18:   return a region of size of Amax with the most users inside 
19: end if  

3.4 Adaptive Algorithm 

Dummies are useful for improving success rate (the ratio of the number of successful 
users over the number of total users), while the number of dummies has to be 
controlled to decrease system cost. As a result, making a full use of each dummy is an  
 

1(| | )k
sV R ρ Δ −= ×
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important way to improve the previous method. To achieve this goal, we put forward 
Adaptive algorithm that changes the way dummies are placed and the sequence users 
are processed. The reasons why we make these two changes are discussed below.  

Commonly, users are processed according to their arriving time, which is not an 
efficient way for dummy reusing. Taking the simple situation in Figure 2 as an 
example, suppose user U1’s query is (6, 10, p1, q1) and it comes to the system earlier 
than U2’s query (4, 4, p2, q2). Traditionally, the algorithm will process U1 first and 
compute the optimum solution. The dotted line box in Figure 2 is cloaking region of 
U1 with 7 users (represented by dots) inside and three dummies are needed to fulfill 
10-anonymiy. However, as the number of dummies of U1 should be no more than 2 so 
that U1 is regarded as unsuccessful users by algorithm Basic. Figure 2 (b) shows the 
result that U2 is processing earlier than U1. From this figure, we can see that one 
dummy (square box) is generated in U2’s cloaking region and coincidently this 
dummy is within U1’s cloaking region so that U1 can be changed from unsuccessful to 
successful user.  

Motivated by this situation, we propose to change the processing sequence of users 
who arrive at the system within a short time interval according to value of k/Amax. We 
intend to process those users whose anonymity requirements are easy to fulfill earlier 
regardless of their arriving time, which means that the smaller k/Amax is, the easier to 
meet the user’s requirement, the earlier this user will be processed. Generally, users 
who have a large value of k but small Amax are more likely to be regarded as 
unsuccessful by the algorithm. Because the time interval is quite small, it can be 
omitted compared to the time taken for cloaking. Therefore, users will not feel any 
difference when using this service. 

Another factor that has an influence on reuse rate of dummies is how dummies are 
placed. In the Basic method, the algorithm places Δk dummies randomly in the 
cloaking region for a user, which is not an effective way to use dummies and not 
practical in real situation. To solve this problem we propose to put all Δk dummies in 
the grid which has the most users within the current cloaking region and the grid is 
placed dummies for the first time for a user. The reasons why we choose this strategy 
are as follows. Firstly, the grid which has the most users usually corresponds to 
prosperous area that is visited more in real life. Dummies in this grid may be reused 
more by later users so that they can be successful users with a higher probability. 
What is more, placing all the dummies of a user in one grid can help decrease the size 
of cloaking region compared to separating Δk dummies to the whole cloaking region. 
The later user can get Δk more users with one grid other than |Rs| grids as long as his 
maximum cloaking region includes this grid. But if one gird has been placed dummies 
before, there is a good chance that the total number of dummies is the most among the 
grids in the whole region. Therefore, the next round of placement should exclude this 
grid. 
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4 Experimental Evaluation 

4.1 Evaluation Metrics and Dataset 

In order to verify the effectiveness of our approaches, we introduce the following 
three evaluation metrics: the size of cloaking region, the success rate, and the number 
of dummies. In the following part, we will show the performances on these metrics of 
three algorithms, i.e., the Basic, the Adaptive, and the Baseline, which means that 
simple cloaking is implemented for comparison with various arguments.  

Decreasing the size of cloaking region is the main purpose of our study. From this 
perspective, it is an important metric of measuring the effectiveness of the algorithm. 
Since the distribution of users is sparse, users' degree of anonymity may not all be 
satisfied. The anonymous process is considered to be successful if a user’s degree of 
anonymity can be satisfied within Amax cloaking region which is defined by the user 
self. The success rate is defined as the percentage of successful users. The higher 
success rate is a sign of improvement. With the introduction of dummies, the success 
rate should be improved theoretically. On one hand, dummies can help decrease the 
size of cloaking region and increase success rate; on the other hand, they can cause 
extra system cost. To make a balance between the two sides is critical and that is why 
we put forward the algorithm Adaptive. Thus, we make a comparison to examine 
whether the Adaptive has a higher reuse rate of dummies than the algorithm Basic, 
which means higher success rate with less cost.  

For dataset, we use the well known Network-based Generator of Moving Objects 
[12] to simulate moving objects on road network and we make some adjustments to 
make it more suitable for our experiments. It takes a real map of Oldenburg, Germany 
as input. This city covers about 15×15 km2. The output is a certain number of users. 
The default parameters of our experiments are listed in table 1. 

Table 1. Default parameters 

Name Default Value 

The number of users in whole region 6000 

The number of queries 1000 

Degree of anonymity, k 20-25 

Range of Amax 15-25 

4.2 Experimental Results 

4.2.1 The Size of Cloaking Region 

In this part, we study the performance of three algorithms on the metric of the size of 
cloaking region. Because different users have different k values, the value is 
represented by an interval. The comparison result of three algorithms is plotted in 
Figure 3(a). 



 Combining Spatial Cloaking and Dummy Generation 709 

 

Fig. 3. The comparison of three methods on different metrics 

From Figure 3(a), we can see that the size of cloaking region using Basic is smaller 
than Baseline. For Baseline, if the anonymity degree of a user can not be satisfied, 
then the system will return the Amax. For Basic, with the use of dummies, more users 
can achieve k-anonymity within Amax. Besides, we can see that Adaptive has a smaller 
cloaking region than Basic. Adaptive has a higher reuse ratio of dummies than Basic.  

4.2.2 The Success Rate 
Introducing dummies can not only help decrease the size of cloaking region, but also 
increase the percentage of successful cloaking users. Successful users are those whose 
anonymity requirement can be fulfilled within Amax. In this part, we will compare the 
success rate of three methods. Figure 3(b) shows performance result of the three 
algorithms. 

From Figure 3(b), we can see that compared with Baseline, success rate of the 
proposed methods increases greatly. The reason is that introducing dummies results in 
transferring a part of unsuccessful users to successful users. Two aspects ensure this 
kind of effect. Firstly, a user can reuse dummies that are generated for other users 
earlier. Secondly, if the user’s anonymity degree cannot be satisfied, the maximum 
number of generated dummies is limited. However, for some users who have a high 

(a) (b) 

(c) (d)
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demand of k and small Amax, or who are located in extremely sparse region, adding 
dummies may still not be able to reach k-anonymity. For these reasons, there exist 
unsuccessful users using Basic.  

Besides, we can see that Adaptive has a better performance than Basic in terms of 
success rate. When the number of k is between 10 and 25, the two methods seem to 
have the same unsuccessful number. That is because the degree of anonymity can 
easily be satisfied when k is relatively small.  

We also vary the number of users to see how success rate changes. Figure 3(c) 
presents the results. That is not difficult to understand that anonymity of a user can be 
more easily to satisfy with more users located nearby within the same Amax.  

4.2.3 The Number of Dummies 
Although dummies can help increase success rate and decrease the size of cloaking 
region, they cause extra cost. From this perspective, making full use of dummies can 
make dummy generation strategy work better. Basic does not pay attention to the 
utilization efficiency. Adaptive takes some steps to increase reuse ratio, which means 
less dummies, higher efficiency.  

From Figure 3(d), we can get two aspects of information. Firstly, Adaptive has 
fewer dummies than Basic. In the previous figures, we have known that Adaptive has 
better performances on all metrics. Then we can get the conclusion that Adaptive 
outperforms Basic. On the other aspect, it is noticeable that the number of dummies 
begin to decrease as k is larger than 25. This phenomenon can be explained as 
follows. Since the maximum number of dummies is limited, as the value of k grows, 
more users cannot be satisfied. For these users, the system just returns the cloaking 
region of size Amax. However, the system will not generate extra dummies for them, so 
the total number of dummies decreases.   

4.2.4 Other Results 
In order to show Adaptive has a higher reuse ratio of dummies than Basic, we 
calculate the average reuse ratio of them. Figure 4 (a) shows the result. 

 
Fig. 4. Explanation of experiment phenomenon 

(a) (b) 
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From Figure 4(a), we can see that for Adaptive, the average reuse times are larger 
than that of Basic. This explains why fewer dummies can result in better performance.  

In our algorithm, there is an argument ρ, which controls the weight of enlarging 
region and generating dummies. The value of ρ has an obvious effect on the result. 
When ρ becomes smaller, it means that generating dummies is prior to enlarging 
region when choosing the best solution. In order to study how ρ influences the results, 
we conduct a series of experiments with the Basic. The results are shown in Figure 
4(b). 

From Figure 4(b), we can see that when the value of ρ is between 1.6 and 2.6, there 
are fewer dummies and unsuccessful cloaking users. When ρ is small, dummy 
generation is preferable for choosing the best solution. Thus more dummies are 
generated. Of course these dummies can help improve success rate. But large number 
of dummies increase system cost. Therefore, it is not an ideal choice. When ρ is larger 
than 2.6, the algorithm prefers to enlarge the size of cloaking region. Thus fewer 
dummies are generated and reused, which contributes to lower success rate. 
According to this experiment, we can come to the conclusion that setting the value of 
ρ between 1.6 and 2.6 is a preferable choice. In the previous experiments, the value of 
ρ is 2.0. 

5 Conclusion 

In this paper, we propose two algorithms, the Basic and Adaptive, which can take 
advantage of spatial cloaking and dummy generation methods to protect location 
privacy. Comparison with previous works, our methods have the following 
advantages. First, cloaking method can help blur precise location into a region so that 
location privacy will not be sacrificed. Second, to users who are located in sparse 
region, our methods can generate limited number of dummies to decrease the size of 
region; to users that k-anonymity cannot be satisfied within the maximum cloaking 
region, generating dummies can help meet their requirements with more chances. The 
experiment results demonstrate that our methods are effective.  
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Abstract. A common approach to outlier detection is to provide a
ranked list of objects based on an estimated outlier score for each ob-
ject. A major problem of such an approach is determining how many
objects should be chosen as outlier from a ranked list. Other outlier de-
tection methods, transform the outlier scores into probability values and
then use a user-predefined threshold to identify outliers. Ad hoc thresh-
old values, which are hard to justify, are often used. Outlier detection
accuracy can be seriously reduced if an incorrect threshold value is used.
To address these problems, we propose a formal approach to analyse the
outlier scores in order to automatically discriminate between outliers and
inliers. Specifically, we devise a probabilistic approach to model the score
distributions of outlier scoring algorithms. The probability density func-
tion of the outlier scores is therefore estimated and the outlier objects
are automatically identified.

Keywords: Outlier score distributions, beta mixtures, outlier detection.

1 Introduction

An outlier could be broadly defined as an observation which appears to be incon-
sistent with the remainder of that set of data [1]. Several data mining algorithms
consider outliers as noise that must be eliminated because it degrades their accu-
racy. For example, most of the clustering algorithms, consider outliers as points
that are not located in clusters and should be captured and eliminated because
they hinder the clustering process. Finding outliers in a data set is also a task
is of practical relevance in several real-life applications such as fraud detection,
intrusion detection, medical diagnosis, and many others.

Outlier detection has been well studied, for which appropriate approaches
have been proposed. Such approaches can be classified in supervised-learning-
based methods, where each example must be labeled as exceptional or not, and
the unsupervised-learning-based ones, where the label is not required [2]. The
latter approach is more general because in real situations, we do not have such
information. In this paper, we deal with unsupervised methods only. Further
details and surveys on outlier detection can be found in [3].

Many existing unsupervised outlier detection algorithms calculate some kind
of score per data object which serves as a measure of the degree of outlier.
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Scores are used in ranking data points such that the top n points are considered
as outliers. For example, the statistical-based approach proposed in [4], uses
a Gaussian mixture model to represent normal behaviours and each datum is
given a score on the basis of changes in the model. A high score indicates a high
possibility of being an outlier.

Generally, distance-based approaches exploit the distance from a data point
to its neighbourhood to determine whether it is an outlier or not. The DB-outlier
algorithm [5] was the pioneering distance-based approach to outlier detection.
Scoring variants of the DB-outlier are proposed in [6], [7], basically using the
distance to the k -nearest neighbours (kNN). For example, the kNN algorithm [6]
and the weighted kNN algorithm [7], assign an outlying score to each data object
o based on the k nearest neighbourhood of o in such a way that inliers are
characterized by low scores while outliers are characterized by high scores. After
ranking data points based on the estimated scores, the top n points are identified
as outliers.

The density-based approach presented in [8], introduces a new notion of local
outlier which measures the degree of an object to be an outlier with respect
to the density of the local neighbourhood. This degree is called Local Outlier
Factor (LOF) and is assigned to each object. The higher the LOF value of an
object o is, the more distinctly it is o considered to be an outlier. In [9], the
notion of the outlier factor has been merged with the distance-based notion of
outliers, resulting in the local distance-based outlier detection approach (LDOF).
LDOF uses the relative distance from an object to its neighbours to measure
how much the object deviates from its scattered neighbourhood. The higher the
violation degree of an object, the more likely the object is an outlier. In [10],
the authors introduce the OPTICS-OF algorithm which also exploits the notion
of local outlier in the sense that the outlier degree of an object is determined
by taking into account the clustering structure in a bounded neighbourhood
of the object. INFLO [11] is another density-based outlier scoring algorithm,
which mine outliers based on a symmetric neighborhood relationship. In [12],
a reference based outlier detection algorithm is proposed. This algorithm uses
the relative degree of density with respect to a fixed set of reference points to
calculate the neighborhood density of a data point. Outliers are those objects
with the highest scores.

Virtually, outlier scoring methods have so far been only used to obtain an
object ranking, expecting the outliers to come first. On the other hand, less
effort has been invested on how to automatically discriminate between outliers
and inliers. In fact, most of existing methods aim to make outlier detection more
effective in retrieving the top n outliers only. The weakness of such an approach
resides in the unprincipled selection of the value of n. In general, the value of n is
often chosen in ad hoc manner. With such an informal approach, it is impossible
to be objective or consistent. Furthermore, setting the value of n manually causes
practical difficulties in applying outlier scoring approaches to real applications, in
which prior knowledge about the data under investigation is not always available.
In this setting, thresholding has turned out to be important in detecting outlier
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objects, since a ranked list has a particular disadvantage: there no clear cut-off
point where to stop consulting results.

In [13], calibration methods (sigmoid functions and mixture modeling) have
been proposed to translate scores of different outlier detection algorithms into
probability values. In order to identify outlier, the approach developed in [13]
requires the user to specify a threshold, so that data points whose estimated
probability value exceeds the threshold will be declared as outlier. In order to
identify the appropriate threshold value, the authors in [13] use the Bayesian risk
model, which minimizes the overall risk associated with some cost function. For
example, in the case of a zero-one loss function any observation whose estimated
posterior probability exceeds 0.5 is declared as an outlier.

In [1], several normalization techniques have been proposed in order to the
convert outlier scores into probability estimates. The main goal of [1] is to convert
the outlier scores, produced by any outlier detection algorithm, to values in the
range [0,1] interpretable as values describing the probability of a data object
of being an outlier. However, the authors in [1] have not demonstrated how to
formally distinguish between outliers and inliers. In general, the identification of
outliers is related to a user-predefined threshold. Ad hoc threshold values (e.g.,
0.5), which are hard to justify, are often used. Outlier detection accuracy can
be seriously reduced if an incorrect threshold value is used. Furthermore, in any
case, the optimal threshold depends on the outlier detection algorithm being
used and there is no single threshold suitable for all purposes.

In this paper, we develop a systematic approach to automatically discriminate
between outliers and inliers. In our approach, we propose to model the outlier
scores, produced by an outlier scoring algorithm, as a finite mixture distribution.
Specifically, the outlier scores can be considered as coming from several under-
lying probability distributions. Each distribution is a component of the mixture
representing scores with close values, and all the components are combined into
a comprehensive model by mixture form. To this end, we use a beta mixture
model approach to divide the outlier scores, produced by an outlier detection
algorithm, into several populations so that the large scores that characterize out-
liers1 can be identified. Finally, note that the main motivation of using the beta
distribution to model the outlier scores is due to its great shape flexibility. In
fact, the beta distribution is very versatile and it is therefore capable to model
a variety of uncertainties [14], [15]. The shape flexibility of the beta distribution
encourages its empirical use in a wide range of applications.

2 Proposed Approach

A first step toward modeling outlier score distributions is to transform these
scores into some form which exhibits better distributional properties. In fact,

1 In this paper, we assume that outliers are characterized by high score values in
comparison to inliers. In fact, most of the exiting outlier scoring approaches assign
high score values to outliers, while inliers receive low score values. In the case where
an outlier detection algorithm initially assigns small score values to outliers, we
simply perform linear inversion so that high scores will correspond to outliers.
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(a) Generated data set. (b) DB-Outlier. (c) Weighted kNN.

(d) LOF. (e) LDOF. (f) Reference-based.

Fig. 1. Histograms of the outlier scores

outlier scores often vary a lot in their value range, and it makes sense to perform
some transformation on these scores [1]. In principle, any monotonic transforma-
tion of the scores produced by an outlier detection algorithm (which necessarily
leaves the ranking unchanged) would be a candidate for this process. In our ap-
proach, since the outlier scores produced by existing algorithms are positives, we
first perform a log-transformation to all the outlier scores provided by a specific
outlier detection algorithm. Such a log-transformation aims to squeeze together
the large score values that characterize outliers and stretch out the smallest val-
ues, which correspond to inliers. This squeezing and stretching yields comparable
score values and also contributes to enhance the contrast between outlier and
inlier scores. Then, we normalize the log-transformed scores of each algorithm in
the interval [0,1]. As a result, without loss of generality, outlier scores will have
comparable normalized values. In the remainder of this paper, we use only the
normalized values of the outlier scores.

Statistical properties of the outlier scores, displayed by the shape of their
distributions, can be used to determine the appropriate statistical model that
best fit these scores. In this setting, estimating the histogram is a flexible tool
to describe some statistical properties of the outlier scores. For the purpose of
clarification, consider the data set depicted in Fig. 1(a). This is a simple 2-d
data set containing a large bivariate normal distribution (inliers) and number
of outlier points which are sparsely distributed. Figures 1(b)-1(f) illustrate the
histograms of the normalized values of the outlier scores produced by several
state-of-the-art outlier detection methods when they were applied to the data
depicted by Fig. 1(a).

The histograms presented in Fig. 1 suggest the existence of components with
different shapes. It is therefore necessary to use a statistical model which is
suitable for dealing with such shape variation. In this paper, we propose to use
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the beta distribution in order to model the outlier scores. The beta distribution
has been known for its flexible shapes and is therefore widely used to describe
data from various experiments [14]. In fact, as mentioned in [15], in contrast to
other univariate distributions, the beta distribution may be L-shaped, U-shaped,
J-shaped, skewed to the left, skewed to the right or symmetric. Such great shape
flexibility enables the beta distribution to provide an accurate fit of the outlier
scores.

It is important to note that we do not draw any assumptions on the distribu-
tion of the original data, but on the distribution of the outlier scores produced
by an outlier detection method. In our approach, we assume that the data un-
der investigation contains a sufficient amount of outliers, so that the estimated
scores can be effectively modeled. A general perception in the field is that the
number of outliers in a data set is likely to be very small. This is true for some
applications. However, as mentioned in [16], the data available nowadays are
usually noisy and rich of outliers.

2.1 The Probabilistic Model Framework

Let xi (i = 1, . . . , N) denote the normalized outlier scores and N denotes the
number of objects in the data set under investigation. Formally, we expect that
xi follow a mixture density of the form

f(x) =

c∑
l=1

plBetal(x, al, bl), 0 ≤ x ≤ 1 (1)

where Betal(.) is the lth beta distribution; c denotes the number of components
in the mixture; al and bl (al, bl > 0) are the shape parameters of the lth com-
ponent; and pl(l = 1, . . . , c) are the mixing coefficients, with the restriction that
pl > 0 for l = 1, . . . , c and

∑c
l=1 pl = 1.

The density function of the lth component is given by

Betal(x, al, bl) =
Γ (al + bl)

Γ (al)Γ (bl)
xal−1(1 − x)bl−1 (2)

where Γ (.) is the gamma function given by Γ (λ) =
∫∞
0 yλ−1 exp(−y)dy; y > 0.

A common approach for estimating the parameters al and bl of the beta
component is the maximum likelihood technique [14]. The likelihood function of
the lth component is defined as

LBetal
(al, bl) =

∏
x∈Betal

Betal(x, al, bl)

=

(
Γ (al + bl)

Γ (al)Γ (bl)

)Nl Nl∏
i=1

(xi)
al−1

Nl∏
i=1

(1 − xi)
bl−1 (3)

where Nl is the size of the lth component. Usually, it is more convenient to work
with the logarithm of the likelihood function which is equivalent to maximizing
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the original likelihood function.The logarithm of the likelihood function is given
by

log(LBetal
(al, bl)) = Nllog(Γ (al + bl)) − Nllog(Γ (al)) − Nllog(Γ (bl))

+ (al − 1)

Nl∑
i=1

log(xi) + (bl − 1)

Nl∑
i=1

log(1 − xi) (4)

To find the values of al and bl that maximize the likelihood function, we differ-
entiate log(LBetal

(al, bl)) with respect to each of these two parameters and set
the result equal to zero:

∂log(LBetal
(al, bl))

∂al
= Nl

[
ψ(al + bl) − ψ(al)

]
+

Nl∑
i=1

log(xi) = 0 (5)

and

∂log(LBetal
(al, bl))

∂bl
= Nl

[
ψ(al + bl) − ψ(bl)

]
+

Nl∑
i=1

log(1 − xi) = 0 (6)

where ψ(.) is the digamma function given by ψ(y) = Γ ′(y)
Γ (y) .

There is no closed-form solution to equations (5) and (6), so the parameters âl
and b̂l can be estimated iteratively using the Newton-Raphson method, a tangent
method for root finding. Specifically, we estimate the vector of parameters V̂ l =
(âl, b̂l)

t iteratively:

V̂
(I+1)

l = V̂
(I)

l − νt
l · M−1

l (7)

where I is the iteration index, νl and Ml are respectively the vector of the first
derivatives and the matrix of the second derivatives of the log likelihood function
of the lth component.

The Newton-Raphson algorithm for the update of (7) converges, as our es-
timates of al and bl change by less than a small positive value ε with each
successive iteration, to âl and b̂l. Note that in our implementation we have used
the method of moments estimators of the beta distribution [17] to define starting

values for V̂l
(0)

in (7).
Usually, the maximum likelihood of the parameters of the distribution is esti-

mated using the Expectation-Maximization algorithm [18]. With the EM algo-
rithm, the mixture model is expressed in terms of missing data. Accordingly,
we augment the data by introducing the latent indicator variable zil, (i =
1, . . . , N), (l = 1, . . . , c) for each xi. Here, zil indicates to which component
xi belongs such that: If zil = 1 then xi belongs to component l, otherwise
zil = 0. The complete data is thus defined by the sets of values {zil} and {xi}.
The likelihood function for the complete data is:

Lf(θ, p, z) =

N∏
i=1

c∏
l=1

(
plBetal(xi, al, bl)

)zil (8)
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and the complete log-likelihood is:

log(Lf(θ, p, z)) =

N∑
i=1

c∑
l=1

zillog
(
plBetal(xi, al, bl)

)
(9)

where θ = {a1, b1, . . . , ac, bc} denotes the set of unknown parameters of the
mixture and z = {z1, . . . , zN} such that zi = (zi1, . . . , zic)

t denotes the vector of
indicator variables zil.

The EM algorithm produces a sequence estimate {θ̂}(I), (I = 0, 1, 2, . . . ) by al-
ternatingly applying two steps (until the change in the value of the log-likelihood
in (9) is negligible):

E-step:

– Compute ẑ
(I)
il =

p̂
(I)
l Betal(xi,â

(I)
l ,b̂

(I)
l )∑

c
j=1 p̂

(I)
j Betal(xi,â

(I)
j ,b̂

(I)
j )

;

M-step:

– Compute the mixing coefficients p̂
(I+1)
l =

∑N
i=1 ẑ

(I)
il

N ;

– Estimate the vector of parameters V̂l
(I+1)

using (7);

Note that, the EM algorithm requires the initial parameters of each component.
Since EM is highly dependent on initialization, it will be helpful to perform
initialization by means of clustering algorithms [19]. For this purpose, we imple-
ment the Fuzzy C-Means (FCM) algorithm [20] in order to partition the set {xi}
into c components. Based on such partition we can estimate the parameters of
each component and set them as initial parameters to the EM algorithm. Once
the EM converges, we can derive a classification decision about the membership
of xi to each component in the mixture. Since we assume that outlier detection
algorithms assign a high score values to outliers, we are therefore interested by
the beta component containing the highest values of xi. Accordingly, data points
associated with the set values of xi that belong to such a component correspond
to outliers.

Lets now focus on how to estimate c. One popular approach to estimating the
number of components c is to increase c from 1 to c max (the maximal number
of components in the mixture) and to compute some particular performance
measures in each run, until partition into an optimal number of components
is obtained. For this purpose, we implement a standard two-steps process. In
the first step, we calculate the maximum likelihood of the parameters of the
mixture for a range of values of c (from 1 to c max) using the aforementioned
EM algorithm. The second step involves calculating an associated criterion and
selecting the value of c which optimizes the criterion. A variety of approach
has been proposed to estimate the number of components in the data. In our
method, we use a penalized likelihood criteria, called the Bayesian Information
Criterion (BIC) [21]. BIC is given by

BIC(c) = −2Lc + d log(N) (10)
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(a) DB-Outlier. (b) Weighted kNN. (c) LOF.

(d) LDOF. (e) Reference-based.

Fig. 2. The synthetic 2-d data set: Density curves of the outlier scores

where L is the logarithm of the likelihood at the maximum likelihood solution for
the investigated mixture model, and d is the number of parameters estimated.
The number of components that minimize BIC(c) is considered to be the optimal
value for c.

2.2 Summary of Our Approach

The steps that follow can be implemented to model the outlier scores produced
by an outlier detection algorithm. The probability density function is therefore
estimated and the outlier points are automatically identified.

1. For a given data set, estimate the outlier scores using an outlier scoring
algorithm;

2. Perform a log-transformation to the estimated outlier scores;
3. Normalize the transformed scores in [0,1];
4. Estimate the probability density function of the normalized scores with dif-

ferent values of c where c = 1, . . . , c max;
5. Select the optimal number of components ĉ, such that ĉ = argmin BIC(c);
6. Select the beta component that corresponds to the highest score values;

We used our approach to model the outlier scores produced by the each of the
outlier detection algorithm represented in Fig. 1. We found that the outlier
scores are well fitted by two beta components. For the purpose of illustration,
the probability density function of the outlier scores of each algorithm considered
in Fig. 1 is illustrated in Fig. 2. The knowledgeable reader can observe in this
rendering that, based on the distribution of the outlier scores shown in the
histograms in Fig. 1, the two beta components suggested by BIC (see Fig. 2)
provide a relevant partitioning of the outlier scores. The second component of
the mixture represents outliers with the highest score values.
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3 Experiments

In this section, we put our approach to work using both synthetic and real data
sets, in order to model the outlier scores produced by eight different outlier
detection algorithms: DB-outlier [5], kNN [6], weigthed kNN (wkNN) [7], LOF
[8], LDOF [9], OPTICS-OF [10], Reference-based [12], and INFLO [11]. In the
following, we describe the data sets that we have used, and then we report
the results of our experiments. Note that the implementation of all the outlier
detection algorithms considered in our experiments is available in the framework
ELKI2 [22].

3.1 Synthetic Data Sets

We used the generator implemented in ELKI to generate data sets that contain
normally clustered data with uniform background noise. Specifically, we gener-
ated three different data sets in 8-d space with clusters of different sizes and
densities. In each data set, we fixed the number of objects N to 1000, while the
percentage of outliers PO varies from 5 to 25 percent of N . Each generated data
is denoted by Synthetic PO.

3.2 Real Data Sets

It worth noting that there is a shortage of standard benchmark data which can
be used for the purpose of outlier detection. Most of publicly available labeled
data are primarily designed for classification and machine learning applications.
This makes the evaluation of the proposed method a challenging task. In view of
this, like other outlier detection studies [1], [9], we have adopted a principled way
of evaluating the approach presented in this paper. In this section, we saliently
illustrate the suitability of our method on real data sets taken from the UCI
Machine Learning Repository3. A brief description of the data sets that we have
used is given below.

Wisconsin Breast Cancer (WBC): This set originally contains 458 objects
labeled as Benign and 241 objects labeled as Malignant. The data has 10 integer-
valued dimensions. To produce a data set for use in outlier detection, the ma-
lignant class was randomly down sampled to 100. Note that the WBC data set
contains some objects with missing values. In our experiments, we have simply
ignored those objects. Thus, the final set contains 544 total points with 444 non-
outlier points (Benign) and 100 outlier points (Malignant). Such an approach to
produce data for use in outlier detection is adopted from previous studies [1], [9].
The same principle is also applied on the remaining real data sets used in our
experiments.

Pen-Based Recognition of Handwritten Digits (Pen Digits): This data
set contains 10 classes such that each class corresponds to a single digit between

2 http://elki.dbs.ifi.lmu.de/
3 http://archive.ics.uci.edu/ml/

http://elki.dbs.ifi.lmu.de/
http://archive.ics.uci.edu/ml/
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(a) DB-Outlier. (b) kNN. (c) LDOF.

(d) OPTICS-OF. (e) Reference-based. (f) INFLO.

Fig. 3. WBC: Density curves of the outlier scores

0 and 9. The data has 16 integer-valued dimensions. We regarded the class
corresponding to digit 0 as normal data. In our experiments, we used all 780
objects of the class corresponding to digit 0 as normal objects and we added
120 objects randomly selected from the remaining nine classes (corresponding
to digit 1 to 9) as outliers.

Image Segmentation (Image): This data set contains 7 classes namely Sky,
Brickface, Foliage, Cement, Window, Path and Grass. The data has 19 real-
valued dimensions. To produce data sets for use in outlier detection, we consid-
ered all 330 objects of the class Sky as normal objects and we randomly selected
80 objects from the remaining 6 classes and considered them as outliers.

3.3 Results

We applied DB-Outlier, kNN, wkNN, LOF, LDOF, OPTICS-OF, Reference-
based, and INFLO to each of the six data sets considered in our experiments.
We then used our approach to model the scores produced by each algorithm for
each data set. To this end, we set c max to 5 and then we selected the optimal
number of components that minimize BIC. We found that the optimal number
of components in a mixture varies from 2 to 3. For the purpose of illustration,
and due to space limits, we show in Fig. 3 the probability density function of the
outlier scores produced by DB-Outlier, kNN, LDOF, OPTICS-OF, Reference-
based and INFLO when they were applied to WBC only. In each subfigure of
Fig. 3, the beta component which represents large values of the outlier scores
corresponds to outliers.

In all the six data sets used in our experiments, data points have labels to
designate whether an object is an outlier or an inlier. We ignored these labels
when we have used our approach to model the outlier scores, but we have used
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(a) Synthetic data sets.

(b) Real data sets.

Fig. 4. Quality of results

them as ground truth to measure the accuracy of results. To this end, we used the
following two standard metrics: (1) True Positive rate (TP) which corresponds
to the ratio of the number of outliers correctly identified as outliers over the total
number of outliers and (2) False Positive rate (FP), the ratio of the number of
normal objects erroneously flagged as outliers over the total number of normal
objects. The results are summarized in Fig. 4. Here, it is important to note
that, in our experiments, we are more interested in illustrating the increase of
usability of different outlier detection methods that can be gained by applying
our approach rather than evaluating such methods for outlier detection. This
would be out of the scope of this study.

Results in Fig. 4(a) suggest that, after using our approach to model the scores
produced by the different algorithms, we are able to accurately identify most of
the outlier objects in both real and synthetic data sets. On synthetic data sets,
the average TP rate varies from 90.62% to 97.93%, while on real data sets the
average TP rate varies from 86.92% to 98.25%. From Fig. 4, we also note that a
certain number of normal objects were misclassified as outliers. In fact, as can be
seen from Fig. 4(a), the average FP rate achieved on synthetic data sets varies
from 0.23% to 3.16%. On real data sets, as depicted by Fig. 4(b), the average
FP rate varies from 2.76% to 6.43%.

Overall, the results presented in Fig. 4, suggest that, using the proposed ap-
proach, we are able to identify most the outliers on both synthetic and real data
sets, with the expense of also selecting a small number of non-outlier objects.
This demonstrates that the application of the proposed approach can clearly
increase the usability of outlier scores. In fact, our approach enhance the use of
existing outlier scoring methods by avoiding the use of ad hoc threshold values
or manual selection of outliers form a ranked list.
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4 Conclusion

In this paper, we devised a probabilistic approach to model outlier score distri-
butions. Specifically, we proposed a beta mixture model approach, and derived a
corresponding EM algorithm for parameter estimation. Our goal is to divide the
outlier scores into several components, so that the beta component that corre-
sponds to outliers is identified. To the best of our knowledge, no formal method
for analyzing the outlier scores, in order to automatically discriminate between
outliers and inliers, has yet been published. In our continuing research, we will
explore various extensions of the approach proposed in this paper. One interest-
ing possibility is to extend the proposed model in order to combine the results
obtained from different outlier scoring algorithms. Combining the outputs of
different algorithms could further discriminate between outliers and inliers and
therefore enhance the outlier detection accuracy.
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Abstract. Modern production utility clouds contain thousands of com-
puting and storage servers. Such a scale combined with ever-growing
system complexity of their components and interactions, introduces a
key challenge for anomaly detection and resource management for highly
dependable cloud computing. Autonomic anomaly detection is a crucial
technique for understanding emergent, cloud-wide phenomena and self-
managing cloud resources for system level dependability assurance. We
propose a new hybrid self-evolving anomaly detection framework using
one-class and two-class support vector machines. Experimental results
in an institute wide cloud computing system show that the detection ac-
curacy of the algorithm improves as it evolves and it can achieve 92.1%
detection sensitivity and 83.8% detection specificity, which makes it well
suitable for building highly dependable clouds.

Keywords: cloud computing, dependable computing, anomaly detec-
tion, classification, clustering.

1 Introduction and Related Work

Anomaly detection is an important problem that has been researched within
diverse research areas and application domains. Anomalies arise due to various
reasons such as mechanical faults, changes in system behavior, fraudulent be-
havior, human error and instrument error. Detection of anomalies can lead to
identification of system faults so that administrators can take preventive mea-
sures before they escalate and also may enable detection of new attacks. With
ever-growing complexity and dynamics of cloud computing systems, anomaly
detection is an effective approach to enhance system dependability [30]. Failure
predictions are the key to such techniques. It forecasts future failure occurrences
in cloud systems using runtime execution states of the system and the history
information of observed failures. It provides valuable information for resource
allocation, computation reconfiguration and system maintenance [22].
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The online detection of anomalous system behavior caused by operator errors
[23], hardware/software failures [28], resource over-/under-provisioning [18,19]
and similar causes is a vital element of operations in large-scale data centers and
cloud computing systems. Failure detection based on analysis of performance
logs has been the topic of numerous studies. Reference [16] provided an exten-
sive survey of anomaly detection techniques developed in machine learning and
statistical domains. Most often the task of failure detection can be solved by es-
timating a probability density of the normal data. For example, in [4] the density
is estimated by a Parzen density estimator, whereas in [25] a Gaussian distri-
bution is used. In [39], fault detection was modeled as a classification problem,
which was solved by convex programming.

Recently, data mining and statistical learning theories have received growing
attention for failure detection and failure management. These methods extract
failure patterns from systems’ normal behaviors, and detect abnormal observa-
tions based on the learned knowledge [26]. In [40] the authors presented several
methods to forecast failure events in IBM clusters. Reference [21] examined sev-
eral statistical methods for failure prediction in IBM Blue Gene/L systems and
[20] investigated meta-learning based method for improving failure prediction.
In [11], the authors developed a proactive failure management framework for
networked computing systems.

Other related work include [35] in which the authors presented Kahuna, an
approach that aims to diagnose performance problems in MapReduce systems.
Kahuna uses peer-similarity and the observation that a node behaving differ-
ently is likely culprit of a performance problem. Mantri, a system that monitors
tasks and culls outliers using cause- and resource-aware techniques was intro-
duced in [1]. Tiresias [41] is a system that makes black-box failure-prediction
possible by transparently gathering, and then identifying escalating anomalous
behavior in various node-level and system-level performance metrics. ALERT
[36] is an adaptive runtime anomaly prediction system which aims at raising
advance anomaly alerts to achieve just-in-time anomaly prevention. A stream-
based mining algorithm for online anomaly prediction was presented in [12]. The
scheme combines Markov models and Bayesian classification methods to predict
when a system anomaly will appear in the foreseeable future and what are the
possible anomaly causes. The authors in [13] explored a new predictive failure
management approach that employs online failure prediction to achieve more
efficient failure management than previous reactive or proactive failure manage-
ment approaches. The RACH algorithm was introduced in [15] which explores
the compactness property of the rare categories. It is based on an optimiza-
tion framework which encloses the rare examples by a minimum-radius hyper
ball. The SPIRIT system presented in [24] can incrementally find correlations
and hidden variables, summarize the key trends in the entire stream collection,
and be used to spot potential anomalies. A comprehensive list of references on
anomaly detection algorithms can be found in [7].

In contrast to classical reliability methods, our anomaly detection method is
based on runtime monitoring, current state of a system and the past experience
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as well. It is self-evolving in nature and it integrates classification and clustering
as a hybrid approach. The algorithm includes two components. One is detector
determination and the other is detector retraining and working data set selection.

There are several approaches for classification and clustering. Our preliminary
experiments show that support vector machines (SVM) and one-class support
vector machines ( or support vector data description (SVDD)) work very well.
Reference for SVM and one-class SVM can be seen in [3,32,37,38]. We will fo-
cus on these two methods and show how to use them together. An ensemble
incorporated with other methods, such as k-means, neural networks, Bayesian
networks, and rule based, can easily be designed using the same framework.

The paper is organized as follows. Section 2 provides an overview for a cloud
system and cloud metric (feature) extraction. Section 3 presents anomaly detec-
tion mechanism. Experimental results are included in Section 4. Conclusion and
remarks on future work are presented in Section 5.

2 Cloud Metric (Feature) Extraction

A metric (feature) in the runtime performance dataset refers to any individual
measurable variable of a cloud server or network being monitored. It can be a
statistic of usage of hardware, virtual machines, or cloud applications. In pro-
duction cloud computing systems, hundreds of performance metrics are usually
monitored and measured. The large metric dimension and the overwhelming
volume of cloud performance data make the data model extremely complex.
Moreover, the existence of interacting metrics and external environmental fac-
tors introduce measurement noises in the collected cloud performance data.

To achieve efficient and accurate failure detection, the first step is to extract
the most relevant performance metrics to characterize a cloud’s behavior and
health. This step transforms the cloud performance data to a new metric space
with only the most important attributes preserved. Given the input cloud perfor-
mance dataset D including L records of N metrics M = {mi, i = 1, . . . , N}, and
the classification variable c, metric extraction is to find from the N -dimensional
measurement space, RN , a subspace of n metrics (subset S), Rn, that optimally
characterizes c. For a two-class failure detection, the value of variable c can be
either 0 or 1 representing the “normal” or “failure” state. In a multi-class failure
detection, each failure type corresponds to a positive number that variable c can
take.

Anomaly Detector first extracts those metrics, which jointly have the highest
dependency on the class c. To achieve this goal, Anomaly Detector quantifies the
mutual dependence of a pair of metrics, saymi andmj . Their mutual information
(MI) [8] is defined as I(mi;mj) = H(mi)+H(mj)−H(mimj), where H(·) refers
to the Shannon entropy [33]. Metrics of the cloud performance data usually
take discrete values. The marginal probability p(mi) and the probability mass
function p(mi,mj) can be calculated using the collected dataset. The MI of mi

and mj is computed as I(mi;mj) =
∑

mi∈M

∑
mj∈M

p(mi,mj) log(
p(mi,mj)

p(mi)p(mj)
).

We choose the mutual information for metric extraction because of its capability
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of measuring any type of relationship between variables and its invariance under
space transformation.

Anomaly Detector applies two criteria to extract cloud metrics: finding the
metrics that have high relevance with the class c (maximal relevance criterion)
and have low mutual redundancy between each other (minimal redundancy cri-
terion). The metric relevance and redundancy are quantified as follows.

relevance = 1
|S|
∑

mi∈S I(mi; c), redundancy = 1
|S|2
∑

mi,mj∈S I(mi;mj),

(1)

where |S| is the cardinality of the extracted subset of cloud metrics S. The N
metrics in the metric setM defines a 2N search space. Finding the optimal metric
subset is NP-hard. To extract the near-optimal metrics satisfying Criteria (1),
we apply the incremental metric search algorithm [10].

From our experiments, we find the resulting subset S may still contains too
many cloud metrics. Therefore, we extract the cloud metrics further by applying
metric space separation to reduce the dimension. This is done by the independent
component analysis (ICA) method. ICA is particularly suitable for separating
a multivariate signal of the non-Gaussian source. Principal component analysis
(PCA) could be used for dimension reduction. But for this application, ICA
works better than PCA.

3 A Hybrid Anomaly Detection Mechanism

Our proposed hybrid anomaly detection framework includes two components.
The first one is detector determination. The detector is self-evolving and con-
stantly learning. For a newly collected data record, the detector will calculate an
abnormality score. If the score is below a threshold, a warning will be triggered,
possibly with the type of abnormality which may help a system administrator to
pin point the anomaly. The second component is detector retraining and work-
ing data set selection. The detector needs to be retrained when certain new data
records are included in the working data set. In addition, working data set selec-
tion is imperative since the size of available health-related data from large-scale
production systems may easily reach hundreds and even thousands giga-bytes.
The detector can not blindly use all available data. Metric selection and ex-
traction described in Section 2 work in a horizontal fashion while working data
selection is vertical or sequential. Clearly, all these components are important
and they will be orchestrated to achieve accurate and efficient real time anomaly
detection.

Without loss of generality, we assume the given cloud system is newly deployed
or managed. Health-related system status data, such as system logs, will be
gradually collected. The size of the data set will quickly grow from zero to
something very large. Initially, all the data records are normal. As time goes by,
a small percentage of abnormal records will appear. Those abnormal records can
be labeled according to their anomaly types.

At an early stage of the deployment of the anomaly detection mechanism,
the working data set includes only normal data. The detector will be a function
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generated by the one-class SVM. To be more specific, let D be the working data
set including N records xi ∈ Rm (i = 1, 2, ..., N). Let φ be a mapping from
Rm to a higher dimensional feature space where dot products can be evaluated
by some simple kernel functions: k(x, y) = 〈φ(x) · φ(y)〉 where 〈·〉 denotes the
inner product in the corresponding vector space. A common kernel function is

the Gaussian kernel k(x, y) = exp(− ‖x−y‖2

2σ2 ). The idea of one-class SVM is to
separate the data set from the origin by solving a minimization problem:

min
w,b,ξ

1

2
‖w‖2 − b+

1

νN

∑
i

ξi s.t. 〈w · φ(xi)〉 ≥ b − ξi and ξi ≥ 0 ∀ i

where w is a vector perpendicular to the hyperplane in the feature space, b is the
distance from the hyperplane to the origin, and ξi are soft-margin slack variables
to handle outliers. The parameter ν ∈ (0, 1) controls the trade-off between the
number of records in the data set mapped as positive by the decision function
f(x) = sgn(〈w · φ(x)〉 − b ) and having a small value of ‖w‖ to control model
complexity. In practice, the dual form is often solved. Let αi (i = 1, 2, ..., N)
be the dual variables. Then the decision function can be written in the dual
variables as f(x) = sgn(

∑
i αi k(xi, x) − b). A newly collected data record x

is predicted to be normal if f(x) = 1 and abnormal if f(x) = −1. One of the
advantages of the dual form is that the decision function can be evaluated by
using the simple kernel function instead of the expensive inner product in the
feature space. As the working data set grows, it will eventually contain some
abnormal records. In other words, two classes or multiple classes of data records
will be available. Therefore, SVM will become a natural choice for anomaly
detection since SVM is a powerful classification tool and has been successfully
applied to many applications. A soft-margin binary SVM can be formulated
using the slack variables ξi :

min
w,b,ξ

1

2
‖w‖2 − b+ C

∑
i

ξi s.t. yi(〈w · φ(xi)〉 + b) ≥ 1 − ξi, ξi ≥ 0 ∀ i

where C > 0 is a parameter to deal with misclassification and yi ∈ {+1, –1}
are given class labels. A data record xi is normal if the corresponding class label
yi = 1 and abnormal if yi = −1. Once again, a dual form is solved and the
decision function is f(x) = sgn(

∑
i αik(xi, x)+b). A newly collected data record

x could be predicted to be normal if f(x) = 1 and abnormal if f(x) = −1.
Multi-class classification can be done using binary classification.

3.1 Detector Determination

A challenge to SVM is that the working data set is often highly unbalanced: nor-
mal data records outnumber abnormal data records by big margin. Classification
accuracy of SVM is often degraded when applied to unbalanced data sets. How-
ever, as the percentage of abnormal data records increases, the performance of
SVM will improve. Our numerical experiments show that SVM starts to perform
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reasonably well for this particular unbalanced problem once the percentage of
abnormal data reaches 10%. Our detector is determined by combining one-class
SVM and SVM with a sliding scale weighting strategy. This strategy can easily
be extended to including other classification methods.

The weighting is based on two factors. One is credibility score and the other
is the percentage of abnormal data records in the working data set. The method
with a higher credibility score will weigh more and more weight will be given to
SVM as the percentage of abnormal data records increases. For a given method,
let a(t) denote the numbers of attempted predictions and c(t) denote the number
of correct predictions where t is any given time. The credibility score is defined
to be

s(t) =

{
c(t)
a(t) if a(t) > 0 and c(t)

a(t) > λ

0 if a(t) = 0 or c(t)
a(t) ≤ λ

where λ ∈ (0, 1) is a parameter of zero trust. A good choice is λ = 0.5. Let s1(t)
and s2(t) be the credibility scores of one-class SVM and SVM, respectively. Let
p(t) denote the percentage of abnormal data records in the working data set.
Suppose f1(x) is the decision function generated by one-class SVM and f2(x) is
generated by SVM where x is a newly collected data record at time t. Then the
combined decision function is given by

f(x) =

⎧⎨⎩
f1(x)s1(t) if p(t) = 0
1
2 (f1(x)s1(t) + f2(x)s2(t)) if p(t) ≥ θ

f1(x)s1(t)(1 − p(t)
2θ ) + f2(x)s2(t)(

p(t)
2θ ) if 0 < p(t) < θ

where θ ∈ (0, 1) is a parameter of trust on SVM related to the percentage of
abnormal data records. A reasonable choice is θ = 0.1. An anomaly warning is
triggered if f(x) is smaller than a threshold τ , say, τ = 0. When multiple labels
are available for abnormal data records, a multi-class SVM can be trained to
predict the type of anomaly if a new data record is abnormal.

3.2 Detector Retraining and Working Data Set Selection

Detector retraining and working data set selection are part of a learning process.
The basic idea is to learn and improve from mistakes and maintain a reasonable
size of the data set for efficient retraining. Initially, all data records are included
in the working data set to build up a good base to train the detector. Once
the data set reaches a certain size and the detection accuracy is stabilized, the
inclusion will be selective. A new data record x is included in the working data
set only if one or more of the following is true:

– The data record corresponds to an anomaly and p(t) < 0.5. It is ideal to
include more abnormal data records in the working data set but not too
many.

– One of the predictions by f1(x), f2(x), or f(x) is incorrect. The detector will
be retrained to learn from the mistake.
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Table 1. Definition of USV, BSV and NSV

Points Condition Details

USV 0 < αi < C unbounded (or margin) support vectors

BSV αi = C bounded support vectors (errors)

NSV αi = 0 non support vectors (within the sphere)

– The data record may change the support vectors for SVM. This happens
when the absolute value of (

∑
i αik(xi, x)+b) is less than 1, where we assume

f2(x) = sgn(
∑

i αik(xi, x)+ b). The detector will be adjusted to have better
detection accuracy.

The decision functions f1(x) and f2(x) will be retrained whenever one of the
predictions by f1(x) or f2(x) is incorrect. The retraining can be done quickly
since the size of the data set is well maintained. In addition, the solutions of the
old one-class SVM and SVM can be used as the initial guesses for the solutions
of the new problems. Solving one-class SVM and SVM is an iterative process.
Having good initial guesses will make the iterations converge fast to the new
solutions.

To update the working dataset, the trained data are partitioned into three
categories based on the KKT conditions which are explained in Table 1.

The computational complexity of an anomaly detection method can be pro-
portional to the size of dataset so the increment of data size may cause scale
problems in detector retraining. The spatial complexity can be even more serious
if all trained data have to be preserved.

To make detector retraining more scalable in a real large problem like utility
clouds, we need to remove useless data. In our approach, we exploit complexity
reduction method by removing useless data based on the sample margin [17].

Detector retraining of our anomaly detection algorithm is to find a new deci-
sion boundary considering only data trained up to present. Because all data are
not trained, the current data description is not optimal for whole dataset but
it can be considered as an optimal data description for trained data up to now.
We can eliminate every NSVs classified by the current hyperplane. However it
is risky because important data which have a chance to become USVs might be
removed as learning proceeds incrementally. In that case, the current hyperplane
may not converge to the optimal hyperplane.

Therefore we need to cautiously define removable NSVs using sample margin.
To handle the problem of removing data which become USVs, we choose data
whose sample margin is in the specific range as removable NSVs. As shown in
Figure 1, we select data in the region above the gray zone as removable NSVs.
The gray region is called the epsilon region. It is defined to preserve data which
may become USVs. A removable NSV is a data point x that satisfies the following
condition:

γ(x) − γ(SV ) ≥ ε(γmax − γ(SV ))
where ε ∈ (0, 1] is the user defined parameter, γ(SV ) is the sample margin of
a support vector which is on the boundary and γmax = maxi∈R γ(x). As in
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Fig. 1. The candidates of removable NSV and ∈ region

Figure 1, by preserving data in the ε region, an incremental detector retraining
using sample margin information can obtain the same data description as original
incremental anomaly detector with less computational and spatial load. The
parameter ε should be chosen between 0 and 1. In the extreme case when ε = 0,
all data lying on the upper side of the hyperplane will be candidates for removable
NSVs. That will make learning unstable. On the other extreme when ε = 1, we
can hardly select any removable NSVs. The effect of speeding up and storage
reduction will be meager.

4 Performance Evaluation

We have implemented a proof-of-concept prototype of our hybrid anomaly de-
tection system and tested it in a cloud computing environment on campus. In
this section, we present the experimental results.

4.1 Experiment Settings

The cloud computing system consists of 362 servers, which are connected by
gigabit Ethernet. The cloud servers are equipped with two to four Intel Xeon
or AMD Opteron cores and 2.5 to 8 GB of RAM. We have installed Xen 3.1.2
hypervisors on the cloud servers. The operating system on a virtual machine is
Linux 2.6.18 as distributed with Xen 3.1.2. Each cloud server hosts up to eight
VMs. A VM is assigned up to two VCPUs, among which the number of active
ones depends on applications. The amount of memory allocated to a VM is set
to 512 MB. We run the RUBiS [6] distributed online service benchmark and
MapReduce [9] jobs as cloud applications on VMs. The applications are submit-
ted to the cloud computing system through a web based interface. We have also
developed a fault injection program, which is able to randomly inject four major
types with 17 sub-types of faults to cloud servers. They mimic faults from CPU,
memory, disk, and network. We exploit the third-party monitoring tools, such
as SYSSTAT [34] to collect runtime performance data in Dom0 and a modified
PERF [27] to obtain the values of performance counters from the Xen hypervi-
sor on each cloud server. In total, 518 metrics are profiled 10 times per hour for
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one month (in summer 2011). They cover the statistics of every component of
a cloud server, including CPU usage, process creation, task switching activity,
memory and swap space utilization, paging and page faults, interrupts, network
activity, I/O and data transfer, power management, and more. In total, about
601.4 GB health-related performance data were collected and recorded from the
cloud in that time period. Among all the metrics, 112 of them display zero vari-
ance, which provides no contribution to failure detection. After removing them,
we have 406 non-constant metrics left.

4.2 Performance of Hybrid Anomaly Detection

We evaluate the performance of our anomaly detection framework by measuring
the detection sensitivity and specificity. Sensitivity = (detected failures)/(total
failures), Specificity = (detected normals)/(total normals).

Our anomaly detector identifies possible failures in the cloud performance
data. It adapts itself by learning the verified detection results and observed but
undetected failure events reported from the cloud operators. Figures 2 and 3
show anomaly detector’s adaptation of the data description contours for failure
detection (green and red stand for normal and anomaly class data respectively).

Fig. 2. Contours of decision function dur-
ing Adaptation-I

Fig. 3. Contours of decision function
during Adaptation-II

Less than 1% of the training data points are plotted in the figure for better
readability. From the figures, we can see as more verified detection results are
exploited, the contours become tighter, which improves the accuracy of failure
detection. Figure 4 shows that credibility of one and two class SVM gets stabi-
lize over period of time. Figure 5 depicts the detection performance after three
selected rounds of adaptation by hybrid anomaly detector I, II, and III, respec-
tively. Each adaptation phase is a result of multiple retraining sessions, because
although the learning performance improves with each retraining but it should
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be reported only when it is significant. Only three adaptations are selected for
better readability of the figure. After adaption III, detection performance gets
stabilizes and does not increase further. These adaptations are recorded at 2
sec, 20 sec, and 1.5 min of the algorithm’s execution. The figures show that both
the detection sensitivity and the detection specificity improve as the detector
adapts. After adaptation III is applied, the anomaly detector achieves 92.1%
detection sensitivity and 83.8% detection specificity. These results indicate that
our anomaly detector is well suitable for building dependable cloud comput-
ing systems. We have also compared our algorithm with failure detectors using
some advanced learning algorithms. Subspace Regularization [42] performs bet-
ter than other smoothness-based methods, including Gaussian Random Field [43]
and Manifold Regularization [2]. In our experiments, the failure detector using
Subspace Regularization achieves 67.8% sensitivity. The ensemble of Bayesian
sub-models and decision tree classifiers that we proposed in[14] could only have
72.5% detection sensitivity. Our anomaly detector can achieve 92.1% detection
sensitivity and 83.8% detection specificity, which are much higher than the other
detectors.
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5 Conclusions

These days large-scale and complex cloud computing systems are susceptible to
software and hardware failures and human mistakes, which significantly affect the
cloud dependability and performance. In this paper, we employ Hybrid Anomaly
Detection mechanism based on 1-class and 2-class SVM for adaptive failure
detection. Different from other failure detection approaches, it does not require
a prior failure history and it can self-adapt by learning from observed failure
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events at runtime. Thereby, it is capable of finding failures not yet seen in the
past. Based on the cloud performance data, it detects possible failures, which
are verified by the cloud operators. We note that even with the most advanced
learning methods, the accuracy of failure detection cannot reach 100%. Reactive
approaches, such as checkpointing and redundant execution, should be included
to handle mis-detections. We plan to integrate the proactive and reactive failure
management approaches to achieve even higher cloud dependability.
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Abstract. Fast convergence speed is a desired property for training
topic models such as latent Dirichlet allocation (LDA), especially in on-
line and parallel topic modeling algorithms for big data sets. In this
paper, we develop a novel and easy-to-implement residual belief propa-
gation (RBP) algorithm to accelerate the convergence speed for training
LDA. The proposed RBP uses an informed scheduling scheme for asyn-
chronous message passing, which passes fast convergent messages with a
higher priority to influence those slow convergent messages at each learn-
ing iteration. Extensive empirical studies confirm that RBP significantly
reduces the training time until convergence while achieves a much lower
predictive perplexity than several state-of-the-art training algorithms for
LDA, including variational Bayes (VB), collapsed Gibbs sampling (GS),
loopy belief propagation (BP), and residual VB (RVB).

Keywords: Topic modeling, residual belief propagation, latent Dirichlet
allocation, fast convergence speed.

1 Introduction

Probabilistic topic modeling [1] is an important problem in machine learning
and data mining. As one of the simplest topic models, latent Dirichlet alloca-
tion (LDA) [2] requires multiple iterations of training until convergence. Recent
studies confirm that the convergence speed determines the efficiency of topic
modeling for big data sets. For example, online topic modeling algorithms [3]
partition the entire data set into many small mini-batches, and optimize se-
quentially each mini-batch until convergence. Another example lies in parallel
topic modeling algorithms [4], which optimize the distributed data sets until
convergence and then communicate/synchronize the global topic distributions.
Therefore, the faster convergence speed leads to the faster online and parallel
topic modeling algorithms for big data sets.

Recent training algorithms for LDA can be broadly categorized into varia-
tional Bayes (VB) [2], collapsed Gibbs sampling (GS) [5] and loopy belief prop-
agation (BP) [6]. We can interpret VB, GS and BP within a unified message
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passing framework, which infers the posterior distribution of topic label for
the word referred to as message, and estimates parameters by the iterative
expectation-maximization (EM) algorithm according to the maximum-likelihood
criterion [7]. They mainly differ in the E-step of EM algorithm for message up-
date equations. For example, VB is a synchronous variational message pass-
ing algorithm [8], which updates variational messages by complicated digamma
functions, slowing down the overall training speed [9,6]. In contrast, GS updates
messages by discrete topic labels randomly sampled from the message in the pre-
vious iteration. Obviously, the sampling operation does not keep all uncertainties
encoded in the previous messages. In addition, such a Markov chain Monte Carlo
(MCMC) sampling process often requires more iterations until convergence. To
avoid sampling, BP directly uses the previous messages to update the current
messages. Such a deterministic process often takes the less number of iterations
than GS to achieve convergence. According to a recent comparison [6], VB re-
quires around 100 iterations, GS takes around 300 iterations and synchronous
BP (sBP) needs around 170 iterations to achieve convergence in terms of training
perplexity [2], which is a widely-used performance metric to compare different
training algorithms of LDA [3,9].

In this paper, we develop a residual belief propagation (RBP) [10] algorithm
to accelerate the convergence speed of topic modeling. Compared with sBP,
RBP uses an informed scheduling strategy for asynchronous message passing,
in which it efficiently influences those slow-convergent messages by passing fast-
convergent messages with a higher priority. Through dynamically scheduling
the order of message passing based on the residuals of two messages resulted
from successive iterations, RBP in theory converges significantly faster and more
often than general synchronous BP on cluster/factor graphs [10]. This paper
studies RBP for probabilistic topic modeling, and demonstrates RBP’s fast con-
vergence speed for training LDA. Although jumping from synchronous BP to
RBP is a simple idea on inference for general cluster/factor graphs [10], the
RBP for training specific hierarchical Bayesian models such as LDA remains
largely unexplored, especially the RBP’s convergence property on LDA. Exten-
sive experimental results demonstrate that RBP in most cases converges fastest
while reaches the lowest predictive perplexity when compared with other state-
of-the-art training algorithms, including VB [2], GS [5], sBP [6], and residual
VB (RVB) [11,12].

Similar to the proposed RBP, residual VB (RVB) algorithms for LDA [11,12]
have also been proposed from a matrix factorization perspective. Because VB is
in nature a synchronous message passing algorithm, it does not have the direct
asynchronous residual-based message passing counterpart. So, RVB is derived
from online VB (OVB) algorithms [3], which divide the entire documents into
mini-batches. Through dynamically scheduling the order of mini-batches based
on residuals, RVB is often faster than OVB to achieve the same training per-
plexity. Indeed, there are several major differences between RVB and the pro-
posed RBP. First, it is obvious that they are derived from different OVB and
sBP algorithms, respectively. While OVB can converge to the VB’s objective
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Fig. 1. (A) Hypergraph representation for the collapsed LDA and (B) message passing
on hypergraph

function, it practically involves complicated digamma functions for biases and
the slowness [9,6]. Second, RVB randomly generates a subset of mini-batches
from a complicated residual distribution for training, while the proposed RBP
simply sorts residuals in a descending order for either documents or vocabulary
words. Notice that the random sampling process often misses those important
mini-batches with largest residuals, but the sorting technique ensures to locate
those top documents or vocabulary words with largest residuals. Because larger
residuals correspond to more efficiency [11,12], our simple sorting technique in
RBP is more efficient than the random sampling strategy in RVB.

2 Synchronous Belief Propagation (sBP) for LDA

Webegin by briefly reviewing the sBPalgorithm for training the collapsedLDA [6].
The probabilistic topic modeling task can be interpreted as a labeling problem, in
which the objective is to assign a set of thematic topic labels, zW×D = {zkw,d}, to
explain the observed elements in document-word matrix, xW×D = {xw,d}. The
notations 1 ≤ w ≤ W and 1 ≤ d ≤ D are the word index in vocabulary and the
document index in corpus. The notation 1 ≤ k ≤ K is the topic index. The nonzero
element xw,d �= 0 denotes the number of word counts at the index {w, d}. For each
word token, there is a topic label zkw,d,i = {0, 1},

∑K
k=1 z

k
w,d,i = 1, 1 ≤ i ≤ xw,d,

so that the topic label for the word index {w, d} is zkw,d =
∑xw,d

i=1 zkw,d,i/xw,d. After
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integrating out the document-specific topic proportions θd(k) and topic distribu-
tion over vocabulary words φw(k) in LDA, we obtain the joint probability of the
collapsed LDA [13],

p(x, z;α, β) ∝
∏
d

∏
k

Γ

(∑
w

xw,dz
k
w,d + α

)
×

∏
w

∏
k

Γ

(∑
d

xw,dz
k
w,d + β

)
×

∏
k

Γ

(∑
w,d

xw,dz
k
w,d +Wβ

)−1

, (1)

where Γ (·) is the gamma function, and {α, β} are fixed symmetric Dirichlet
hyperparameters [5]. The best topic labeling configuration z∗ is obtained by
maximizing (1) in terms of z. The joint probability (1) can be represented by
the factor graph [14], which facilitates the loopy belief propagation (BP) for ap-
proximate inference [6]. The factor graph is an example of the hypergraph [15],
because the factor nodes can be replaced by the hyperedges. In the following
section, we briefly review BP for training LDA using the novel hypergraph
representation.

2.1 Hypergraph Representation

Fig. 1A shows the hypergraph for the joint probability (1). There are three types
of hyperedges {θd, φw, γk} denoted by the yellow, green and red rectangles, re-
spectively. For each column of zW×D, the hyperedge θd, which corresponds to
the first term in (1), connects the variable zkw,d with the subset of variables zk−w,d

and the hyperparameter α within the document d. For each row of zW×D, the
hyperedge φw, which corresponds to the second term in (1), connects the vari-
able zkw,d with the subset of variables zkw,−d and the hyperparameter β at the
same word w in the vocabulary. Finally, the hyperedge γk, which corresponds
to the third term in (1), connects the variables zkw,d with all other variables

zk−w,−d and the hyperparameter β on the same topic k. The notations −w and
−d denote all word indices except w and all document indices except d, and the
notations zk−w,d, z

k
w,−d and zk−w,−d represent all neighboring labeling configura-

tions through three types of hyperedges {θd, φw, γk}, respectively. Therefore, the
hypergraph can completely describe the local dependencies of the topic configu-
ration z in (1).

2.2 Message Passing

Fig. 1B shows that the variable zkw,d is influenced by the subsets of neighboring

variables {zk−w,d, z
k
w,−d, z

k
−w,−d} through three types of hyperedges {θd, φw, γk}.

For a better illustration, we do not show the hyperparameters {α, β} in Fig. 1B.
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BP [6] is an approximate inference method that calculates the posterior probabil-
ity, μw,d(k) = p(zkw,d, xw,d|zk−w,−d,x−w,−d), referred to as message. The message

can be normalized efficiently using a local computation, i.e.,
∑K

k=1 μw,d(k) =
1, 0 ≤ μw,d(k) ≤ 1. According to the Bayes’ rule and the joint probability (1),
we obtain

p(zkw,d, xw,d|zk−w,−d,x−w,−d) =
p(zkw,d,xw,d)

p(zk−w,d,x−w,d)

∝
Γ (
∑

w xw,dz
k
w,d + α)

Γ (
∑

w x−w,dzk−w,d + α)
×

Γ (
∑

d xw,dz
k
w,d + β)

Γ (
∑

d xw,−dzkw,−d + β)
×

Γ (
∑

w,d x−w,−dz
k
−w,−d +Wβ)

Γ (
∑

w,d xw,dzkw,d +Wβ)
. (2)

According to Fig. 1B, the first term of (2) is the message μθd→zk
w,d

, the sec-

ond term is the message μφw→zk
w,d

, and the third term is the message μγk→zk
w,d

through three types of hyperedges {θd, φw, γk}, respectively. Thus, the message
μw,d(k) is proportional to the product of three incoming messages [16],

μw,d(k) ∝ μθd→zk
w,d

× μφw→zk
w,d

× μγk→zk
w,d

. (3)

From (3) and the property Γ (x+1) = xΓ (x), we obtain the approximate message
update equation [6],

μw,d(k) ∝
[μ−w,d(k) + α] × [μw,−d(k) + β]

μ−w,−d(k) +Wβ
, (4)

where

μ−w,d(k) =
∑
−w

x−w,dμ−w,d(k), (5)

μw,−d(k) =
∑
−d

xw,−dμw,−d(k), (6)

μ−w,−d(k) =
∑

−w,−d

x−w,−dμ−w,−d(k). (7)

After updating (4), we normalize messages locally by the normalization

factor Z =
∑K

k=1 μw,d(k). The normalization of each message requires K it-
erations. Messages are passed until convergence or the maximum number of
iterations is reached. Using the converged messages, we can estimate the
document-specific topic proportion θd and the topic distribution over vocabulary
φw by the expectation-maximization (EM) algorithm [13],

θd(k) =
μ·,d(k) + α∑
k[μ·,d(k) + α]

, (8)

φw(k) =
μw,·(k) + β∑
w[μw,·(k) + β]

. (9)
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The synchronous schedule fs updates all messages (4) in parallel simultaneously
at iteration t based on the messages at previous iteration t − 1:

fs(μt−1
1,1 , . . . , μ

t−1
W,D) = {f(μt−1

−1,−1), . . . , f(μ
t−1
−w,−d) . . . , f(μ

t−1
−W,−D)}, (10)

where fs is the message update function (4) and μ−w,−d is all set of messages
excluding μw,d.

3 Residual Belief Propagation (RBP) for LDA

The asynchronous schedule fa updates the message of each variable in a certain
order, which is in turn used to update other neighboring messages immediately
at each iteration t:

fa(μt−1
1,1 , . . . , μ

t−1
W,D) = {μt

1,1, . . . , f(μ
t,t−1
−w,−d), . . . , μ

t−1
W,D}, (11)

where the message update equation f is applied to each message one at a time
in some order. The basic idea of RBP for LDA is to select the best updating
order based on the messages’ residuals rw,d, which are defined as the p-norm of
difference between two message vectors at successive iterations,

rw,d = xw,d‖μt
w,d − μt−1

w,d‖p, (12)

where xw,d is the number of word counts. For simplicity, we choose the L1 norm
with p = 1. In practice, the computational cost of sorting (12) is very high
because we need to sort all non-zero residuals rw,d in the document-word matrix
at each learning iteration. Obviously, this scheduling cost is expensive in case of
large-scale data sets. Alternatively, we may accumulate residuals based on either
document or vocabulary indices,

rd =
∑
w

rw,d, (13)

rw =
∑
d

rw,d. (14)

These residuals can be computed during message passing process at a negligi-
ble computational cost. For large-scale data sets, we advocate (14) because the
vocabulary size is often a fixed number W independent of the number of docu-
ments D. So, initially sorting rw requires at most a computational complexity of
O(W logW ) using the standard quick sort algorithm. If the successive residuals
are in almost sorted order, only a few swaps will restore the sorted order by
the standard insertion sort algorithm, thereby saving time. In our experiments
(not shown in this paper due to the page limit), RBP based on (14) uses little
computational cost to sort rw while retains almost the same convergence rate as
that of sorting (12). We see that Eq. (13) is also useful for small-scale data sets,
because in this case D < W as shown in Table 1.
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input : x, K, T, α, β.
output : θd, φw.
μ1

w,d(k)← random initialization and normalization;1

W1 ← random order;2

for t← 1 to T do3

for w ∈ Wt do4

for d← 1 to D, k ← 1 to K , xw,d �= 0 do5

μt+1
w,d(k) ∝6
µt

−w,d(k)+α
∑

k[µt
−w,d(k)+α]

× µt
w,−d(k)+β

∑
w[µt

w,−d(k)+β]
;

μt+1
w,d(k)← normalize(μt+1

w,d(k));7

end8

rt+1
w ←∑

d

∑
k xw,d|μt+1

w,d(k)− μt
w,d(k)|;9

end10

if t = 1 then11

Wt+1 ← quick sort(rt+1
w , ’descending’);12

else13

Wt+1 ← insertion sort(rt+1
w , ’descending’);14

end15

end16

θd(k)← [µT
·,d(k) + α]/

∑
k[µT

·,d(k) + α];17

φw(k)← [µT
w,·(k) + β]/

∑
w[µT

w,·(k) + β];18

Fig. 2. The RBP algorithm for LDA

Fig. 2 summarizes the proposed RBP algorithm based on (14), which will be
used in the following experiments. First, we initialize messages randomly and
normalize them locally (Line 1). Second, we start a random order of w ∈ W1

(Line 2) and accumulate residuals rt+1
w during message updating (Line 9). At

the end of each learning iteration t, we sort rt+1
w in the descending order to refine

the updating order w ∈ Wt+1 (Line 12 or 14). Finally, after 1 ≤ t ≤ T iterations,
RBP stops and estimates two multinomial parameters {θ, φ} (Line 17 to 18). In-
tuitively, the message residuals reflect the convergence speed of message updat-
ing. The larger message residuals correspond to the faster-convergent messages.
In the successive learning iterations, RBP always start passing fast-convergent
messages with a higher priority in the order Wt+1. Because the asynchronous
message passing influences the current message updating by the previous mes-
sage updating, passing the fast-convergent messages will speed up the conver-
gence of those slow-convergent messages. In conclusion, it is more efficient to
pass a message whose current value is quite different from its previous value,
while passing a message whose current value is very similar to its value in the
previous iteration is almost redundant.

We demonstrate that the RBP algorithm in Fig. 2 has a faster convergence
rate than sBP [6] for training LDA. We assume that the message update equation
f in (4) a contraction function under some norm [10], so that

‖μt − μ∗‖ ≤ γ‖μt−1 − μ∗‖, (15)

for some global contraction factor 0 ≤ γ ≤ 1. Eq. (15) guarantees that the mes-
sages μt = {μt

1,1, . . . , μ
t
W,D} will converge to a fixed point μ∗ = {μ∗

1,1, . . . , μ
∗
W,D}
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in the synchronous schedule (10). This assumption often holds true for sBP in
training the collapsed LDA [6] based on the cluster/factor graphical represen-
tation [17]. According to [10], the asynchronous schedule (11) will also converge
to a fixed point μ∗ if f is a contraction mapping and for each message μw,d(k),
there is a finite time interval, so that the message update equation f is executed
at least once in this time interval. As a result, the RBP algorithm in Fig. 2 will
converge to a fixed point μ∗ as sBP.

To speed up convergence in the asynchronous schedule (11), we choose to
update the message μw,d so as to minimize the largest distance ‖μt

w,d−μ∗
w,d‖ first.

However, we cannot directly measure the distance between a current message
and its unknown fixed point value. Alternatively, we can derive a bound on this
distance that can be calculated easily. Using the triangle inequality, we obtain

‖μt
w,d − μt−1

w,d‖ = ‖μt
w,d − μ∗

w,d + μ∗
w,d − μt−1

w,d‖
≤ ‖μt

w,d − μ∗
w,d‖ + ‖μt−1

w,d − μ∗
w,d‖

≤ γ‖μt−1
w,d − μ∗

w,d‖ + ‖μt−1
w,d − μ∗

w,d‖
= (1 + γ)‖μt−1

w,d − μ∗
w,d‖. (16)

According to (15) and (16), we derive the bound (17) as follows

‖μt
w,d − μ∗

w,d‖ ≤ γ‖μt−1
w,d − μ∗

w,d‖
= ‖μt−1

w,d − μ∗
w,d‖ − (1 − γ)‖μt−1

w,d − μ∗
w,d‖

≤ ‖μt−1
w,d − μ∗

w,d‖ − 1 − γ

1 + γ
‖μt

w,d − μt−1
w,d‖. (17)

which is bounded by some fraction (less than 1) of the difference between the
message before and after the update ‖μt

w,d − μt−1
w,d‖. Because we do not know

the fixed point μ∗
w,d in (17), alternatively, we can maximize the corresponding

difference ‖μt
w,d − μt−1

w,d‖ in order to minimize ‖μt
w,d − μ∗

w,d‖. Notice that the
difference is the definition of the message residual (12). Therefore, if we always
update and pass messages in the descending order of residuals (12) dynamically,
the RBP algorithm in Fig. 2 will converge faster to the fixed point μ∗ than
sBP [6] for training LDA.

4 Experimental Results

We carry out experiments on six publicly available data sets: 1) 20 newsgroups
(NG20)1, 2) BLOG [17], 3) CORA [18], 4) MEDLINE [19], 5) NIPS [20], and
6) WEBKB2. Table 1 summarizes the statistics of six data sets, where D is
the total number of documents in the corpus, W is the number of words in the
vocabulary, Nd is the average number of word tokens per document, and Wd is

1 people.csail.mit.edu/jrennie/20Newsgroups
2 csmining.org/index.php/webkb.html

people.csail.mit.edu/jrennie/20Newsgroups
csmining.org/index.php/webkb.html
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Table 1. Statistics of six document data sets

Data set D W Nd Wd

NG20 7505 61188 239 129
BLOG 5177 33574 217 149
CORA 2410 2961 57 43
MEDLINE 2317 8918 104 66
NIPS 1740 13649 1323 536
WEBKB 7061 2785 50 29
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Fig. 3. Training perplexity as a function of the number of iterations when K = 10

the average number of word indices per document. All subsequent figures show
results on six data sets in the above order. We compare RBP with three state-
of-the-art approximate inference methods for LDA including VB [2], GS [5], and
sBP [6] under the same fixed hyperparameters α = β = 0.01. We use MATLAB
C/C++ MEX-implementations for all these algorithms [21], and carry out the
experiments on a desktop computer with CPU 2.4GHz and RAM 4G.

Fig. 3 shows the training perplexity [9] at every 10 iterations in 1000 iterations
when K = 10 for each data set. All algorithms converge to a fixed point of train-
ing perplexity within 1000 iterations. Except the NIPS set, VB always converges
at the highest training perplexity. In addition, GS converges at a higher perplex-
ity than both sBP and RBP. While RBP converge at almost the same training
perplexity as sBP, it always reaches the same perplexity value faster than sBP.
Generally, the training algorithm converges when the training perplexity differ-
ence at two consecutive iterations is below a threshold. In this paper, we set the
convergence threshold to 1 because the training perplexity decreases very little
after this threshold is satisfied in Fig. 3.

Fig. 4 illustrates the number training iterations until convergence on each data
set for different topics K ∈ {10, 20, 30, 40, 50}. The number of iterations until
convergence seems insensitive to the number of topics. On the BLOG, CORA
and WEBKB sets, VB uses the minimum number iterations until convergence,
consistent with the previous results in [6]. For all data sets, GS consumes the
maximum number of iterations until convergence. Unlike the deterministic mes-
sage updating in VB, sBP and RBP, GS uses the stochastic message updat-
ing scheme accounting for the largest number of iterations until convergence.
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Fig. 4. The number of training iterations until convergence as a function of number of
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Fig. 5. Training time until convergence as a function of number of topics

Although sBP costs the less number of iterations until convergence than GS, it
still uses the much more number of iterations than VB. By contrast, through
the informed dynamic scheduling for asynchronous message passing, RBP on
average converges more rapidly than sBP for all data sets. In particular, on the
NG20, MEDLINE and NIPS sets, RBP on average uses a comparable or even
less number of iterations than VB until convergence.

Fig. 5 shows the training time in seconds until convergence on each data set
for different topics K ∈ {10, 20, 30, 40, 50}. Surprisingly, while VB usually uses
the minimum number iterations until convergence, it often consumes the longest
training time for these iterations. The major reason may be attributed to the
time-consuming digamma functions in VB, which takes at least triple more time
for each iteration than GS and sBP. If VB removes the digamma functions, it
runs as fast as sBP. Because RBP uses a significantly less number of iterations
until convergence than GS and sBP, it consumes the least training time until
convergence for all data sets in Fig. 5.

We also examine the predictive perplexity of all algorithms until convergence
based on a ten-fold cross-validation. The predictive perplexity for the unseen test
set is computed as that in [9]. Fig. 6 shows the box plot of predictive perplexity
for ten-fold cross-validation when K = 50. The plot produces a separate box for
ten predictive perplexity values of each algorithm. On each box, the central mark
is the median, the edges of the box are the 25th and 75th percentiles, the whiskers
extend to the most extreme data points not considered outliers, and outliers
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Fig. 6. Predictive perplexity for ten-fold cross-validation when K = 50
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Fig. 7. The number of training iterations until convergence for ten-fold cross-validation
when K = 50

are plotted individually by the red plus sign. Obviously, VB yields the highest
predictive perplexity, corresponding to the worst generalization ability. GS has a
much lower predictive perplexity than VB, but it has a much higher perplexity
than both sBP and RBP. The underlying reason is that GS samples a topic label
from the messages without retaining all possible uncertainties. The residual-
based scheduling scheme of RBP not only speeds up the convergence rate of
sBP, but also slightly lowers the predictive perplexity. The reason is that RBP
updates fast-convergent messages to efficiently influence those slow-convergent
messages, reaching fast to the local minimum of the predictive perplexity.

Figs. 7 and 8 illustrate the box plots for the number of iterations and the
training time until convergence for ten-fold cross-validation when K = 50. Con-
sistent with Figs. 4 and 5, VB consumes the minimum number of iterations, but
has the longest training time until convergence. GS has the maximum number of
iterations, but has the second longest training time until convergence. Because
RBP improves the convergence rate over sBP, it consumes the least training time
until convergence.

To measure the interpretability of inferred topics, Fig. 9 shows the top ten
words of each topic when K = 10 on CORA set using 500 training iterations.
We observe that both sBP and RBP can infer almost the same topics as other
algorithms except the topic one, where sBP identifies the “pattern recognition”
topic but RBP infers the “parallel system” topic. It seems that both sBP and
RBP obtain slightly more interpretable topics than GS and VB especially in topic
four, where “reinforcement learning” is closely related to “control systems”. For
other topics, we find that they often share the similar top ten words but with
different ranking orders. More details on subjective evaluation for interpretability
of topics can be found in [22]. However, even if GS and VB yield comparably
interpretable topics as RBP, we still advocate RBP because it consumes less
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Fig. 8. Training time until convergence for ten-fold cross-validation when K = 50

training time until convergence while reaches a much lower predictive perplexity
value.

We also compare RBP with other residual-based techniques for training LDA
such as RVB [11,12]. It is not easy to make a fair comparison because RBP is
an offline learning but RVB is an online learning algorithm. However, using the
same data sets WEBKB and NG20 [11], we can approximately compare RBP
with RVB using the training time when the predictive perplexity converges.
When K = 100, RVB converges at the predictive perplexity 600 using 60 sec-
onds training time on WEBKB, while it converges at the predictive perplexity
1050 using 600 seconds training time on NG20 [12]. With the same experimental
settings as RVB (hyperparameters α = β = 0.01), RBP achieves the predictive
perplexity 540 using 35 seconds for training on WEBKB, while it achieves the
predictive perplexity 1004 using 420 seconds for training on NG20. The signifi-
cant speedup is because RVB involves relatively slower digamma function com-
putations, and adopts a more complicated sampling method based on residual
distributions for dynamic scheduling.

5 Conclusions

This paper presents a simple but effective RBP algorithm for training LDA with
fast convergence speed. Using the dynamic residual-based scheduling scheme,
we demonstrate that RBP significantly improves the convergence rate of sBP
but adding only an affordable scheduling cost for large-scale data sets. On six
publicly available data sets, RBP reduces around 50 ∼ 100 training iterations
until convergence, while achieves a relatively lower predictive perplexity than
sBP [6]. For the ten-fold cross-validation on six publicly available document sets
when K = 50, RBP on average reduces 63.7% and 85.1% training time until
convergence than two widely-used GS [5] and VB [2] algorithms, respectively.
Meanwhile, it on average achieves 8.9% and 22.1% lower predictive perplexity
than GS and VB, respectively. Compared with other residual techniques like
RVB [11,12], RBP reduces around 30% ∼ 50% training time to achieve a much
lower predictive perplexity. Although RBP is a simple extension of sBP [6] by
introducing the dynamic scheduling for message passing, its theoretical basis and
strong experimental results in this paper will support its promising role in the
probabilistic topic modeling field. In our future work, we shall develop online [23]
and parallel topic modeling algorithms [24] based on the proposed RBP.
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Fig. 9. Top ten words of K = 10 topics for GS (blue), VB (red), sBP (green) and RBP
(black) on CORA set
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Abstract. In this paper, we introduce a generative model named Author-Topic-
Community (ATC) model which can infer authors’ interests and their community
structure at the same time based on the contents and citation information of a doc-
ument corpus. Via the mutual promotion between the author topics and the author
community structure introduced in the ATC model, the robustness of the model
towards cases with spare citation information can be enhanced. Variational infer-
ence is adopted to estimate the model parameters of ATC. We performed evalua-
tion using both synthetic data as well as a real dataset which contains SIGKDD
and SIGMOD papers published in 10 years. By constrasting the performance of
ATC with some state-of-the-art methods which model authors’ interests and their
community structure separately, our experimental results show that 1) the ATC
model with the inference of the authors’ interests and the community structure
integrated can improve the accuracy of author topic modeling and that of author
community discovery; and 2) more in-depth analysis of the authors’ influence can
be readily supported.

Keywords: graphical model, community discovery, user modeling.

1 Introduction

People relation information has been made widely available due to the recent devel-
opment of online social media sites like twitter, digg, and digital libraries of scientific
literature. This makes user modeling using data mining techniques highly viable. Com-
pared with the number of individuals considered, people relation information is usually
sparse. it is common that like-minded individuals or people with shared expertises are
only partially marked. Open research issues include (1) how to infer individuals’ inter-
est or expertise, and (2) how to discover the hidden community structure.

While user expertise modeling and community discovery have been widely studied
in recent years, the two issues are usually treated independently. For instance, the Au-
thor Topic (AT) model is a representative example which adopts the generative model
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approach to model author interests as the inferred topics embedded in documents [1]. It
does not consider the community structure of the authors, which usually is useful and
important. Take Twitter as an example. Suppose user A posts just a few sports related
messages but retweets a lot of messages from user B who is a big fan of sports. Without
considering the social relationships as reflecting by the retweeting, user A’s interest in
sport cannot be derived. Meanwhile, many efforts have been devoted to community dis-
covery based on the social links among users [2]. Also, the LDA based topic modeling
method have been extended to model both the documents’ topics and their links defined
based on co-authorship and/or citation relations [3,4]. While these methods are effective
for analysing topics and community for documents, and sometimes do consider authors
interests as well [4], author community structure is seldom explicitly considered and
modeled.

In this paper, we propose the Author-Topic-Community (ATC) model to address the
two aforementioned research issues. The ATC model is designed to uncover author
interests and at the same time the author community structure via a unified mutual pro-
motion process. In particular, we hypothesize that the linkage between two authors can
be inferred from not only the fact that they author documents with shared topics but also
the community structure tying them close. The design of the model is inspired from the
Author Topic (AT) model [1] and the Topic-Link LDA (TLLDA) model [3]. Each author
is associated with two multinomial distributions over topics and communities respec-
tively and each word is assigned to a multinomial distribution over author interests. The
words in documents and links among authors are modeled as a joint probability distribu-
tion. We estimate the model parameters using the variational Expectation-Maximization
(EM) approach. For perfomance evaluation, we apply the ATC model to both synthetic
datasets and a real dataset of DBLP research papers and compare its performance with
the AT model and the TLLDA model which consider author interests and author com-
munities separately. The experimental results obtained show that the ATC model out-
performs the AT model and the TLLDA model. At the same time, ATC can discover
community structure and themes, as well as the authors’ individual interests.

The remaining of the paper is organized as follows. Section 2 reviews some related
works. The ATC model is presented in Section 3. Section 4 describes in the model
inference and parameter estimation steps. Experiments and evaluation results are given
in Section 5. Section 6 concludes the paper.

2 Related Work on Topic Modeling

In the literature, a number of latent variable models have been proposed for analyzing
documents. Latent Dirichlet Allocation (LDA) [5] models a document as a mixture of
topics and each word in a document obeys a multinomial distribution over the topics.
Nallapati et al. [6] proposed Linked-LDA model which governs link generation on the
basis of LDA. Mei et al. [7] presented a TMN model which can uncover topics in the
text and maps a topic onto a community. Topic-Link LDA model [3] represents a gen-
erative process for both documents and links. It assumes that both topics for documents
and community relations for authors determine the generation for a link between two
documents. However, the interests of the authors are not inferred. Author topic model
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(a) (b) (c)

Fig. 1. (a) AT model (b) TLLDA model (c) ATC model

(ATM) [1] is one of the early attempts to model author interests as a distribution of
topics. It assumes that each word obeys a multinomial distribution defined over top-
ics which are associated with specific authors. Bhattacharya et al. [8] extended the AT
model to recommend references to authors on the basis of author interests. By consider-
ing the citation ties of authors, Shiozaki et al. [9] proposed an entity-entity relationship
model to represent the generative process for topic and named-entities in articles. Tu et
al. [10] and Kataria et al. [4] proposed Citation Author Topic (CAT) model and Author
Link Topic (ALT) model to represent author interests and topic influences among cited
authors at the same time. These models assume that the cited network indicates how the
authors of the cited document have influenced the contributions of the citing authors.
However, none of them considered the author community.

3 Generative Models Relating Authors’ Interests and Their
Community Structure

In this section, we first present two generative models mostly related to the ATC model,
namely the Author-Topic model and Topic-Link LDA model. Then, we describe in
detail the proposed ATC model and the related parameter estimation methods.

3.1 Author-Topic Model

The Author Topic (AT) model [1] extends the Latent Dirichlet Allocation (LDA) model
to infer authors’ interests as mixtures of probability distributions over topics based on
the documents they authored, as shown in Figure 1(a). It is designed so that the process
of generating a document is based on topics of words which is in turn affected by the
interests of the authors, thus also called authors’ topics. Suppose a set of authors, ad,
want to write a document d. The generative process of the AT model is as follow:
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For each document d in a corpus D:

1. Choose distribution θ over topics of author ∼ Dirichlet(α).
2. Choose distribution β over topics of word ∼ Dirichlet(b).
3. for each word w in d do

choose a user x from the set of authors uniformly
choose a topic z given the author x ∼ Multi(x, θ)
choose a word w from the chosen topic z ∼ Multi(z, β)

3.2 Topic-Link LDA Model

Topic-Link LDA (TLLDA) model [3] is a topic model where documents and their links
are generated, as shown in Figure 1(b). It assumes that a link between two documents
is not purely due to their content similarity but also the community information of the
authors. The generative process of the TLLDA model is as follow:

1. For each document d in a corpus D:
(a) Choose distribution θ over topics of document ∼ Dirichlet(α).
(b) Choose distribution β over topics of word
(c) for each word w in d do

choose a topic zn given the author ∼ Multi(θ)
choose a word from the chosen topic ∼ Multi(zn, β)

2. For the Graph G:
(a) Choose distribution u over community of author ∼ Dirichlet(κ).
(b) for each edge e in G do

choose an edge ∼ Bernolli(σ(ρ(u, θ))).

where σ is the sigmoid function, and ρ represents the probability between two authors.

3.3 Author-Topic-Community Model

The Author-Topic-Community (ATC) model is designed to generate documents and
links based on both the interests and community ties of authors. It assumes that a link
between two authors is due to not only the interest similarity of authors, but also the rela-
tion or links of the authors (e.g., their social activities). Thus, if there exists a connection
between two authors, it is assumed that they should be active in the same community
and at the same time have similar interests. The ATC model combines the virtues from
the AT model and the TLLDA model and its detailed graphical representation is shown
in Figure 1(c). Its generative process is as follow:

1. For each document d in a corpus D:
(a) for each word w in d do

choose an users x from the set of authors uniformly
choose a topic z given the author x ∼ Multi(x, θ)
choose a word w from the chosen topic z ∼ Multi(z, β)
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2. For the Graph G:
(a) for each edge e in G do

choose a pair of users xi, xj from the overall set of authors uniformly
introduce an edge e ∼ Bernolli(σ(ρ(u, θ)))

where σ is the sigmoid function and ρ represents the probability between two users.
One key difference between the ATC model and the TLLDA model is how content in-

formation of the documents contribute to the formation of the author communities. The
community distribution for each author in the TLLDA model is related to the words
of the documents he/she authors in the following way: For two documents with a ci-
tation link between them; the probability of generating the link will be strengthened
according to the similarity of the two documents’ topic distributions. So the inference
for the author community structure is not directly related to some characterization of
the authors, but indirectly via the documents they author where citation links exist. This
will cause problems when the citation links are sparse or even missing. The suggested
ATC model estimates the distributions of author interests so that their similarity can be
directly considered for the generation of author community links.

4 Inference and Parameter Estimation

By estimating the parameters θ, β and u of the ATC model, we can readily derive the
information about the author interested topics, the community the authors are typically
in, as well as the theme of the community. In this section, we describe how to infer
the model parameters. Among the several approximate inference methods proposed for
topic model inference, e.g. variational inference [5], expectation propagation [11], and
Gibbs sampling [12]. we adopt the variational inference approach (see Table 1 for the
adopted notations ).

We first define a similarity measure between two authors and thus the probability of
forming a link between them [13], given as

ρ(u, θ)i,j = τ1u
T
iuj + τ2θ

T
i θj + τ3 (1)

where the sigmoid function σ(x) = 1/(1+exp(−ρ(x))) is for converting the similarity
measure to a probability value [14].

The joint distribution of the model is thus defined as

P (G,W ) = P (G,W, z, β, θ, u, x) = P (G|u, θ)P (z|θ, x)P (W |z, β)

and the log likelihood function is thus given as

Table 1. Notations used in the ATC model

Parameter description Parameter description
V size of the word vocabulary τ impact coefficient for topic and community
M the number of documents Gij link between ui and uj

P the number of authors θ(P×T ) topic probability for given author
ad the set of authors u(P×H) community probability for given author
x an author β(T×V ) word probability for given topic
N the number of words in document d H the number of communities
W the set of documents K the number of topics
wd the word in document d G the set of links
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L(P (G,W, z|θ, β, u, x))

= log(
P∏
i=1

P∏
j=1

p(Gij |u, θ)
M∏

m=1

N∏
n=1

p(zm,n|θm,n, x)p(wm,n|zm,n, βm,n)

= log(
M∑
i=1

σ(ρij)
Gij (1 − σ(ρij))

(1−Gij)

+
M∑

m=1

N∑
n=1

p(zm,n|θm,n) +
M∑

m=1

N∑
n=1

p(wm,n|zm,n, βm,n)

(2)

Note that the second term in (2) shows the likelihood of the observed links, and the
third shows the likelihood of the observed words and that of the hidden topics from au-
thor which hints another important difference between our ATC model and the TLLDA
model.

4.1 Variational Inference

The fundamental principle of variational inference is to make use of Jensen’s inequality
to find the tightest possible lower bound to original expression. This method can obtain
a group of simple computable variational parameters, which can be easily estimated
easily by an approximation of the objective distribution. We will consider the following
variational distribution:

q(u, θ, z, β) = q(β)q(u)q(θ)

N∏
n=1

p(zn|φn) (3)

where zn ∼ Multi(φn) , and φn are the free variational parameters. Having specified
a variational distribution, the next step of the inference is to determine the free varia-
tional parameter φn, so that the KL-divergence between the approximate and the true
distributions is minimized.

To estimate the free variational parameter φn, the expectation of σ(x) function is
needed and yet is also intractable. The variational methods is used again with the fol-
lowing variational bound [3]

σ(x) ≥ σ(ε) exp(
x − ε

2
+ g(ε)(x2 − ε2)) g(ε) = (

1

2
− σ(ε))/2ε

where ε is the free variational parameter.
Therefore the update equations of variational parameters are found by minimizing

the Kullback-Leibler (KL) divergence between the variational distribution and the true

posterior distribution, such that φnk ∝ βnk exp(

M∑
i=1

win log θpnk

mn
) and εij = (Eq [ρij

2])
1
2 .

4.2 Parameter Estimation

As the variational inference provides us with a computable lower bound on the log
likelihood, we can thus fix the values of the variational parameters φ, ε, and maximizes
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the lower bound for the model parameters β, θ , u and τ . Because of space limit, we

define Δ = τ2
Mi∑
j=1

θjk((Gip − 1
2 ) + g(εij)(τ2

K∑
l=1,l 	=k

θilθjl + 2τ3 + 2τ1u
T
iuj)).

βnk ∝
M∑
d=1

Nd∑
j=1

φdjkwdjk (4)

uik =
τ1

mj∑
j=1

ujk((Gip− 1
2 )+g(εij)(τ1

H∑
l=1,l �=k

uilujl+2τ3+2τ2θ
T

iθj))

2τ12

mj∑
j=1

g(εij)ujk
2

(5)

θik =

−Δ±

√√√√Δ2−8τ22
Mi∑
j=1

g(εij)θjk2mi

V∑
v=1

wnpφnk

4τ22
Mi∑
j=1

g(εij)θjk2

(6)

τ1 =

M∑
i=1

M∑
j=1

(Gij− 1
2 )(u

T
iuj)+g(εij)(2τ3u

T
iuj+2τ2u

T
iujθi

T θj))

−2
M∑
i=1

M∑
j=1

g(εij)
H∑

h=1

H∑
l=1

uihuilujhujl

(7)

where τ2, τ3 are omitted, due to space limit and they have similar forms as τ1.

5 Experimental Results

We implemented the ATC model as well as the two algorithms —the AT model and
the TLLDA model for baseline comparison. Extensive experiments were performed
based on both synthetic and real datasets to evaluate (1) to what extent the authors
interest modeling accuracy is improved with the author community factor considered,
2) whether the community discovered using the ATC model is of higher quality when
compared with those derived based on the TLLDA model, and 3) whether the ATC
model can be used to explain the reasons why authors interact with others in the same
as well as different communities.

5.1 Synthetic Datasets

We first created synthetic datasets for evaluation. Each dataset contains an author set A,
a vocabulary W with 100 words, a topic set T which contains 2 topics (T1 and T2) and a
community set C which contains 2 communities (C1 and C2). The reference word-topic
distribution is set so that P (wi|T1) = 0.9 and P (wi|T2) = 0.1 for wi∈[1,50] ∈ W , and
P (wj |T1) = 0.1 and P (wj |T2) = 0.9, for wj∈[51,100] ∈ W . The community-author
distribution is set so that P (C1|xi) = 0.9 and P (C2|xi) = 0.1 for xi∈[1,30] ∈ ad, and
P (C1|xj) = 0.1 and P (C2|xj) = 0.9, for xj∈[31,60] ∈ A. Topic T obeys the topic-
author distribution on which P (T1|xi) = 0.9 and P (T2|xi) = 0.1 for xi∈[1,30], and
P (T2|xj) = 0.9, P (T1|xj) = 0.1 for xj∈[31,60]. Each document is assumed to have one
author and can have a random number of words sampled from [1, 200]. For the genera-
tion, for each word in a document, a topic will first be picked according to the topic-author
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distribution. Then, the word will be picked according to the word-topic distribution. A
link, denoted as< xi, dm, xj , dn >, indicates that authorxi wrote a documentdm which
cited another document dnwritten by xj. The within-community citation links are gener-
ated by (1) randomly picking pairs of authors from the same community according to the
community-author distribution, and (2) randomly picking a document for each of them to
establish a citation link. We also generate cross-community citation links by (1) selecting
an author in a specific community and another one in the other, and then (2) randomly
picking a document for each of them to establish a citation link. For our evaluation, we
generated three synthetic datasets which consist of 200 within-community citations with
0%, 5%, 10% cross-community citations as described.

5.2 Real Datasets

We use a research paper corpus downloaded from the DBLP web service as the real
dataset. The corpus contains research papers published over ten years in two interna-
tional conferences KDD (1999-2009) and SIGMOD (2000-2010). For each paper, the
title and abstract were extracted as the document content and the references were ex-
tracted to establish the links among authors. For instance, if paper B is cited by paper A,
all the authors of A will have links to those authors of paper B. Authors who didn’t pub-
lish any paper in the two conferences during the period of time considered (i.e., those
just being cited) will be ignored. All the words in the vocabulary were preprocessed by
stemming and stop words removal before the model inference step. Also, the words that
occurred less than 3 times were also deleted from the word vocabulary. This results in
a vocabulary with 3199 distinct words and a text corpus of 2341 documents and a link
set involving 4205 authors.

For correctness checking, as each paper in the corpus contains several subject tags
(provided at the ACM Digital Library), we estimate the “true” research interests of the
authors by aggregating the subject tags of their authored documents so as to compare
with those being inferred. For instance, an author who wrote two documents with one
tagged as clustering, and another search. Then, the author will be tagged with clustering
and search. In following experiments, we utilize those tags to estimate the performance
of the ATC model.

5.3 Performance Evaluation on Author Topic Modeling

To evaluate the effectiveness of the ATC model for author topic modeling, we com-
pared its performance empirically with that of the AT model. The performance measure
is least squared error =

∑
i

∑
k

(θik − θ′ik)
2 where θ′ is the original topic-author dis-

tribution used to generate synthetic dataset and θ is the parameter estimated using the
ATC/AT model. Figure 2(a) shows the comparison results for author topic modeling on
the synthetic data where the number of topics K and the number of communities H are
both set to be 2. As shown in the figure, the ATC model outperforms the AT model for
all the synthetic datasets with 0%, 5%, 10% cross-community links. The ATC model
can extract author interests not only from those documents that he/she wrote, but also
from the interests of the neighbors who were in similar communities, and thus is more
robust against the more random part of the citations.
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Table 2. Performance comparison in terms of top words, topic tags and representative authors for
3 chosen topics inferred from the research paper corpus

AT ATC
topic-1

top words topic tags authors top words topic tags authors
flat Relational databases W.Lee databas Relational databases J. Doumlrre

truth Information filtering K. Mok provid Parallel databases P. Gerstl
mention Classifier design and evaluation R. Seiffert support Cache memories R. Seiffert
systemat Transaction processing W. Potts list Transaction processing H. Kauderer

oracl Distributed databases A. UzTansel describ Graphs and networks F. Artiles
spot Retrieval models J. Zhang integr Classifier design and evaluation H. Jeromin

embryo M. Kelly comput D. Chatziantoniou
transit J. Doumlrre approach S. Harp

topic-2
top words topic tags authors top words topic tags authors
hypothesi Search process T.Fawcett mine Statistical K. Lin

grn Statistical S. Sahar perform Classifier design and evaluation N. Lesh
exactli Distributed databases C. Elsen applic Transaction processing M. Ogihara
dual Relational databases M. Wasson list Distributed databases M. Kelly
style Query languages J. Q. Louie pattern Clustering B. Petzsche

fanout Indexing methods B. Petzsche class Parallel databases H. Spiegelberger
robot D. Dunn combin S. Chen
output S. Zhou oper T. Fountain

topic-3
top words topic tags authors top words topic tags authors
develop Search process R. Hackathorn featur Distributed databases R. Hackathorn
phase integrity B. Larsen compar Search process G. Mainetto
band Security B. Masand statist integrity Y. Aumann
fail Web-based services J. Wolf select Security Y. Lindell

physic Transaction processing D. Geiger associ Relational databases D. Pelleg
teradata Distributed databases J. Cerquides level Algorithms W. Buntine

pda K. Lin best B. Fischer
drug C. Davatzikos discoveri T. Pressburger

Table 2 illustrates the experimental results obtained based on the research paper cor-
pus using the AT model and the ATC model (K=5). The topic tags refer to the subjects
of authors with top interest in the topic as explained in the previous section. In particular,
the top 6 subjects in terms of tag occurrence frequency are considered as the topic tags.
We trained both models, each with five topics. For the sake of comparison, we man-
ually aligned the five topics of the two models which are semantically closer to each
other. From the table, we can conclude that the ATC model can infer more cohesive
topics than the AT model. For instance, the ATC model obtained several similar tags
such as “Relational databases, Parallel databases, Cache memories, Transaction pro-
cessing” and ranked them high, but the AT model can find only “Relational databases,
Parallel databases, Transaction processing”. Also, for Topic 2 inferred by ATC, the top
words, “mine, perform, applic, pattern, class, combin, oper” is semantically very close
to the corresponding topic tags “Statistical, Classifier design and evaluation, Cluster-
ing”. Meanwhile, only two words, “hypothesi and exactli”, can be matched to the tags
from the AT model.

5.4 Performance Evaluation on Community Discovery

To evaluate the effectiveness of the ATC model for community discovery, we compared
the quality of those discovered by the ATC model with those discovered based on the
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Fig. 2. Performance comparison on estimation accuracy based on synthetic datasets

TLLDA model. The least squared error is used again, defined as
∑
i

∑
k

(uik − u′
ik)

2

where u′ is the original community-author distribution, and u is the estimated parame-
ters of the ATC/TLLDA model. Figure 2(b) shows the comparison results on commu-
nity discovery based on the synthetic data. The number of topics and the number of
communities were both set to be 2 for the ease of illustration. As shown in Figure 2(b),
the ATC model outperforms the TLLDA model for community discovery based on the
synthetic data with 0%, 5%, 10% cross-community links.

In addition, we have applied the TLLDA and ATC models to the research paper
corpus. To evaluate the quality of the community discovered, we first compute the set
of tags for a community which is defined as the union of the subjects of the authors
with the highest probability belonging to the community defined based on u. Then, the
specificity of the community structure can be measured using the entropy score:

entropy(C) = − |aCi |∑H
j |aCj |

|TCi
|∑

j=1

p(tj) log(p(tj)), (8)

where TCi denotes the number of tags of Ci, p(tj) = nj/
∑

j nj , tj represents the tag
j, and nj is the number of times tj appearing in Ci, and |aCi | denotes the number of
authors belonging to the community Ci.

Figure 3 shows the experimental results, where the community number is set to be
10. The ATC model can end up with more communities with much smaller entropy
value, that is each community is more focused on some topics when compared with
those derived based on the TLLDA model.

5.5 Ranking Authors Based on Cross-Community Linkage

To gain further insight on the interactions among authors, the ATC model could be used
to analyze the authors based on the within-community and cross-community links. To
illustrate that, we made use of the ATC model learned based on the research paper
corpus and extracted the authors with the most cited (authoritative) papers and the most
citing (resourceful) papers in general. At the same time, we extracted those only based
on the cross-community links. Authors with more cross-community links may indicate
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making a higher influence and/or being more resourceful in multiple research areas.
The extracted results are shown in Figure 4, where top 5 authors of four groups are
illustrated.

The upper-left group shows the authors with the most citing papers in general. Au-
thors in this group hold a wide range of research interests. For example, based on the
dataset we used, Anthony K. H. Tung has the most citing links. He published 85 papers,
cited 18 times by other authors, and had 9 interests, such as “data mining , performance
attributes , query languages , distributed databases, data warehouse and repository ,
experimental design, network management, logging and recovery, selection process”.

community ATC model TLLDA model
1 11.2514832 0.367343187
2 12.47653497 74.51602885
3 63.40152376 84.36579125
4 9.503438203 16.10029447
5 25.24059093 41.27500116
6 65.18868635 3.288517137
7 5.321687956 8.554737674
8 5.321687956 16.10029447
9 7.614424551 17.45304784

10 23.66485519 40.49181987
total 55.52414575 66.13413158

Fig. 3. Entropy comparison

Most citing Most cited
Anthony K. H. Tung Samuel Madden

Jeffrey Xu Yu Jiawei Han
Huan Liu Christos Faloutsos

Chris Jermaine Philip S. Yu
Jianyong Wang Ravi Kumar

Most citing across communities Most cited across communities
Zachary G. Ives Pedro Domingos

Anthony K. H. Tung Philip S. Yu
Naren Ramakrishnan Jiawei Han

Johannes Gehrke Jian Pei
Michael J. Carey Samuel Madden

Fig. 4. Comparing Top 5 authors computed by
the ATC model by different considerations of
cross-community links

The upper-right group shows the authors with the most cited papers. We found two
types of authors in it. One can be considered focused experts. E.g., Samuel Madden,
based on the ATC model, is computed to be one of the most influential authors and his
papers hold mainly two topics — “Query processing” and “Distributed database”. An-
other type is multiple-domain experts. They not only published a lot of papers, but also
hold a wide range of research interests. For example, Jiawei Han is a multiple-domain
expert, and his research scope covers up to 12 topics as computed by the ATC model.

The lower-left group have a conspicuous feature. Their citing papers covers different
communities. Authors in this group have few research topics of interest (more focused)
and their interests are different from those authors being cited by them. Their research
works are usually cross domains. For example, Naren Ramakrishnan is computed to be
an author of this type and held 2 subjects — “induction” and “computing equipment man-
agement”. According to Naren Ramakrishnan’s home page, his interests cover ”mining
scientific datasets in domains such as systems biology, neuroscience, sustainability, and
intelligence analysis”. It seems that the computed results do make some sense.

The lower-right group includes the set of authors quite close to the upper-right group.
Researchers like Jianwi Han and Philip Yu remain to be mostly cited even based only
on cross-domain links. But in addition, some who are relatively speaking ranked not so
high for citations in general become the top 5 candidates as the works are cited more by
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authors of other disciplines as grouped under different communities. Pedro Domingos
and Jian Pei are computed to be the authors of this type.

While the validity of the above analysis is needed to be further verified, the empirical
results show that the ATC model is an effective tool for achieving accurate author topic
and community discovery.

6 Conclusion

In this paper, a novel generative model which allows both author interests and the author
community structure to be inferred at the same time was proposed. Empirical compar-
ison based on both synthetic and a real dataset of research paper corpus demonstrated
the superiority of the ATC model over the AT and TLLDA models for author topic and
community discovery. For future work, we are interested in studying the evolution of
the author interests and the dynamic formation of the corresponding communities.
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Abstract. It is well recognized that data cubes often produce huge outputs. Sev-
eral efforts were devoted to this problem through Constrained Cubes allowing the
user to focus on a particular set of interesting tuples. In this paper, we investigate
reduced representations for the Constrained Cube (e.g., Constrained Closed Cube
and Constrained Quotient Cube). That is why we introduce a new and concise
representation of data cubes: the Constrained Closed Non Derivable Data Cube
(CCND-Cube). The latter captures all the tuples of a data cube fulfilling a com-
bination of monotone/anti-monotone constraints. It can be represented in a very
compact way in order to optimize both computation time and required storage
space. The results of our experiments confirm the relevance of our proposal.

Keywords: Data warehouses, Data cubes, Constrained cubes, Closed patterns,
Non derivable patterns, Minimal generators.

1 Introduction

A data warehouse is a collection of technologies aimed at enabling the knowledge
worker (executive, manager, analyst, etc.) to make better and faster decisions. In a
data warehouse architecture, data coming from multiple external sources are extracted,
filtered, merged, and stored in a central repository. The content of a data warehouse
is analyzed by On Line Analytical Processing (OLAP) applications in order to dis-
cover trends, behaviors, and anomalies as well as to find hidden dependencies between
data [7].

Analysts pose complex OLAP queries that extensively use aggregation in order to
group together “similarly behaving tuples”. The response time of such queries over ex-
tremely large fact tables in modern data warehouses can be prohibitive. This issue
inspired Gray et al. to propose a new operator called “CUBE” [9]. It is a multidimen-
sional extension of the relational operator “GROUP BY”. The “CUBE” operator computes
“GROUP BY” operations corresponding to all possible combinations of the dimension
attributes over a fact table in a data warehouse. Then, we obtain the so called Data Cube.

Given a base relation R with n attributes, the number of tuples in a cuboid (GROUP

BY) with k attributes, such as (0 < k ≤ n), is the number of tuples in R that have distinct
attribute values on the k attributes. The size of a cuboid is possibly close to the size of R.
Since the complete cube of R consists of 2n cuboids, the size of the union of 2n cuboids

S. Zhou, S. Zhang, and G. Karypis (Eds.): ADMA 2012, LNAI 7713, pp. 766–778, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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is much larger than the size of R. Consequently, the Input/Out put cost for storing the
cube result tuples becomes dominative as indicated in [2].

It is obvious that computing data cubes is a combinatory problem. In fact, the size
of a cube exponentially increases according to the number of dimensions. Furthermore,
the problem worsens since we deal with large datasets. For instance, Ross and Srivas-
tava exemplify the problem by achieving a full data cube encompassing more than 210
million of tuples from an input relation having 1 million of tuples [14]. The huge size of
a data cube makes data cube computation time-consuming. Although cheap and highly-
sized volume memory chips are available, it is difficult to hold the whole data cube of a
large relation in the main memory. In general, the problem is due to two main reasons:
the exponential number of dimensional combinations to be dealt with and, the number
of attributes per dimension. In addition, data cubes are generally sparse [14], thus scarce
value combinations are likely to be numerous and, when computing an entire data cube,
each exception must be preserved.

Although issues related to the size of data cubes have attracted the attention of re-
searchers, and various algorithms have been developed aiming at fast computation of
large sparse data cubes [14,2] relatively fewer works concentrated on solving the com-
plexity problem of data cube computation from its root: reducing the size of a data cube.
In this work, we investigate another way of tackling the problem. First, we introduce the
concept of constrained closed non derivable data cube and prove that the latter greatly
reduces the size of a constrained data cube. Then, we propose an algorithm to efficiently
compute the constrained closed non derivable cubes. Through extensive carried out ex-
periments on synthetic and real-life datasets, we show the effectiveness of our proposal
on both runtime performances and reduction of storage space.

The remainder of the paper is organized as follows. The formal background is pre-
sented in Section 2. We scrutinize, in Section 3, the related work. We define the main
concepts of our representation in Section 4. We introduce the dfCLOSND algorithm
in Section 5. We also discuss the encouraging results of the carried out experiments in
Section 6. Finally, we conclude by summarizing our contributions and describing future
research issues.

2 Formal Background

We present in this section the key settings that will be of use in the remainder.
One condensed representation of patterns is based on the concept of closure [13].

Definition 1. Closed Pattern
Let I be the set of attributes and γ be the closure operator which associates to a pattern
X ⊆ I the maximal, w.r.t. set inclusion, superset having the same support value as X.
A pattern X is said to be a closed pattern if X = γ (X ).

The concept of minimal generator [1] is defined as follows.

Definition 2. Minimal Generator
A pattern g ⊆ I is said to be a minimal generator (MG) of a closed pattern f iff γ (g)=
f and � ∃ g1 ⊂ g such that γ (g1) = f . For a user-defined support threshold, the set of
frequent minimal generators includes all generators that are frequent.
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The collection of frequent non derivable patterns, denoted NDP, is a lossless represen-
tation of frequent patterns based on the inclusion-exclusion principle [4].

Definition 3. Non Derivable Pattern
Let X be a pattern and Y a proper subset of X. If |X\Y | is odd, then the corresponding
deduction rule for an upper bound of Supp(X ) is:

Supp(X ) ≤ ∑
Y⊆I⊂X

(-1)|X\I| + 1 Supp(I)

If |X\Y | is even, the sense of the inequality is inverted and the deduction rule gives a
lower bound instead of an upper bound of the support of X . Given all subsets of X ,
and their supports, we obtain a set of upper and lower bounds for Supp(X ). In the case
where the smallest upper bound is not equal to the highest lower bound, the support
of X can not be derived starting from its proper subsets. Such a pattern is called non
derivable. In the remainder, the lower and upper bounds of the support of a pattern X
will respectively be denoted X .l and X .u.

Brahmi et al. [3] introduced the concept of non derivable minimal generators.

Definition 4. Non Derivable Minimal Generator
Given a pattern I ⊆ I , the set of non derivable minimal generator is defined as follows:
NDMG = {I ⊆ I | I.l �= I.u and I is a MG}.

The set of frequent closed non derivable patterns has been defined in [3].

Definition 5. Closed Non Derivable Pattern
Given NDMG a set of frequent non derivable minimal generators. The set of frequent
closed non derivable minimal generators is CNDP= {γ (X )| X ∈ NDMG}.

[5] provide most consistent approach to the notion of cube closures based on the cube
lattice framework.

Definition 6. Cube Lattice
The multidimensional space of a categorical database relation R groups all the valid
combinations built up by considering the value sets of dimension attributes, which are
enriched with the symbolic value ALL. The multidimensional space of R is noted and
defined as follows:
Space(R) = {XA∈D(Dim(A)

⋃
ALL )

⋃
( /0 . . . /0)} where X symbolizes the Cartesian

product, and ( /0 . . . /0) stands for the combination of empty values.
Any combination belonging to the multidimensional space is a tuple and represents a

multidimensional pattern. The multidimensional space of R, Space(R), is structured by
the generalization/specialization order between tuples, denoted by !. Let u and v be two
tuples of the multidimensional space of R. If u ! v, we say that u is more general than v
in Space(R). The two basic operators provided for tuple construction are: Sum (denoted
by +) and Product (noted by *). The Sum of two tuples yields the most specific tuple
which generalizes the two operands. The Product yields the most general tuple which
specializes the two operands. The ordered set CL(R) = (Space(R), !) is a complete,
graded lattice, called cube lattice.

Through the definition of the following lattice-isomorphism, [5] make it possible to
reuse closed patterns mining algorithms in a multidimensional context.
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We recall the definitions [11] of convex space, monotone/anti-monotone constraints.

Definition 7 (Convex Space). Let (P,≤) be a partial ordered set, C ⊆ P is a convex
space if and only if ∀x,y,z ∈ P such that x ≤ y ≤ z and x,z ∈ C then y ∈ C.

Definition 8 (Monotone/anti-monotone constraints)

1. A constraint Const is monotone according to the generalization order if and only
if: ∀t,u ∈ CL(r) : [t !g u and Const(t)] ⇒ Const(u).

2. A constraint Const is anti-monotone according to the generalization order if and
only if: ∀t,u ∈ CL(r) : [t !g u and Const(u)] ⇒ Const(t).

3 Related Work

Motivated by the huge amount of results to be stored, several proposals have attempted
to reduce the size of the cube representation. In order to meet such a goal, they adopt
different strategies.

Approaches which do not restore the exact or complete data argue that OLAP users
are interested in general trends. It takes benefit of the statistic structure of data for com-
puting density distributions and answering OLAP queries in an approximate way. BUC

[2] first proposes the concept of iceberg cube and employs a bottom-up computation.
Iceberg cube queries only retrieve those partitions that satisfy user-specified aggregate
conditions. Using the bottom-up approach, it is possible to prune off those partitions
that do not satisfy the condition as early as possible. STAR-CUBING [17] exploits more
opportunities in shared computation, and uses star-tree structure to integrate simulta-
neous aggregation into iceberg pruning. MM-CUBING [15] avoids the expensive tree
operations in STAR-CUBING by partitioning the data into different subspace and using
multi-way array aggregation to achieve shared computation. These approaches enforce
anti-monotone constraints and partially compute data cubes to reduce both execution
time and disk storage requirements.

Differential cubes [6] result from the set difference between the data cubes of two
relations R1 and R2. They capture tuples relevant in the data cube of a relation and not
existing in the cube of the other. In contrast with the previous ones, such cubes perform
comparisons between two datasets. For OLAP applications, trend comparisons along
time are strongly required in order to exhibit trends which are significant at a moment
and then disappear (or non-existent trends which latter appear). If we consider that the
original relation R1 is stored in a data warehouse and R2 is made of refreshment data,
the differential cube shows what is new or dead.

Emerging cubes [12] capture trends which are not relevant for the users but which
grow significantly or on the contrary general trends which soften but not necessarily
disappear. Emergent cubes enlarge results of differential cubes and refine cube com-
parisons. They are of particular interest for data stream analysis because they exhibit
trend reversals. For instance, in a web application, the continuous flows of received
data describe in a detailed way the user navigation. Knowing the craze for (in contrast
the disinterest in) such or such URL is specially important for the administrator in order
to allow at best available resources according to real and fluctuating needs.
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The constrained (convex) cube [11] is computed and pruned with monotone and/or
anti-monotone constraints. Being a convex space [16] the constrained data cube can
be represented using one of the following couple of borders (classical in data mining):
(i) either the Lower and Upper borders; or (ii) the Upper� and Upper borders. These
borders are the boundaries of the solution space and can support classification tasks.
The choice of borders depends on the user needs.

Nedjar et al. introduced in [11] two sound reduced representation of the constrained
data cubes in order to optimize both storage space and computation time:
- The Constrained Quotient Cube is a summarizing structure for a constrained data
cube that preserves its semantics. It can be efficiently constructed and achieves a signif-
icant reduction of the constrained cube size. The key idea behind a constrained quotient
cube is to create a summary by carefully partitioning the set of cells of a cube into
equivalent classes while keeping the cube ROLL-UP and DRILL-DOWN semantics and
lattice structure.
- The Constrained Closed Cube represents a size-reduced representation of a con-
strained data cube when compared to the constrained quotient cube [11]. It only con-
sists of closed cells. A cell, say c, is a closed cell if there is no cell, d, such that d is a
specialization (descendant) of c, and d has the same measure value as c.
Moreover, Nedjar et al. [11] proved that the constrained quotient cube and the con-
strained closed cube can be computed by the application of closed patterns mining
algorithms, e.g., the CLOSE algorithm [13].

Due to its usability and importance, reducing the storage space of a data cube is still
a thriving and a compelling issue. In this respect, the main thrust of this work is to pro-
pose a new concise representation called Constrained Closed Non Derivable Cube and
denoted by CCND-Cube. To do so, we apply a mechanism which significantly reduces
the size of aggregates that have to be stored. Our aim is to compute the smallest repre-
sentation of a data cube when compared to the pioneering approaches of the literature
(i.e., constrained closed cube, constrained quotient cube). To build up the CCND-Cube,
we introduce a novel algorithm, called dfCLOSND (depth-first closed non derivable
patterns based on minimal generators). This will be detailed in the following sections.

4 Structure of Constrained Closed Non Derivable Data Cubes

The idea behind our representation is to remove redundancies existing within con-
strained data cubes. In fact certain multidimensional tuples are built up by aggregating
the very same tuples of the original relation but at different granularity levels. Thus a
single tuple, the most specific of them, can stand for the whole set. The closure op-
erator (cf. Definition 1) is intended for computing this representative tuple. Actually,
the closed non derivable cube, including all the closed non derivable tuples, is one of
the most reduced representations for the data cube [3]. Therefore, it is interesting to
propose, for the constrained cube, a structure based on the concepts associated to the
closed non derivable cube. Hence, we introduce a new condensed representation of the
constrained data cube with a twofold objective: (i) defining the solution space in a com-
pact way and deciding whether a tuple t belongs or not to this space; and (ii) obtain a
condensed representation of the constrained cube in the presence of a conjunction of
constraints according to the generalization order.
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Table 1. Relation example CAR SALES

RowID Model City Customer Color Quantity

1 Ford Sousse Auto Grey 400
2 Ford Sousse LeMoteur Black 100
3 Peugeot Beja LeMoteur Grey 100
4 Peugeot Sousse Auto Black 300
5 Peugeot Beja Auto Grey 200

We take into account the monotone and anti-monotone constraints the most used
in database mining. They are applied on: (1) measures of interest like pattern fre-
quency, confidence, correlation. In these cases, only the dimensions of R are necessary;
(2) aggregates computed from measures using statistic additive functions (COUNT,
SUM, MIN, MAX, etc.); and (3) patterns respecting two anti-monotone constraints,
namely “to be non derivable” (cf. Definition 3) and “to be minimal generator” (cf.
Definition 2).

Definition 9 (Closed Non Derivable Data Cube)
Let NDMG be the set of non derivable minimal generators associated to a database
relation R. The closure set of the NDMG set is a complete graded lattice, called closed
non derivable data cube, structured by the generalization/specialization order between
tuples, denoted by !:
CND-Cube(R) = (γ (NDMG(R)), !) = (CNDP,!).

Example 1. Let us consider the relation CAR SALES (cf. Table 1) giving the quantities
of cars sold by Model, City, Customer and Color. The constrained closed non deriv-
able data cube is represented through Figure 1. The table on the left gives the set of
constrained closed non derivable tuples.

Definition 10 (Constrained Closed Non Derivable Data Cube). The closed non deriv-
able cube lattice with monotone and/or anti-monotone constraints (const) is a convex
space which is called Constrained Closed Non Derivable Data Cube, denoted by:
CCND-Cube(R) = {t ∈ CND-Cube(R) | const(t)}, such that const is a conjunction
of monotone constraints, anti-monotone constraints or an hybrid conjunction of con-
straints. Any tuple belonging to the CCND-Cube(R) is called a constrained closed non
derivable tuple.

Example 2. With our relation example CAR SALES, Figure 1 (table on the right) gives
the constrained closed non derivable tuples for the the constraints COUNT(Quantity) ∈
[200,700]. We would like to know all the tuples for which the measure value is greater
than or equal to 200. The constraint COUNT(Quantity) ≥ 200 is anti-monotone. If the
amount of sales by Model, City and Customer is greater than 200, then the quantity
satisfies this constraint at a more aggregated granularity level e.g. by Model and Cus-
tomer (all the cities merged) or by City (all the models and customers together). In a
similar way, if we aim to know all the tuples for which the quantity is lower than 700,
the underlying constraint COUNT(Quantity) ≤ 700 is monotone.
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CCND-Cube 7

Closed Non Derivable COUNT Closed Non Derivable COUNT
Tuples (Qty) Tuples (Qty)
(ALL, ALL, ALL, Grey) 700 (Peugeot, ALL, Auto, ALL) 500
(ALL, Sousse, ALL, ALL) 800 (Peugeot, Beja, ALL, Grey) 300
(ALL, ALL, LeMoteur, ALL) 200 (Peugeot, Sousse, Auto, Black) 300
(ALL, ALL, Auto, ALL) 900 (Peugeot, Beja, LeMoteur, Grey) 100
(ALL, ALL, Auto, Grey) 600 (Peugeot, Beja, Auto, Grey) 200
(ALL, Sousse, ALL, Black) 400 (Ford, Sousse, ALL, ALL) 500
(ALL, Sousse, Auto, ALL) 700 (Ford, Sousse, Auto, Grey) 400
(Peugeot, ALL, ALL, ALL) 600 (Ford, Sousse, LeMoteur, Black) 100

Constrained Closed COUNT
Non Derivable Tuples (Qty)
(ALL, ALL, ALL, Grey) 700
(ALL, ALL, LeMoteur, ALL) 200
(ALL, ALL, Auto, Grey) 600
(ALL, Sousse, ALL, Black) 400
(ALL, Sousse, Auto, ALL) 700
(Peugeot, ALL, ALL, ALL) 600
(Peugeot, ALL, Auto, ALL) 500
(Peugeot, Beja, ALL, Grey) 300
(Peugeot, Beja, Auto, Grey) 200
(Peugeot, Sousse, Auto, Black) 300
(Ford, Sousse, ALL, ALL) 500
(Ford, Sousse, Auto, Grey) 400

(Closed Non Derivable Cube) (Constrained Closed Non Derivable Cube)

Fig. 1. Closed non derivable cube vs. constrained closed non derivable cube of the relation CAR

SALES for the constraints 200 ≤ COUNT(Quantity) ≤ 700

Definition 11 (Relative Aggregative Functions). Let R be a database relation, t ∈
CCND-Cube(R) a tuple, and f ∈ (SUM, COUNT) an aggregative function. We call
fval (.,R) the relative aggregative function of f for the relation R. fval(t,R) the value of
the aggregation function f associated to the tuple t in CCND-Cube(R). fval (t,R) is the
ratio between the value of f for the tuple t and the value of f for the whole relation R
(in other words for the tuple (ALL, ..., ALL)).

fval (t,R) = f (t,R)
fval ((ALL,..,ALL),R)

For instance, the function COUNTval(t,R) merely corresponds to the frequency of a
multidimensional pattern t in the relation R.

Example 3. Simply, the function COUNTval(t,CAR SALES)) is the frequency of the mul-
tidimensional pattern t in the relation CAR SALES. If we consider the sales of cars col-
ored in “Black” in “Sousse” for all customers and models (i.e., the tuple (ALL, Sousse,
ALL, Black)) ∈ CCND-Cube(CAR SALES), we have: COUNTval ((ALL, Sousse, ALL,
Black), CAR SALES) = 400

1100 = 0.4.

Definition 12 (Constrained Closed Non Derivable Tuple). Let t ∈ CND-Cube(R) be
a tuple, t is a constrained closed non derivable tuple if and only if:

(C1) fval (t,R) ≥ MinT hreshold1 ;
(C2) fval (t,R) ≤ MinT hreshold2 .

where MinT hreshold1 et MinT hreshold2 ∈ ]0,1[.

Example 4. Let us consider the relation CAR SALES (cf. Table 1) and the constraints
MinT hreshold1 = 0.4 and MinT hreshold2 = 0.7. Among the closed non derivable tu-
ples shown in Table 2, the tuple t1 = (Ford, Sousse, ALL, ALL) is constrained because
COUNTval (t1,R) = 500

1100 = 0.5. In contrast, the tuple t2 = ( Peugeot, Sousse, Auto, Black)
is not constrained because COUNTval (t2,R) = 300

1100 = 0.3.
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5 Computation of the CCND-Cube: dfCLOSND Algorithm

We take advantage from the conclusion drawn by Casali et al. [5]. The authors proved
that there is a lattice isomorphism between the closed cube and the galois lattice (concept
lattice) computed from a database relation R. Such an isomorphism is proved to be effi-
cient to the computation of concise representations of a data cube using data mining al-
gorithms as adopted for the constrained quotient cube and constrained closed cube [11].
Moreover, the approach of Casali et al. is based on the Birkhoff theorem [8] to bridge
the concept lattice to the closed cube lattice. More precisely, starting from a database
relation R, we look for extracting closed non derivable patterns by computing the clo-
sures of non derivable minimal generators. Then, based on the lattice isomorphism, we
use the Birkhoff theorem to obtain the CCND-Cube.

In order to do so, we introduce the dfCLOSND algorithm allowing the extraction of
the closed non derivable patterns set. The pseudo-code is shown by Algorithm 1. The
dfCLOSND algorithm operates in two steps:

- The first step extracts patterns fulfilling a conjunction of monotone and/or anti-
monotone constraints. This step is based on two principles:
(a) Besides the pruning of the unfrequent candidates based on the minimal support
thresholds, dfCLOSND adopts another pruning strategy based on the estimated sup-
port. The latter is computed when a candidate J is non derivable (cf. lines 11-12). Thus,
if the estimated support of the candidate J is equal to its real support then J is not a
minimal generator. Consequently, it will be pruned (cf. lines 16-20). Note also that a
pattern is considered as a candidate only if its upper bound is between MinT hreshold1

and MinT hreshold2 since, otherwise, it is ensured to be unfrequent (cf. line 11). More-
over, any frequent non derivable minimal generator J admitting a support equal to the
upper bound or the lower bound will not be used to generate the candidates of a higher
size (cf. lines 21-25). Indeed, in that case, any proper superset of J is proved to be a
derivable pattern [4].
(b) Instead of a breadth-first exploration of the non derivable minimal generators can-
didates, dfCLOSND partitions the search space to make then a depth-first exploration.
Hence, the algorithm begins by considering the 1-patterns1 and examines only its condi-
tional sub-contexts Dc. A conditional sub-context contains only the items which occur
with the 1-pattern in question. Recursively, the conditional databases Dc are built (cf.
lines 3-6). Further, the choice for which type of cover2 is not static. In dfCLOSND, this
choice will be postponed to run-time. At run-time both covers are computed (cf. lines
13-14), and the one with minimal size is chosen (cf. lines 22-25). The calculation of
both covers can be done with minimal overhead in the same iteration. In this way, it
is guaranteed that: (i) the size of the covers at least halves from D to Dc; and (ii) a
compressed form of the database fits into main memory.
- The second step computes closures of the retained patterns from the first step, namely
the non derivable minimal generators. In fact, the computation of closed non derivable
patterns can be optimized if we use minimal generators. Hence, instead of comput-
ing the whole set of non derivable patterns for which the associated closures must be

1 We denote by 1-pattern a pattern of size 1.
2 The cover of a pattern X in D consists of the set of tuple identifiers in D that support X .
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Algorithm 1. dfCLOSND
Input:

1. D : A dataset D ,
2. MinT hreshold1, MinT hreshold2: The support thresholds.

Output: CNDP: The collection of closed non derivable patterns.
Begin1

NDMG := /0; CNDP := /0; /* D ordered descending. */2

Foreach c ∈ D do3

/* c = i or c = i for an item i */4

NDMG := NDMG ∪ {(X ∪ Y ∪ {i})};5

/* Create Dc */ Dc := /0 ;6

Foreach k occurring in D after c do7

/* k= j or k= j for an item j */8

/* Let J = X ∪ Y ∪ {i, j};*/9

Count the upper bound u and lower bound u of J;10

If J.l �= J.u and MinT hreshold1 ≤ J.u ≤ MinT hreshold2 then11

/* J is a non derivable pattern. */12

C[k]:= cover([c]) ∩ cover([k]);13

C[k]:= cover([c]) \ cover([k]);14

/* Compute Supp(J), i.e COUNTval (t,D )*/15

/*Compute the estimated support*/16

Estimated-Supp(J) := min{Supp(K) | K ⊂ J et |K| = |J|-1};17

If Estimated-Supp(J) �= Supp(J) then18

/* J is a non derivable minimal generator. */19

Store J;20

If MinT hreshold1 ≤ Supp(J) ≤ MinT hreshold2 and Supp(J) �=21

J.l and Supp(J) �= J.u then
If |C[ j]|≤|C[ j]| then22

Dc := Dc ∪ {(j,C[ j])};23

else24

Dc := Dc ∪ {( j,C[ j])};25

NDMG := NDMG ∪ dfCLOSND(Dc, MinThreshold1, MinThreshold2);26

CNDP := {γ (I) | I ∈ NDMG};27

return CNDP28

End29

computed as done in [10], we can only use the set of non derivable minimal gener-
ators. The introduction of minimal generators will hence optimize both the candidate
generation and closure computation steps. Indeed, the number of non derivable mini-
mal generators is lower than that of non derivable patterns. Motivated by this idea, the
dfCLOSND algorithm mines all the non derivable minimal generators. The set of the
closed non derivable pattern candidates corresponds to the set of closures of the non
derivable minimal generators (cf. line 27). For each non derivable minimal generator,
its closure and its support are inserted in the set of the closed non derivable patterns.
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6 Experimental Results

All experiments were carried out on a PC equipped with a 3GHz Pentium IV and 2GB of
main memory running under Linux Fedora Core 6. Through these experiments, we have
a twofold aim: first, we have to stress on comparing the computation time obtained by
dfCLOSND vs. that of CLOSENDMG and FIRM 3 to compute the CCND-Cube. Sec-
ond, we put the focus on the assessment of the compactness in storage terms of our ap-
proach vs. that proposed by the related approaches of the literature, namely, constrained
cube, constrained quotient cube and constrained closed cube4. During the carried out
experimentation, we used two synthetic datasets 5: (i) CHESS is a dense dataset; and
RETAIL is a sparse one. Moreover, we used two real datasets frequently tested for exper-
imenting various cube algorithms [5,11], namely, COVTYPE 6 and SEP85L 7. Table 2
sketches dataset characteristics used during our experiments.

Table 2. The considered datasets at a glance

Datasets # Attributes Tuples

COVTYPE 54 581012
SEP85L 7871 1015367

CHESS 75 3196
RETAIL 16470 88162

In the experiments conducted on the datasets, the parameter which varies is the min-
imal threshold set for the anti-monotone constraint (the measure values are above a
given threshold). The minimal threshold set for the monotone constraint (the measure
values are below a given threshold) stays constant.

6.1 Performance Aspect

Figure 2 plots the runtime required to generate the CCND-Cube for the considered
datasets, using dfCLOSND, CLOSENDMG and FIRM algorithms. Clearly, w.r.t. ef-
ficiency terms, the dfCLOSND algorithm largely outperforms the CLOSENDMG and
FIRM algorithms. Indeed, the gap between the curves tends to become wider as far as
the MinT hreshold1 values decreases.

The dfCLOSND algorithm is more efficient on dense, sparse and real datasets for
all the MinT hreshold1 values. The difference between the performances of dfCLOSND
and the other algorithms reaches its maximum for the COVTYPE dataset. In fact, dfCLOS-
ND is respectively 27 and 14 times faster than FIRM and CLOSENDMG with a
MinT hreshold1 value equals to 30%. For the CHESS dataset, the performances of dfCLOS-
ND is widely better than those of the other algorithms. For example, with a value of

3 Available at: http://www.cs.helsinki.fi/u/jomuhone/
4 The closed Cube was extracted thanks to the CLOSE algorithm [13].
5 Available at: http://fimi.cs.helsinki.fi/data/
6 Available at: http://ftp.ics.uci.edu/pub/machine-learning-databases/covtype
7 Available at: http://cdiac.esd.ornl.gov/cdiac/ndps/ndp026b.html

http://www.cs.helsinki.fi/u/jomuhone/
http://fimi.cs.helsinki.fi/data/
http://ftp.ics.uci.edu/pub/machine-learning-databases/covtype
http://cdiac.esd.ornl.gov/cdiac/ndps/ndp026b.html
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Fig. 2. Mining time of CCND-Cubes using the dfCLOSND, FIRM and CLOSENDMG
algorithms

MinT hreshold1 equals to 45%, the differences are 2584 and 487 seconds with regard to
FIRM and CLOSENDMG, respectively. For the sparse dataset RETAIL, dfCLOSND is
on average 19 and 15 times faster than FIRM and CLOSENDMG, respectively.

Due to the reduced number of NDMG to consider during the computation of
the closures, dfCLOSND is more efficient than FIRM. The latter is hampered by
redundant computations of closures. Moreover, we note that dfCLOSND outper-
forms the CLOSENDMG algorithm. In fact, dfCLOSND avoids the bottleneck of the
CLOSENDMG algorithm (i.e. generating a prohibitive number of candidates). To do
so, dfCLOSND is based on a depth-first search in order to apply the discovery pro-
cess of the CNDP. This discovery process lies on a pruning strategies with respect to a
conjunction of constraints.

6.2 Storage Reduction Aspect

Figure 3 presents the cardinality of tuples obtained for each data cube representation.
By increasing the minimal threshold for the anti-monotone constraint MinThreshold1,
the number of relevant tuples decreases. The more the threshold increases the more the
size of the concise representations decreases. Actually when the minimal threshold is
high, less tuples are likely to be constrained tuples. However, the CCND-Cube is always
more reduced than the other cubes with an appreciable gain.

For real and dense datasets, the compression rates obtained by the CCND-Cube are
significant and by far greater than those obtained by the constrained quotient cube and
the constrained closed cube. For the CHESS dataset, the size of the CCND-Cube is 36
and 81 times smaller than the constrained closed cube and the constrained quotient
cube, respectively. Moreover, we notice that for real datasets the compression is greater
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Fig. 3. Size of the data cubes generated
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when using CCND-Cube vs. both the constrained closed cube and the constrained quo-
tient cube. Clearly, the CCND-Cube is largely smaller than the constrained cube. On
average, our condensed representation is 67 times smaller than the constrained cube for
the COVTYPE dataset. However, the constrained closed cube and the constrained quo-
tient cube are 16 and 4 times smaller than the constrained cube, for the same dataset.

As expected, the compression rates are nevertheless much more modest for the sparse
dataset RETAIL. The reason behind this very weak space reduction is the following: the
synthetic data is weakly correlated and thus encompasses very few redundancies [13].
However, we note that compression rates obtained for CCND-Cube exceed those ob-
tained by other representations. On average, constrained closed cubes and constrained
quotient cubes are 4 times smaller than the constrained cube while the CCND-Cube is
8 times smaller.

7 Conclusion and Perspectives

In this paper, we focused on concise representation of constrained data cubes using data
mining algorithms to tackle the mentioned above challenges, i.e., costly execution time
of the data cube computation as well as a large storage space on the disk. Thus, we intro-
duced a constrained closed non derivable cube called CCND-Cube based on an efficient
mining algorithm called dfCLOSND. The carried out experimental results showed the
effectiveness of the introduced approach and highlighted that the CCND-Cube outper-
forms the pioneering approaches fitting in the same trend. Future issues for the present
work mainly concern: using the borders, classical in data mining, for the lossless repre-
sentations of constrained cubes [11].
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Abstract. In many applications, patterns over time-varied data streams
usually imply high domain value. The variations of patterns can often
be measured from their internal structures. Traditional methods usually
take each pattern as a whole to analyze data stream variations; how-
ever, few works have achieved a widely applicable resolution. This paper
considers the feature of sub parts for data stream patterns and studies
their variations and relationships from the perspective of multiple di-
mensions, to explore a comprehensive understanding for the variation
history and effectively support different types of queries. This paper first
decomposes patterns into different dimensions and then evaluates the
variations of each dimension. After that, a data cube called VS-Cube
is used to find out the variations of a single dimension as well as the
relationships between different dimensions within a certain pattern. At
last, the experimental results on real datasets are given to demonstrate
the efficiency and effectiveness of our proposed methods.
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1 Introduction

Finding and analyzing sequential patterns (e.g., frequent patterns, diverse pat-
terns, and periodic patterns, etc.) over data streams is a challenging task in
many real-life applications. Especially for patterns which are time-varied, vari-
ation analysis can be very complicated and few works have achieved a widely
applicable resolution.

We observed that the variations of patterns can often be measured from their
internal structures. Here, we use the term dimension to denote a component part
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of the internal structure within a pattern. Fig. 1(a) shows a typical pattern of ECG
(electrocardiograph). Six dimensions (P, Q, R, S, T, and U) in the ECG pattern
are marked which denote different stages and actions of a human heart. In Fig.
1(c)dimension P emerges in a higher and bigger manner, which suggests that the
patient may have diseases like diabetes, coronary problems, etc. Another example
is a streamof the daily residential electricity consumption (Fig. 1(b)). A day can be
divided into three dimensions, after-midnight dimension from 0 to 4 o’clock, day-
time dimension from 4 to 16, and before-midnight from 16 to 24. Different dimen-
sions can have different behaviors. Usually, the electricity consumption reaches its
peak between 20 to 24 o’clock at night on New Year’s Eve in China which is differ-
ent from usual time. That is because Chinese people have the tradition of watching
Spring Festival Evening at that day from 20 to 24.

As technology advances, streams of data can be massively generated in numer-
ous applications. Patterns in many of them have multiple dimensions which may
help understand them. However there has been few work on analyzing variations
of patterns in perspective of dimensions.

Decomposing the variations of patterns into different internal dimensions
makes it possible to find the respective variations of dimensions and the in-
terrelationship among them, which can help us gain a more comprehensive un-
derstanding of variations of patterns. A dimension may have various kinds of
variations (higher, sharper, etc.) and for some streams, a dimension may be
repeated or disappear, which further increases the complexity of the variation
analysis. We call it loss-or-gain constraint. For example, in Fig. 1(c), dimension
T gains (two times) and U disappears. Additionally, in most cases, a pattern
variation happens with the changes of several dimensions. Tracing the different
variations and analyzing the interrelationships of variations help solve practi-
cal problems. Motivated by these observations, in this paper, our primary focus
is designing methods for multi-dimensional analysis of pattern variations over
streams, combining the OLAP operations and pattern analysis over streams. The
rest of the paper is organized as follows. In section 2, related work is discussed.
VS-Cube will be provided in Section 3. Section 4 discusses the queries supported
by our methods. Materialization is discussed in Section 5. Experimental results
are presented in Section 6. Finally, Section 7 concludes the paper with some
directions for future work.

2 Related Work

In this section, we review related work of our paper from the following aspects.

2.1 Pattern Analysis over Data Streams

As the number of data stream applications grows rapidly, there is an increas-
ing need to find various patterns on stream data. Hence, some methods have
been employed to represent and find patterns in data streams and time series
[2, 5, 6]. In particular, studies include Wu et al. [1] and Tang et al. [2] realized
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Fig. 1. Multi-dimensional patterns in data streams

the significance of internal structures within a pattern. Wu et al [1] explicitly
proposed internal structures within patterns, and modeled the motions of respi-
ration using finite state automaton for the measurement of similarity. Tang et
al [2] found the evolution within patterns, and proposed an automatic variation
management approach. Additionally, Mueen et al. [7] detected time series motifs
in data stream and realized the internal dimensions within a pattern. However,
none of them paid attention to variations of each dimension and associations
between them.

2.2 Multi-dimensional Analysis over Data Streams

As data stream has been studied extensively in recent years, more and more
people have realized the multiple dimensions in streams. Traditional OLAP has
been extended to deal with dimensions in data stream [8, 10, 11]. E-Cube [8] has
proposed to facilitate computation for multi-dimensional event pattern detec-
tion by sharing results among queries. Flow Cube [9] constructs a warehouse of
commodity flows based on RFID technology. It summarizes item paths, captur-
ing the general flows trends and significant deviations from the trends. Stream
Cube [10] has proposed methods for fast online multi-dimensional analysis of
stream data and Regression Cubes [11] investigates methods for online multi-
dimensional regression analysis of streaming data to discover dramatic changes
of items. However, all of them consider neither the variation of dimensions nor
the associations between them.
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3 VS-Cube: Analyzing Variations of Streams

3.1 The Division of Dimensions

We define a data stream as a sequence of ordered data values. The order is
decided by the arriving time. This paper employs the model of sliding window
to get temporal sequences in data streams [2, 12]. Here, we are focusing on how
to divide different dimensions and to measure the variations of them. We provide
two general conditions here which may not cover all types of stream but can been
extended.

1. Dimensions correspond to a discrete value or tuple. Streams of Sales records
belong to this kind of applications. In this condition, dimensions can be
decided by the type of the measures or the temporal logic of the internal
dimensions.

2. Dimensions correspond to multiple continuous data points. In order to find
the border between different dimensions, we introduce two typical methods
which can be expanded in some other conditions.
(a) Time-based division. In some applications, people are interested in vari-

ations in a certain time, thus we can set dimension borders according to
some specific timestamps. Fig. 1(b) is an example.

(b) Feature-based division. In most cases, the arrival time of a pattern is
uncertain due to the uncertainty of data rate. So it is impossible to
divide the patterns by the timestamps. In this paper, we deal with it by
analyzing the features of the corresponding patterns over streams.

Here, we use ECG streams as an example to discuss the last division method
which is the most complex one and is later used in our experiments. ECG streams
are composed of ECG patterns, and an ECG pattern consists of six dimensions,
P, Q, R, S, T and U (Fig. 1(a)). The process of division is as follows:

– Determine the baseline value Xb and the error δ. The baseline value Xb is
used to decide the borders of dimensions in medical fields. Xb may have
errors and sometimes the border deviates from Xb. Thus an error bound δ is
set to reduce the error of border determination. Xb and δ are both specified
by users with the help of machine learning and some other techniques.

– Use PLRE [13, 14] over data in sliding window. One dimension usually
contains 100-200 data points and needs to be compressed to save space
and reduce computational cost. There are many existing representations for
streams, SAX [15], DWT [16, 17], FFT [18], etc. We use PLRE [13, 14]
here to approximate the data, which has the best compressing effect without
losing important features and can help divide the dimensions [2].

– Divide dimensions. After the second procedure, we get a set of segments. Fig.
2 shows different ways that how segments cross the base region [Xb−δ,Xb+δ].
If one segment passes the region, the point of intersection with the baseline
is the border; if several segments pass the region, the nearest intersection
to the baseline is the border. Later in the experiment, we will show the
effectiveness of this division method.
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Generally, we can decide the corresponding relationship of segments and dimen-
sions according to the temporal logic, but as for streams which have loss-or-gain
constraints, we can set some constraints over dimensions to help solve this prob-
lem. For example, in ECG streams, the timespan of dimension P should be 0.06
to 0.10s, and the height 0.22 to 0.25mV. Additionally, a normal shape of dimen-
sion can be specified by users or data mining techniques and is used to compare
with the segments, and if they are similar, the segments are what we need. There
are many techniques measuring the similarity between sequences, including Eu-
clidean distance and its variations, DTW distance [19], or LCS distance [20],
ERP [21], etc. Here we will not go to details of them for limited space.

(a) (b) (c)

Border of 
base region

segment

Baseline

Fig. 2. (a)(b)(c) are different conditions of segments crossing the base region and the
vertical dotted line denotes the boundary between dimensions. (a) One segment crosses
the base region. (b) Two segments. (c) More than two segments.

For different streams, their variations vary. Here we denote the variation mea-
sures as dimensional variation attributes (we call them attributes for short). The
attributes can be either user specified or expanded based on some given basic
ones. Table 1 shows some attributes based on ECG applications, where a dimen-
sion is DPX = (x1, t1), , (xm, tm) after the division process, in which X is the
dimension name. For different dimensions, the interested attributes are different.

Table 1. Dimensional Variation Attributes based on ECG streams

Attributes Description Calculation

Xmax Highest point MAX{x1, ..., xm}
Xmin Lowest point MIN{x1, ..., xm}
Ts Time span tm − t1
Xh Height Xmax −Xmin

Xsmooth Smoothness
∑�m/2�

0

xi+1−xi

ti+1−ti

Xdisplace Displacement (x1 + xm)/2−Xb

Binvert Inversion

{
1 if |Xmax| < |Xmin|
0 if |Xmax| ≥ |Xmin|

3.2 Multi-dimensional Variation Graph

In the section above, we have discretized dimensions and attained the dimen-
sional variation attributes. For a deep analysis of the variations, here we intro-
duce the data structure, Multi-dimensional Variation Graph (MVG).
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Definition 1. A Multi-dimensional Variation Graph (MVG) is a graph
denoted as G = (V,E,D).

1. V is a set of nodes, which represents a dimension with its attributes and the
timestamp t of the pattern which it belongs to, i.e. vi = di, c1, c2, , ck, t, where
k is the number of the attributes in dimension di. Considering loss-or-gain,
we use three kinds of nodes: ordinary nodes, loss nodes which don’t show in
the pattern and gain nodes which repeat in the pattern.

2. E is a set of edges and E = E1, E2. E1 is a set of one-way edges which con-
nect the nodes belonging to the same dimension and the direction indicating
the temporal logic, from older ones to newer ones. E2 is a set of two-way
edges connecting nodes belonging to the same pattern, that is to say, con-
nected nodes share the same timestamp.

3. Dimension set D = d1, d2, , dn indicates the dimensions of the MVG, in
which n is the number of dimensions.

D1 DnDiD2

Loss nodes

Gain nodes

Ordinary nodes

Fig. 3. An example of Multi-dimensional Variation Graph

Optimization. Fig. 3 shows an example of the structure of MVG. As time
elapses and more patterns arrive, the space consumption will increases linearly
and will result in excessive search costs. Therefore, we provide an optimization
strategy and the details are shown in Fig. 4. In Algorithm MergeNode, line 1 and
2 merge nodes which have same attributes, which means the Euclidean distance
of the two nodes is less than an error γ, and line 4 to 9 merge nodes which have
the same trend. That is to say, all the attributes of the nodes being merged have
to be monotonic. Let the average number of attributes in a node be m and the
number of processed node be n, the constructing and optimizing methods (in
Fig. 4 have a time complexity of O(mn) which meets the requirement of stream
processing.

Update and Maintenance. As new patterns arrive, the generated nodes are
added into MVG directly and are merged according to the rules mentioned above.
As the number of nodes increase, though much space is saved because of many
frequent repetitions of dimensions, the structure expands.

Considering that people are more interested in recent data, tilted time frame
[10] are adopted, which means that more recent data is registered with finer
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Algorithm BuildMVG
Variables:  v, v1, CurNode: Node; 
            d: Dimension;
Output:     a MVG;
begin
1.(v,d)=fetchnextnode( );
2.While v!=NULL do
3.  v1=Fetchlastnode(d);
4.  if MergeNode(v1, v)==True then
5.    AddtoLeft(CurNode, v1, d);
6.    AddtoRight(v1, CurNode, d);
7.  else
8.    Add(v,d);
9.  AddtoParent(v1, v);
10. AddtoLeft(CurNode, v, d);
11. AddtoRight(v, CurNode, d);
12.endwhile
end

Algorithm MergeNode
Input:   v1, v2: nodes;
Output:  Merged: Boolean
begin
1.if Equate(v1, v2, ) then
2.  v1.timestamp=(v1.timestamp,v2.timestamp);
3.else if v1 is a merged node then
4.  if sameTrend(v1, v2)==ture then
5.    for i=0 to k do
6.      v1.ci[2]=v2.ci;
7.    endfor
8.    v1.timestamp[2]=v1.timestamp;
9.    AddtoTable(v1, v2);
10.else if v1 is a root node then
11.  for i=0 to k do
12.    v1.ci=(v1.ci, v2.ci);
13.  endfor
14.  v1.timestamp=(v1.timestamp,v2.timestamp);
15.  AddtoTable(v1, v2);
end

(a) (b)

Fig. 4. Algorithms of building MVG and optimizations on MVG

granularity, while more distant data with coarser one. In this paper, we set an
old time and an expired time. For data which exceeds the old time, everym nodes
are merged into one node in which attributes are ranges of the corresponding ones
and the attributes of the m nodes will be written into the table of the generated
one. For data that exceeds the expired time, the nodes and corresponding edges
are deleted, and the information can be written into files for further analysis.
Thus, we can archive the variations of a stream and support analysis while
controlling the time and space consumption.

3.3 VS-Cube

In spite of variations of one dimension, in many cases, people are interested in
the overall changes in several dimensions. Based on Definition 1, here we propose
the data structure Aggregate Multi-dimensional Variation Graph (AMVG).

Definition 2. Given a Multi-dimensional Variation Graph G = (V,E,D), and
a possible division of the dimension set, A = {A1, A2, ..., Am}, an Aggregate
Multi-dimensional Variation Graph (AMVG) is a graph G

′
= (V

′
, E

′
, A) in

which m is the number of dimensions and A1 = {d1, ..., di}, A2 = {di+1, ..., dj},
..., Am = {d1, ..., dn} and

∑m
i=1 |Ai| = n.

For each node v
′
i = {Ai, c

′
1, c

′
2, ..., c

′
k, t}, c

′
j = φ(cj1, ..., cjl), j ∈ [i, k], where

cj is the j-th attribute of dimension di and φ(·) is an aggregate function de-
fined on variation attributes of nodes which share the same timestamp t and the
dimensions of these nodes belong to the same division subset in A.

Here, we choose the aggregate function based on the type of attributes. For ex-
ample, if the attribute is timespan, then the aggregate function can be ADD(·);
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If the attribute is height, then the function can be MAX(·). Based on the defi-
nitions above, we give the definition of VS-Cube.

Definition 3. Variation Stream Cube (VS-Cube) is a set of Aggregate Multi-
dimensional Variation Graphs based on different divisions of the dimension set
D. Each Aggregate Multi-dimensional Variation Graph is a VS-cuboid.

Given a set of dimensions based ECG applications, D = P,Q,R, S, T, U , the
VS-Cube is as shown in Fig. 5. Let n be the number of dimensions, the number
of VS-cuboids are

∑n−1
i=0 C(i, n − 1). When n = 6, the number of VS-cuboids

is 32 and not all the VS-cuboids are shown in the Fig. 5. As n increases, the
number of VS-cuboids can be very large. But in reality, people usually care only
some of them. For example, black nodes in Fig. 5 are more interesting to users
than others.

P, Q, R, S, T, U

P, QR, S, T, U

P, QRS, T, U

PQRSTU

P, Q, R, ST, U

PQ, R, ST, U

P, QRS, TU PQ, R, STU

PQR, STUPQRS, TU

P, Q, R, STU

Fig. 5. VS-Cube Lattice based on ECG data stream

OLAP Operations on VS-Cube. Based on VS-Cube, we propose extended
OLAP operations for users to navigate cuboids from one to another. Here, we
define that if the dimension set in a cuboid G1 is a division of that in cuboid
G2, then G1 is an ancestor of G2 and G2 is a descendant of G1 in the other
way. Roll-up means going from a cuboid to one of its ancestors and drill-down
from a cuboid to one of its descendants. As in Fig. 5, we can roll-up a cuboid
(P, Q, R, S, T, U) to its ancestor (P, QR, S, T, U) by merging dimensions
Q and R by the predefined aggregate functions. A slice-and-dice operation can
be performed on cuboids by deleting some dimensions which are not currently
under consideration. For example, by deleting dimensions P, T and U, we can
just analyze Q, R and S without considering the other dimensions.
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4 Implementation of VS-Cube

To implement a VS-Cube, we need to compute different AMVGs grouping on all
possible dimension combinations. As we know, cuboids in adjacent layers share
most of the dimensions, for instance cuboid (P, Q, R, S, T, U) and cuboid (P,
Q, R, ST, U) share the dimensions P, Q, R, U. With a minor change of two-way
pointers, we can implement these two cuboids by sharing a common version of
these four dimensions. Moreover, a parent cuboid can be computed directly from
its son cuboid. Based on these conditions, we selectively materialize a subset of
cuboids in VS-Cube. The chosen cuboids are more probable to be accessed.

5 Queries Supported by VS-Cube

Based on VS-Cube and the OLAP operations on it, we can get variations on
different abstract layers. A series of queries can be designed over VS-Cube to
help discover the interrelationship between different dimensions.

As we can see, queries can be very complex. A query may correspond to a
single node or a sub-graph within a dimension of MVG, and it may span several
cuboids from different layers. To keep it simple, we define the basic variation bv,
which expresses the change trend of an attribute with a beginning stamp bv.bts
and an ending stamp bv.ets. Based on this, we define VS-SEQ and VS-CON
operators to express the relationship between variations.

Definition 4. A VS-SEQ operator specifies an order on the timestamps in which
the instances of specific dimension variations must occur to match the pattern
and thus form a composite variation instance. V S − SEQ(V1, V2, ..., Vn) = {<
v1, v2, ..., vn > |v1.ets < v2.bts ∧ ... ∧ vn−1.ets < vn.bts},and vi.bts − vi−1.ets <
Δtseq where vi = bvj |V S − SEQ(bv1, ..., bvj), and bvj is specified by users as
basic changes. The composite instance has a beginning stamp of v1.bts and an
ending stamp vn.ets.

Definition 5. A VS-CON operator specifies variations which happen in the
same time interval. V S − CON(V1, V2, ..., Vn) = {< v1, v2, ..., vn > |v1.ets ≈
vn.ets ∧ v1.bts ≈ vn.bts} where vi = bvj |V S − SEQ(bv1, ..., bvj) and ≈ means
the deviation is no larger than Δtcon.

Then queries can be expressed as a series of VS-SEQ and VS-CON operators.
For example, Query 2 can be expressed as
V S − CON(V S − SEQ(Tup, T invert, T peakhigher, Tunchange), TUshorter).

As we can see, the queries can be expressed as a tree. Every basic variation
is a leaf node, while operators are the branch nodes and after processing the
”root Node”, we can get a time interval which is what we need. In this paper,
we first construct a tree of the queries and then execute the algorithms which
are presented in Fig. 6.

Algorithm GetQueue is to get a queue of time intervals satisfying a given
basic variations on a certain attribute of a dimension which corresponds to leaf
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nodes, and this algorithm can be processed concurrently to reduce time cost.
The corresponding cuboid is computed from its descendent in line 2 if it is not
existed in memory. As for operator VS-SEQ, we use the constraints as shown
in Definition 4 to prune each queue iteratively until no more changes can be
detected, and the top of each queue is what satisfies the constraints (from line
5 to 13). For VS-CON, the process is similar. The time complexity is O(xy), in
which x is the average number of time intervals in a queue and y is the average
number of nodes in a dimension, and the stamps of the nodes are less than the
old time mentioned above.

Algorithm GetQueue
Variable: bts, ets, SameVari;
Input: Leaf: QueryNode;
Output: TQ: TimeQueue;
1. SameVari==false;
2. curnode=GetCoboid(layer);
3. while(curnode.stamp!=curtime-oldtime)
4.   if(equal(curnode.trend, leaf))
5.     if(SameVari==false)
6.       bts=curnode.stamp[1];
7.       ets=curnode.stamp[2]
8.       SameVari==true;
9.     else
10.       ets=curnod.stamp[2];
11.   else
12.     if(SameVari==True)
13.       insert(TQ, bts, ets);
14.       SameVari==false;
15.     endif
16.   curnode=Getparent(curnode);
17. endwhile
end

Algorithm Operator
Variable: QueueEmpty, TQSet;
Input: node: QueryNode;
Output: TQ: TimeQueue;
begin
1. if(curnode.type==bv)
2.   return curnode.TQ;
3. foreach childcurnode
4.   Insert(TQSet, Operator(child));
5. if(curnode.type==VSseq)
6.   QueueEmpty==false;
7.   while(QueueEmpty==false)
8.     if(prun(TQSet, ))
9.       Insert(TQ,firstbts,lastets);
10.       pop(TQSet);
11.     else
12.       QueueEmpty==false;
13.   endwhile
14. else //VS-CON
15.   //similar to those above
16.   //constraint is  

end

Fig. 6. Algorithms of Queries on VS-Cube

6 Performance Study

Based on the ideas above, we implement our methods and design experiments
to compare with related works in aspects of accuracy and efficiency. Specific
experimental environment is as follows. OS is Microsoft Windows 7 basic with
CPU Intel Core 2 3.30 GHz, and Memory is 8 GB. The algorithm development
environment is MyEclipse 7.0 Enterprise Workbench and the program language
we use is Java with JDK version 1.6.0.

Our experimental datasets are a real medical data flow and a residual elec-
tricity consumption (REC) stream. The medical data are downloaded from the
Biomedical Signal Processing Laboratory of the Portland State University. There
are 20,000,000 data points of pediatric intensive care data, including ECG,
RESP, CVP and ABP streams. The residual electricity consumption stream is
from Fujian, China, which is collected through a couple of observation position.
The stream contains more than 120,000 data points.
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6.1 Effectiveness of the Feature-Based Method

As we introduced in section 3.1, the division method based on features can
divide the dimensions and maintain a low error. Here, we execute the method
over ECG data and compare it with the time-based method and baseline-only
method. The time-based method is based on the predefined timespan of the
dimensions and the result is shown in Fig. 7(left). The feature-based method
can divide the dimensions effectively while the other two give lower accuracy.
That is because the timespan of dimensions change in some conditions and if
one dimension is mistaken, the following are mistaken too, leading to the lowest
accuracy of time-based method. In addition, as we mentioned before, the baseline
may not be exact in some circumstances. That is why the baseline-only method
has gradually lower effectiveness.

6.2 The Effectiveness of Variations in VS-Cube

We design a sequence of queries, which comprise different types according to
Section 5 and randomly execute them on our datasets. The precision and recall
of queries on VS-Cube are defined as follows:

Rprecision =
1

n

n∑
i=1

N i
t

N i
re

;Rrecall =
1

n

n∑
i=1

N i
t

N i
ex

.

N i
t is the number of right answers of Query i. N i

ex is the number of expected
right answers of Query i which are presented by experts. N i

re is the number of
answers of Query i.

Fig. 7. Effectiveness of the feature-based division method (Xb = 0.94, = 0.02) (left)
and the precision and recall of queries on VS-Cube ( = 0.04) (right)

We implement our methods over different datasets, the result is shown in
Fig. 7 (right), which demonstrates that the effectiveness of our methods meet
the requirement of stream processing. Furthermore, the precision and recall are
both the lowest on REC which has the most noises. And the ECG has the most
complex patterns with the most dimensions, which places it on the second lowest
position.
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6.3 The Efficiency and Space Consumption of MVG

We compare our structureMVGwith PGG [2]which stores variations over streams
and takes a pattern as a whole without taking account of dimensions. In this ex-
periment, we set the old time as 10,000s (almost 3 hours) and the expired time
as 20,000s. The result is shown in Fig. 8. As we can see, PGG performs better
than MVG on all datasets (Fig. 8 left). The reason is that PGG takes each pat-
tern as a whole, but MVG decomposes each pattern into different dimensions and
evaluates the variations of each dimension. However, MVG not only satisfies the
requirement of applications but also can handle much more complex queries over
patterns. And both the methods perform worst on ECG which is most complex
than others. The result of space cost shows that MVG maintains a size of about
17KB with little changes, due to compressions of repetitions over streams. By de-
composing patterns into dimensions, MVG gains more advantages of repetitions
than PGG, because dimensions repeat more than patterns do. In addition, MVG
does not record the whole variationhistory but put expired changes into files, while
PGG records every pattern and scales with the data points processed.With larger
old time and expired time, the space cost of MVG will increase.

Fig. 8. The efficiency and space consumption of VS-Cube

7 Conclusion and Future Work

In this paper, by combining the OLAP technology and stream data process-
ing methods, we proposed VS-Cube to analyze the variations of patterns over
streams. Specific methods are presented to decompose a multi-dimensional pat-
tern into different dimensions and archive the respective variations of each di-
mension and the interrelationships between them efficiently. Different variations
are shown in different abstract layers with a series of OLAP operations. By sup-
porting queries on VS-Cube, users can find out the variation history of a single
dimension as well as the relationships between dimensions within a certain pat-
tern. The performance study showed that VS-Cube in this paper is capable of
efficiently processing different types of patterns over streams. However, the vari-
ations of patterns can be really massive and complex. And how to evaluate the
variations of different dimensions remains for future study.
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