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Abstract. Decision trees can be very useful data mining tools for human 
experts to diagnose the disease, because the knowledge structure is represented 
in tree shape. But we may not get satisfactory decision tree, if we do not have 
enough number of consistent instances in the data sets. Recently two kinds of 
relatively small data sets of liver disorder from America and India are available, 
so in order to generate more accurate and useful decision trees for the disease 
this paper suggests appropriate sampling for the data instances that are in the 
class of higher error rate.  Experiments with the two public domain data sets 
and a representative decision tree algorithm, C4.5, shows very successful 
results. 
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1 Introduction 

Data mining tools have been being adapted more and more in the domain of medicine 
to diagnose disease more accurately based on clinical test data. Liver is one of the 
most important internal organs in the human body, and it is known that the organ is 
responsible for more than one hundred functions of human body. The complexity of 
this organ makes it not easy to diagnose the disease of disorder in the organ [1]. A lot 
of attention has been given to build more accurate models based on public domain 
data of liver disorder since the data set is available in 1990 [2], and most recent 
research is based on some artificial neural network based approach for better 
accuracy. But, even though trained neural networks can be transformed into some rule 
forms, because the rules are in flat structure, identifying major factors in classification 
can be difficult [3]. On the other hand, tree structures can give information on what 
are major factors of the disease. But, unfortunately the accuracy of trained decision 
trees may not be as good as that of neural networks. This is especially true when we 
do not have enough number of instances for training. But, because we can easily 
understand the knowledge structures of decision trees, they have been considered very 
good data mining tools in medicine domain [4, 5].  

The training algorithms of decision trees have the tendency of neglecting minor 
class in tree building process to achieve maximum accuracy with respect to the whole 
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data set. Minor class is the class that has smaller number of instances and relatively 
higher error rates than the other classes. Therefore, we may need some means to 
compensate the property of decision trees for better utilization. 

Related issues in generating decision trees are random sampling. Because we 
usually do not have a perfect data set for data mining, and we don't have exact 
knowledge about the property of data sets, we use random sampling [6]. Each random 
sampling could generate different training and test data sets, so each random samples 
could generate slightly different results. Moreover, since our target data sets have 
limited information, random sampling like over-sampling could generate more 
different results. More recently, another data set called ‘Indian liver patient data set’ 
becomes available since 2012 [17], so it’ll be interesting to compare the results of the 
two data sets. In order to see over-random sampling is effective, we want to do 
experiment based on the two different data sets of liver disorder disease and 10-fold 
cross validation for better objectivity in the experiment. 

2 Related Work 

A decision tree generation method, C4.5 [8], can be a representative decision tree 
algorithm, because the algorithm has been referred frequently and ranked number one 
by a survey in ICDM’06 [9]. When we build a decision tree, as each subtree in the 
tree is being built, each node will have smaller number of instances, so the reliability 
of lower part of the tree becomes worse than upper part of the tree. This problem is 
called fragmentation problem. Fragmentation problem can affect the training of 
decision tree, especially the data set has class imbalance in data composition. Class 
imbalance has different effect on over-sampling and under-sampling. Over-sampling 
means more duplicate instances are sampled from minor classes, while under-
sampling means less number of instances are sampled from major classes than 
normal. In [10] five data sets that are mostly in large size are experimented using 
C4.5, and preferred under-sampling. In [11] four data sets consisting of 208~840 
instances are experimented, and preferred under-sampling because it produced better 
sensitivity in misclassification cost. On the other hand, SMOTE [12] used synthetic 
data generation method as a way of over-sampling for minor classes, and showed that 
it is effective for nine different data sets in small to very large size. A weak point  
of the approach is that we need to understand the characteristics of data sets to 
synthesize the data. In [13] over-sampling was preferred for more accurate 
classification. In [14] an ensemble of neural networks are used to create new instances 
having different class values with original instances, and C4.5 with the 100% new 
instances of liver disorder data set showed worse accuracy of 67.8%, while C4.5 with 
the original data set showed the accuracy of 68.1%. From the reports of different 
results, we can conclude that for some data sets under-sampling can be more 
desirable, but for some other data sets, over-sampling can be more desirable. 

For the liver disorder data set many researchers reported their results of 
experiments. In [15] sparse gird based approach achieved the accuracy of 72.5% for 
test data, but the approach does not consider symbolic representation of found models 
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like artificial neural networks. In [16] artificial neural network based approach called 
artificial immune algorithm is used to find more accurate model, and achieved the 
accuracy of 94.8% for training data, and generated rules. In [17] four different data 
mining algorithms like Naïve Bayes classifier, C4.5, neural networks, and support 
vector machines were tried, and the accuracy of the algorithms ranges 56.52% ~ 
71.59% in 10-fold cross-validation. Even though some artificial neural network based 
approach achieved high accuracy on training data, and we may drive rules from 
trained artificial neural networks, the rules are in flat structure so that determining 
major factors can be difficult, and moreover, we might confront with over-fitting 
problem. 

3 Experimentation 

We want to find better decision trees for the two liver disorder data sets of America 
and India. The size of data sets is relatively small. In this sense over-sampling the 
instances in the class of higher error rate or minor class to generate decision trees 
could improve our decision trees. In other words, because the splitting criterion of 
decision tree is heavily dependent on the number of instances, we increase the number 
of instances in the class of higher error rate by duplication to find decision trees of 
better accuracy. The following is the process.  

 
Begin 

Do random sampling of 10-fold cross validation; 
Determine the class of higher error rate by generating decision tree of C4.5; 
For each fold Do 

    R := 10%; 
    Repeat 
      Do R% more sampling for class of higher error rate; 
      Generate decision trees of C4.5; 
      Increase R by 10%; 
    Until R = 200%; 

End For; 
End. 

  
The two data sets in UCI machine learning repository [18] called 'liver disorder' [2] 

and ‘Indian liver patient data set’ [7] were used. The liver disorder data set has the 
following properties: The number of instances is 345. There are 145 instances in class 
1 and 200 instances in class 2 (disorder). Class 1 is the class of higher error rate, 
because its error rate is 50.1%, while the error rate of class 2 is 20.1% based on 10-
fold cross-validation with C4.5. There are six continuous attributes as independent 
attributes. There are no missing values in all attributes. Table 1 shows the results of 
experiment. The averages of conventionally sampled data and the best of 20 over-
sampled data are presented in 10-fold cross validation. The average accuracy of the 
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liver disorder data set is slightly lower than the accuracy reported in other papers 
which is 64.6% ~ 68.9% in 10-fold cross validation [19]. Anyway, this difference 
comes from random sampling effect, so it doesn’t matter for our experiment of over-
sampling. As we can see in table 1, over-sampling gives 7% better accuracy with 
increase of 16 leaf nodes in the tree. In the table ‘±’ symbol means standard deviation. 

Table 1. Comparison of conventional and over-sampling for the liver disorder data set 

Sampling method Average accuracy Average no. of leaves 
Conventional 66.67%±5.94% 23.9±5.8 
Over-sampling 73.35%±2.84% 39.9±15.7 

‘Indian liver patient data set’ has the following properties; the number of instances 
is 583, and there are 167 instances in class 2 and 416 instances in class 1 (disorder). 
Note that class value has opposite meaning in the two data sets. There are nine 
continuous attributes as independent attributes, and one attribute has gender value. 
Small number of missing values exists in the data set. Class 2 is the class of higher 
error rate, because its error rate is 52.3%, while the error rate of class 1 is 17.8% 
based on 10-fold cross-validation with C4.5. As we can see in table 2, oversampling 
gives 5% better accuracy with increase of 26 leaf nodes in the tree.  

Table 2. Comparison of conventional and over-sampling for Indian liver data set 

Sampling method Average accuracy Average no. of leaves 
Conventional 69.64%±7.39% 33.1±8.3 
Over-sampling 74.63%±7.0% 58.9±14.3 

4 Conclusions and Future Work 

Decision trees have been considered one of the best data mining tools of 
understandability. But, weakness of decision trees arises due to the fact that their 
branching criteria give higher priority to the classes of majority. Two different data 
sets related to liver disorder attract our interest for data mining. The data sets are 
relatively small and have some error rates so that decision trees in conventional means 
may not generate good results due to the property. 

In order to generate more accurate trees we used over-sampling technique for the 
data instances of the class of higher error rates. Experiments with a decision tree 
algorithm, C4.5, showed very good results. But, the trees become larger, so we may 
want to apply severer pruning for better understandability. Because pruning can 
generate smaller trees, we want to apply appropriate pruning parameters to generate 
comprehensible and accurate trees for the data sets.  

A branch will be pruned, if predicted error rate decreases by pruning the branch. 
The upper limit of predicted error rate P for a leaf is calculated by UCF(e, t) function 
that is in binomial distribution. In the function e is the number of incorrectly classified 
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instances and t is the number of training instances in a node. CF is confidence level of 
the predicted error rate. The number of predicted error for the leaf is t×P. This 
number is summed for each leaf in a subtree to calculate the number of predicted 
errors for the subtree. The number of predicted error is calculated for both of pruned 
state and unprunned state of a subtree, and if pruned state generates smaller number of 
predicted errors, the subtree will be pruned.  Because P value is proportional to CF 
value, lower CF value can generate smaller predicted error rate. Default CF value in 
C4.5 is 25% and this values was set based on C4.5 developer’s experience [8]. 
Moreover, as we can see in table 1 and 2, the standard deviations are somewhat large 
in our trees. Therefore, we have room to find proper CF value for accurate and 
understandable trees from the results of the experiment.  
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