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Preface

This volume collects a selection of contributions which has been presented at the 22nd
Italian Workshop on Neural Networks, the yearly meeting of the Italian Society for
Neural Networks (SIREN). The conference was held in Italy, Vietri sul Mare (Salerno),
during May 17–19, 2012. The annual meeting of SIREN is sponsored by International
Neural Network Society (INNS), European Neural Network Society (ENNS) and IEEE
Computational Intelligence Society (CIS).

The workshop, and thus this book, is organized in three main components, two spe-
cial sessions and a group of regular sessions featuring different aspects and point of
views of artificial neural networks and natural intelligence, also including applications
of present compelling interest.

More than 60 papers were presented at the Workshop, and most of them are reported
here. The review process has been carried out in two steps, one before and one after
the workshop in order to meet Publisher’s requirements. The selection of the papers
was made through peer-review process, where each submission was evaluated by at
least two reviewers. The submitted papers were authored by peer scholars from differ-
ent countries (the Italian component was anyway preponderant). The acceptance rate
is thus high also because most of the attendees are involved in SIREN research and
organization activities for more than 20 years. In addition to regular papers, the techni-
cal program featured keynote plenary lectures by some worldwide renowned scientist
(Soo Young Lee, South Korea; Ganesh K. Venayagamoorthy,USA; Jacek Zurada, USA;
Günther Palm, Germany; Alessandro Vinciarelli, UK; Danilo Mandic, UK). One of the
two special sessions was supported by the EU-sponsored COST Action 2102 that closed
his work on February 2011 even though the Members of the Action are still networking
and collaborating in scientific activities.

The first Special Session explored the new frontiers and challenges in Smart Grid re-
search and proposed a proficient discussion table for scientists joining the WIRN con-
ference, whose expertise typically cover the research fields addressed in Smart Grid
technology, as electrical and electronic engineering, computational intelligence, digital
signal processing and telecommunications. The Session included two invited contribu-
tions and seven regular ones. The Session was particularly relevant because it introduced
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some aspects of neural network applications not commonly known at the community
in a field of growing interest.

The second Special Session was titled Computational Intelligence in Emotional or
Affective Systems and was given in honour of John Taylor, the Editor-in-chief of the
journal Neural Networks recently died. The Session featured two keynote lectures and
10 regular contributions. Computational Intelligence (CI) methods have shown great
capabilities in modelling, prediction, and recognition tasks and a mature degree of un-
derstanding has been achieved in many application areas, in particular in complex mul-
timodal systems supporting human-machine or human-human interaction. At the same
time, the emotional issue has recently gained increasing attention in such complex sys-
tems due to its relevance in most common human tasks (like cognitive processes, per-
ception, learning, communication and even “rational” decision-making) and therefore is
highly relevant for the goal of human-like interaction with machines. The real challenge
is taking advantage of the emotional characterization of humans to make the computer
interfacing with them more natural and therefore useful. The scope of the session was
to assess to what extent and how sophisticated computational intelligence tools devel-
oped so far might support the multidisciplinary research on the characterization of an
appropriate system reaction to human emotions and expression in interactive scenarios.

We would like to thank all of the special sessions organizers, namely: Stefano Squar-
tini, Rosario Carbone, Michele Scarpiniti, Francesco Piazza, Aurelio Uncini, Anna
Esposito, Günther Palm.

The organization of an International Conference gathers for the efforts of several
people involved. We would like to express our gratitude to everyone that has cooperate
to the organization, by offering their commitment, energy and spare time to make this
event a successful one.

May 2012 Bruno Apolloni
Simone Bassis
Anna Esposito

Francesco Carlo Morabito
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Probability Learning and Soft Quantization

in Bayesian Factor Graphs

Francesco A.N. Palmieri and Alberto Cavallo

Dipartimento di Ingegneria Industriale e dell’Informazione
Seconda Universitá di Napoli (SUN)

via Roma 29, 81031 Aversa (CE), Italy
{francesco.palmieri,alberto.cavallo}@unina2.it

Abstract. We focus on learning the probability matrix for discrete ran-
dom variables in factor graphs. We review the problem and its variational
approximation and, via entropic priors, we show that soft quantization
can be included in a probabilistically-consistent fashion in a factor graph
that learns the mutual relationship among the variables involved. The
framework is explained with reference the ”Tipper” example and the
results of a Matlab simulation are included.

Keywords: Machine Learning, Factor Graphs, Bayesian Methods.

1 Introduction

Probability propagation on graphs is a very promising emerging paradigm for
building intelligent signal processing systems [12]. Algorithms and applications
are under development in many areas of research that range from communication
and coding to signal processing and control. However, full use and development
of artificial intelligence systems that operate with probability propagation tech-
niques require refinements on a number of critical issues. Some of these are:
1. Propagation in graphs with cycles [1]; 2. Parameter learning [8]; 3. Graph-
structure learning [13]; 4. Propagation and learning in hybrid graphs with both
continuous and discrete variables; etc. In this paper we focus on learning the
probability matrix in discrete-variable factor graphs [7][6] pointing to a connec-
tion to variational learning [5][3][2][18][19]. We apply the idea to a generic block
where the whole probability matrix is learned from examples. Recent develop-
ment on inference based on entropic priors [15][14] allows the introduction of soft
quantization within the Bayesian graph framework much like in fuzzy logic [17].
Entropic priors allow to translate some of the successful heuristics typical of the
fuzzy framework, into a probabilistically-consistent Bayesian learning paradigm
on factor graphs. Soft logic formulated within standard probability theory [10]
coupled with belief propagating on factor graphs represents a very promising
framework to bring to a higher cognitive level many of the current signal pro-
cessing problems. In our formulation we use factor graphs in Forney’s normal

B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 3–10.
DOI: 10.1007/978-3-642-35467-0_1 c© Springer-Verlag Berlin Heidelberg 2013



4 F.A.N. Palmieri and A. Cavallo

form [11], because they are easier to handle in comparison to more traditional
Bayesian graphs [16].

In this paper we first review the problem of learning the probability matrix
pointing to a connection with variational message passing. Then we briefly in-
troduce soft quantization with entropic priors and finally we apply the ideas
to the well-known Tipper example. The results of a simulation show how this
framework implements a very natural dynamic merge of inference and learning.

2 Learning the Probability Matrix

Probabilistic inference in factor graphs via message propagation is a relatively
mature technique, at least in graphs with no cycles, when the conditional proba-
bility functions that make up the model are known [12]. A much harder problem
is learning the model parameters on line, i.e. performing inference and learning
at the same time. To focus on the specifics of this issue we start with the simplest
(non trivial) factor graph of Figure 1 that models N independent realizations
of two random variables X ∈ X = {ξ1, ..., ξd} and Y ∈ Y = {η1, ..., ηm}. The
variables are discrete and take values in the two alphabets X and Y and are
related via the unknown conditional probability matrix

P (Y |XΘ) =

⎛⎜⎜⎝
p(η1|ξ1) ... p(ηm|ξ1)
p(η1|ξ2) ... p(ηm|ξ2)

. ... .
p(η1|ξd) ... p(ηm|ξd)

⎞⎟⎟⎠ = Θ =

⎛⎜⎜⎝
Θ11 ... Θ1m

Θ21 ... Θ2m

. ... .
Θd1 ... Θdm

⎞⎟⎟⎠ , (1)

with 0 ≤ Θij ≤ 1, i = 1, ..., d, j = 1, ...,m;
∑m

j=1 Θij = 1, i = 1, ..., d. The
unknown parameters make up the matrix Θ ∈ T , where T denotes the set of all
d×m stochastic matrices. Since the structure of Figure 1 may be part of a more
complex network, we assume that information on X [n] and Y [n] is available in

Fig. 1. The factor graph for N independent realizations of (X[n], Y [n])
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soft form via forward and backward distributions fX[n](x), bX[n](x), fY [n](y) and
bY [n](y), with x ∈ X and y ∈ Y. Also information about matrix Θ is carried by
forward and backward messages fΘ[n](θ) and bΘ[n](θ) which are matrix functions.
These messages are related to each other via marginalization as

fY [n](y) ∝
∫
θ∈T
∑

x∈X P (y|xθ)fX[n](x)fΘ[n](θ)dθ;

bX[n](x) ∝
∫
θ∈T
∑

y∈Y P (y|xθ)bY [n](y)fΘ[n](θ)dθ;
bΘ[n](θ) ∝

∑
x∈X
∑

y∈Y P (y|xθ)bY [n](y)fX[n](x).
As usual in factor graphs, the notation ∝ means that the expressions are distri-
butions except for proper normalization. The complete model is hybrid because
X [n] and Y [n] are discrete and Θ is continuous and multi-dimensional. In a
more compact matrix representation, forward and backward messages for X [n]
and Y [n] are the column vectors

fX[n] = (fX[n](ξ1), ..., fX[n](ξd))
T ; bX[n] = (bX[n](ξ1), ..., bX[n](ξd))

T ;
fY [n] = (fY [n](η1), ..., fY [n](ηm))T ; bY [n] = (bY [n](η1), ..., bY [n](ηm))T .

Therefore we can write
fY [n] ∝

∫
θ∈T θT fX[n]fΘ[n](θ)dθ = FT

θ[n]fX[n];

bX[n] ∝
∫
θ∈T θbY [n]fΘ[n](θ)dθ = Fθ[n]bY [n],

where Fθ[n] =
∫
θ∈T θfΘ[n](θ)dθ is the mean forward matrix for Θ[n]. The back-

ward message for Θ[n] is the matrix function

bΘ[n](θ) ∝ fTX[n]θbY [n] = fTX[n]

⎛⎜⎜⎝
θ11 ... θ1m
θ21 ... θ2m
. ... .

θd1 ... θdm

⎞⎟⎟⎠bY [n]. (2)

Messages for Θ[n] and Θ′[n] in the other branches are formally the result of
the product rule fΘ[n](θ) ∝ fΘ′[n](θ)bΘ′[n−1](θ); bΘ′[n](θ) ∝ bΘ[n](θ)bΘ′[n−1](θ);
fΘ′[n](θ) ∝ bΘ[n+1](θ)fΘ′ [n+1](θ). Each message is a product of the type

μΘ(θ) ∝
∏
l

fTX[l]

⎛⎜⎜⎝
θ11 ... θ1m
θ21 ... θ2m
. ... .

θd1 ... θdm

⎞⎟⎟⎠bY [l] =
∏
l

d∑
i=1

m∑
j=1

bY [l](ηj)fX[l](ξi)θij (3)

If variables X [n] and Y [n] of block n are instantiated, i.e. forward and backward
messages are delta functions, fX[n](x) = δ(x−ξi), bY [n](x) = δ(y−ηj), backward
information from block n is simply bΘ[n](θ) ∝ θij . If also all variables from all n
are instantiated, information exchanged among the blocks (except possibly for
the prior on Θ) are exactly products of Dirichlet distributions

μΘ(θ) ∝
d∏

i=1

m∏
j=1

θ
nij

ij ∝
d∏

i=1

Dir(θi1, ..., θim;ni1 + 1, ..., nim + 1), (4)

where nij are the integer numbers that represent the cumulative counts of the
occurrences of pair (i, j) (hard scores). Unfortunately, in the general case we are
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interested in with forward and backward messages carrying soft information, ex-
pression (3) becomes intractable. Hence we resort to a variational approximation
[5][3][18] for bΘ[n](θ) that gives

bVΘ[n](θ) ∝ e
∑d

i=1

∑m
j=1 bY [n](ηj)fX[n](ξi) log θij =

∏d
i=1

∏m
j=1 θ

bY [n](ηj)fX[n](ξi)

ij

∝
∏d

i=1 Dir(θi1, ..., θim; fX[n](ξi)bY [n](η1) + 1, ..., fX[n](ξi)bY [n](ηm) + 1),
(5)

which is again the product of d Dirichlet distributions. This is particularly in-
teresting because the Dirichlet distribution, sometimes used as an assumption
[7][19], is exactly the variational approximation. Assuming that also the prior
distribution πΘ is a product of Dirichlet functions

πΘ ∝
∏d

i=1 Dir(θi1, ..., θim;αi1 + 1, ..., αim + 1).
A generic message in the upper branches has the form

μΘ ∝
∏d

i=1 Dir(θi1, ..., θim;
αi1 +

∑
l fX[l](ξi)bY [l](η1) + 1, ..., αim +

∑
l fX[l](ξi)bY [l](ηm) + 1).

(6)

A priori knowledge about the rule that mapsX into Y can also be easily included
in the coefficients of πΘ. The exponential form for the variational approximation
suggests that matrix variables Θ[n] and Θ′[n] could be replaced with soft score
matrix variablesO[n] andO′[n]. Backward message from block n becomes matrix
bO[n] = fX[n]b

T
Y [n]. Also all messages in the upper branches become d ×m ma-

trices with combination rules fO[n] = fO′[n] + bO′[n−1]; bO′[n] = bO[n] + bO′[n−1];
fO′[n] = bO[n+1] + fO′[n+1]. Forward and backward messages for Y [n] and X [n]
are respectively fY [n] ∝ FT

O[n]fX[n]; bX[n] ∝ FO[n]bY [n],, where FO[n] is the row-
normalized version of fO[n]. Note that these propagation rules represent the
learning steps for Θ as inference and learning happen at the same time. Recall
that the various stages in the graph represent time-unfolded versions of the same
block. Mode details and proofs will be reported in a longer paper.

3 Soft Quantization

Manipulation of discrete quantities in machine learning, also when the problem
involves continuous variables, may be particularly handy, because a priori qual-
itative information can be more easily injected into the system. Fuzzy methods
[17] have shown great success in merging soft knowledge with hard functions
especially in control [9]. In [15] we have shown how the use entropic priors in the
Bayesian framework allowing the introduction of soft membership information
in a way that is consistent within standard probability theory. This is a cru-
cial step to allow soft quantization and coherent use of probability propagation
for inference and learning in systems that contain both continuous and discrete
variables.
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Figure 2 shows a quantization scheme for a continuous variable Sa. All the like-
lihoods are triangular, complementary and centered on the M nodes ξ1, ..., ξM .
Denoting the triangular function on a, b, c with Λ(sa; a, b, c), the M pdfs are

{ 2
ξ2−ξ1

Λ(sa; ξ1, ξ1, ξ2),
2

ξ3−ξ1
Λ(sa; ξ1, ξ2, ξ3),

..., 2
ξM−ξM−2

Λ(sa; ξM−2, ξM−1, ξM ), 2
ξM−ξM−1

Λ(sa; ξM−1, ξM , ξM )}, (7)

and are shown in Figure 2(a). The differential entropy [4] of Λ(sa; a, b, c) is eas-
ily computed to be h(Sa) = 1

2 + log c−a
2 . With entropic priors πi ∝ eh(Sa|i)

[15], the prior-likelihood products, become equivalent to a set of functions
with same height as in Figure 2(b). We recall that entropic priors are the
distribution that maximize the joint entropy H(Sa, S) for fixed likelihoods
(pSa(sa|1), ..., pSa(sa|M)) [15]. The node distribution can be chosen according
to the data points density, but the complementarity of the likelihoods guaratees
that no information is lost after soft quantization. Figure 2(b) shows also how
this kind of soft quantization can be drawn as a generative factor graph model
that can be inserted into a larger factor graph. The backward message for Sa is
a data point bSa(sa) = δ(sa − s0). The backward message for S1 in vector nota-
tion is bS1 = (pSa(s0|1), ...., pSa(s0|M))T that after combination with entropic
priors becomes fS2 = (pSa(s0|1)π1, ...., pSa(s0|M)πM )T . The soft quantization
model satisfies a property of perfect recostruction because if bS2 = bS1 , we
have fS1 = fS2 and fSa(sa) = δ(sa − fTS1(ξ1, ..., ξM )T ) = δ(sa − s0) (lossless
dequantization). More details about soft quantization with entropic priors will
be reported in a longer paper elsewhere.

Fig. 2. Soft quantization on nodes {ξ1, ..., ξM}. (a) The triangular likelihoods; (b) The
entropic priors-likelihoods products.
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4 The Tipper Example

In this paper we report some experiments with the variational learning rules of
Section 2 and with the soft quantization scheme of Section 3 on the well-known
”Tipper” example. In this problems there are three continuous variables: Sa

(Service), Fa (Food) and Ta (Tip). The Tipper example, often used as a teaching
example in control classes (there is a Matlab demo available in the Fuzzy Control
Toolbox), is a typical case of mapping between two input variables (Service
and Food) and a final one (Tip). In the fuzzy framework is also very easy to
include soft rules and various design constraints. Our objective is here to traslate
this typical approach into a probabilistically-consistent Bayesian framework. The
underlying factor graphs shown in Figure 4, in which messages travel back and
forth, allows simultaneous inference and learning with inputs and outputs that
become essentially indistinguishable.

Even though a priori soft-logic rules can be easily included as contraints in the
prior block πΘ, we have assumed here no prior knowledge about the variables
Sa, Fa and Ta. We have simply presented 50 realizations of the triplet as fSa , fFa

and fTa and let the system learn (simulations with combinations of soft rules and
examples will be reported elsewhere). The triplets were obtained from a blind
run of the Matlab demo. Forward and backward messages carry information in
various parts of the system and inferences can also be made backward on Service
and/or Food from Tip.

The graph structure assumes that variables Service and Food are mutually
independent and that the N = 50 realizations are also statistically indepen-
dent. The three analog variables Sa, Fa and Ta are soft quantized from ranges
[0 − 10][0− 10][5− 25] with M = 6 uniformly spaced nodes each into the three
discrete variables S, F and T . Entropic priors are imposed in πS , πF and πT .
The 36× 6 matrix of conditional probabilities P (T |SFΘ) is learned via message
propagations with the variational algorithm described in Section 2. The simula-
tions let the messages propagate 300 steps which is enough to cover the graph
diameter. The graph is clearly a tree and convergence is guaranteed. Figure 4
shows the comparison of forward and backward information at each stage n. The
thre plots show the comparison of the actual value of each variable, as carried by
the backward input message, with the value provided by the rest of the system,
as carried by the forward output message that uses all the other inputs after
learning and propagation. Note that learning and inference is all done at the
same time since information about the parameter θ are also carried by travelling
messages. The simulation is self-contained and implements our best use of the
data because the inference, say on Ta[n], is based on all the examples except the
one on Ta[n]. This is because fΘ[n] does not contain information coming from
bΘ[n]. Hence each stage n uses a slightly different estimate for P (T |SFΘ) be-
cause the nth examples is automatically excluded. Therefore in inferring Ta[n],
values of Sa[n] and Fa[n] are used for inference, but not for learning. The same
considerations apply to inferences on Sa[n] and Fa[n].
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Fig. 3. The factor graph for the Tipper example

0 10 20 30 40 50
0

5

10

S
a

0 10 20 30 40 50
0

5

10

F
a

0 10 20 30 40 50
10

15

20

25

T
a

Fig. 4. Comparison of forward (inference) (*) and backward (true) (o) values for the
three variables in the Tipper example
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Conclusions

In this work we have reported partial results for a successful Bayesian paradigm
that implements via message propagation on a factor graph simultanaous infer-
ence and learning. By means of an example, we have also proposed a quanti-
zation scheme, that via the introduction of entropic priors, allows us to build
a probabilistically-consistent graph that can adapted with belief propagation.
More work will be devoted to further understanding of the adaptation rules and
on the inclusion of soft-logic contraints.
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Abstract. A major recurring problem in exploratory phases of data mining is
the task of finding the number of clusters in a dataset. In this paper we illustrate a
variant of the competitive clustering method which introduces a rival penalization
mechanism, and show how it can be used to solve such problem. Additionally,
we present some tests aimed at comparing the performance of our rival-penalized
technique with other classical procedures.

1 Introduction

The term central clustering refers to a family of clustering algorithms that are based
on moving a set of points, referred to as prototypes, inside the data space until their
position minimizes a certain cost function, representing a measure of the goodness by
which the prototypes represent the data points.

In the literature, approaches based on soft-clustering, like fuzzy c-means [14],
Neural-Gas [13,4] or Self-Organizing Maps (SOM) [6,16], and competitive learning
[5,15,12], have been proposed to partition a given dataset into a predefined number of
clusters, each one represented by a prototype usually corresponding to the cluster cen-
troid. All these algorithms suffer from several issues, most notably, the optimal value of
the cost function is rarely reached. Only stochastic optimization [10], that is extremely
costly, or a careful initialization of the prototypes allow escaping local minima. Al-
though a few attempts have been proposed to derive a robust initialization (e.g. [11]),
there seem to be no universal and reliable way to proceed, and some prototypes typically
get stuck during the clustering process. These prototypes are referred to as “dead units”
[13] and affect the proper operation of the algorithm and the quality of the result. As a
consequence, the general approach is to repeat the clusterization process several times
with different, random initializations of the prototypes, so as to allow the algorithm to
escape from local minima from time to time.

A slightly different task is to find the number of clusters in a dataset (e.g. [3]). This is
indeed a frequent problem in exploratory phases of data mining, and a straightforward
approach is to adopt a parameterized version of a clustering algorithm using the desired
number of data clusters K as parameter and to try a different clusterization for each
possible value of the parameter. Subsequently, the best result would be chosen based on
some validity measure or index.

However, it is impractical to run several random initializations of one algorithm for
each possible values of its parameter, especially when the latter spans a wide interval of

B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 11–20.
DOI: 10.1007/978-3-642-35467-0_2 c© Springer-Verlag Berlin Heidelberg 2013
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values. Alternatively, in some cases it is possible to exploit the intrinsic characteristics
of some algorithms to produce dead units (e.g. [6]), to facilitate the search for a good
solution.

Recently, in the framework of central clustering, a different approach has been pro-
posed for moving the prototypes. The idea is that, while the winning prototype is at-
tracted by the closest data point, other prototypes are moved in the opposite direction.
This mechanism, known as rival-penalization [5,15], is somehow similar to the BCM
model proposed by Bienenstock, Cooper and Munro [9] in a typical Hebbian learning
fashion.

Rival-penalization clustering has been overlooked in the past. In this paper we
present the results of some tests we performed, aimed at comparing the rival-
penalization approach with classical clustering techniques, namely standard compet-
itive learning and SOM. The ability of rival-penalization of discovering the proper
number of clusters in a given dataset is analysed and discussed. Specifically, we show
that, by introducing the rival penalization mechanism into a competitive learning set-
ting, results comparable with soft-clustering can be achieved. Moreover, the number of
clusters can be discovered in a robust and reliable way.

2 Algorithms

We’ll consider a collection of N d-dimensional observations, {ξ j} . Goal of clustering
algorithms is to assign each observation to one of K clustersΨi, according to a similarity
measure with the other elements in the same cluster. Each cluster is represented by its
centroid, ψi, which is also a point in R

d .
The following subsections give a quick coverage of the algorithms we employed.

2.1 Competitive Learning and Rival Penalization

Competitive learning (CL) is an effective tool for data clustering, widely applied in a
variety of signal processing problems such as data compression, classification, adaptive
noise cancelation, image retrieval and image processing [2].

For the purposes of this contribution, a feed-forward neural network with a single
layer consisting of K output units is used to achieve a K-cluster data partitioning. Each
unit represents a cluster centroid ψi.

The training of the network proceeds as follows. At each iteration, each data point ξ
is presented in turn to the network and a winning unit, w, is elected. This is the prototype
whose Euclidean distance from the point is minimum:

w = argmin
i
‖ξ −ψi‖. (1)

Subsequently, the position of the winning unit is updated towards the data point using
the following updating rule

ψw j = ψw j +η(t)(ξ −ψw) (2)

where j denotes a component of the prototype vector and η(t) is a learning rate param-
eter whose value decays as a function of the time t.
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In a pure competitive learning setting, only the winning unit is updated. The proce-
dure is repeated multiple times for each data point, until the prototypes converge to their
final position—i.e. when the maximum difference in the position of any centroid in two
successive iterations is smaller than a fixed tolerance ε , or when a maximum number of
iterations is reached.

The prototypes are initialized using the ”Forgy” approach [1]—i.e. K of the available
data points are randomly chosen to serve as cluster prototypes. In this context, this is
enough to guarantee that no dead unit will ever appear, as every prototype shall win the
competition for at least one data point, that is, the prototype itself.

The rival-penalized competitive learning (RPCL) algorithm improves on the pure
competitive learning approach by introducing a rival penalization mechanism, as pro-
posed in [5] and [15]. With this approach, not only the position of the winning unit is
updated towards the input vector, but additionally the position of its rival unit is updated
in the opposite direction.

In order to find the winning unit and its rival, a relative winning frequency is intro-
duced, which keeps track of how many times each unit happens to win a competition
for some input vector. The relative winning frequency for unit i is defined as

γi =
si

∑K
j=1 s j

(3)

where si is the number of times unit i was declared winner in the past. When ∑K
j=1 s j =

0—i.e. initially, then γi = 1 in order to give every prototype a fair chance to win.
The winning unit w for an input vector ξ is now given by

w = argmin
i

γi‖ξ −ψi‖. (4)

Notice how the parameter γi acts as a “conscience” for the unit—if the unit has won
too often in the past, its chances to win the competition for the current data point are
reduced accordingly. Moreover, for each input vector ξ , the rival penalized competitive
learning algorithm computes not only the winning unit w, but also a second winning
unit, referred to as the rival, defined by

r = argmin
i

γi‖ξ −ψi‖, i �= w. (5)

Equation 2 is used to update both the winner and its rival. The latter, however, moves
away its centroid from the input point with a de-learning rate β , which is related to η
by

β(t) =−cη(t)γr (6)

where γr is the relative winning frequency of the rival and c = 1/10 is a predefined
constant. Unlike the implementation of [5], here β depends on both the learning rate η
and the winning frequency γr, so that the rival is dynamically penalized according to γr

even for constant η (which is not the case anyway).
In contrast to the CL algorithm, here a “Forgy” initialization of the prototypes is not

enough to guarantee dead unit avoidance. In fact, even if the prototypes are initialized
using the input data points, depending on the de-learning rate β , a rival unit may incur



14 A. Borghese and W. Capraro

considerable modification in the value of its prototype, and thus it can fail to win the
competition even for the input data point to which it had been initialized.

What is interesting with this approach is that, as reported in [5], if the learning rate η
is chosen to be at least one order of magnitude larger than β , then the adequate number
of output clusters will be automatically found. In other words, assuming that the actual
number of clusters is unknown and that the number of units K is chosen greater than the
cluster number, the prototype vectors will converge towards the centroids of the actual
clusters with few of them overlapping in space. In our implementation, this condition
holds in each iteration as c = 1/10. In each iteration, the RPCL algorithm pushes away
the rival, thus allowing for faster convergence, and invalidates extra prototypes by even-
tually making their cluster empty. Hence, the RPCL algorithm is believed to be able to
perform appropriate clustering without knowing the cluster number.

2.2 SOM

The limitation of considering only one data point at a time in competitive learning
has been overcome by soft-clustering approaches [2] in which the position of all the
prototypes is updated for each data point. Among these approaches, Self-Organizing
Maps (SOMs) represent an excellent tool in exploratory phases of data mining. They
project the input space onto prototypes in a low-dimensional regular grid that can be
effectively used to visualize and explore properties of the data. The SOM consists of
a regular, one- or two-dimensional grid of units, with each unit i represented by its
prototype vector ψi. Additionally, each unit i is assigned a place in the output grid,
represented by its coordinates ri = (xi,yi), and the units are logically linked to adjacent
ones by a neighborhood relation. During training, data points lying near each other in
the input space are mapped to nearby units in the output hyperplane. Thus, the SOM can
be regarded as a topology-preserving tool for mapping the input space onto the output
grid.

The SOM is trained iteratively. At each training step, a data point ξ is randomly
chosen from the input data set, and the distance between ξ and all the prototype vectors
is computed. Subsequently, all prototype vectors are updated, each proportionally to the
distance of the corresponding unit from the winning unit in the output grid:

ψi j = ψi j +η(t)Λ(i,w)(ξ −ψi). (7)

In the hereabove equation Λ(i,w) denotes the value of the neighborhood function be-
tween unit i and the winning unit w, as given by

Λ(i,w) = exp

(
−‖ri − rw‖2

2σ2

)
(8)

where the parameter σ defines the radius of the neighborhood. Λ(i,w) therefore defines
a region of influence for the prototype w. Notice that the value of Λ is exactly 1 when
i=w, and decreases as the distance of the prototype from the other data points increases.
Also, it is useful to adjust the radius as well as the learning rate at each iteration, so that
the influence region of a prototype decays with time as a function of σ and η .



Rival-Penalized Competitive Clustering 15

In this work, we are mainly concerned with the SOM’s ability to perform appropriate
clustering of a given data set. Thus, only SOMs with one-dimensional output arrays
are actually used. As stated in [16], this configuration is expected to produce better
results as compared to the 2-dimensional grid configuration. This is due to the fact
that the “tension” exerted in each unit by the neighboring units is much higher in the
second configuration, and such a tension limits the plasticity of the SOM to adapt to the
particular distributions of the dataset.

3 Experimental Setting and Test Results

In order to test the algorithms, we have generated a specific dataset containing 250
3-d data points distributed over 5 non-overlapping clusters. It has been generated by
perturbating the centroid of each cluster with a Gaussian distribution with mean value
0 and variance 1.

Since the resulting clusterization depends strongly on the initialization of prototypes,
it is essential that each algorithm be tested several times with different initializations.
For our tests, 60 “Forgy” initializations (which we’ll refer to as trials) have been gen-
erated and evaluated for each algorithm. This should be enough to overcome random
fluctuations.

As to the tests we conducted, they can be divided into two types. In a first type
thereof—we call it type-A experiment—we focused on a specific algorithm and tried to
partition our dataset varying the cluster number from K = 2 to K = 10. (And for each
K, 60 trials have been performed as described before.) On the other hand, in type-B
experiments we tested 60 trials of an algorithm with a fixed value of K but varying the
parameters of the algorithm instead.

In our tests, the validity of the resulting clusterization is evaluated by means of qual-
ity indexes, and the number of iterations required by the algorithm to converge was also
measured. The quality indexes used are the Davies-Bouldin (DB) index and the mean
quadratic error (MQE). The mean quadratic error is simply the ratio of the sum of all
the squared distances of each data point from its cluster prototype to the total number
of data points:

MQE =
∑K

i=1 ∑ξ∈Ψi
‖ξ −ψi‖2

∑K
i=1 |Ψi|

. (9)

The Davies-Bouldin index is defined as

DB =
1
K

K

∑
i=1

max
j �=i

{
Si + S j

‖ψi −ψ j‖

}
(10)

where Si is the within i-th cluster scatter, as given by

Si =

√√√√∑
ξ∈Ψi

‖ξ −ψi‖2

|Ψi|
. (11)

For a detailed review of these and other cluster validity measures see [8]. Notice that
it is geometrically plausible to seek clusters that have minimum within-cluster scatter
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and maximum between-class separation, so the number of clusters K̄ that minimizes the
Davies-Bouldin index can be reasonably taken as the optimal value of K. As reported
in [8], for well-separated clusters, the Davies-Bouldin index is expected to decrease
monotonically as K increases until the correct number of clusters is achieved.

In all the tests conducted, we fixed a tolerance of ε = 0.001 and the maximum num-
ber of iterations was set to 500. It should be enough for the algorithms to produce good
clusterizations given the time-decay rule for η adopted, which is

η(t) = exp
(
− t

50

)
·η0 (12)

where η0 = 0.1 is the initial value and t = 0,1, . . . is the iteration number.
In the remaining of this section we illustrate the results of our tests.

3.1 Competitive Learning

To begin with, we measured the effectiveness of the standard CL algorithm in partition-
ing our dataset by running a type-A test. The results can be used throughout the rest of
this work as a reference for the other algorithms. For each value of K, Table 1 reports
the Davies-Bouldin index and the quadratic error for the best outcome out of the 60
trials of the algorithm, along with the number of iterations performed.

As Table 1 shows, the algorithm succeeds in discovering the correct number of clus-
ters: the DB index takes on its optimal value for K = 5.

As expected, the mean quadratic error is a decreasing function of the number of
clusters (indeed one expects the within-cluster variance to decrease in this case), and
hence it does not convey any useful information on the goodness of the result.

As a downside, the CL algorithm takes a considerable number of iterations to con-
verge, as in each iteration only the winning unit is moved towards the current data point
by a small, η-dependent, fraction of the distance. Moreover, in order to discover the
optimal value of the parameter K, every possible value has to be investigated and the
result evaluated. The average number of iterations is a decreasing function of K, which
is rather obvious since, for small K, we expect the amount of modification in the posi-
tion of each centroid as a function of the data points to be higher in each iteration as
compared to when K is large.

Fig. 1. Scatterplot of the dataset

Table 1. Type-A test results for CL

K DB MQE it

2 0.712 49.642 344
3 0.396 27.360 344
4 0.429 10.583 328
5 0.298 2.816 298
6 0.690 2.648 298
7 0.751 2.603 298
8 0.768 2.540 298
9 0.746 2.435 298
10 0.809 10.197 328
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Table 2. Type-A test results for SOM

(a) σ = 0.5

K nD DB MQE it

2 0 0.7123 49.6421 346
3 0 0.5779 32.8641 345
4 0 0.4291 10.5827 330
5 0 0.2983 2.8161 300
6 1 0.2983 2.8161 300
7 2 0.2983 2.8161 300
8 3 0.2983 2.8161 300
9 4 0.2983 2.8161 300

10 5 0.2983 2.8161 300

(b) σ = 1

K nD DB MQE it

2 0 0.7123 49.6421 346
3 0 0.5779 32.8641 345
4 0 0.4291 10.5827 330
5 0 0.2983 2.8161 300
6 1 0.2983 2.8161 300
7 2 0.2983 2.8161 300
8 3 0.2983 2.8161 300
9 3 0.7244 2.6374 294
10 3 1.0228 2.4724 294

(c) σ = 1.5

K nD DB MQE it

2 0 0.7123 49.6421 346
3 0 0.5779 32.8641 345
4 0 0.4291 10.5827 330
5 0 0.2983 2.8161 300
6 1 0.2983 2.8161 300
7 2 0.2983 2.8161 300
8 3 0.2983 2.8161 300
9 2 1.0505 2.5142 294
10 3 1.0710 2.5077 294

We have also investigated the role of the learning rate η in the learning process. To
this end, a type-B test has been performed in which a value of K = 5 has been fixed and
η takes on some values in the range (0.2-0.02). As before, 60 trials of the algorithm have
been tested for each value of η , and the best outcome is considered. We do not report
the results for space issues. We report, however, that the initial learning rate seems to
play no crucial role in the learning process, since for every value of η the best value
obtained for the DB index is the same as that of Table 1.

3.2 SOM

As our second test, we have investigated the performance of a SOM in achieving proper
clusterizations of the dataset. As before we ran a type-A test using a 1-dimensional
output array of units, as we are not interested in the spatial organization of the resulting
cluster centroids. The distance of each prototype from its neighbor prototypes on the
output array has been set arbitrarily to 1, which is also the initial value for the radius of
the neighborhood σ . The general idea is that, by exploiting the SOM’s inherent ability to
produce dead units, it is possible to avoid testing every possible value of the parameter
K provided it is chosen larger than the actual number of clusters. Results are reported in
Table 2b, where nD represents the number of dead units and again each line represents
the best outcome for all the 60 initializations, according to the Davies-Bouldin index.

As the table implies, the minimum of the DB index is obtained for values of K in
the range between K = 5 and K = 8. The values reported confirm the ability of the
SOM to produce good clusterizations of the dataset, with values comparable with that
of the competitive learning approach for all values of the parameter K. The results also
advocate the thesis that the SOM is able to invalidate extra clusters and discover the
correct number of clusters if the parameter K is chosen in a neighborhood of its optimal
value.

We did not expect the quality of the resulting clusterization to change considerably
as a function of the initial learning rate η , so we did not conduct any test in this respect.
It is interesting, however, to observe the behavior of the algorithm when the initial
radius is enlarged or restricted. Tables 2a and 2c also show the result of type-A tests
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Table 3. Type-B test results for RPCL

(a) η = 0.1

# K DB MQE it

1 5 0.2973 2.8166 298
2 8 14.1375 436.7141 499
3 5 0.2983 2.8161 298
4 7 0.8392 3.4301 337
5 5 0.2977 2.8162 298
6 5 0.2972 2.8165 298
7 5 0.2977 2.8162 298
8 5 0.2972 2.8168 298
9 8 1.2113 127.1700 485
10 5 0.2980 2.8161 298
11 9 1.9186 283.6699 486
12 5 0.2981 2.8161 298
13 9 1.5104 2.2541 285
14 10 1.4525 32.4955 438
15 8 1.8814 119.3174 478
16 9 3.2711 1289.8495 499
17 5 0.2981 2.8161 298
18 10 1.3259 2.0547 283
19 5 0.2964 2.8175 298
20 7 0.8711 2.4896 298
21 5 0.2961 2.8180 298
22 8 1.2890 187.3231 478
23 5 0.2983 2.8161 298
24 10 1.4116 2.0938 287
25 8 1.7381 87.3881 429
26 5 0.2959 2.8205 298
27 8 1.4844 786.6143 499
28 9 2.2929 931.2280 499
29 5 0.2983 2.8161 298
30 5 0.2967 2.8174 298
31 5 0.2970 2.8167 298
32 5 0.2975 2.8164 298
33 5 0.2983 2.8161 298
34 5 0.2959 2.8183 298
35 7 0.8889 2.5653 292
36 5 0.2983 2.8161 298
37 5 0.2973 2.8165 298
38 5 0.2979 2.8161 298
39 5 0.2973 2.8164 298
40 7 1.4684 206.7596 491
41 5 0.2975 2.8164 298
42 5 0.2959 2.8188 298
43 9 1.0727 2.5370 297
44 5 0.2975 2.8163 298
45 9 1.2583 69.7734 465
46 9 1.2287 150.8042 494
47 8 1.3926 246.4092 499
48 5 0.2959 2.8183 298
49 7 2.1666 222.3385 487
50 5 0.2983 2.8161 298
51 5 0.2958 2.8192 298
52 9 1.4211 51.5298 445
53 5 0.2976 2.8162 298
54 5 0.2970 2.8168 298
55 9 1.3163 988.7258 499
56 5 0.2982 2.8161 298
57 9 1.2233 2.2424 292
58 8 1.7596 428.0865 499
59 5 0.2978 2.8161 298
60 5 0.2982 2.8161 298

(b) η = 0.3

# K DB MQE it

1 5 0.3312 3.6632 366
2 5 0.2955 2.8196 353
3 5 0.2978 2.8162 353
4 6 1.0019 594.3351 499
5 10 3.2478 12092.0839 499
6 9 2.2782 27149.0575 499
7 7 2.2396 407.3565 499
8 1 n.a. n.a. 499
9 9 2.0219 14926.2644 499
10 8 1.0686 111.9457 499
11 1 n.a. n.a. 494
12 1 n.a. n.a. 496
13 8 3.3781 736.2310 499
14 6 0.6007 2.6212 353
15 9 1.1331 2.4473 363
16 8 1.1660 254.0439 499
17 9 4.7230 68607.6355 499
18 1 n.a. n.a. 499
19 1 n.a. n.a. 486
20 1 n.a. n.a. 459
21 5 0.2948 2.8272 353
22 1 n.a. n.a. 499
23 8 1.4005 22.1895 463
24 7 0.8376 2.4683 345
25 9 1.1667 2.7230 374
26 1 n.a. n.a. 495
27 9 1.1134 6.0580 410
28 8 1.1568 355.1591 499
29 6 1.4096 91.4646 443
30 7 1.1727 7076.8766 499
31 9 1.2331 22.9518 479
32 9 1.4621 599.8796 499
33 9 1.2037 2.8699 384
34 8 0.9067 2.8137 374
35 1 n.a. n.a. 470
36 10 3.6183 406.4338 499
37 7 2.0509 729.5399 499
38 8 0.9922 2.6372 352
39 9 1.2467 32.5807 487
40 1 n.a. n.a. 467
41 1 n.a. n.a. 499
42 8 1.8052 5702.3187 499
43 9 1.0551 2.6401 363
44 1 n.a. n.a. 499
45 9 1.6941 22.7070 461
46 1 n.a. n.a. 499
47 7 1.7933 317.9108 499
48 9 1.1090 3.3827 386
49 9 1.1030 3.8625 396
50 7 1.0535 1192.2263 499
51 10 1.9694 1978.7778 499
52 5 0.2982 2.8161 353
53 8 5.0827 783.8008 499
54 7 1.9763 3376261.9184 499
55 9 1.2069 39.0237 497
56 5 0.2983 2.8161 353
57 5 0.2894 2.9133 354
58 7 1.0936 701.7895 499
59 1 n.a. n.a. 499
60 8 2.7499 133.5437 499

(c) η = 0.5

# K DB MQE it

1 6 0.9961 1743.7830 499
2 7 1.1205 529.9871 499
3 1 n.a. n.a. 499
4 9 1.0335 8.1133 440
5 8 2.0086 1834.3202 499
6 6 0.6528 2.9607 411
7 7 1.7469 27172.1130 499
8 1 n.a. n.a. 499
9 1 n.a. n.a. 499
10 1 n.a. n.a. 499
11 3 1.3013 84.3499 454
12 7 1.0529 659.0174 499
13 8 1.5026 353.7500 499
14 5 0.2983 2.8161 379
15 7 1.3130 663.7360 499
16 1 n.a. n.a. 499
17 4 0.9470 45.7815 432
18 9 8.7524 200.3968 499
19 8 1.3188 35309.9092 499
20 8 2.2503 712.0748 499
21 5 0.2983 2.8161 379
22 1 n.a. n.a. 499
23 1 n.a. n.a. 499
24 1 n.a. n.a. 499
25 7 0.7805 3.0149 401
26 6 1.0100 270.6201 499
27 1 n.a. n.a. 454
28 7 2.1072 12438.7022 499
29 1 n.a. n.a. 499
30 7 1.0933 3285294.0383 499
31 8 0.9186 3.4217 410
32 9 2.0005 4802.1818 499
33 7 0.9568 2.8659 402
34 8 2.0441 15709.4822 499
35 9 8.6214 631.4390 499
36 7 1.0028 502.4863 499
37 1 n.a. n.a. 499
38 1 n.a. n.a. 499
39 7 2.0152 147.8561 482
40 2 0.7452 106.3408 445
41 8 2.7086 503.6955 499
42 6 2.6311 41958.7468 499
43 8 2.3926 889.5130 499
44 6 0.9915 904.8396 499
45 5 1.6410 564.5119 499
46 1 n.a. n.a. 499
47 1 n.a. n.a. 499
48 7 1.1248 208.1925 499
49 1 n.a. n.a. 499
50 1 n.a. n.a. 499
51 2 0.8228 102.4013 450
52 7 0.8945 2.7744 378
53 7 1.0473 1132.3572 499
54 1 n.a. n.a. 499
55 6 1.0058 582.4626 499
56 1 n.a. n.a. 499
57 10 6.9798 282791.2331 499
58 1 n.a. n.a. 469
59 6 0.9993 464.6136 499
60 1 n.a. n.a. 499
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for σ = 1.5 and σ = 0.5: results show a general tendency of the radius to influence the
ability of the SOM to kill extra units—this ability seems to increase as the radius of the
neighborhood narrows.

3.3 Competitive Clustering with Rival Penalization

Lastly, we have analysed the performance of our RPCL implementation in discovering
the correct number of clusters. As suggested in [5] we have chosen a number of clus-
ters, K = 10, larger than the true number of clusters. Recall that the de-learning rate
β is always at least one order of magnitude smaller than η . Once again we considered
60 “Forgy” initialization of the algorithm, and ran three type-B tests using different
learning rates, namely η = 0.1, η = 0.3 and η = 0.5. Results are reported in Tables 3a
through 3c, where we have indicated with k the number of partitions in the resulting
clusterization, and with # the trial number. For each value of η , we have highlighted
the best result according to the Davies-Bouldin index.

Results reveal the following aspects. As expected, the algorithm exhibits a strong
ability to invalidate extra units. Such ability appears to be stronger compared to the
SOM, as suggested by the fact that the algorithm has always been able to obtain correct
clusterizations of the dataset—i.e. five clusters, associated with extremely good values
for the Davies-Bouldin index.

Moreover, this ability is only partially affected by the choice of the initial learning
rate η—as Table 3 implies, the RPCL algorithm has been able to obtain correct parti-
tionings of the dataset in the 56.67% of the trials for η = 0.1, 11.67% for η = 0.3 and
5% for η = 0.5. In this respect, a higher learning rate does augment the ability of the
rival units to move in the data space, and hence the ability of the algorithm to invalidate
extra clusters1, but the success or failure of the algorithm is ultimately due to the good-
ness of the initialization of the prototypes. As a consequence, we expect the algorithm
to succeed independently of the learning rate as long as the number of initializations
tested is large enough.

4 Discussion and Conclusion

In conclusion, all the algorithms tested work reasonably well and produce good cluster-
izations of the dataset. However, if the main task is to make use of one such methods to
discover the number of clusters in a given dataset, the rival-penalized competitive learn-
ing approach appears to be more robust and practical, since it exhibits a remarkable
ability to invalidate extra units—i.e. clusters—depending on the prototype initializa-
tion, provided the number of initializations tested is large enough. Hence, this method
comes in handy when the number of clusters of a dataset is unknown.

If the number of clusters is not known exactly but it is known to belong to a range of
a few possible values, then the self-organizing map can also guess the correct number of
clusters and yield a good clusterization, providing multiple, random initializations are
tested and the prototypes are drawn from the input dataset. However, the performance

1 Note that, in some cases, this ability has reached a point in which the algorithm produced a
1-cluster partitioning, for which the Davies-Bouldin index is structurally not defined and the
quadratic error loses its significance.
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of the SOM exhibits a strong dependency on the value of the parameters, and finding
the optimal values for the radius and the step-length can be a challenging task. In this
respect, the rival-penalized competitive learning approach is to be preferred over the
SOM. Moreover, the SOM involves greater workload compared to the rival-penalized
method or the standard competitive learning method, and hence its use in a context
where the spatial organization of the output units is of little or no interest appears to be
questionable.

Lastly, if the number of clusters is known in advance and the goal is simply to pro-
duce a clusterization of the dataset, the basic competitive learning algorithm works
fairly well and is less susceptible to the initialization of the prototypes and does not
suffer from the dead unit problem. Additionally, it has the highest performance-to-cost
ratio, although the number of clusters and the learning rate can play a crucial role in
this respect.
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malchiodi@di.unimi.it

Abstract. This paper describes how the classification of imbalanced datasets
through support vector machines using the boundary movement method can be
easily explained in terms of a cost-sensitive learning algorithm characterized by
giving each example a cost in function of its class. Moreover, it is shown that
under this interpretation the boundary movement is measured in terms of the
squared norm of the separator’s slopes in feature space, thus providing practical
insights in order to properly choose the boundary surface shift.

1 Introduction

Many real-world problems cannot be solved directly because no formulation attempting
to process them, even in an inefficient way according to the computational complexity
theory [1], is known. Despite of this fact, such problem instances can be tackled indi-
rectly because given a set of candidate solutions it is relatively easy to assert which ones
will actually solve the problem and which won’t. Refer to these two types of candidate
solutions as positive and negative examples, respectively, and consider for instance the
problem of face recognition [2]: while there is no agreement on the mechanisms un-
derlying the way our brain recognizes a given face, it is fairly easy to state with good
confidence if the face of known person, say Mr. White, appears on an image. Thus it
is possible to build a dataset gathering several (positive and negative) examples. Such
dataset can be processed by a machine learning algorithm having the aim of infer-
ring an automatic classifier able to answer future queries related to the recognition of
Mr. White.

Datasets such as those involved in face recognition often share the property of being
imbalanced, as finding images not representing the face of a given person is far easier
than finding images of that person. Thus examples from one class are represented in a
sensibly lower quantity than those of the remaining classes. Many real-world instances
of the classification problem fall into this special category, such as for instance happens
in the fields of fraud detection or fingerprinting recognition. Indeed, it is expectable that
when considering, e.g., payment requests issued by a credit card, only a small fraction
of these will actually describe a fraud. Likewise, when comparing a latent fingerprint
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found on a crime scene against a forensic database, most of the available records will
not refer to the found fingerprint.

The problem of imbalanced classification has been considered by various perspec-
tives, including those:

– rebalancing positive and negative examples’ representatives, either undersampling
the over-represented class [3], oversampling the under-represented one [4], or per-
forming both operations [5];

– post-processing of the classifiers in output of general-purpose learning algorithms
[6];

– focusing only on the under-represented class, to be learnt through unsupervised
techniques [7], so that the over-represented class is indirectly inferred through com-
plementation of the under-represented one;

– tailoring learning algorithms for the special case of imbalanced data [8].

This paper focus on the relations between the second and the fourth approach when
they are applied to the widely used classification methodology based on support vector
machines [9]. When using these tools, the classifier inference is reformulated in terms
of the solution of a constrained optimization problem depending on the original exam-
ples, and this solution is in turn translated into a hyperplane separating the images of
examples in a suitable feature space. In particular, it is shown that the post-processing
technique proposed in [6], consisting in shifting the threshold of previously mentioned
hyperplane, constitutes the special case of a cost-sensitive algorithm for support vec-
tor classification (that is, an algorithm assigning distinct costs to each example and
using these costs in order to build the optimization problem to be solved [10]). This
equivalence will suggest a practical rule in order to set the shift for the hyperplane
learnt through support vector classification in order to account for the amount of class
imbalance.

The paper is organized as follows: Sect. 2 briefly reviews the employed cost-sensit-
ive methodology tailored for support vector classification, while Sect. 3 describes the
application of this methodology to the problem of imbalanced classification. Finally,
Sect. 4 is devoted to concluding remarks.

2 Cost-Sensitive Classification through Support Vector Machines

The proposed approach uses as a starting point the cost-sensitive classification algo-
rithm presented in [11]. This algorithm receives as input a sample

{(xi,yi,ri), i = 1, . . . ,m}, (1)

for some m ∈ N, where the pair (xi,yi) ∈ X ×{−1,1} gathers a pattern and a label,
thus corresponding to a labeled example for the classification problem while ri (hence-
forth referred to as quality) quantifies the confidence that the association of label yi to
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object xi in previous example is actually correct. The algorithm is formalized, as usual,
through a constrained optimization problem that reads as follows:

min
w,b

1
2

w ·w+C
m

∑
i=0

ξi

w ·
(

Φ(xi)−
ri

2
w
)
+ b ≥ 1− ξi ∀i : yi =+1 (2)

w ·
(

Φ(xi)+
ri

2
w
)
+ b ≤−1+ ξi ∀i : yi =−1,

ξi ≥ 0 ∀i = 1, . . . ,m.

In the above formulation Φ is a mapping from X onto a space H, within which the op-
timization process aims at finding a hyperplane (having w and b respectively as slopes
and threshold) separating the images through Φ of patterns associated to positive labels
from those associated to negative labels. Slack variables ξ1, . . . ,ξm allow this hyper-
plane to perform mistakes in the separation process (precisely, pattern xi is misclas-
sified when ξi > 1), and the value of parameter C > 0 balances the two optimization
components, namely the number of mistakes and the separator margin (the latter being
related to the generalization capability of the inferred classifier [12]). The difference
between (2) and the problem at the basis of classical support vector classifier [9] lies
in the presence of ri, whose effect is that of performing a virtual shift on the patterns
images according to the related quality value. More precisely:

– when ri > 0 point Φ(xi) is shifted along the direction normal w.r.t. the separating
surface, moving towards the latter with the effect of increasing the distance between
the actual classifier and the original pattern position (see Fig. 1(a));

– when ri < 0 the shift occurs in the opposite direction, so that if ri is sufficiently
large pattern xi will be misclassified (see Fig. 1(b));

– finally, when ri has a null value nothing changes in the problem formulation.

Applying standard results of duality theory [13] the solution of (2) is linked to that of
the following problem:

max
α1,...,αm

∑
i

αi −
1

2(1+∑l αl rl)
∑
i, j

αiα jyiy jk(xi,x j)

∑
i

αiyi = 0 (3)

0 ≤ αi ≤C ∀i = 1, . . . ,m,

where k is the kernel function associated to Φ , defined by k(xi,x j) = Φ(xi) ·Φ(x j).
More precisely, denoted by α∗

1 , . . . ,α
∗
m the optimal values for (3), the solution of (2)

occurs in correspondence of:

w∗ =
1

1+∑l α∗
l rl

∑
i

α∗
i yiΦ(xi), (4)

b∗ = yi −w∗ ·Φ(xi)+
yiri

2
w∗ ·w∗ for i such that 0 < α∗

i <C, (5)
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(a) (b)

Fig. 1. Virtually shifting patterns in order to take into account the quality of their corresponding
examples: (a) the image of a pattern such that ri > 0 is shifted toward the separating surface of
the original problem (plain line), with the effect of increasing the distance between the classifier
(dashed line) and the original point position; (b) when ri < 0 the image is shifted in the opposite
direction, so that its distance w.r.t. the classifier is reduced.

so that the label of a new point xnew can be inferred as ynew = sign(w∗ ·Φ(xnew)+ b∗),
which translates into:

ynew = sign

(
1

1+∑l α∗
l rl

∑
i

α∗
i yik(xi,x

new)+ y j+

− 1
1+∑l α∗

l rl
∑

i

α∗
i yik(xi,x j)+

y jr j

2
1

(1+∑l α∗
l rl)2 ∑

i,h

α∗
i α∗

h yiyhk(xi,xh)

)
,

where j in the second sum has been chosen so that 0 < α∗
j <C.

It has been shown that this approach promotes the correct classification of examples
when ri is positive and conversely tends to misclassify examples characterized by a
negative ri [11]. The evident drawback consists in the high nonlinearity of the objective
function in (3), while in standard support vector classification this function is quadratic.
This fact essentially precludes an efficient processing of the related optimization prob-
lem in order to numerically approximate its solution.

3 Classification of Imbalanced Data

An interesting application of the procedure described in Sect. 2 having the additional
benefit of being formulated as a quadratic optimization concerns the classification of
imbalanced data. Indeed, this can be easily accomplished through association of a fixed
positive quality value to each example from the under-represented class and a fixed
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negative quality value to the remaining examples. As a result, the classification algo-
rithm will be pushed to correctly classify the under-represented class, possibly at the
expense of an erroneous classification of the over-represented one. The simplest way to
implement this strategy is that of setting ri = yi, so that (2) becomes

min
w,b

1
2

w ·w+C
m

∑
i=0

ξi

yi

(
w ·
(

Φ(xi)−
1
2

)
+ b

)
≥ 1− ξi ∀i = 1, . . . ,m (6)

ξi ≥ 0 ∀i = 1, . . . ,m.

Note how this formulation uses the “costs” ri in order to directly shape the problem con-
straint instead of modifying its objective function as in other cost-sensitive approaches
to support vector classification. The dual form of this problem simplifies to

max
α1,...,αm

∑
i

αi −
1
2 ∑

i, j
αiα jyiy jk(xi,x j)

∑
i

αiyi = 0 (7)

0 ≤ αi ≤C ∀i = 1, . . . ,m.

The latter problem coincides with the original support vector classification algorithm
[9] whose solution (wsvc,bsvc) in the primal space can be efficiently found using any
of the available standard tools and techniques (refer for instance to the SMO algorithm
[14]). Substituting ri = yi in (4–5) shows that the the optimal solution of (6) occurs in
correspondence of w∗ = wsvc and b∗ = bsvc + 1

2 ||wsvc||2.
It is also easy to prove that the same analysis can be applied to the general case

ri = ryi for any r > 0, obtaining the optimization problem

min
w,b

1
2

w ·w+C
m

∑
i=0

ξi

yi

(
w ·
(

Φ(xi)−
r
2

)
+ b
)
≥ 1− ξi ∀i = 1, . . . ,m (8)

ξi ≥ 0 ∀i = 1, . . . ,m,

whose optimal values are:

w∗ = wsvc, (9)

b∗ = bsvc + r
1
2
||wsvc||2. (10)

The solution in (9–10) corresponds to rediscovering the so-called boundary movement
method for the classification of imbalanced datasets with support vector machines [6],
which captures the intuitive idea of suitably shifting the threshold value for the sep-
arating hyperplane in order to account for the under-representation of one class w.r.t.
the remaining one. Equation (10) states that this shift can be measured in terms of the
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squared norm of the separating hyperplane slopes. The latter quantity represents the
optimal value of the first addend in the objective function of (8), which in turn can be
expressed as a function of the maximized margin of the classifier [9] through an inverse
relation property: precisely

μ∗ =
2

||w∗|| , (11)

where μ∗ denotes the maximal margin.
Note also that the shift is always positive: indeed it is expressed as a positive mul-

tiple of a squared norm in (10), meaning that the region of X associated to the under-
represented class is being enlarged.

The obtained result implicitly sets the following rule in order to preliminary fix the
shift amount when applying the boundary movement method:

1. solve the original formulation support vector classification problem (i.e. that not
taking into account the data imbalance), obtaining wsvc and bsvc through standard
tools;

2. compute the value 1
2 ||wsvc||2;

3. fix the initial shift as r times the quantity computed on previous point, with r > 0.

Elementary algebraic considerations involving equations 10 and 11 rediscover the nat-
ural assertion that when the optimal margin assumes a big value, a unit move of bsvc

will correspond to shifting the hyperplane by a small (possibly fractional) number of
margins and vice versa.

4 Conclusions

This work showed that the boundary movement method used as a post-processing tech-
nique for classifiers learnt through the support vector method in order to account for
class imbalance can be viewed as a special case of a cost-sensitive modification of the
original support vector learning algorithm. The formulation of the latter, where costs
are used to shape the optimal problem’s constraints rather than its objective function,
suggests a rule for setting the boundary movement involving the classifier margin.
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Abstract. We present a multi-purpose genetic algorithm, designed and
implemented with GPGPU / CUDA parallel computing technology. The
model was derived from a multi-core CPU serial implementation, named
GAME, already scientifically successfully tested and validated on astro-
physical massive data classification problems, through a web application
resource (DAMEWARE), specialized in data mining based on Machine
Learning paradigms. Since genetic algorithms are inherently parallel, the
GPGPU computing paradigm has provided an exploit of the internal
training features of the model, permitting a strong optimization in terms
of processing performances and scalability.

Keywords: genetic algorithms, GPU programming, data mining.

1 Introduction

Computing has started to change how science is done, enabling new scientific
advances through enabling new kinds of experiments. They are also generating
new kinds of data of increasingly exponential complexity and volume. Achieving
the goal of being able to use, exploit and share most effectively these data is a
huge challenge. The harder problem for the future is heterogeneity, of platforms,
data and applications, rather than simply the scale of the deployed resources.
Current platforms require the scientists to overcome computing barriers between
them and the data [1].

The present paper concerns the design and development of a multi-purpose ge-
netic algorithm implemented with the GPGPU/CUDA parallel computing tech-
nology. The model comes out from the machine learning supervised paradigm,
dealing with both regression and classification scientific problems applied on
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massive data sets. The model was derived from the original serial implemen-
tation, named GAME (Genetic Algorithm Model Experiment) deployed on the
DAME [8] Program hybrid distributed infrastructure and made available through
the DAMEWARE [9] data mining (DM) web application. In such environment
the GAME model has been scientifically tested and validated on astrophysical
massive data sets problems with successful results [2]. As known, genetic al-
gorithms are derived from Darwin’s evolution law and are intrinsically parallel
in its learning evolution rule and processing data patterns. The parallel com-
puting paradigm can indeed provide an optimal exploit of the internal training
features of the model, permitting a strong optimization in terms of processing
performances.

2 Data Mining Based on Machine Learning and Parallel
Computing

Let’s start from a real and fundamental assumption: we live in a contemporary
world submerged by a tsunami of data. Many kinds of data, tables, images,
graphs, observed, simulated, calculated by statistics or acquired by different
types of monitoring systems. The recent explosion of World Wide Web and
other high performance resources of Information and Communication Technol-
ogy (ICT) are rapidly contributing to the proliferation of such enormous informa-
tion repositories. Machine learning (ML) is a scientific discipline concerned with
the design and development of algorithms that allow computers to evolve behav-
iors based on empirical data. A learner can take advantage of examples (data)
to capture characteristics of interest of their unknown underlying probability
distribution. These data form the so called Knowledge Base (KB): a sufficiently
large set of examples to be used for training of the ML implementation, and to
test its performance. The DM methods, however, are also very useful to capture
the complexity of small data sets and, therefore, can be effectively used to tackle
problems of much smaller scale [2].

DM on Massive Data Sets (MDS) poses two important challenges for the com-
putational infrastructure: asynchronous access and scalability. With synchronous
operations, all the entities in the chain of command (client, workflow engine, bro-
ker, processing services) must remain up for the duration of the activity: if any
component stops, the context of the activity is lost.

Regarding scalability, whenever there is a large quantity of data, the more
affordable approach to making learning feasible relies in splitting the problem
in smaller parts (parallelization) sending them to different CPUs and finally
combine the results together. So far, the parallel computing technology chosen
for this purpose was the GPGPU.

GPGPU is an acronym standing for General Purpose Computing on Graphics
Processing Units. It was invented by Mark Harris in 2002, [3], by recognizing
the trend to employ GPU technology for not graphic applications. With such
term we mean all techniques able to develop algorithms extending computer
graphics but running on graphic chips. In general the graphic chips, due to
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their intrinsic nature of multi-core processors (many-core) and being based on
hundreds of floating-point specialized processing units, make many algorithms
able to obtain higher (one or two orders of magnitude) performances than usual
CPUs (Central Processing Units). They are also cheaper, due to the relatively
low price of graphic chip components.

The choice of graphic device manufacturers, like NVIDIA Corp., was the
many-core technology (usually many-core is intended for multi-core systems over
32 cores). The many-core paradigm is based on the growth of execution speed
for parallel applications. Began with tens of cores smaller than CPU ones, such
kind of architectures reached hundreds of core per chip in a few years. Since 2009
the throughput peak ratio between GPU (many-core) and CPU (multi-core) was
about 10:1. Such a large difference has pushed many developers to shift more
compu-ting-expensive parts of their programs on the GPUs.

3 The GAME Model

An important category of supervised ML models and techniques, in some way
related with the Darwin’s evolution law, is known as evolutionary (or genetic)
algorithms, sometimes also defined as based on genetic programming [4]. The
slight conceptual difference between evolutionary and genetic algorithms is that
the formers are problem-dependent, while the latters are very generic.

GAME is a pure genetic algorithm specially designed to solve supervised op-
timizations problems related with regression and classification functionalities,
scalable to efficiently manage MDS and based on the usual genetic evolution
methods (crossover, genetic mutation, roulette/ranking, elitism). In order to
give a level of abstraction able to make simple to adapt the algorithm to the
specific problem, a family of polynomial developments was chosen for GAME
model. This methodology makes the algorithm itself easily expandable, but this
abstraction requires a set of parameters that allows fitting the algorithm to the
specific problem.

From an analytic point of view, a pattern, composed of N features contains an
amount of information correlated between the features corresponding to the tar-
get value. Usually in a real scientific problem that correlation is masked from the
noise (both intrinsic to the phenomenon, and due to the acquisition system); but
the unknown correlation function can ever be approximated with a polynomial
sequence, in which the degree and non-linearity of the chosen function determine
the approximation level. The generic function of a polynomial sequence is based
on these simple considerations:

Given a generic dataset with N features and a target t, pat a generic input
pattern of the dataset, pat = (f1, ..., fN , t) and g(x) a generic real function, the
representation of a generic feature fi of a generic pattern, with a polynomial
sequence of degree d is:

G(fi) ∼= a0 + a1g(fi) + ...+ adg
d(fi) (1)
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Hence, the k-th pattern (patk) with N features may be represented by:

Out(patk) ∼=
N∑
i=1

G(fi) ∼= a0 +

N∑
i=1

d∑
j=1

ajg
j(fi) (2)

Then target tk, concerning to pattern patk, can be used to evaluate the approx-
imation error of the input pattern to the expected value:

Ek = (tk −Out(patk))
2 (3)

If we generalize the expression (2) to an entire dataset, with NP number of
patterns (k = 1, ..., NP ), at the end of the forward phase (batch) of the GA, we
obtain NP expressions (2) which represent the polynomial approximation of the
dataset.

In order to evaluate the fitness of the patterns as extension of (3), the Mean
Square Error (MSE) or Root Mean Square Error (RMSE) may be used.

Then we define a GA with the following characteristics:

– The expression (2) is the fitness function;
– The array (a0, ..., aM ) defines M genes of the generic chromosome (initially

they are generated random and normalized between -1 and +1);
– All the chromosomes have the same size (constrain from a classic GA);
– The expression (3) gives the standard error to evaluate the fitness level of

the chromosomes;
– The population (genome) is composed by a number of chromosomes imposed

from the choice of the function g(x) of the polynomial sequence.

About the last item, this number is determined by the following expression:

NUMchromosomes = (B ·N) + 1 (4)

where N is the number of features of the patterns and B is a multiplicative factor
that depends from the g(x) function, which in the simplest case is just 1, but
can arise to 3 or 4 in more complex cases. The parameter B also influences the
dimension of each chromosome (number of genes):

NUMgenes = (B · d) + 1 (5)

where d is the degree of the polynomial. For example if we use the trigonometric
polynomial expansion, given by the following expression (hereinafter polytrigo),

g(x) = a0 +

d∑
m=1

am cos(mx)+

d∑
m=1

bm sin(mx) (6)

in order to have 200 patterns composed by 11 features, the expression using (2)
with degree 3, will become:
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Out(patk=1...200) ∼=
11∑
i=1

G(fi) ∼= a0 +

11∑
i=1

3∑
j=1

aj cos(jfi)+

11∑
i=1

3∑
j=1

bj sin(jfi) (7)

In the last expression we have two groups of coefficients (sin and cosine), so
B will assume the value 2. Hence the generic genome (population at a generic
evolution stage), will be composed by 23 chromosomes, given by equation (4),
each one with 7 genes [a0, a1, a2, a3, b1, b2, b3], given by equation (5), with each
single gene (coefficient of the polynomial) in the range [−1,+1].

In the present project, the idea is to build a GA able to solve supervised crispy
classification and regression problems, typically related to an high-complexity pa-
rameter space where the background analytic function is not known, except for
a limited number of couples of input-target values, representing valid solutions
to a physical category of phenomena. A typical case is to classify astronomi-
cal objects based on some solution samples (the KB) or to predict new values
extracted by further observations. To accomplish such behavior we designed a
function (a polynomial expansion) to combine input patterns. The coefficients
of such polynomials are the chromosome genes. The goal is indeed to find the
best chromosome so that the related polynomial expansion is able to approx-
imate the right solutions to input pattern classification/regression. So far, the
fitness function for such representation consists of the training error, obtained as
absolute difference between the polynomial output and the target value for each
pattern. Due to the fact that we are interested to find the minimum value of the
error, the fitness is calculated as the complement of the error (i.e. 1-error) and
the problem is reduced to find the chromosome achieving the maximum value of
fitness.

4 The GPU-Based GAME Implementation

In all execution modes (use case), GAME exploits the polytrigo function (6),
consisting in a polynomial expansion in terms of sum of sins and cosines. Specif-
ically in the training use case, corresponding to the GA building and consolida-
tion phase, the polytrigo is used at each iteration as the transformation function
applied to each chromosome to obtain the output on the problem input dataset,
and indirectly also to evaluate the fitness of each chromosome. It is indeed one
of the critical aspects of the serial algorithm to be investigated during the par-
allelization design process.

Moreover, after having calculated the fitness function for all genetic popu-
lation chromosomes, this information must be back-propagated to evolve the
genetic population. This back and forth procedure must be replicated as many
times as it is the training iteration number or the learning error threshold, both
decided and imposed by the user at setup time of any experiment. The direct
consequence of the above issues is that the training use case takes much more
execution time than the others (such as test and validation), and therefore is the
one we are going to optimize.
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Main design aspect approaching the software architecture analysis for the
GPU is the partition of work: i.e. which work should be done on the CPU vs.
the GPU. We have identified the time consuming critical parts to be parallelized
by executing them on the GPU. They are the generation of random chromosomes
and the calculation of the fitness function of chromosomes. The key principle is
that we need to perform the same instruction simultaneously on as much data as
possible. By adding the number of chromosomes to be randomly generated in the
initial population as well as during each generation, the total number of involved
elements is never extremely large but it may occur with a high frequency. This
is because also during the population evolution loop a variable number of chro-
mosomes are randomly generated to replace older individuals. To overcome this
problem we may generate a large number of chromosomes randomly una tan-
tum, by using them whenever required. On the contrary, the evaluation of fitness
functions involves all the input data, which is assumed to be massive datasets, so
it already has an intrinsic data-parallelism. Since CUDA programming involves
code running concurrently on a host with one or more CPUs and one or more
CUDA-enabled GPU, it is important to keep in mind that the differences be-
tween these two architectures may affect application performance to use CUDA
effectively. The function polytrigo takes about three-quarters of the total execu-
tion time of the application, while the total including child functions amounts to
about 7/8 of total time execution. This indeed has been our first candidate for
parallelization. In order to give a practical example, for the interested reader, we
report the source code portions related to the different implementation of the
polytrigo function, of the serial and parallelized cases.

C++ serial code for polytrigo function (equation 6):

for (int i = 0; i < num_features; i++) {

for (int j = 1; j <= poly_degree; j++) {

ret += v[j] * cos(j * input[i]) + v[j + poly_degree] *

* sin(j * input[i]); } }

CUDA C (Thrust) parallelized code for polytrigo function (equation 6):

struct sinFunctor { __host__ __device__

double operator()(tuple <double, double> t) {

return sin(get < 0 > (t) * get < 1 > (t)); }};

struct cosFunctor { __host__ __device__

double operator()(tuple <double, double> t) {

return cos(get < 0 > (t) * get < 1 > (t)); }};

thrust::transform(thrust::make_zip_iterator(

thrust::make_tuple(j.begin(), input.begin())),

thrust::make_zip_iterator(

thrust::make_tuple(j.end(), input.end())),

ret.begin(), sinFunctor(), cosFunctor());
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Noting that, while the vector v[] is continuously evolving, input[] (i.e. the ele-
ments of the input dataset) are being used in calculation of ret at each iteration
but they are never altered. We rewrite the function by calculating in advance the
sums of sins and cosines, storing the results in two vectors and then use them
in the function polyTrigo() at each iteration. This brings huge benefits because
we calculate trigonometric functions, which are those time consuming, only once
instead of at every iteration and exploit the parallelism on large amount of data
because it assumes that we have large input datasets.

From the time complexity point of view, by assuming to have as many GPU
cores as population chromosomes, the above CUDA C code portion would take
constant time, instead of polynomial time required by the corresponding C++
serial code.

5 The Experiment

In terms of experiments, the two CPU versions of GAME, the original and an op-
timized version of the serial algorithm (hereinafter serial and Opt respectively),
together with the final version for GPU (hereinafter ELGA), have been com-
pared basically by measuring their performance in terms of execution speed, by
also performing an intrinsic evaluation of the overall scientific performances. The
optimized algorithm is the serial version adapted by modifying the code portions
which are candidate to be parallelized in the final GPU release.

Initially, the tests have been organized by distinguishing between classifica-
tion and regression functional modes. By analyzing early trials, however, it re-
sulted that the performance growth was virtually achieved in both cases. So far,
we limit here the discussion details to a classification experiment, done in the
astrophysical context.

The scientific problem used here as a test bed for data mining application of
the GAME model is the search (classification) of Globular Cluster (GC) pop-
ulations in external galaxies [2]. This topic is of interest to many astrophysical
fields: from cosmology, to the evolution of stellar systems, to the formation and
evolution of binary systems.

The dataset used in this experiment consists in wide field HST observations
of the giant elliptical NGC1399 in the Fornax cluster, [5]. The subsample of
sources used to build our Base of Knowledge, to train the GAME model is
composed by 2100 sources with all photometric and morphological information,
[2]. Finally, our classification dataset consisted of 2100 patterns, each composed
by 11 features (including the two targets, corresponding to the classes GC and
not GC used during the supervised training phase).

The performance was evaluated on several hardware platforms. We compared
our production GPU code with a CPU implementation of the same algorithm.
The benchmarks were run on a 2.0 GHz Intel Core i7 2630QM quad core CPU
running 64-bit Windows 7 Home Premium SP1. The CPU code was compiled
using the Microsoft C/C++ Optimizing Compiler version 16.00 and GPU bench-
marks were performed using the NVIDIA CUDA programming toolkit version
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4.1 running on several generations of NVIDIA GPUs GeForce GT540M. As ex-
ecution parameters were chosen combinations of:

– Max number of iterations: 1000, 2000, 4000, 10000, 20000 and 40000;
– Order (max degree) of polynomial expansion: 1, 2, 4 and 8;

The other parameters remain unchanged for all tests:

– error function (fitness): MSE with threshold = 0.001;
– Selection criterion: RANKING and ROULETTE;
– Crossover probability rate 0.9 and mutation probability rate 0.2;
– Elitism chromosomes at each evolution: 2.

For the scope of the present experiment, we have preliminarily verified the per-
fect correspondence between CPU- and GPU-based implementations in terms
of classification performances. In fact, the scientific results for the CPU-based
algorithm have been already evaluated and documented in a recent paper [2],
where the CPU version of GAME were also compared with other ML models,
provided by our team.
Referring to the best results as described in [2], for the serial code version we
obtained the following percentages on a dataset consisting of 2100 patterns each
composed by 7 column features:

– Classification accuracy = 86.4%;
– Completeness = 78.9%;
– Contamination = 13.9%;

In both optimized serial and parallelized version, we obtained, as expected, the
same values, slightly varying in terms of least significant digit, trivially moti-
vated by the intrinsic randomness of the genetic algorithms.
Here we investigated the analysis of performances in terms of execution speed. By
using the defined metrics we compared the three versions of GAME implemen-
tation, under the same setup conditions. As expected, while the two CPU-based
versions, serial and Opt, appear comparable, there is a quite shocking difference
with the GPU-based version ELGA. The diagram of Fig. 1 reports the direct
comparisons among the three GAME versions, by setting a relatively high de-
gree of the polynomial expansion which represents the evaluation function for
chromosomes.

We performed also other tests, by varying the polynomial degree. The trends
show that the execution time increases always in a linear way with the number of
iterations, once fixed the polynomial degree. This is what we expected because
the algorithm repeats the same operations at each iteration. The GPU-based
version speed is always at least one order of magnitude less than the other two
implementations. We remark also that the classification performances of the
GAME model increases by growing the polynomial degree, starting to reach
good results from a value equal to 4. Exactly when the difference between CPU
and GPU versions starts to be 2 orders of magnitude.
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Fig. 1. Comparison among the GAME implementations with the polynomial degree =
8

Fig. 2. Speedup comparison among GAME CPU implementations against the GPU
version

In the diagram of Fig. 2, the GPU version is compared against the CPU imple-
mentations. As shown, the speedup increases proportionally with the increasing
of the polynomial degree. The diagram shows that for the average speed in a
range of iterations from 1000 to 40000, the ELGA algorithm exploits the data
parallelism as much data are simultaneously processed. As previously mentioned,
an increase of maximum degree in the polynomial expansion leads to an increase
in the number of genes and consequently to a larger population matrix. The
GPU algorithm outperforms the CPU performance by a factor ranging from 8x
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to 200x in the not optimized (serial) case and in a range from 6x to 125x in
the optimized case (Opt), enabling an intensive and highly scalable use of the
algorithm that were previously impossible to be achieved with a CPU.

6 Conclusions

We investigated the state of the art computing technologies, by choosing the one
best suited to deal with a wide range of real physical problems. A multi-purpose
genetic algorithm (GA) implemented with GPGPU/CUDA parallel comput-
ing technology has been designed and developed. The model comes from the
paradigm of supervised machine learning, addressing both the problems of clas-
sification and regression applied on massive data sets.

The model was derived from a serial implementation named GAME, deployed
on the DAME Program, [6] and [7], hybrid distributed infrastructure and already
scientifically tested and validated on astrophysics massive data sets problems
with successful results. Since GAs are inherently parallel, the parallel computing
paradigm has provided an exploit of the internal training features of the model,
permitting a strong optimization in terms of processing performances. We de-
scribed our effort to adapt our genetic algorithm for general purpose on GPU.
We discussed the efficiency and computational costs of various components in-
volved that are present in the algorithm. Several benchmark results were shown.
The use of CUDA translates into a 75x average speedup, by successfully elimi-
nating the largest bottleneck in the multi-core CPU code. Although a speedup
of up to 200x over a modern CPU is impressive, it ignores the larger picture
of use a Genetic Algorithm as a whole. In any real-world the dataset can be
very large (those we have previously called Massive Data Sets) and this requires
greater attention to GPU memory management, in terms of scheduling and data
transfers host-to-device and vice versa. Moreover, the identical results for clas-
sification functional cases demonstrate the consistency of the implementation
for the three different computing architectures, enhancing the scalability of the
proposed GAME model when approaching massive data sets problems.

Finally, the very encouraging results suggest to investigate further optimiza-
tions, like: (i) moving the formation of the population matrix and its evolution
in place on the GPU. This approach has the potential to significantly reduce
the number of operations in the core computation, but at the cost of higher
memory usage; (ii) exploring more improvements by mixing Thrust and CUDA
C code, that should allow a modest speedup justifying development efforts at a
lower level; (iii) use of new features now available on NVIDIA Fermi architec-
ture, such as faster atomics and more robust thread synchronization and multi
GPUs capability.
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Abstract. In this paper we investigate the introduction of Reservoir
Computing (RC) neural network models in the context of AAL (Ambi-
ent Assisted Living) and self-learning robot ecologies, with a focus on
the computational constraints related to the implementation over a net-
work of sensors. Specifically, we experimentally study the relationship
between architectural parameters influencing the computational cost of
the models and the performance on a task of user movements prediction
from sensors signal streams. The RC shows favorable scaling properties
results for the analyzed AAL task.

Keywords: Reservoir Computing, Echo State Networks, Wireless
Sensor Networks, Ambient Assisted Living.

1 Introduction

The aim of Ambient Assisted Living (AAL) [8] applications is to integrate dif-
ferent technologies to improve the quality of life of elders and disable people, by
assisting them in the environments where they live and work. Recently, the EU
FP7 RUBICON 1 (Robotic UBiquitous COgnitive Network) project [1,3], has
proposed the use of self-adaptive robotic ecologies to approach tasks in the field of
AAL. A robotic ecology consists in a network of heterogeneous devices including
mobile robots, wireless sensor networks (WSNs) [5] and actuators. The objective
of RUBICON is to integrate self-sustaining learning solutions to provide cheap,
adaptive and efficient coordination of the robotic ecology. RUBICON is based on
the interplay among different layers implementing state-of-the-art techniques in
machine learning, WSNs, cognitive robotics and agent control systems. Learning
in a network of distributed devices with very limited computational capabilities
(such are WSNs), raises novel challenges related to the effectiveness and the
efficiency of the learning models used to handle the temporal data sensed by

1 http://www.fp7rubicon.eu/

B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 41–50.
DOI: 10.1007/978-3-642-35467-0_5 c© Springer-Verlag Berlin Heidelberg 2013
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the ecology. Reservoir Computing (RC) [14], and in particular the Echo State
Network (ESN) [12,11] model, represent an emerging paradigm for modeling Re-
current Neural Networks (RNNs), and offer in principle an interesting trade-off
between computational efficiency and the ability of learning in domains of tem-
poral sequences. RC is therefore identified as a potentially suitable approach for
the implementation of learning models on-board the nodes of robotic ecologies,
although the parameters of the RC networks should be tailored to this specific
applicative context. Moreover, in [10,4] it was already experimentally shown that
ESNs are particularly suitable for treating information gathered by WSNs for
tasks related to the prediction of indoor user movements. The problem of re-
ducing the computational requirements of RC implementations (e.g. [15,9]), in
particular for their embedding into WSN nodes [6] is currently a topic of active
research.

In this paper we present an experimental study of the relation between the
performance and the implementation cost of an RC system in a real-world AAL
task consisting in predicting user movements in indoor environments. Such study
extends the work in [10,4] to consider the effect of different components of the
RC architecture such as the number of reservoir units and the weight encoding.
The proposed investigation is useful to understand the potentiality of the RC
approach for practical implementations on the nodes of robotic ecologies.

2 Learning in RUBICON Robotic Ecology

In this Section, we characterize the RC based Learning Layer in the RUBICON
ecology system. By embedding learning functionalities on-board the nodes of the
ecology, the role of the Learning Layer in RUBICON is to supply the general
purpose learning infrastructure necessary for achieving self-sustaining learning
capabilities.

The purpose of the Learning Layer (LL) is to respond to the need of adaptivity
and analysis of temporal context (including the sensor data dynamics) of the
RUBICON environments, by providing learning mechanisms that are used by
higher (control and cognitive) layers of RUBICON architecture. Specifically, its
role is to:

– recognize and detect relevant sensed information by providing predictions
which depend on the temporal history of the input signals;

– analyze and process sensed information to extract refined goal-significant
information (e.g. information fusion, event recognition).

To this purpose, a networked learning infrastructure, named Learning Network
(LN), is built on top of the robotic ecology in order to provide the core learning
services to the higher levels of the RUBICON architecture. The LN is a flexible
environmental memory that serves as a task driven model of the environment
that can readily be shared by new nodes connecting to RUBICON. This allows
a straightforward sharing of the learned experience.

In the LN design, each node hosts a RC network composed by a number of
artificial neurons. Neurons are connected by remote synapses (implemented by
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means of communication channels) with neurons residing on other nodes, thus
creating a distributed, artificial recurrent neural network. The same synapses are
also used to interconnect the output of the LN with the control and cognitive
layers of RUBICON. With this approach, each neuron in the local learning model
may be considered as a node of a distributed reservoir; the instantaneous state
of such reservoir thus incorporates the combined knowledge attained by each
sensor node, while reflecting the dynamics of the overall RUBICON. The design
and development of the LN is strongly influenced by the issues of scalability and
efficiency, especially with regards to the limitations of the nodes (most of which
are wireless sensors) in terms of computation, communication and energy con-
straints. In particular, the design of the LN makes use of RNNs, and specifically
of RC models, due to their modular, networked structure which naturally adapts
to the distributed nature of the RUBICON ecology, while their recurrent nature
allows to effectively capture the dynamics of the system processes. At the same
time, the neural paradigm offers a natural approach to robustly cope with noisy
sensed data.

Preliminary studies of RC used in combination with sensors for localization
applications aimed at forecasting users movements can be found in [10] and [4].
Differently from previous works, in the following we extend the study to consider
different components of the RC architecture.

3 Echo State Network Architecture

An ESN [12,11] is made up of an input layer, a reservoir and a readout with NU ,
NR and NY units, respectively (see Fig. 1). The reservoir is a large, sparsely con-
nected, non linear, untrained recurrent hidden layer, used to compute an input-
driven fixed contractive encoding of the input sequences into a state space. The
readout is a linear, feed-forward output tool, responsible for the output compu-
tation and representing the only trained component of the ESN architecture.
In standard ESNs, sigmoid reservoir units are used, e.g. implementing tanh
activation function. In this paper, we take into consideration leaky integrator
ESNs (LI-ESNs) [13], in which leaky integrator reservoir units are used, apply-
ing an exponential moving average to the reservoir state values. The use of leaky
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Fig. 1. The ESN architecture
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integration of reservoir states in LI-ESNs, implies a better handling of input
sequences changing slowly with respect to the sampling frequency [13,14,2], and
results in an RC model particularly suitable for treating real-world RSS input
signals, as experimentally shown in [10].

Given an input sequence s = [u(1), . . . ,u(n)] over the real input space R
NU ,

for each time step t the reservoir of a LI-ESN computes the state transition func-
tion: x(t) = (1−a)x(t−1)+af(Winu(t)+Ŵx(t−1)), where x(t) ∈ R

NR is the
state of the network at time t, Win ∈ R

NR×NU is the input-to-reservoir weight
matrix (possibly including also a bias term), Ŵ ∈ R

NR×NR is the recurrent
reservoir weight matrix, f is a component-wise applied activation function (we
use f ≡ tanh) and a ∈ [0, 1] is a leaking rate parameter, controlling the speed of
reservoir dynamics (smaller values of a imply slower reservoir dynamics). Note
that for a = 1, LI-ESN state transition function reduces to the case of standard
ESN. The output is computed by the readout tool, by linearly combining the acti-
vation of the reservoir units. In the following, we restrict our consideration to the
case of binary classification tasks on sequences, which is of a particular interest
for this paper. In this case, the readout is applied only when the input sequence
has been completely seen and the reservoir encoding process has terminated. For
each input sequence s of length n, the readout computes y(s) = sgn(Woutx(n)),
where Wout ∈ R

NY ×NR is the reservoir-to-readout weight matrix (possibly in-
cluding also a bias term), y(s) = {−1,+1} is the output classification computed
for the input sequence s, and sgn is a sign threshold function.

The reservoir of a LI-ESN is initialized in order to satisfy the Echo State
Property (ESP) [11,12], i.e. the network state should asymptotically depend
only on the driving input sequence [9]. A sufficient and a necessary condition
for the ESP are provided in literature [11]. A necessary condition for the ESP
is typically considered in RC applications [13,14,11], i.e. ρ(W̃) < 1, where W̃ =

(1 − a)I + aŴ , and ρ(W̃) is the spectral radius of W̃. Accordingly, Ŵ is
randomly initialized and then rescaled to meet the condition on ρ, where values
of ρ close to 1 are generally used [14,12,16]. Weight values in Win are chosen
from a random (uniform) distribution over [−scalein, scalein], where scalein is
an input scaling parameter.

The readout of a LI-ESN is typically trained off-line by using Moore-Penrose
pseudo-inversion or ridge regression (see e.g. [10,14]).

Beside the choice of the spectral radius, one of the most relevant parameters in
RC applications is the number of reservoir units. Indeed, larger reservoirs often
lead to better network performances (e.g. [16,9]). Notice that the cost of ESN
application (both in time and space) increases with the reservoir dimension2.
Another interesting aspect is related to the weight dimension, i.e. the number
of bits used to represent each weight in Win and Ŵ. Typically, such weights
are randomly initialized to assume values in an infinite real interval, and in
practice floating-points with double precision are used, requiring 64 bits per

2 The cost is quadratically bounded in general and, due to the sparsity of reservoir
connectivity, it can be linear under the assumption of a fixed maximum number of
connections for each reservoir unit.
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weight memorization. In the following, this setting is referred to as LI-ESN
full weight encoding. In this paper we also consider the alternative strategy of
assuming a small finite set of possible non-zero weights in the untrained RC
matricesWin and Ŵ. The number of different non-zero values is denoted by Nw.
In this case, referred in the following as LI-ESN with reduced weight encoding,
each weight value can still be a double precision floating-point, but a small
number of bits (i.e. �log2Nw) are sufficient to encode each weight in the network
matrices.

The issue of minimizing the cost for the network memorization is of a funda-
mental relevance in view of the embedding of the RC networks directly on the
motes. Indeed, it is worth to note that the motes of a WSN usually host a very
limited total amount of RAM memory (usually in the order of 8-10 Kbytes).
We therefore experimentally assess the impact on the predictive performance
of RC networks due to the variation of the number of reservoir units and the
type of weight encoding used (i.e. full or reduced), specifically in a task of user
movement prediction type.

4 Experiments

Real WSN data for our experiments was collected during a measurement cam-
paign at the first floor of the the ISTI institute of CNR in the Pisa Research
Area, in Italy. The environment comprises 4 rooms organized into pairs of cou-
pled rooms (denoted as Room 1 and Room 2 in each couple), with front doors
separated by a hallway. Rooms contained typical office furniture including chairs,
cabinets, monitors and desks (see Fig. 2), representing harsh conditions for in-
door wireless communications. In each couple of rooms, we set up a WSN com-
posed of 5 IRIS motes [7]: 4 fixed sensors, or anchors, and 1 mobile sensor
worn by the user. Sensors embedded a Chipcon AT86RF230 radio subsystem
implementing the IEEE 802.15.4 standard. The user moved in the environment
according to the 6 possible paths illustrated in Fig. 2. Following a curved tra-
jectory the user remained in the same room, while straight trajectories led to
a room change. Each measurement gathered the received signal strength (RSS)
information between the anchors and the mobile at a constant frequency of 8 Hz,
from the starting point of each movement until the user reached a marker point
(denoted as M in Fig. 2) located at 60 cm from the door. The RSS data was used
to set up a dataset for a binary classification task in which RSS sequences from
the different anchors are used as input data and the target consists in +1 if the
corresponding user movement led to a room change, and −1 otherwise. In prac-
tice, the classification tasks consists in predicting if the user is about to change
room or not based on the history of the RSS information until the marker. Note
that the marker M is the same for all the movements, hence it not possible to
distinguish the different paths based only on the RSS values collected at M.
The dataset contains 210 input sequences, where 104 of them where collected in
the first couple of rooms, and the remaining 106 in the second couple. Using a
stratified sampling over the different movement paths, the dataset was divided
into a training and a test set comprising 168 and 42 sequences, respectively.
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We run experiments for all the 15 possible configurations of the number of
anchors considered, i.e. for Nanchors = 1, 2, 3, 4. We used reservoirs with NR ∈
{10, 20, 50, 100, 300, 500} units, 10% of connectivity, input scaling scalein = 1
and spectral radius ρ = 0.99. In the reduced weight encoding setting, each non-
zero weight value in Win and Ŵ was randomly chosen in a small weight alpha-
bet with Nw = 8 possible values, uniformly sampled in the interval [−0.4, 0.4],
thus leading to just a 3 bit encoding per weight memorization. For every choice
of the reservoir hyper-parametrization, we considered 10 independent (random
guessed) reservoirs (and the results were averaged over the 10 guesses). The read-
out was trained using pseudo-inversion and ridge-regression, with regularization
parameter λr ∈ {10−1, 10−3, 10−5}. The readout regularization was chosen by
model selection with stratified holdout validation, using ≈ 30% of the training
set as validation set.

Fig. 3 shows the averaged test accuracy of LI-ESN with full weight encoding,
for increasing reservoir dimension NR and varying the number of anchors used
Nanchors. For any value of Nanchors considered, results in Fig. 3 are averaged
(and standard deviations are computed) over the number of possible configura-
tions of the anchors. It can be noticed that the RC networks can reach excellent
test performances, and the test accuracy scales very well with both the reser-
voir dimension and the number of anchors. As already pointed out in [10,4], the
test accuracy of the LI-ESN networks is improved when more anchors are pro-
gressively considered in the WSN setting. The best performance (test accuracy
up to 97.1%) is obtained for Nanchors = 4, although very good performances
are achieved for simpler WSN settings with a fewer number of anchors (up to
88.6%, 91.5% and 95.4%, for 1, 2 and 3 anchors, respectively). Table 1 details the
training and test accuracies (and standard deviations over the reservoir guesses)
in the case Nanchors = 4, for increasing reservoir dimensionality. The best test
accuracy, i.e. 97.1%, is obtained for NR = 500, corresponding to test sensitivity
and specificity of 99.5% and 95.0%, respectively. Moreover, from Fig. 3 it is clear
that for every choice of Nanchors, the LI-ESN performance is improved as larger
reservoirs are considered (adopting regularization in readout training in order

Mobile position Anchor position

Anchor position

Fig. 2. Prototypical environment where the RSS measurements have been collected,
showing the positions of the anchors of the WSN in one couple of rooms and the
possible user movement paths
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Fig. 3. Mean test accuracy (in %) and standard deviation of LI-ESNs with full weight
encoding, varying the reservoir dimension and the number of anchors considered

Table 1. Mean accuracy (in %) and standard deviation of LI-ESNs with full weight
encoding for Nanchors = 4

Reservoir Dimension (NR)
10 20 50 100 300 500

Training 76.1(±3.1) 86.7(±2.5) 96.4(±2.1) 99.8(±0.3) 99.0(±0.5) 99.9(±0.2)
Test 74.0(±5.6) 85.2(±4.6) 90.2(±3.9) 92.1(±3.2) 96.9(±1.5) 97.1(±2.3)

to avoid overfitting). At the same time, it can also be observed that the test
performance tends to be saturated as the number of reservoir units is increased.
Indeed, when a sufficiently large reservoir is considered, a further increase of the
reservoir dimension can only slightly improve the test accuracy. This means that
small enough reservoirs can be sufficient in practice and thus a small amount of
memory can be sufficient for storing the network parameters on the motes of the
WSN. For instance (see Table 1), for Nanchors = 4, the test performance with
NR = 500 units is 97.1%, while with smaller reservoirs e.g. with NR = 100 and
NR = 50, the test performance is 92.1% and 90.2%, respectively, which are still
very satisfactory results for this kind of tasks (from noisy input data).

The averaged test accuracy for LI-ESNs with reduced weight encoding is
shown in Fig. 4, varying the reservoir dimensionality and the number of anchors.
Analogous considerations can be done as for the case of full weight encoding.
RC networks achieve very good test accuracy, which scales well with the number
of anchors in the environment and the reservoir dimension. Also in the case of
reduced weight encoding, a saturating effect of the networks performance can be
observed for increasing the number of reservoir units. Table 2 reports the training
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Fig. 4. Mean test accuracy (in %) and standard deviation of LI-ESNs with reduced
weight encoding, varying the reservoir dimension and the number of anchors considered

and test accuracies achieved by LI-ESNs in correspondence of Nanchors = 4 and
varying the number of reservoir units. The best test performance is obtained for
NR = 500, corresponding to a test accuracy of 97.6%, test sensitivity of 99.0%
and test specificity of 96.4%. Very interestingly, comparing the performances ob-
tained by LI-ESNs with full and reduced weight encodings (see Figures 3 and 4,
and Tables 1 and 2), we can observe that in the two cases, the accuracies are sub-
stantially the same (except for small, statistical fluctuations) for correspondent
experimental settings. As a result, the use of a reduced weight encoding scheme
does not have a relevant practical effect on the LI-ESN model performances, and
in particular it does not strictly depend on the reservoir dimension, due to the
prevailing role of the number of reservoir units on the accuracy results3. This
means that in practice, using a small finite set of reservoir weights, thus a few
bits per weight encoding, is sufficient for tackling the task at hand, and the small
amount of memory typically available on the motes of a WSN can be enough for
ESN embedding. To give an idea of the possible reduction in memory require-
ments, for storing the weights in Ŵ of a 100-dimensional reservoir, roughly 8
Kbytes of memory are needed in case of full weight encoding, while roughly 800
bytes are sufficient in case of reduced weight encoding. For 50-dimensional reser-
voirs, the memory requirement reduces from roughly 2 Kbytes (for full weight
encoding) to roughly 250 bytes (for reduced weight encoding).

3 Note that the number of bits used in our experiments for the reduced weight en-
coding scheme, i.e. log2(Nw) = 3 bits, is even smaller than what could be necessary
for embedded implementations of our RC system on-board the motes of a WSN.
Considering a further reduction of the number of bits used for the weight values
encoding could lead to investigations of architectural variants of the ESN model,
e.g. see [15].
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Table 2. Mean accuracy (in %) and standard deviation of LI-ESNs with reduced weight
encoding for Nanchors = 4

Reservoir Dimension (NR)
10 20 50 100 300 500

Training 76.8(±2.4) 85.5(±3.9) 96.6(±1.4) 100.0(±0.0) 100.0(±0.0) 100.0(±0.0)
Test 73.6(±4.3) 84.8(±3.9) 93.8(±3.4) 94.3(±2.7) 96.4(±2.7) 97.6(±1.8)

Concerning the computational power constraints, we observed that on motes
with an 8 MHz processor, like the IRIS motes used in our experiments, the
LI-ESN computations required for each input-output step approximatively 0.7
and 2 milliseconds, respectively for reservoirs of dimension 50 and 100, which is
therefore plausible for a real-time processing on-board the nodes of a WSN.

5 Conclusions

We have presented an experimental investigation of the relation between the per-
formance and the implementation cost of RC networks in an AAL task consist-
ing in anticipating user movements in indoor environments. Results have shown
that the proposed RC system achieves a very good predictive performance on
the considered task. Such performance scales well with the number of anchors
used and with the cost of the network memorization. In particular, a decrease
in the number of reservoir units does not lead to a dramatic degeneration of the
performance (up to 50 units), and the use of a reduced encoding scheme (re-
quiring only 3 bits of memory for each weight value) does not affect significantly
the accuracy of the model. A small reservoir with each weight value encoded in
a few bits is sufficient in practice for the analyzed task. Such promising results
allow us to envisage practical solutions for the embedding of the RC networks
on-board the motes of WSNs.

The experimental analysis presented in this paper represents a ground for
further investigations on the development of local and distributed learning ca-
pabilities based on RC systems distributed across the nodes of the RUBICON
ecology.
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Abstract. Computational finance is one of the fields where machine learning
and data mining have found in recent years a large application. Neverthless, there
are still many open issues regarding the predictability of the stock market, and
the possibility to build an automatic intelligent trader able to make forecasts on
stock prices, and to develop a profitable trading strategy. In this paper, we propose
an automatic trading strategy based on support vector machines, which employs
recall-precision curves in order to allow a buying action for the trader only when
the confidence of the prediction is high. We present an extensive experimental
evaluation which compares our trader with several classic competitors.

1 Introduction

How far is the time when most of the trading volume in financial markets will come
from intelligent and automated trading strategies rather than by human interaction? And
how is actually complex to build a financial strategy that can operate autonomously in
the market? Research now provides several tools to approach the problem. In particular,
in this paper, we use the basic concepts underlying computational finance and algorith-
mic trading, with the purpose of predicting the behavior of the market and of developing
an intelligent trading strategy, really capable of directly operating on the market, and
completely independent of human intervention.

In recent years, there has been a tremendous growth in the field of computational
finance [9], with the rise of a wide variety of different automatic intelligent strategies,
based on data mining and machine learning techinques. This spread of interest has
been mainly due to the growing availability of data coming from the World Wide Web:
nowadays, huge data flows have become accessible every day from all the stock markets
around the world, and computational intelligence techniques have been increasingly
employed to process and analyze stock prices and trading patterns.

One of the main goals of computational finance is to predict the evolution of the stock
market, given observations of its past behavior. An example is given by forecasting the
trend of a stock price: given a price time series Xt = {x1, . . . ,xt} the aim is to predict
some property of the series at t + Δ , and use such prediction to build an automatic
trading strategy. When Δ is within the order of minutes or hours, we talk of intra-
day predictions, which will be the main object of investigation of this paper. Short-
term prediction methods are the ones which in the last years have received most of the
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attention [7], and many different algorithms have been proposed, using several machine
learning or statistical techniques, including artificial neural networks, support vector
machines, volatility models and many others. Typical applications of such predictors
include regression (e.g., predict the future price of a stock) or classification tasks (e.g.,
predict the trend of a stock in the forthcoming minutes/hours). Neverthless, most of
the literature lacks an accurate experimental evaluation of the proposed algorithms:
sometimes only the accuracy of the predictor is measured, but no concrete analysis of
the trading strategy is performed, too often commissions are not taken into account, and
finally only few works directly compare intelligent traders with trivial strategies such
as Buy and Hold. For these reasons, it is still an open question to infer at what extent
is the stock market predictable: such question boils down to facing what is called the
random walk hypothesis for the stock market, which states that no better estimate than
the current price can be given for the future price of a given stock [4].

In this paper, we present an automatic intelligent trading system which uses support
vector machines to identify the stocks to buy, while employing a sophisticated technique
based on recall-precision curves in order to filter predictions, maintaining a higher level
of confidence. In the following sections of the paper, we first tackle some questions
regarding the general implementation of an automatic trading agent, then we describe
our model based on support vector machines, and finally give an extensive experimental
evaluation of our trader, in comparison with other classic approaches.

2 Limitations of Automatic Intelligent Traders

Differently from many other contexts, in financial time series forecasting some charac-
teristics of the domain should be taken into account when building a machine learning
predictor and therefore also an intelligent trader. In this work, we use support vec-
tor machines (SVMs) to predict whether a certain stock will rise more than a certain
amount within a short horizon (e.g., a few hours). The observed past time series is used
to build the input features for the classifier. In our preliminary experiments we aimed
at answering several questions, which are fundamental in order to create an accurate
model.

1. Do larger training sets always improve SVM performance ?
2. Do performance degrade over days/weeks/months of prediction, if the predictive

model is kept fixed ?
3. At what extent is the stock market really predictable ?

2.1 Training Set Dimension

Machine learning algorithms typically take advantage of large training sets to reduce
their approximation error. Yet, in the case of time series forecasting, if the training data
is too distant in the past from the current prediction time, the effect of a larger training
set does not necessarily reflect in an improvement in the performance of the predictor.
Figure 1(a) shows the precision of an SVM classifier – which employes the past time
series as input features – as a function of the training set dimension, keeping the test set
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(a) (b)

Fig. 1. Left: learning curve as a function of training set dimension. Right: learning curve as a
function of test set distribution drift.

fixed. In this case, the binary classification task consists in predicting (positive class)
whether the stock AIG (American International Group, NYSE) will gain at least 0.5%
in the forthcoming 60 minutes: the test set consists of one whole week of data, with
samples taken every 30 seconds, and the predictor is asked to make a prediction for
each new sample. The time series made of the previous 60 samples is used as feature
vector. It is clear from the graph that, after a certain period during which the precision
of the predictor increases while growing the training set, then the performance starts
degrading. It should also be noticed that we report the precision of the predictor (false
positives ratio), which is always under 50 %: as it will be discussed in the following
subsections, this somehow confirms the great difficulty of the task. The key idea of our
SVM-based trader will be that of filtering the predictions, with the goal of maintaining
a higher level of precision.

2.2 Test Set Horizon

Similarly to the previous case, in this second experiment we want to observe how the
performance of a predictor behaves over a long test period, this time maintaining a
fixed training set: this should give the idea of how often predictors should be updated
in order to keep always a fresh and ready-to-use model. Figure 1 confirms that the
performance degrades very quickly, suggesting that the models should be re-trained as
often as possible. This phenomenon is well known in statistics and machine learning,
and is called distribution drift or covariate shift [8]. When dealing with data coming
from a distribution which changes over time, the performance of a predictor strongly
depends on the temporal distance between training and test examples: for this reason,
periodically re-training the models is a key strategy in order to get an accurate and
updated forecasting system.

2.3 Stock Market Predictability

One of the main criticisms which are moved with regards to computational finance is
that the stock market follows the random walk theory (RWT) and is actually not pre-
dictable [4]. The RWT comes as an interpretation of the efficient market hypothesis,
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and states that in an efficient market, on average, the information is instantly absorbed
by the prices, and consequently the time-series of prices has no memory. According to
our experiments, this is partially true. In fact, if an SVM is trained to predict the fu-
ture price of a stock (either with a regression or a classification task) at any time, such
predictor will not behave better than a random walk classifier, on average. On the other
hand, this does not exclude the possibility that there might be rare predictable features
and arbitrage opportunities, which could be exploited by a human or artificial trader. In
particular, an artificial trader has the ability of processing continuously huge amounts
of data, analyzing cross-correlations between different stocks, observing micro-trends
across thousands of stocks in different markets, and can therefore take into consider-
ation many trading strategies in parallel, which is unfeasible for humans. This is the
fundamental reason for which computational finance has recently conquered a large
slice of the trading market [1,5].

In the following section we will present a machine learning predictor based on sup-
port vector machines, which will drive the trading strategy of an automatic agent, with
the goal of making few transactions, but with high level of precision.

3 Trading Strategy

Following the results obtained in our preliminary experiments, we designed an SVM-
based trader which merges two fundamental ideas: (1) the models used at prediction
time should be updated at least daily, because predictions quickly degrade if keeping
the models fixed; (2) the trader should buy only if the predictor is somehow confident,
which means that some parameters have to be designed in order to score and guide the
decisions.

A different SVM is trained for each different stock in our basket. A binary classifi-
cation task is structured as follows: a feature vector describes the past time series of the
prices of a given stock at time t, and the goal is to predict whether the price will have
a certain gain in the forthcoming future. More precisely, a positive example is given if
the stock will have a percentage gain greater than K within Δ minutes, being K and Δ
two tunable parameters. By training an SVM in these conditions, it is possible to build
a recall-precision curve on a validation set. Recall (R) — sometimes called True Pos-
itive Rate or Sensitivity — is defined as the ratio between correctly identified positive
examples and total number of positive examples: R = T P

T P+FN , while precision (P) —
sometimes called Positive Predictive Value — is the ratio between correctly identified
positive examples and total number of examples predicted as positives: P = T P

T P+FP . By
using different SVM margins as the values for discriminating between positive and neg-
ative classes, we obtain different values for recall and precision, which can be plotted
to draw a curve: we select a working point on this curve, such that precision is above a
certain threshold (chosen as P̂ = 90%) and the F0.5 value is as maximum as possible1.

1 In general, Fβ combines precision and recall measures in order to obtain a single comprehen-

sive score function: Fβ = (1+ β 2) P·R
β 2·P+R . Typically, F1 is employed, which corresponds to

the harmonic mean between recall and precison. The choice of β = 0.5 gives a higher weight
to the precision.
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The idea is to use the SVM margin corresponding to this working point on the RP curve
as a triggering threshold τS for the positive class at prediction time: more precisely, if
at time t the classifier outputs a margin M > τS for stock S, then the trader will buy S.

The feature vector is built as follows. Given the time series Xt = {xt−W ·A, ...,xt}
containing the last W ·A samples, we defined the vector of W features f1, . . . , fW , where
feature f j is computed as:

f j =
x̂ j − x̂ j−1

x̂ j−1
(1)

where x̂ j are aggregations over A samples:

x̂ j =
xt− j·A + xt− j·A+1 + . . .+ xt− j·A+A

A
(2)

Variations expressed in percentage are preferable features than plain prices, as they are
independent from the absolute value of the stock. In our preliminary experiments for
the design of the classifier, we also tried logarithmic returns as input features, but they
headed to slightly worse performance.

Several parameters have to be tuned for each stock S during model selection: the per-
centage gain predicted as positive class K (in our experiments, chosen as K = 0.1% for
all stocks), the training set dimension T , the prediction horizon Δ , the aggregation time
for input features A, the input window W , the SVM parameter C which controls gen-
eralization. As a selling criterion, we employed a stoploss s, one of the most common
tools used by investors to exit the market and limit losses. The idea is simple: when the
price of a purchased stock drops below a predefined threshold, the stock is sold. This
stoploss threshold can be easily made dynamic, if computed as a function of the highest
price reached by the stock after its purchase:

lastHighestPrice(t) = max(lastHighestPrice(t− 1), price(t)) (3)

stoplossT hreshold(t) = lastHighestPrice(t) · (1− s) (4)

In our experiments, we use a stoploss value s = 0.005.
Finally, the trading strategy was designed so as to close all trading days without any

shares in the portfolio: 15 minutes before the market closes, all the remaining stocks in
the portfolio are automatically sold2.

4 Experimental Evalutation

We evaluate our SVM-based trading strategy on several test periods between 2010 and
2011. The data set consists in the stock price series of 86 assets of NYSE, from January
1st, 2010, to December 31th, 2011, with prices taken every 30 seconds. We use Inter-
active Brokers3 as trading platform. The experiments were conducted over 12 different
test periods of 6 months, starting from July 1st, 2010 up to November 31st, 2011, shift-
ing the semester by one month for each test period (e.g., the first period runs from July
1st, 2010 to January 1st, 2011). In this way, we will observe the behavior of the traders
in different market scenarios, which include both bull and bear periods.

2 This typically corresponds to propitious trading operations, because as a matter of fact the
stoploss threshold had not yet ordered a sell operation.

3 http://www.interactivebrokers.com

http://www.interactivebrokers.com
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4.1 Competitors

In order to have an extensive experimental evaluation, we compared the performance
achieved by our SVM-based trader with several algorithms implementing different
baseline trading strategies.

Random Trader (RT). The comparison with a random trader allows to measure how
much an intelligent strategy is better than a purely random and uninformed one. Several
different implementations of a random trader can be employed: in our version, every
day the trader randomly chooses a buy and a sell moment, in the range from 30 minutes
after the opening to 30 minutes before closing, always performing the buying action
first.

Random Trader with Stoploss (RST). This is a variant of RT, which uses a stoploss
s = 0.005 to decide when to sell.

Daily Open-Close Trader (DOCT). By using this strategy, every day a trader places a
buy order 30 minutes after the opening and a sell order 30 minutes before closing. This
is a simple strategy, that gives a measure of how much the market has grown in a day.

Buy and Hold Trader (BHT). The Buy and Hold trading strategy offers a point of view
which is similar to that of the daily open-close trader, but on a larger time horizon. The
BHT buys at the beginning of the test period, holding the purchased shares until the last
day, when he sells just before the closing.

Technical Analysis Trader (TAT). A smarter trading strategy uses the combination of
four classic technical analysis tools [2]: the Bollinger’s bands (BBs), the Money flow
index (MFI), the On balance volume index (OBV), and the Stoploss policy (SL). The
TAT buys a certain stock when the majority of its three indicators votes for a purchase.
The stoploss indicator is used to decide when to sell.

4.2 Results

To evaluate the perfomance of each trading strategy, we consider the gain obtained
in each semester, including commissions fees as applied by Interactive Brokers. The
orders are assumed to be executed with no time lag. At each period a portfolio of 10,000
USD is initialized.

In Table 1 we report for each test period the returns of each trade strategy, averaged
over all the examined stocks: the RT, RST, DOCT, BHT, TAT strategies were in fact
independently run for each stock, and their performance averaged over the whole set of
stocks, while our trader can decide which stock to buy. As expected, the BHT, which
keeps the position open for a whole semester, has good returns in bull periods, and bad
returns in bear periods: obviously, this strategy is also influenced by inter-day price
gaps. Like all the trading strategies which maintain an amount of stocks for several
months, its behavior is almost independent of commission fees, and has the advan-
tages and disadvantages of all long investments. Anyhow, it should be remarked that
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Table 1. Trading strategies comparison for 12 different test semesters between 2010 and 2011.
We report the percentage gain of each trader, starting at each period with a portfolio of 10,000
USD. The SVMT has no standard deviation, as it decides on which stocks it operates every day,
while for all the other competitors results are averaged on all the considered stocks: the very large
standard deviations indicate that all the other traders have very heterogeneous behaviors on the
different stocks.

Semester DOCT BHT RT RST TAT SVMT
07/10 – 12/10 3.57 ± 13.37 29.94 ± 28.02 -4.34 ± 9.23 0.33 ± 9.42 1.52 ± 7.62 4.20
08/10 – 01/11 1.91 ± 13.80 20.40 ± 22.98 -3.26 ± 10.26 -2.57 ± 7.56 -0.12 ± 7.67 9.02
09/10 – 02/11 -0.83 ± 10.68 22.88 ± 21.94 -4.77 ± 8.75 -2.77 ± 8.27 -0.47 ± 7.90 6.19
10/10 – 03/11 -1.53 ± 10.82 13.61 ± 18.53 -5.88 ± 7.99 -4.14 ± 7.63 -0.11 ± 7.32 -2.30
11/10 – 04/11 -2.92 ± 10.49 12.06 ± 18.59 -4.65 ± 8.28 -4.17 ± 7.44 -0.15 ± 6.01 1.66
12/10 – 05/11 -5.27 ± 12.69 6.36 ± 19.69 -5.72 ± 7.95 -2.65 ± 7.43 -1.24 ± 6.55 0.03
01/11 – 06/11 -7.07 ± 13.83 -1.11 ± 20.48 -5.94 ± 8.37 -3.70 ± 6.60 -2.32 ± 6.66 -8.92
02/11 – 07/11 -8.16 ± 13.01 -5.30 ± 15.55 -6.60 ± 8.28 -4.96 ± 5.92 -3.13 ± 6.61 -4.47
03/11 – 08/11 -14.29 ± 14.12 -13.65 ± 17.70 -8.32 ± 10.35 -3.74 ± 6.56 -4.48 ± 8.01 -12.26
04/11 – 09/11 -18.59 ± 17.39 -23.46 ± 19.09 -8.61 ± 10.64 -6.21 ± 6.91 -6.59 ± 8.94 -9.26
05/11 – 10/11 -12.63 ± 19.29 -18.71 ± 16.70 -7.65 ± 12.21 -7.83 ± 6.69 -5.97 ± 8.79 0.23
06/11 – 11/11 -9.10 ± 19.49 -15.20 ± 18.19 -6.72 ± 12.67 -8.94 ± 7.39 -4.89 ± 9.48 -3.33

the performance of BHT are extremely dependent on the stock which is chosen at the
beginning of the strategy: this is confirmed by the very large standard deviations (results
are averaged on the set of stocks) in the first column of Table 1, which indicate that such
a strategy can bring very large gains as well as very large losses.

In the early (bull) semesters, there are considerable inter-day positive variations in
price, while in the last few (bear) semesters the price changes are mostly intraday:
for this reason, the DOCT earns much less then the BHT during bull periods, while
having similar behavior during bear periods. The TAT, which uses BBs, MFI and OBV,
performs generally better than a random trader and the DOCT, but is a very conservative
trader and does not seem to offer real gain opportunities.

The SVMT, on the other hand, presents encouraging results, especially containing
the losses during many bear periods. Further improvements can be applied to this trader,
including a smarter analysis of model parameters, with the aim of buying stocks with
high share values, so that commission fees have a lower impact on the trading per-
formance. Similarly, also information about volumes and volatility should be included
within the model. It should be remarked that, in our preliminary experiments, a plain
SVM trader which does not use the recall-precision method for threshold selection
headed to very poor results, with large losses in all semesters.

5 Future Works

The goal of this work was to compare our SVM-based trading technique with common
baselines and technical analysis strategies, which are typically employed in computa-
tional finance. Future directions of research will include a more complete experimental
analysis, in order to compare the proposed approach also with other machine learning
algorithms, such as neural networks, decision trees and classical time-series forecasting
algorithms like SARIMA [10] or GARCH [3]. In order to improve the performance of
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our trading strategy, we are currently investigating techniques based on statistical re-
lational learning, which might be used to model interdependencies between different
time series: this kind of approach has been recently applied to other forecasting do-
mains, like traffic forecasting [6]. Finally, the use of textual information obtained by
several sources across the World Wide Web might greatly improve the opportunities of
the automatic trader, for example to predict opening prices.

6 Conclusions

Computational finance has become nowadays a constantly evolving research area. As
the amount of data becoming available with the world wide web has enormously grown
in the last years, huge money streams are daily moved by computers all around the
world. Machine learning and data mining have therefore found in finance a challenging
and profitable domain.

In this paper we presented an automatic trading strategy based on support vector
machines, which uses recall-precision curves in order to suggest a buying action only
when the confidence level of the trader is high. We compared our trader on several test
periods between 2010 and 2011, showing strongly encouraging results with respect to
classic baseline traders, even based on technical analysis.

Many future directions of research can be developed: relational learning techniques
can be used to capture relations among stocks; volumes and volatility information can
be added to our model; text mining techniques can be applied in order to acquire knowl-
edge from news, blogs and forums around the web, to guide the choices of the trader.
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Abstract. Most of the scientist assume that epileptic seizures are trig-
gered by an abnormal electrical activity of groups of neural populations
that yields to dynamic changes in the properties of Electroencephalog-
raphy (EEG) signals. To understand the pathogenesis of the epileptic
seizures, it is useful detect them by using a tool able to identify the dy-
namic changes in EEG recordings. In the last years, many measures in
the complex network theory have been developed. The aim of this paper
is the use of Permutation Entropy (PE) with the addition of a thresh-
old method to create links between the different electrodes placed over
the scalp, in order to simulate the network phenomena that occur in the
brain. This technique was tested over two EEG recordings: a healthy
subject and an epileptic subject affected by absence seizures.

Keywords: Permutation Entropy, EEG, Complex Network.

1 Introduction

EEG is a measure of neurophysiological brain electrical activity recorded through
electrodes placed over the scalp. Neurons, in fact, communicate by means of elec-
trical impulses and generate a bio-electromagnetic field that propagates through
the tissues of the brain, skull and scalp [1]. EEG signal is produced by the ex-
tracellular current flow generated by the sum of the activities of a large number
of neurons, including cortical pyramidal neurons, arranged in correspondence of
the cortex underlying the electrode [2][3].

Epilepsy is one of the most common neurological disorders. Epileptic seizures
are triggered by neurons that exhibit an abnormal electrical activity [4], as if a
critical area is trying to recruit other cerebral areas until the brain can’t longer
bear this hyper-synchronization and triggers the seizure in order to repress this
abnormal state. Then, epileptic phenomena seem a network rather than local
phenomena [5].
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In order to understand the development of epileptic seizures, it is important
to understand how this abnormal synchronization influences the randomness
of the EEG. The possible solution to this issue can be entropy. In particular,
Permutation Entropy is chosen [6][7][8] because, being a symbolic procedure,
pre-normalization step can be discarded and because it was applied to epileptic
EEG analysis obtaining encouraging results.

In this paper, a study of links between different cerebral areas for two types
of subjects is presented: an healthy subject (called ”control”) and an epileptic
subject (called ”patient”). The aim of this paper is to use PE in order to under-
line different network phenomena in epileptic subject during EEG recordings.
The paper is organized as follows: section 2 will address Permutation Entropy;
section 3 will explain the applied method used to analyze the EEG recordings;
section 4 will comment the obtained results and, ultimately, section 5 will draw
the conclusions.

2 Permutation Entropy

PE has been introduced [9] as a robust method to extract information from a
time series. The time series is analyzed from a pure ordinal point of view. PE
is based by counting of the ordinal patterns (called ”motifs”), that describe the
up-and-down in a dynamical signal. Since just ordinal patterns are considered,
the amplitude of the signal has no relevance, thus yielding a structural robust-
ness to noise. In the study of biological signals, like EEG, this also implies the
independence of the choice of the reference electrode [10]. As a consequence,
there is no need of any normalization in the pre-processing step.

PE combines the concept of Shannon Entropy to the ordinal pattern analysis
by analyzing the frequencies of ordinal patterns within a time series. If most of
the ordinal patterns are the same, we have a regular time series; on the contrary,
the presence of different patterns with similar frequency is indicative of high
complexity.

PE is dependent on two-parameters, an embedding dimension, m, and a time-
lag, l ; m is the number of samples belonging to the segment, while l represents
the distance between the samples points spanned by each section of the motif.
The variation of the time-lag basically implies working on different scales of the
time series. In this work, the embedding parameter and time-lag are fixed to 3
and 1 respectively.

The calculation of PE is simple and an example is depicted in Figure 1. First
of all, the EEG signal is fragmented into a sequence of motifs; then, each motif is
identified as belonging to one of the possible types according to their shape; it is
counted the number of motifs to each of the six categories in order to obtain the
probability of occurrence of each motif in the signal, and, finally, is calculated
the PE of the resulting normalized probability distribution of the motifs using
the Shannon uncertainty formula:

PE = −
∑

pi ∗ ln(pi)
ln(number of motifs)

(1)
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Fig. 1. (a) EEG recording. (b) PE time evolution. (c) Motifs distribution (m=3) of the
two highlighted segments. (d) The six possible motifs.

The normalized entropy is maximal (PE=1) if there is an equal distribution
of motifs between each of the six patterns; on the contrary, when the signal is
dominated by slow waves, there will be a greater occurrence of a few motifs, and
the entropy decreases. The PE of a single motif is zero [6].

PE shows a different dependence with frequency with respect to the selected
time-lag. To understand how, a sequence of pure sine waves time series is simu-
lated and then the PE for each of them is performed. The results are reported
in Figure 2. It is clear that, with l=1, the PE is monotonically decreasing with
decreasing frequency. The frequency dependence of PE with l=2 is markedly dif-
ferent and more difficult to interpret. In Figure 2, it is possible to observe that
the PE function has a minimum for a frequency that is a fraction of the sampling
frequency, Fs. Some authors decided to define a suitably averaged composite PE
index that incorporates both the cases, this way exploiting the effect [6].

The effects of noise on PE have been originally discussed in [9]. If a time series
is perturbed by noise, the PE value strongly increases. Thus, if the added white
noise is of sufficient power, the value of PE tends to its maximum at very low
frequencies. Figure 3 shows the effect of adding white noise to the simulated
sine-wave time series. It is clear that, the added noise leaves undisturbed the PE
curve after a frequency threshold. This threshold level depends on the power of
the noise [11].
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Fig. 2. Frequency dependence of PE. The two distributions for l=1 and l=2, m=3, and
Fs=128 Hz are reported.

0 5 10 15 20 25 30 35 40
0.4

0.5

0.6

0.7

0.8

0.9

1

Hz

P
E

 v
al

ue

Effect of Noise

 

 

without noise
noise (+ 10%)
noise (+ 5%)

Fig. 3. The effect of adding white noise on PE calculation (m=3, l=1 and Fs=128 Hz)

3 Method

The EEG recording is processed by a sliding overlapping windows of 10 seconds
with 1 second of overlap, i.e. each window includes 2560 time samples. The PE
is performed, channel by channel, for each temporal window using m=3 and
l=1. Once PE values are obtained, they are used in order to built a picture in
which a scalp is depicted with all its 19 electrodes. If two electrodes have both
a PE value greater than a fixed threshold, then the two electrodes are linked.
This procedure is repeated for all the time windows obtained in the previous
step. At the end of the analysis a movie with all the obtained pictures is built.
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The purpose of the movie is to better clarify the link time evolution between the
electrodes during the different stages of the recording. To better compare the
obtained results, the two EEG recordings are cut in order to have the same size.
This method is implemented in Matlab code.

4 Results

4.1 Data Description

The analyzed dataset is composed of two EEGs of nineteen channels recorded
simultaneously, the sampling rate is 256 Hz. During the acquisition, Notch filter
was set to ON and the EEGs was band-pass filtered (0.5 - 70 Hz). The analyzed
EEGs are relative to a healthy subject (control) and a patient affected by ab-
sence epilepsy (patient). During EEG recording, the patient has undergone four
seizures.

4.2 Discussion

The EEG recordings was analyzed as described in section 3. PE was performed
for each channel and window by window.

In Figure 4 are reported PE values for the two EEG recordings. In order to
consider all the 19 channels, the average of PE values is reported. It is clear
as for the patient there are four peaks down due to the four absence seizures.
Looking at a typical PE temporal trend, it can probably hypothesized that the
sudden drop during the ictal stage is due to a mechanism of the brain to reset the
high randomness that develops during the inter-ictal stage [5][8]. For the control,
instead, the PE values are mostly the same for the entire duration of the EEG
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Fig. 4. (on the top) PE value for the patient; (on the bottom) PE value for the control
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Fig. 5. The comparison of electrodes linked between the patient and the control for
the window number 27 (pre-ictal stage)

Fig. 6. The comparison of electrodes linked between the patient and the control for
the window number 30 (ictal stage)
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recording. Then PE can be used as a useful tool to identify the dynamic changes
in the EEG.

Figure 5 and Figure 6 show how PE values change during the EEG recording.
In these pictures are reported the scalps for patient and control both. Figure
5 is relative to a pre-ictal stage for the patient; it is clear that some electrodes
are linked. Figure 6, instead, is relative to a ictal stage for the patient. In this
case no electrodes are linked due to fact that all the PE values are lower than
the threshold value; this change is due to absence seizure occurring in Figure
6. Observing the scalp relative to the control, there are no changes between the
two figure because in both the PE values are always greater than the threshold
value. Moreover, analyzing Figure 4, Figure 5 and Figure 6, it is clear that the
PE values relative to the control are greater than the PE values relative to the
patient; this is due to a most important cerebral activity in the healthy subject.

Table 1 and Table 2 report PE values for each electrode and for several EEG
areas for three different thresholds: 0.85, 0.82 and 0.79. This is due to the fact
that there isn’t a fixed threshold value able to distinguish a patient by a control
or a pre-ictal stage by an ictal stage. However the behaviour is similar for all the
thresholds reported.

Observing Table 1 and Table 2, it is clear that the electrodes belonging to
the frontal/temporal area have PE values greater than the other electrodes
throughout the entire EEG recording and not only during the ictal stage. On the

Table 1. In the first column there are the electrodes; in the second, third and fourth
column, there are the number of times in which the Patient’s PE value exceeds the
threshold value set to 0.85, 0.82 and 0.79 respectively

Electrode th=0.85 th=0.82 th=0.79

Fp1 76/85 77/85 79/85

Fp2 76/85 78/85 80/85

F7 68/85 79/85 80/85

F3 24/85 73/85 78/85

Fz 24/85 71/85 76/85

F4 50/85 74/85 77/85

F8 73/85 80/85 80/85

T3 80/85 81/85 84/85

C3 15/85 38/85 66/85

Cz 5/85 27/85 53/85

C4 5/85 53/85 73/85

T4 79/85 80/85 82/85

T5 12/85 39/85 64/85

P3 7/85 20/85 48/85

Pz 2/85 15/85 38/85

P4 12/85 29/85 53/85

T6 35/85 53/85 71/85

O1 2/85 13/85 37/85

O2 3/85 23/85 46/85



66 D. Labate et al.

Table 2. In the first column there are the EEG areas; in the second, third and fourth
column, there are the number of times in which the Patient’s PE value exceeds the
threshold value set to 0.85, 0.82 and 0.79 respectively

Area th=0.85 th=0.82 th=0.79

Fp1-Fp2 76/85 77/85 79/85

F7-F3 24/85 73/85 78/85

F4-F8 50/85 74/85 77/85

T3-C3 15/85 38/85 66/85

T4-C4 22/85 53/85 73/85

P3-T5 7/85 20/85 48/85

P4-T6 12/85 29/85 53/85

O1-O2 2/85 13/85 36/85

contrary, there are some electrodes belonging to the parietal/occipital area, that
have PE values smaller than the average of PE values. However, the analysis of
a unique EEG recording affected by absence seizures is not enough in order to
suggest a clinical reason for this behaviour.

PE values reported in Table 2 are meaningful because they allow detection of
network phenomena relative to different EEG areas by means of a local measure
like PE.

5 Conclusions

In this paper a EEG analysis based on PE was performed in order to study the
evolution of links between the different electrodes placed over the scalp. PE was
proposed to measure the randomness/synchrony of the brain. It has been shown
the different features between an healthy subject and an epileptic subject, and
how there are no links during an epileptic seizure. Observing PE values, it is clear
how the frontal/temporal area has PE values greater than PE values relative to
other cerebral areas. PE has been a good tool to identify dynamical changes in
epileptic EEG.
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Abstract. This work proposes a preliminary study of an automatic
recognition system for the Italian Sign Language (Lingua Italiana dei
Segni - LIS). Several other attempts have been made in the literature,
but they are typically oriented to international languages. The system is
composed of a feature extraction stage, and a sign recognition stage. Each
sign is represeted by a single Hidden Markov Model, with parameters es-
timated through the resubstitution method. Then, starting from a set
of features related to the position and the shape of head and hands, the
Sequential Forward Selection technique has been applied to obtain fea-
ture vectors with the minimum dimension and the best recognition per-
formance. Experiments have been performed using the cross-validation
method on the Italian Sign Language Database A3LIS-147, maintaining
the orthogonality between training and test sets. The obtained recogni-
tion accuracy averaged across all signers is 47.24%, which represents an
encouraging result and demonstrates the effectiveness of the idea.

1 Introduction

Sign languages [15] fulfil the same social and mental functions as spoken lan-
guages, allowing deaf and hearing impaired people to communicate in a com-
fortable way. These languages arise spontaneously, evolve rapidly, and are so
geographical specific to present differences also in regions where the oral lan-
guage is unique.

Interaction and communication between deaf and hearing people entails the
same misunderstanding problem found in oral languages, given that is widely
accepted that sign languages are independent on oral ones. The number of prob-
lems increase taking into account that the interpreters, with their indispensable
work, cannot be always present and that less of the 0.1% of total population
belong to hearing impaired community. Therefore, “signers” are faced with a
considerable difficulty and a social inclusion problem. That is why the devel-
opment of sign language recognition and synthesis tools have been gaining an
increasing interest among the scientific community.

In [1], algorithms have been developed to robustly extract features from hands
and face, with experiments conducted in uncontrolled environments. A multiple
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hypotheses tracking approach is used for the extraction of hands features, while
the extraction of face ones is based on the active appearance model. The recog-
nition stage is based on Hidden Markov Models (HMM) and is designed for the
detection of both isolated and continuous signs. Theodorakis et al. [17] propose
a so-called product HMMs for efficient multi-stream fusion, while Maebatake et
al. [14] discussed the optimal number of the states and mixtures to obtain the
best accuracy. SignSpeak [9] is one of the first European funded projects that
tackles the problem of automatic recognition and translation of continuous sign
language. Among the works of the project, Dreuw and colleagues in [8,7,6] intro-
duced important innovations: they used a tracking adaptation method to obtain
an hand tracking path with optimized tracking position, and they trained robust
models through visual speaker alignments and virtual training samples. A first
framework for continuous sign language recognition applied to Italian has been
proposed in [12]. The system uses features based on centroid coordinates of the
hands and a self-organizing map neural network to classify the single sign and
to provide a list of probable meanings. Experiments are performed on a corpus
of 160 videos with a vocabulary of 40 signs (each sign is repeated four times).

This paper proposes an automatic sign language recognition system based on
HMM. The structure and the parameters of the sign models are investigated by
means of the resubstitution method, and a study on the feature set is presented
using the Sequential Forward Selection approach. In addition, the system uses
only features obtained from the evaluation of position and contours of face and
hands. Facial features related to mouth, lips, nose and eyes are not used. Being a
preliminary study, the simpler task of isolated sign recognition is addressed, while
continuous sign recognition is reserved for future works. Experiments have been
carried out on a recently proposed Italian Sign Language Database (A3LIS-147)
[10], and the evaluation has been performed using the cross-validation approach,
this way guaranteeing the independence between training and test sets. This
represents a notable difference from [12], where the same signers appear in both
sets.

The outline of the paper is as follows: Section 2 briefly illustrates the used
video corpus. Section 3 proposes an overview of the developed system. Section 4
presents and discusses recognition results. Finally, Section 5 draws conclusions
and proposes future developments.

2 Database A3LIS-147

This section describes the principal characteristics of the video corpus that has
been used for the evaluation of the developed system. The database has been
presented in [10], and is composed of 147 distinct isolated signs executed by 10
different signers: 7 males and 3 females. Each video presents a single sign which
is preceded and succeeded by the occurrence of the “silence” sign.

Video sequences have been acquired by using a commercial camera located in
front of the subject. Behind the signer, a green chroma-key background is placed
and two diffuse lights (400W each) are used to ensure an uniform lighting. The
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Fig. 1. Components of the sign language recognition system

video streaming has been acquired at 25 fps with a resolution of 720x576 pixel.
The video sequences have been stored in Digital Video (DV) format in order to
keep the maximum image quality.

3 System Overview

Given a sign language video input, the goal of the developed recognition system
is to produce the corresponding sign as text. An overview of the whole system
architecture is depicted in Fig. 1: in the first stage, the system processes the input
video and extracts meaningful features. As a preliminary step, head and hands
regions are located using a skin detection algorithm, then the actual feature
matrix of size N ×L is calculated. Here, N is the total feature vector dimension
and L is equal to the video frames number.

The HMM decoder takes as input the feature matrix, calculates the output
probabilities for each model, and selects the sign which scores best. The HMM
models of each sign are not known and have to be estimated from the training
data.

3.1 Feature Extraction

As aforementioned, the first step of the feature extraction stage is the discrimi-
nation of skin regions. In this work, skin recognition is based on the evaluation of
each pixel colour in the Y CbCr colour space, which produces better performance
with respect to RGB since it is luminance independent. The corresponding skin
cluster is given as [13]: ⎧⎨⎩

Y > 80
85 < Cb < 135
135 < Cr < 180

(1)

where Y,Cb, Cr ∈ [0, 255].
The pixels satisfying the above conditions are included in the skin mask, with

head and hands determined from the regions with largest areas (Fig. 2(b)). A
morphological transformation [3,16], closing operation, has been introduced to
merge the nearby regions on the skin mask that belong to the same zones of
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Fig. 2. Frame from the sign “abbonamento” (a). Skin regions detected (b).

interest.The closing is obtained applying first the dilation operator, then the
erosion one. Fig. 3(a) shows the contours of the selected skin regions.

Table 1 shows the entire feature set calculated from the interest regions. The
set can be divided into two different subsets: the first comprises features 1–9 and
is obtained starting from the relative position of head and hands obtained by
the mass center of the detected regions. It includes head and hands positions,
position derivatives (movements velocity) and the hands distance. The second
subset comprises features 10–18 and represents the general characteristics of
head and hands, such as the area and area derivative, the shape type and the
2-D spatial orientation of the hands.

In the first subset of features, two different ways to compute the spatial mo-
ments for the mass center are used: features 1–3 use the Canny algorithm [4],
while features 4–9 directly exploit the contours segmented from the skin mask
(Fig. 3(a)). The Canny algorithm is applied within the bounding rectangle of the
hands and obtains their contours as illustrated in Fig. 3(c). For the features 7–9
the head position is used as the center of the coordinate system. Features 10 and
11 are moments invariant to translation, changes in scale, and rotation [11]. Both
for the head and hands regions, 7 different values are computed. As for the first
features group, the Hu-moments are obtained in two different ways: using the
Canny algorithm for 10 and using directly the contours for 11. The compactness
14 and eccentricity 15 of head and hands have been proposed in [17]. The first
one is computed as the ratio of the minor and major axis lengths of the detected
region. The second is obtained as the ratio of area and perimeter squared of the
region. Features 16–18 have been introduced in [1], where μp,q indicates the cor-
responding central moments. The hands orientation α ∈ [−90o, 90o] is split into
o1 and o2 to ensure stability at the interval borders. Note that all measurements
are normalized respect the head dimension, so that they are independent of the
distance from the camera and the signer height.
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Fig. 3. Contours detection from the skin regions (a). Bounding rectangle of hands skin
zones (b). The hands edge obtained by the Canny algorithm (c).

The overlap between head and hands, and between hands complicates the
estimation of the mass centers of these regions. An overlap is detected when the
skin mask contains two regions instead of three. When this occurs, the system
evaluates whether the head area increased from the previous frame. An increase
is considered as an head-hand overlap. Otherwise, if the area is unchanged, an
hand-hand overlap is reported and the same region is assigned to both hands.
With regard to the head, its position during the execution of a sign is considered
as almost stationary. In order to limit incongruous deviations due to overlap
with hands, a simple smoothing of the (x, y)t coordinates of the mass center at
time t is computed:

(x, y)t = α(x, y)t + (1− α)(x, y)t−1, (2)

where α ∈ [0, 1]. With regard to the hands, the overlap with the head is managed
assigning the position of the whole region at time t to the overlapped hand.

3.2 Sign Recognition

Hidden Markov Models are widely used in speech recognition applications, and
they have been chosen for the sign recognition stage due to the similarity of the
task. For each sign, a different left-to-right model with S states and G mixtures
of Gaussians is created. The choice of the values of S and G is discussed in the
following section. Recognition is performed calculating the likelihood for each
sign model and selecting the sign whose model likelihood is highest.
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Table 1. Feature set: A and P represent respectively the area of the region and its
perimeter

Features Parameters

1 Hands centroid center Canny-Filter normalized re-
spect head position

(x, y)right (x, y)left

2 Hands centroid center derivatives Canny-Filter nor-
malized respect head position

(ẋ, ẏ)right (ẋ, ẏ)left

3 Hands distance Canny-Filter normalized respect
head dimension

dnorm

4 Hands centroid center contours (segmented by skin
detection)

(x, y)right (x, y)left

5 Hands centroid center derivatives contours (ẋ, ẏ)right (ẋ, ẏ)left
6 Hands distance contours dnorm

7 Hands centroid center contours referring at head co-
ordinates

(x, y)right (x, y)left

8 Hands centroid center derivatives contours referring
at head coordinates

(ẋ, ẏ)right (ẋ, ẏ)left

9 Hands distance contours referring at head coordi-
nates

dnorm

10 Head and hands Hu-moments Canny-Filter I1 I2 I3 I4 I5 I6 I7
11 Head and hands Hu-moments contours I1 I2 I3 I4 I5 I6 I7

12 Hands area normalized with head area Aright Aleft

13 Hands area derivative Ȧright Ȧleft

14 Head and hands compactness 1 AXISmin/AXISmax

15 Head and hands eccentricity 1 Anorm/P 2

16 Head and hands compactness 2 (4πAnorm)/P 2

17 Head and hands eccentricity 2 ((μ2,0 − μ0,2)
2 + 4μ1,1)/Anorm

18 Hands orientation o1 = sin(2α) o2 = cos(α)

4 Experimental Results

All the video elaboration have been executed with the OpenCV, an open source
computer vision library [2]. The aforementioned A3LIS-147 database has been
used for all the recognition test and training, and the sign recognition stage has
been implemented using the Hidden Markov Model toolkit [19].

The first experiment studies the number of states and mixtures in left-to-right
HMM representing each sign. The experiments has been performed evaluating
the recognition results for different number of states (from 1 to 10) and mixtures
(from 1 to 8). The second experiments analyses the performance of the system
for different combinations of features.
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Fig. 4. Resubstitution accuracy for different states and mixtures number

The performance have been evaluated using the sign recognition accuracy.
It is defined on the basis of the number of substitution (S), deletion (D) and
insertion errors (I) as in speech recognition tasks [19]:

Accuracy =
(N −D − S − I)

N
. (3)

The term N is the total number of labels in the reference transcriptions. It is
worth pointing out that in the isolated sign recognition task addressed in this
work only the substitution errors are present.

4.1 Hidden Markov Models Parameters Estimation

In order to find an estimate of the number of states and of the number of
mixtures per state of the sign models, the resubstitution method [18] has been
used. The method entails the utilization of the same data set both for training
and for testing with the aim of providing an optimistic estimation of the true
error probability. The method has been applied recursively with different states
and mixtures number using features 1, 3, 10, 12, 14 and 15.

Fig. 4 shows the obtained results: as expected, increasing the number of states
and the number of mixtures per state produces better recognition accuracies.
A plateau is reached when the number of states is above 7 and the number of
mixtures is more than 5, suggesting that a good trade-off between computational
cost and performance can be obtained using such values. Using 7 states and 5
mixtures gives a recognition accuracy of 96.69%.
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4.2 Features Selection

The best feature combination has been obtained by means of the Sequential
Forward Selection (SFS) [18] technique. SFS is sub-optimal, and consists of the
following steps:

1. compute the criterion value for each of the features;
2. select the feature with the best value;

3. form all possible vectors that contain the winner from the previous step;
4. compute the criterion value for each of the new vectors;

5. select the best one;
6. repeat until the end of the features.

The results for each combination of features have been evaluated by means of
the cross-validation method [18], a variation of the leave-one-out method, where
K > 1 samples are used for testing and the remaining N −K samples are used
for training. The procedure is repeated for N iterations, each time excluding a
different set of K samples. This way, training is performed using all samples and
the independence between the training and test sets is maintained, differently
from the approach followed in [12]. In the experiments, N = 1470 and K = 147,
where the K samples have been chosen so that they all belong to the same signer.

Preliminary recognition tests have been executed and, at the fourth step,
the selection reached a maximum accuracy of 38.76% with the combination
of features 5, 13, 7 and 8: hands centroid center derivatives contours, hands
area derivative, hands centroid center contours and derivatives referring at head
coordinates. The analysis of these results has led to the introduction of cru-
cial improvements (e.g., smoothing of the head position), already discussed in
Section 3.1.

Table 2. Sequential Forward Selection experimental results (accuracy of first four best
selection/selected step). The “Total” row values are obtained as an average of the
recognition rate performed for each cross-validation step, that is for each signer.

Signer 1 SFS 2 SFS 3 SFS 4 SFS
Feature 5 Feat. 5-13 Feat. 5-13-8 Feat. 5-13-8-7

fal 51.03% 55.86% 57.24% 47.59%
fef 17.93% 20.69% 15.86% 22.07%
fsf 28.28% 37.24% 30.34% 35.86%
mdp 39.31% 42.76% 46.21% 44.83%
mdq 47.59% 49.66% 46.21% 53.10%
mic 48.97% 51.03% 53.10% 45.52%
mmr 49.66% 57.93% 52.41% 55.17%
mrla 49.66% 53.10% 51.72% 61.38%
mrlb 50.34% 55.17% 56.55% 60.00%
msf 48.97% 48.97% 46.90% 46.21%

Total 43.17% 47.24% 45.65% 47.17%
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The best results of the subsequent feature selection are reported in Table 2.
Feature 5 obtains the best performance (43.17%) for the first evaluation of the
feature selection. In the second step the combination with feature 13 achieves
an average recognition rate of 47.24%. The combinations with the feature 8, at
the third step, and then with the feature 7, fourth step, produce respectively
an overall accuracy of 45.65% and 47.17%. At the end of the sequential forward
feature selection, an overall best accuracy of 47.24% is obtained at the second
step of the selection by the combination of the hands centroid center derivatives
and hands area derivative.

The main causes of errors have been analyzed by means of the confusion ma-
trix among all signers. The analysis gives better insights of the system weak
points, and indicates which signs limit the overall recognition accuracy. One of
the most frequent causes of errors is the overlap between hands, and between
head and hands, which causes the wrong revelation of their position and bound-
aries. Another source of errors, is the inability to discriminate in a proper way
the 2-D projection respect the 3-D true form of a hand. This problem is empha-
sized if there are signs that have the same movements for the arms. In addition,
some movements, such as those parallel to the line of sight of the camera, are
not detectable in a 2-D field.

5 Conclusions

In this paper, a preliminary study of an automatic recognition system of Italian
Sign Language based on Hidden Markov Models has been proposed. Using fea-
tures obtained from the position of hands and face, a study on the parameters of
the model representing each sign has been proposed, and the feature set has been
selected by means of the Sequential Forward Selection approach. Experiments
have been performed on the A3LIS-147 database of isolated Italian signs through
the cross-validation approach, this way guaranteeing the orthogonality between
training and test sets. In the final system, each sign is represented with an HMM
composed of 7 states and 5 mixtures and 4 of the original 18 features are used.
The obtained recognition accuracy averaged across all signers is 47.24%, with
a maximum of 57.93%. Noteworthy the recognition accuracy of 47.17% reached
by the fourth step of the selection with a remarkable maximum signer accuracy
of 61.38%.

In order to have better insights on the performance of the system, the con-
fusion matrix among all signers has been analysed: the main causes of errors
identified are the overlap between head and hands and between the two hands,
and the inability to discriminate the 3-D position of the subject. These problems
are more evident for the signs related to the days of the week, they have similar
arm movements and the information is entirely contained in the hands shapes.
Therefore, an overlap impedes to detect the correct shape of the hands resulting
in loss of valuable information. The computational burden of the recognition pro-
cess has been evaluated in terms of real-time factor, defined as the ratio between
the processing tine and the length of the video sequence. On average, the whole
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process, requires about 8 seconds, and video segments are 3 seconds long. This
results in a real-time factor of about 2.6, without taking into account solutions
to lower the computational cost.

As future works, the overlap problem will be primarily addressed with the in-
troduction of tracking techniques, as Mean-Shift or CAM-Shift. In addition, the
inclusion of novel features containing lip movements and Histogram of Oriented
Optical Flow (HOOF) [5] will be investigated. HOOF features, in particular, are
suitable for real-time computation, and could be obtained directly from the flow
information encoded in a compressed video. Finally, the authors are considering
the development of a new sign database including audio and spatial information
(e.g., using multiple cameras, or Microsoft KinectTM) to augment the feature set
and reduce errors due to overlapping and wrong spatial detection of the subject.
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Abstract. A random ensemble of random perceptrons is studied and applied in
fall detection and categorization, an important and growing problem in Ambient
Assisted Living and other fields related to the care of elder and in general of “frag-
ile” people. The classifier ensemble is designed around an ECOC aggregator and
compensates for the lack of an accurate training with the number of base learn-
ers, which increases accuracy and strengthens the error-correcting capabilities of
class codewords. The approach is suitable when some memory is available, but
computational power is limited: this is the standard situation in mobile comput-
ing, and to an even larger extent in wearable computing. Performances on the two
applicative tasks of fall recognition (dichotomic) and categorization (multi-class)
are compared with those of support vector machines.

Keywords: Ensemble classifiers, Fall detection, Ambient-assisted living.

1 Introduction

As technology progresses, advances in different fields can mutually compensate for
each other, so that some technical problems remain in spite of the evolution. Such is the
case in resource-constrained computing. Programming and system design techniques
that were once necessary to exploit primitive processors and architectures are obviously
no longer needed for mainstream computers; however, advances in microelectronics
have made it possible to provide computing capabilities to many devices in the range
size from small to tiny, such as mobile phones, wearable computers, or even textile
computers (integrated in fabric). These devices have inherent and obvious limitations,
so that special software design techniques are still necessary.

The research presented in this work is motivated by the need to target this type of
resource-constrained computers for an application that aims at integrating transparently
into the live of a growing class of citizens, the elder and more generally the so-called
“fragile” subjects. The application, which is part of a collection of related tasks for
which similar techniques are in order, is the detection and categorization of falls, an
event that occurs with a surprisingly high frequency and may have short- and long-term
consequences.
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Specifically, we present a neural classifier ensemble designed around an ECOC ag-
gregator. The model compensates for the lack of an accurate training with the number
of base learners, which increases accuracy and strengthens the error-correcting capabil-
ities of class codewords. The approach is suitable when some memory is available, but
computational power is limited.

2 Fall Detection

2.1 Significance of Falls

The treatment of the injuries and complications associated with falls of older adults is a
notable social expense. For instance, every year one-third to one-half of the U.S. popu-
lation aged 65+ experience fall injuries, generating a public expense of over 20 billion
dollars [14]. Falls are the leading cause of moderate to severe injuries in older adults
(e.g., hip fractures), and the leading cause of accidental death for subjects over 75. These
injuries can make it difficult for the subject to get around and live independently, and
increase his/her risk of an early death. Moreover, regardless of the actual injuries, expe-
riencing a fall may generate the fear of falling again, in a feedback cycle that ultimately
increases the actual risk of falling.

In case of a fall injury it is vital to have an alert system to signal for help. For this
purpose, portable or wearable sensors appear to be the best technical choice.

2.2 Sensors for Fall Detection

In the last ten years many studies focused on fall detection systems based on vari-
ous sensor types, including piezoelectric, infrared, inertial, microphones, and video-
cameras. However, most ambient-installed sensors have a limited range of operation
and can only be used in indoor environments, in most cases with the need for a per-
manent or semi-permanent installation. A clear example of this issue is represented by
“intelligent floors”, but this is also true for other modalities.

By contrast, accelerometer-based sensors can be manufactured in very small sizes
and are suitable for portable/wearable devices, even for outdoor use. Accelerometers are
inertial sensors based on electro-mechanical devices that can measure dynamic accel-
erations resulting from movements or shocks, and/or static acceleration, such as grav-
ity (tilt sensors). Micro Electro-Mechanical Systems (MEMS) accelerometers are very
popular for their accuracy, compactness, low power consumption, low cost. As a con-
sequence, they are widely used in consumer electronics, especially in mobile devices.
Due to their compactness, MEMS sensors make it possible to integrate more sensors
for multiple axes in a single chip.

2.3 Fall Detection Algorithms

The recent literature proposes many methods for fall detection and classification.
Threshold algorithms are widely applied to fall detection using MEMS accelerome-
ters [1], including several sensors with hardware built-in fall detection. However, re-
search indicates that those approaches can have limited sensitivity for some types of
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falls. Current fall-detection approaches can also result in poor specificity, in part be-
cause impacts can be experienced as part of ordinary daily living activities. The accu-
racy obtained with these methods is over 80 %.

Many machine learning and intelligent computation methods have also been applied
to fall detection using MEMS data. The best results from the literature report accuracies
ranging from 93% to 97% [15,17], but comparative performance assessment is not easy
because of the different experimental and data acquisition conditions of each individual
study. To the best of our knowledge, no standardized benchmark data collection ex-
ists in this very specific field. The actual data acquisition and preprocessing procedure
followed in the present study is described in subsection 5.1.

3 The Method

3.1 Ensemble Classifiers

An ensemble classifier or multiple classifier system or committee machine [8] uses more
than one classifier to increase classification performance with respect to an individual
classifier.

Given a classification learning task represented by a set of labeled examples [X |Y ] =
{(x1,y1), . . . ,(xP,yP)}, where the xl are D-dimensional input patterns and the yl are cor-
responding class labels from the set of classes Ω = {ω1, . . . ,ωC}, an individual learn-
ing algorithm (such as a neural network) outputs a hypothesis y = H(x), a classifier.
An ensemble classification method is formed by training a set of N base classifiers
H1, . . . ,HN . A subsequent aggregation step is performed by a combiner, which takes all
individual classifications y1, . . . ,yN as inputs and outputs a collective decision y. The
simplest combiner is probably the majority voting criterion, y = argmaxωk{freq(ω1),
. . . , freq(ωC)}, where freq(ωk) is the fraction of classifiers that output the class ωk.

To provide an advantage with respect to a single classifier, multiple classifiers co-
operating in an ensemble should be diverse. What constitutes diversity is subject of
discussion [8], and there are several ways to differentiate base classifiers [5,3] (operat-
ing on the data, on the training procedure, on the base classifier structure,. . . ). However,
it is quite obvious that a set of identical base classifiers has no reason to perform better
than any one of them taken individually.

There are several reasons why an ensemble classifier should be able to outperform
an individual base classifier [5]. The first is statistical: diverse hypotheses can provide a
more thorough exploration of the hypothesis space, providing better evidence on their
relative distribution. Another reason is computational: if diversity is obtained by train-
ing several classifiers with different random starting points, the need for accurate mini-
mization of the objective function (often a difficult task) is reduced. Yet another reason
is that the representational power of individual classifiers should be kept under control,
to avoid over-fitting, so that having multiple learners provides a set of “alternative opin-
ions”, any one of which is not sufficiently powerful to solve the classification problem:
collectively, they can have the required representational ability.

An interesting fact in ensemble learning stems from the observation that perfect clas-
sifiers cannot be diverse, since they are all identical to the perfect hypothesis. In fact, in
some methods [6], classifiers are only required to have just the minimum bias toward
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being correct, i.e., in two-class problems they only need to be correct just a bit more
than 50% of the time. Such base classifiers are termed weak.

3.2 ECOC Ensembles

One way to aggregate individual classifiers into an ensemble is to encode the required
output into binary words, acting as output codes, and then have the individual base
classifiers learn one bit of each code. In this way, a multi-class (C > 2) problem can be
stated in terms of a set of dichotomic problems. Note that this is the standard procedure
as employed in neural network classifier to translate a multi-class problem into a set of
values representable by output neurons, which only have a binary output.

There are many kinds of coding schemes [12]; one classical choice is 1-out-of-C
encoding, where the output codeword is of length C bits and the bit corresponding to the
encoded class is 1 while all others are 0. This encoding scheme is popular because it has
a soft version directly related to logistic regression, but other schemes (e.g. thermometer
encoding) are possible as well.

Each encoding has features that make it desirable in a specific framework. A partic-
ular choice of a family of encoding schemes was proposed by Dietterich and Bakiri [4].
They employed error-correcting codes [7] to provide diversity between the tasks learned
by base classifiers.

In the ECOC ensemble approach, the codes are generated so as to optimize the dis-
cernability of classes. Each class is attributed a bit string, and each base classifier is
assigned the task of classifying one of these bits. As a consequence, this encoding splits
the multi-class problem into a set of dichotomic problems, with the property that they
are as diverse as possible. The most well-known example of error-correcting encoding
is Hamming codes, a block coding method that is commonly presented in any digital
electronics and computer architecture text book, since it is adopted (for instance) in
RAM modules.

To recover the output class, the Hamming distance between the output bit string and
each code is computed; the class corresponding to the nearest code (minimum Ham-
ming distance) is selected as the overall output. This strategy has been found to be
particularly effective [10]. However, its application is usually focused on small or mod-
erately large ensembles, for which the best possible encoding is sought; diversity is due
to the different tasks assigned to individual classifiers. In the next section we propose an
alternative approach where a huge ensemble with sub-optimal encoding and very weak
learners is pursued.

4 Random Ensembles of Random Classifiers

To limit the computational requirement, we consider an error-correcting-output-encoded
ensemble (ECOC ensemble). We adopt simple perceptrons as base classifiers. However:

– the number of base learners is high (> 1000);
– base learners are random, except for one bit;
– output codes are random.
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The rationale for this set of extreme choices is as follows. To feature the error-correcting
property, output codes should be well separated in terms of Hamming distance. Due
to the well-known concentration effect on distances in high dimensionality, randomly
generated codewords feature remarkably uniform mutual distances [2]:

lim
d→∞

var[d]
E[d]2

= 0 ⇒ P [maxd < (1+ ε)mind] = 1, (1)

where E and var are the expectation and variance operators, respectively, d is the dis-
tance between any two points in the data space, a random variable, and ε is an arbitrarily
small quantity.

Output codes are strings of bits as long as the number of base learners, which, in
our case, is larger than 1000. In the experimental results presented here, we used 5000
base classifiers. As a result, although the obtained codes are not optimal, we have a
statistical guarantee that they will be sufficiently differentiated as to permit an efficient
error-correcting behavior.

To experimentally check this point, we generated sets of 6 random codes of grow-
ing size N (100, 1000, 10000) and recorded the maximum and minimum inter-code
distances. The result of one experiment, fully representative of the general behavior,
is as follows: for N = 100, distance was in the range [38,52]; for N = 1000, distance
∈ [408,459]; and for N = 1000, distance ∈ [4109,4324].

The distances are contained within a range which depends on the dimension, but is
equal or less than 5% of the whole range of distance values.

Regarding the base learners (simple perceptrons), we adopted the following strategy.
The data are normalized in the unit hypercube. The perceptron weights are generated at
random, with only a statistical bias to slightly increase the probability that the separating
hyperplanes cross the center of the data area.

The base learners are then evaluated on the training set, and for those whose percent-
age of correct classification does not exceed 50%, the sign of the weights is reversed.

This simple-minded procedure ensures that all base classifiers are trained, although
they are definitely weak. A similar procedure was used in [18] for the synthesis of output
codes. However, in that case, this resulted in changing the encoding of the problem,
requiring an iterative procedure.

The novelty of our approach lies in the fact that, rather than trying to overcome the
design problem, we simply exploit the collective properties of a large number of com-
ponents. We feel that this places our work in line with the original ideas underlying
Rosenblatt’s work [11]. The experimental results will show that, although the perfor-
mance is not optimal and is subject to a statistical oscillation, it is remarkably close to
that of a state-of-the-art classifier, a multi-class support vector machine.

A refinement to the procedure is introduced by filtering out the base classifiers de-
pending on their performance level. If, after the sign-flipping, a base classifier still does
not exceed a given performance threshold, it is deactivated and not used in the ensemble.
This reduces the size of the ensemble itself. The results show that the two properties, en-
semble size and individual learner’s accuracy, balance up to a certain quality threshold,
after which the overall performance decreases.
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Fig. 1. Examples of falls. Left: on knees. A is the first part of the fall; B is the first impact with
the ground. Right: abrupt sitting on hard chair. Note that temporal profiles are similar.

5 Experiments

5.1 Data Acquisition

Thanks to the enormous progress made in the field of electronic miniaturization and
production, nowadays many smartphones include MEMS inertial sensors. Following
several other researchers [13,16], we have employed a smartphone as a fall detecting
device, specifically an HTC Desire Z model A7272 smartphone with Qualcomm MSM
7230 CPU with 800 MHz clock, and Android operating system. This phone includes a
three-axis BMA150 accelerometer with G-sensor capable of measuring the static gravi-
tational acceleration. Suitable software was obtained from the “Android Market” repos-
itory in the form of “apps” (Android application programs).

The accelerometer was tested using the Accelerometer Checker app by Paul Thomas.
The electronic noise is on average much less than 1% of the measured values of acceler-
ations. The systematic error is below 5%. For data collection we used the Accelerometer
app by Chris Pearson, working with a sampling rate of 65 Hz. The collected data were
then accessed through USB.

We obtained our data set from 6 healthy volunteers, aged between 25 and 27, practi-
tioners of the athletic discipline Parkour and therefore trained to deal with several types
of falls. They were requested to fall in a safe way, wearing the accelerometer placed on
the chest.

The main fall categories considered in the literature as the most frequent/dangerous
are as follows:

1. Forward falls, e.g., when one stumbles and falls.
2. Backward falls, e.g., when one slides and falls.
3. Backward falls on the place, e.g., in the event of temporary loss of balance.
4. Lateral falls (left or right), e.g., in case of ankle’s sprain or weakness of a foot.
5. Falls on knees, e.g., in case of illness or failure of the ankles.

In addition, we have collected some additional cases:

6. Forward fall with unsuccessful attempt to hold to a side support with both hands.
7. Abrupt sitting on hard chair (not a true fall).
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Fig. 2. Average number of classifiers as a function of the filtering threshold

For each type of fall we collected the data from at least three volunteers. Each simulated
fall was repeated five times per subject. Each fall is represented by 111 samples spaced
by 15 ms, for a total of about 1.7 s. Start of recording was triggered by hand; a threshold
criterion can also be used. Our data set contains about a dozen acquisitions for each
type of simulated fall. Following the recent literature, we only consider acceleration
magnitude rather than the full acceleration vector.

For each type of fall we noticed a very small inter-individual and intra-individual
variability. In Fig. 1, on the left is the temporal profile of the acceleration during a fall
on knees. The abrupt sitting on hard chair (right) profile looks quite similar.

After cleaning, the training set is composed of 9 cases for each of the 7 classes (six
different fall types, one non-fall), for a total of 54 patterns of dimension 111.

5.2 The Classification Tasks

All experiments are performed for a range of values of the filtering threshold. For each
value the statistics on 10 runs are recorded. There are two different tasks:

1. Fall detection: detect a fall.
This task implies discriminating one type of fall (here class 1) from the non-fall
class (class 7). We only employed one type of fall for this experiment to keep
classes more balanced and on the basis of the experimentally verified similarity
between all types of fall.
This is an easy, two-class problem.

2. Fall type discrimination: detect the type of a fall.
This task is very hard, given the simple encoding of the data: as explained above
we used the sampled values directly. It involves the discrimination of each type of
fall from the others (classes 1–6). The patterns are very similar and performance of
a state-of-the-art method is not very good, as will be shown in the results.
This is a complex, multi-class problem.

In both cases, the number of base classifiers was reduced as the quality threshold grew
(Fig. 2). This accounts for the decrease in quality visible in the graphs.
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Fig. 3. Result on the fall detection task. Minimum, first quartile, median, third quartile, maximum
of the percentage of correct classifications, as a function of the filtering threshold

Fall detection: the results shown in the first graph (Fig. 3) confirm that two-class
fall detection is easy. Note that the results are statistically variable, as expected, due to
the random nature of the method. A support vector machine is able to separate the two
classes, although this requires an optimization step and parameter tuning.

Fall type discrimination: the experiments show that the problem is much more dif-
ficult. Note, however, that in this phase of the research only the acceleration magnitude
was used, and raw samples were feed into the classifier without feature extraction or
other refinements. The results are again variable, but, with respect to the previous task,
they are both less stable and worse.

However, the best leave-one-out results obtained with a support vector machine are
not dramatically better. Using the multi-class method implemented in MSVMpack [9]
the experimental performance is as reported in Table 1.

Table 1. Performance of SVM

Model Correctly classified Nr. of support vectors

SVM - linear kernel 26 (48.1%) 53
SVM - Gaussian kernel 25 (46.3%) 53

Note that these result required several iterations to select the best parameters and
also a difficult optimization, leading to the need to reduce the optimization accuracy
parameter to obtain convergence in reasonable time. Note also that the number of sup-
port vectors is always equal to the number of data points (53 for leave-one-out training
with a training set size of 54), a clear indication of the problem complexity.
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Fig. 4. Result on the fall type discrimination task. Minimum, first quartile, median, third quartile,
maximum of the percentage of correct classifications, as a function of the filtering threshold

6 Discussion and Conclusion

The fall detection application has served as a testbed to explore the proposed technique.
The two tasks provide different scenarios. The first one is clearly easy, with fairly good
performance achieved by standard methods. The other one is much harder, not easy to
tackle even with state-of-the-art techniques. Accordingly, our random technique fea-
tures much worse results. Still, given the extremely simple-minded training criterion
implemented, the obtained results can be considered good.

The methods indicates that the sheer number of computing elements can compensate
for their (lack of) accuracy. This opens the way for interesting theoretical work and for
exploring the connection with other approaches.
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Abstract. Short term prediction of air pollution is gaining increasing attention
in the research community, due to its social and economical impact. In this paper
we study the application of a Kernel Adaptive Filtering (KAF) algorithm to the
problem of predicting PM10 data in the Italian province of Ancona, and we show
how this predictor is able to achieve a significant low error with the inclusion of
chemical data correlated with the PM10 such as NO2.
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Introduction

Due to its adverse effects on human health, airborne particulate matter has gained over
the last years increasing attention, both inside the research community and in the parlia-
ments worldwide. Numerous studies have found a direct link between inhalation, long
term exposure to particulate matter, and increase in mortality rates, particularly for lung
cancers [1]. Moreover, a continuous presence of particulate matter lead to a constant
decrease in visibility inside the cities and to the deposition of trace elements [2].

To deal with these aspects, the European Commission issued on 22 April 1999 the
Council Directive 1999/30/EC, that set a roof for daily concentration of particulate mat-
ter with an aerodynamic diameter of up to 10μm (PM10), and obliged member states to
issue a warning every time this roof is reached, entering an “attention state”. Neverthe-
less, last data coming from the European Environmental Agency1 shows that, although
global pollution has decreased, some pollutants such as PM10 have stayed more or less
stable and constantly exceeds the required threshold. For this reason, the development
of a solid system that is able to accurately predict the daily levels of PM10 has been,
and still is, a constant priority for local administrations.

1 http://www.eea.europa.eu/publications/
air-quality-in-europe-2011
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Since environmental data presents a great complexity and an ample deal of hidden
factors, numerous researchers have investigated the possibility of automatically fore-
casting the daily concentration of PM10 using learning systems. In particular, neural
networks [3] have been found to achieve a moderate error with small amount of data,
and thus represent a good solution for implementing a robust prediction system [4]. Re-
cently, a moderate deal of effort has been put into applying other methodologies such
as Support Vector Machines [5] to the problem.

In this paper, we study the application of Kernel Adaptive Filtering (KAF) techniques
[6] to the task of predicting PM10 in the Italian area of Ancona. KAF algorithms are
a recent development in the adaptive filtering field, and have been rarely put to use
for real world problems. For this reason, it is interesting to see how they provide a
fast and efficient solution to our problem. In addition, comparisons with other standard
techniques provide similar results, but the proposed approach is characterized by a low
computational cost.

We also investigate the inclusion in the learning process of chemical data such as
NO2, showing how this lead to a strong decrease in the prediction error, probably com-
pensating for hidden factors that occasionally falsify the instruments readings. Several
studies, for example [7,8,9,10], have addressed the problem of PM10 forecasting using
cross-prediction with different chemical agents. Cross-prediction, in fact, can provide a
robust estimate in all those cases, in which the nature of the time-series to be predicted
can have several contributes. For example, because the area of Ancona is on the sea-
side, many external factors, such as the sea salt, can give a misunderstood contribution
on PM10 values, falsifying the results and alarming people even if the concentration is
less than that measured. In order to obtain a more robust estimation of the PM10 values
we choose to use cross-prediction in this work.

The paper is organized as follows: Section 1 introduces the Kernel Adaptive Filter-
ing approach. Section 2 describes the experimental setup, while Section 3 shows the
experimental results. Finally Section 4 concludes the work.

1 Kernel Adaptive Filtering

Kernel Adaptive Filtering (KAF) [6] is a recent family of learning algorithms that
combines the simplicity of Linear Adaptive Filtering with the nonlinear modeling ca-
pabilities of other learning techniques such as Neural Networks and Support Vector
Machines. KAF are kernel methods, meaning that the original input x ∈R

s to the prob-
lem is transformed into a highly dimensional feature vector ψ(x) through the use of a
positive definite kernel function:

κ(x,x′) : Rs ×R
s → R.

Choosing an appropriate kernel function, the newly created input vector is linearly sep-
arable, and is used to train a linear adaptive filter. Practically, as long as the original
linear algorithms can be formulated in terms of inner products, the use of the kernel
trick [11] allows to rewrite them in terms only of kernel evaluations, thus avoiding the
explicit computation of the transformed vector.
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Algorithm 1. Summary of the KLMS algorithm
Initialize: Training Set T , η,κ
1: a[1] = ηd[1]
2: while (xn,d[n]) ∈ T} available do
3: y[n] = ∑n−1

j=1 a[n− j]κ(xn,xn− j)

4: e[n] = d[n]−y[n−1]
5: a[n] = ηe[n]
6: end while

Starting from linear filtering theory, a number of kernel filters have been devised,
such as the Kernel Least-Mean Square [12] that is used in this work. They all provide
nonlinear approximation to any function and moderate complexity, with respect to other
methods such as recurrent neural networks. The main problems arising in the use of a
KAF are the choice of a proper kernel, the need for regularization and the fact that the
network grows linearly with the number of processed inputs. This last problem is not
addressed in the current work. For a review of methods to efficiently curtail the growth
of the network, we recommend to the interested reader [12].

1.1 Kernel Least Mean Square

Kernel Least Mean Square (KLMS) [12] is the simplest training algorithm in the KAF
family, and is derived by Least Mean Square (LMS) [3] by the use of the kernel trick.
Despite its simplicity, it has been shown to own a self regularizing property.

The pseudo-code of KLMS is briefly summarized in Algorithm 1. It takes as input a
training set T composed of pairs {(xn,d[n])}, where xn ∈ R

s is the input vector to the
system, and d[n] ∈ R the desired scalar output. There is a need to select a proper step
size η and the kernel function κ : Rn ×R

n → R, then, for every processed input, the
algorithm stores the current input vector un and the corresponding weight a[n] = ηe[n].
The step size η balances between speed and convergence, and it can be chosen using a
reasoning like the classical LMS algorithm. The output of the filter at time n is given by

y[n] =
n−1

∑
j=1

a[n− j]κ(xn,xn− j). (1)

In equation (1) κ(un,un− j) refers to the value of the kernel. In this work we used the
Gaussian kernel, that, for two generic input vectors u and u′ becomes:

κ(u,u′) = exp(−γ‖u−u′‖2), (2)

where γ is the kernel bandwidth or kernel parameter. In addition κ(u,u′) has the inter-
esting property of being shift-invariant.

As a measure of the error we used the mean-square error, which is defined over the
training set T as:

MSET (an) =
1
N ∑

(xn,d[n])∈T

(d[n]− y[n])2. (3)
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Fig. 1. Hourly observations of PM10 for the year 2010 (in total 8764 observations) in Marina di
Ancona

2 Experimental Setup

In order to test the proposed predictor, we used hourly observations of PM10 and NO2

for the year 2010 in Marina di Ancona (Italy)2. These data are interesting since, as
for every maritime region, accuracy of the sensors can be falsified by the presence
of external factors such as sea salt. We compensate this aspect with the inclusion of
chemical data given by NO2.

Data is normalized between 0 and 1, and the resulting PM10 series can be seen in
Figure 1. We observe that the concentration of particulate matter has stayed more or
less stable around the year, while some observations are clearly outliers.

In the first experiment, the input vector xn is an embedding of the last 168 elements of
the PM10 {x[n− 1], . . . ,x[n− τ]}, corresponding to the previous 7 days of observations,
while the desired output is the concentration of PM10 for twelve p.m. of next day. In the
second experiment, the corresponding observations of the NO2 are added to each input
vector, leading to a 336 elements.

From the original series we extracted randomly 700 input vectors and corresponding
outputs for training, and 150 elements for testing, thus generating a statistically inde-

2 Data can be freely downloaded from
http://ww3.provincia.ancona.it/dati_ambiente/riepiloghi/

http://ww3.provincia.ancona.it/dati_ambiente/riepiloghi/
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pendent testing set. Experiments are averaged on 50 different runs, and are conducted
using an Intel i3 3.07 GHz processor at 64 bit, with 4 GB of RAM available.

2.1 Correlation between PM10 and NO2

NO2 was chosen as a supporting time series since it has been found to be highly cor-
related with the particulate matter evolution. In Figure 2 we can visually see the corre-
lation between the two time series for a brief period. To confirm this dependence, we
computed the correlation coefficient ρ of the covariance matrix C = cov(X), where X
is a 2× 8760 matrix containing all the hourly observations. The correlation coefficient
ρ was found to be greater than 0.4, thus confirming our initial hypothesis.

Fig. 2. Correlation between PM10 and NO2 for a brief period of the year 2010 in Marina di
Ancona

Figure 2 clearly shows that, around sample 210 (emphasized with a black cross), the
values of measured PM10 are greater than the values of NO2, differently from other
samples. This fact could be due to external factors, such as the sea salt. This latter
assumption is argued by means of the hourly weather condition in that day. In fact there
was a strong wind from the sea towards the city.
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3 Results

Figure 3 shows the evolution of the MSE for the two cases, with and without the inclu-
sion of NO2 chemical correlated data. The learning rate η was set to 0.2 for the first
case and to 0.05 for the second, while the kernel parameter has remained constant at
γ = 1. The error is also compared with a standard LMS filter with η = 0.001.
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Fig. 3. Evolution of the mean square error (MSE) for KLMS in PM10 prediction with and without
the inclusion of NO2 correlated data

We see that KLMS achieves a low error over the testing set in less than 700 itera-
tions, a result that further improve in the second case, with the inclusion of the NO2

observations. The predictions of the trained KLMS network are shown in Figure 4.
In addition, Figure 4, which has a slightly different scale on the y-axis due to the nor-

malization of the data itself, confirms the hypothesized outliers in data around sample
210. In fact, now the predicted value for PM10 is less than the measured one, according
to values of NO2 and justifying the external nature of that sample. We can conclude that
this and similar outliers are due to the sea salt.

Note that the resulting network is constituted of 700 nodes, corresponding to the
700 training examples, each of which is composed of 360 elements. In a real world
application, for computational requirements, there would be a need of a method for
actively curtailing the growth of the resulting system, such as a pruning algorithm.
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Fig. 4. Predicted and measured data of trained KLMS network

We have also compared the proposed approach with a Multilayer Perceptron (MLP)
[3], a Support Vector Machine [3,13] and a Nonlinear Autoregressive (NAR) model
[14], with and without the inclusion of NO2 correlated data. The MLP has one hidden
layer with 50 neurons, while the learning rate is set to 0.2 for each neuron. Results
obtained with these standard architectures are numerical equivalent to those of Figures 3
and 4 in terms of MSE and predicted data (for this reason are not reported in the paper).
This fact suggests that the proposed approach is able to well perform the prediction
of correlated environmental data and obtains similar results found in literature, but it
presents the advantage of a lower computational cost, with respect MLP and SVM
approaches.

4 Conclusions

We demonstrated how KAF algorithms provides a fast and efficient way of training
a simple network to predict environmental data such as PM10. Our system achieves a
significant low error over a testing set with the inclusion of correlated data and shows
a robust behavior with respect to outliers due to external factors. By iterated applica-
tion, this system can become an handy tool for local legislators to accurately predict
the evolution of particulate matter in their region, in the effort to strongly reduce the
global concentration of PM10 over the year. Although comparisons with other standard
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techniques provide similar results, the proposed approach is characterized by a low
computational cost.
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Abstract. In this paper we propose a filter combination for the adaptive noise
cancellation (ANC) problem in nonlinear environment. The architecture consists
in a convex combination of two adaptive filters: a classical filter and a nonlinear
filter based on Functional Links. While the convergence of the linear filter is very
fast, the convergence of the nonlinear one might be slower, even if it provides a
more accurate solution. The convex combination of both filters allows to reach
good performances in terms of convergence and speed. In addition a variable step
size is used in order to obtain better performance. Several experimental results,
in different reverberant conditions, demonstrate the effectiveness of the proposed
approach.

Keywords: Noise Cancellation, Adaptive Filters, Functional Link Network,
Convex Combination, Variable Stepsize.

Introduction

Adaptive Noise Cancellation (ANC) is an evergreen application useful in a wide range
of scenarios [1], such as conference rooms. Although ANC architectures are well known
in literature and applications, some issues are still open. In fact, in real-time applica-
tions two main contrasting characteristics are very important: high convergence speed
and good convergence performance. These characteristics can be controlled by the step-
size used in adaptive algorithms. Unfortunately a small value of this parameter provides
good convergence performance, i.e. small error for the obtained clean signal, but re-
sults in a slow convergence speed. In contrast a large value for the stepsize provides a
fast convergence but poor quality. In order to meet these conflicting requirements, the
stepsize needs to be controlled, for example, by sequentially scaling its value [2,3]. In
addition, signals are often deteriorated by nonlinear distortions, due to low-cost audio
equipment, such as amplifiers and loudspeakers, or to vibrating structures and chests.
These distortions usually neutralize the work of linear ANC systems, making them use-
less in most applications.

Recently a convex combination filter approach was proposed [4,5,6]. This approach
can simply solve the ambiguity on the choice of the stepsize. In fact, the adaptive filter
results in a combination of two filters, the first with a large stepsize and the latter with

B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 101–109.
DOI: 10.1007/978-3-642-35467-0_11 c© Springer-Verlag Berlin Heidelberg 2013
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a small one. This solution overcomes the dichotomy between speed and convergence:
while the second filter provides good convergence performances, the first one speeds
up the convergence of the overall filter [5]. More recently such a combination was
successfully applied to nonlinear acoustic echo cancellation problems [7,8].

In this paper we propose the use of this convex filter combination to implement an
ANC architecture that can exploit both positive improvement of such an architecture:
achieving good performance in a small amount of time and recovering the nonlinear
distortion. In addition a variable stepsize is used in order to enhance the performance
obtained by the algorithm [3]. These two adaptive filters collaborate toward the conver-
gence: in this way we name this architecture as collaborative ANC (CANC).

Several experimental results conducted in an office environment varying the re-
verberation time T60 in a wide range, demonstrate the effectiveness of the proposed
approach.

This paper is organized as follows: section 1 describes the proposed architecture,
while section 2 shows some experimental results. Finally section 3 draws our
conclusions.

1 The Proposed Architecture

The standard ANC architecture consists in an adaptive filter trained by a a desired signal
d[n] = s f [n]+r[n], where s f [n] = s[n]∗hs[n], s[n] is the desired clean speech signal, hs[n]
is the room impulse response (RIR) between the speech source and the microphone,
and r[n] is the background noise captured by the microphone. The filter input signal
x[n] is a version of the background noise not altered by the environmental effects: the
microphone recording x[n] must be placed close to the noise source b[n], x[n] = b[n]. The
contribution to the desired signal is r[n] = b[n]∗ hn[n], where hn[n] is the RIR between
the noise source and the microphone. At convergence the adaptive filter coefficients
must be an estimation of this impulse response. In addition we suppose that the signal
received by the microphones is distorted, due to a non ideal behavior of the transducer
and its electronic equipment.

The collaborative ANC, or CANC, consists in a convex combination of a linear
adaptive filter (LAF) and a nonlinear filter, implemented by a Functional Link Net-
work (FLN). In this way the proposed system is constituted by the architecture shown
in Figure 1. A single FLN adaptive filter was already used for ANC in [9], obtaining
promising results. In order to consider alway present the path due to the linear filter,
the combination is performed by summing the output of the linear filter with a scaled
version of the output of the nonlinear filter:

y[n] = yL[n]+ yNL[n] = yL[n]+λ [n]yFL[n], (1)

where 0 ≤ λ ≤ 1, yL[n] is the output of the linear filter, evaluated simply as

yL[n] = wT
n ·xn, (2)

where wn = [w1, . . . ,wL]
T is the vector of the L coefficients for the linear filter at instant

n and xn = [x[n],x[n− 1], . . . ,x[n−L+ 1]]T .
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Fig. 1. The proposed collaborative combination of adaptive filters

In [10] the Functional Link Network (FLN) is described as an artificial neural net-
work (ANN) with a single layer, that is able to process an input signal using a functional
expansion block. This block consists of a series of linearly independent functions that
accept the input signal as argument. The functional expansion projects the input in a
higher dimension space.

The functional expansion used in [7] is a trigonometric series expansion composed
of both linear and nonlinear elements. However, in order to implement a purely non-
linear kernel, we will consider that the enhanced pattern z[n] is composed just by some
nonlinear transformations of the original variables:

z[n] =
[
1,zT

0 [n], . . . ,z
T
Lin−1[n]

]T
, (3)

where zi[n] = [zi,0[n], . . . ,zi,Q−1[n]], whose elements zi, j[n] assume the following values:

zi, j[n] =

{
sin(pπx[n− i]) for j = 2p

cos(pπx[n− i]) for j = 2p+ 1
(4)

in which p = 0,1, . . . ,P− 1, being P the expansion order and x[n] represents the input
sample at n-th instant, while i = 0,1, . . . ,Lin −1 is the input sample index and Lin is the
length of the input signal block; finally j = 0,1, . . . ,Q−1 is the enhanced pattern index
and Q = 2P is the number of functional links for the i-th input. Therefore, the enhanced
pattern is composed of Len = 2QLin + 1 elements.

It is now possible to write the output of the nonlinear FLAF simply at the instant n
as the output of a FIR filter:

yNL[n] = hT
n · zn, (5)

where hn = [h0,h1, . . . ,hLen−1]
T .
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1.1 Adaptation of the Proposed Architecture

Let us pose e[n] = d[n]− y[n] the overall error of the proposed architecture. Then the
adaptation of each filter is performed minimizing the overall square error e2[n] by using
the classical Normalized Least Mean Square (NLMS) algorithm [11]:

wn+1 = wn + μL[n]
e[n]xn

δ + xT
n xn

, (6)

hn+1 = hn + μNL[n]
e[n]xn

δ + zT
n zn

, (7)

where δ is a regularization parameter.
In order to take into account the under-modeling scenario we adopt a variable step-

size (VSS) [3]. The variable stepsize parameter μ j[n] in (6) and (7), after M iterations,
is chosen according to [12], :

μ [n] =

⎧⎪⎨⎪⎩
μ f , n ≤ M∣∣∣∣∣1−

√
|σ̂ 2

d [n]−σ̂ 2
y [n]|

σ̂ 2
e [n]+ξ

∣∣∣∣∣ , n > M
(8)

where ξ is a regularization parameter, and the general parameter σ̂2
θ [n] represents the

power estimate of the sequence θ [n]:

σ̂2
θ [n] = γσ̂2

θ [n− 1]+ (1− γ)θ 2[n], (9)

where γ = 1− 1/(kM) is a weighted factor with k > 1. The initial value is σ̂2
θ [0] and is

set to 1.
In order to reduce the gradient noise and to keep the mixing parameter in the range

(0,1), the adaptation of λ [n] can be carried out through the adaptation of another pa-
rameter, a[n], related to λ [n] by the following equation:

λ [n] =
(

1+ e−a[n]
)−1

. (10)

The update of a[n] is then given by [8]:

a[n] = a[n− 1]+
μa

p[n]
λ [n](1−λ [n])e[n]ε[n], (11)

where ε[n] = y1[n]− y2[n]; the term p[n] = β p[n− 1] + (1− β )ε2[n] is the estimated
power of ε[n], and β is a threshold close to one [13].

The proposed architecture is robust to any nonlinearity level, since when the con-
volutive path is merely linear λ [n] will converge towards 0 and the whole scheme will
behave like a purely linear filter, thus avoiding any gradient noise from the nonlinear
filter. On the other hand, when the convolutive path presents nonlinearities the mixing
parameter will approach 1 according to the nonlinearity level in the path. Moreover,
after convergence, the value of λ [n] represents a measure of the degree of nonlinearity
present in the system.
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2 Experimental Results

The experimental tests are conducted in an office room of standard dimension of 6×
4×3 m. The location of microphones and sources is depicted in Figure 2. Different re-
verberation times are simulated in the range 0÷350 ms, in order to test the performance
of the proposed architecture versus the reverberation time. The room impulse responses
are simulated using the Matlab tool RoomSim1 [14]. The performance of the proposed
algorithm is measured in terms of output SNR, defined by the following equation:

SNRout = 10log10

E
{

s2
f [n]
}

E {(r[n]− y[n])2} . (12)

Eq. (12) is justified by the fact that

e[n] = d[n]− y[n] = (s[n]∗ hs[n]+ x[n]∗ hn[n])− y[n] = s f [n]+ (r[n]− y[n]),

where the first term in the right side is the desired clean speech signal, while the terms
in round brackets is the residual noise, that converges to zero.
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Fig. 2. The proposed experimental set-up

The filter lengths L depend on the reverberation time used, and it is listed in Table 1,
while Len = 256. The expansion order is set to P = 2. The signal test is a female speech,
sampled at 8 kHz.

1 Roomsim is a MATLAB simulation of shoe-box room acoustics for use in teaching and re-
search. Roomsim is available from
http://media.paisley.ac.uk/˜campbell/Roomsim/

http://media.paisley.ac.uk/~campbell/Roomsim/
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Table 1. Reverberation time T60 and filter length L used in simulations

T60 [ms] L

Anechoic 128
50 512

100 720
200 1024
350 2048

Table 2. Summary of output SNR [dB] for the proposed experimental tests with a female speech
signal at different T60 and input SNR, using the NLMS algorithm and a mild distortion

���������SNRIN [dB]
T60 [ms]

Anechoic 50 100 200 350

10 25.33 20.13 18.93 16.49 14.16
5 23.78 20.27 17.42 15.45 12.33
0 20.88 17.72 16.36 13.99 10.91
-5 19.15 17.01 14.49 11.28 8.76

-10 18.13 15.32 11.41 7.81 5.89
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Fig. 3. Comparison of output SNR versus T60 and input SNR for the NLMS algorithm in the case
of a mild distortion

The first experimental test is conducted using the NLMS algorithm (6). The other
parameters used are μL[0] = μN[0] = 0.2, μa = 5 ∗ 10−2, δ = 10−6, β = 0.9, γ = 0.9,
while the parameter a[n] is initialized as a[0] = 1 and the vectors of filter parameters w
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Table 3. Summary of output SNR [dB] for the proposed experimental tests with a female speech
signal at different T60 and input SNR, using the NLMS algorithm and a strong distortion

���������SNRIN [dB]
T60 [ms]

Anechoic 50 100 200 350

10 24.30 20.09 18.63 15.51 12.88
5 22.73 19.88 17.22 14.82 11.43
0 19.79 17.27 15.35 13.19 10.87
-5 17.58 15.95 13.45 10.16 8.24

-10 16.49 13.69 10.15 7.66 4.18
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Fig. 4. Comparison of output SNR versus T60 and input SNR for the NLMS algorithm in the case
of a strong distortion

and h are initialized to δ [n]. A mild loudspeaker distortion is also considered, simulated
as dNL[n] = tanh(β d[n]) and using β = 0.5. As background noise we use a white Gaus-
sian noise (WGN). The power of the WGN is adjusted in order to have five different
input SNR, precisely 10, 5, 0, −5 and −10 dB. Results for the considered test in all
reverberant environments are summarized in Table 2. These results are averaged over
100 trials. Results presented in Table 2 are also depicted in Figure 3 for a more evident
interpretation. As we can see from Figure 3 the performance in terms of output SNR
is decreasing by increasing the reverberation time, due to the longer length of adaptive
filters. This effect is more evident for high input SNR.

A second experimental test is conducted in the same simulated environment as the
previous test, but using a stronger distortion, setting β = 4. The architecture parameters
are set as in the previous case. Results for this simulations, averaged over 100 trials,
are summarized in Table 3. These results are also depicted in the Figure 4. This figure
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Fig. 5. Comparison of output SNR for two different input SNR at T60 = 100 ms in a changing
environment

confirms that performances are decreasing by increasing the reverberation time and this
trend is constant by decreasing the input SNR.

In a third experimental test, we use a changing environment. In the first half of the ex-
periment the scenario is purely linear, then a strong distortion (with β = 4) is introduced.
The reverberation time of this simulation is set to T60 = 100 ms and the architecture is
run for an input SNR of 10 dB and -10 dB, respectively.

The output SNRs are evaluated averaging results over 250 samples. These results are
depicted in the Figure 5. The profiles of graphics in Figure 5 show the same trend as
the previous simulations, but evidence that the performance falls down when the sce-
nario is abrupt changed, while it quickly returns to steady-state level. This fact confirms
that we can take a great advantage from using a combination of a linear and nonlinear
algorithms in the proposed collaborative architecture.

These simulations show that the proposed architecture is able to reach a good noise
suppression in terms of SNR, even in the case of a strong nonlinear distortion and a
changing environment.

3 Conclusions

In this paper an adaptive filter combination is proposed for the solution of Adaptive
Noise Cancellation in nonlinear environment. The architecture described in this work
is able to solve this hard problem in reverberant environment, as demonstrated by sev-
eral experimental results. In particular the filter adaptation is conducted by the NLMS
algorithm. It is shown that we can take advantage from the convex combination in the
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proposed collaborative architecture, reaching good performance in terms of both con-
vergence and speed, and nonlinear distortion compensation.
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Abstract. In the period from June to September 2011, the Stromboli volcano 
was affected by an activity characterized by an increase of the volcanic tremor 
amplitude, in the magnitude of explosions and with some lava overflows. In 
order to examine and understand in more detail this particular phase of the 
volcano, we present here an unsupervised investigation of the waveform 
variation of the explosion-quakes recorded during this period. The aim is to 
identify a possible relationship between the temporal changes of these events 
and the volcano seismic activity. The analysis is performed on a dataset of 
about 8400 explosion-quakes by using a SOM neural network. This technique 
works well with large datasets allowing to find out unpredicted characteristics 
among them. The SOM clustering highlights sudden changes occurring at the 
end of July and of August and a permanent variation between June and 
September reflecting a modification in the volcano activity. These results could 
be interesting for focusing the analysis of the seismological dataset in these 
intervals in order to evidence minor, but important variations, which were 
previously undetected and to improve the knowledge on the explosive dynamics 
of the volcano. 

Keywords: Explosion-quakes, SOM neural network, unsupervised clustering, 
volcano dynamics. 

1 Introduction  

The Stromboli volcano, located in the Tyrrhenian Sea, has a persistent but usually 
moderate volcanic activity, called Strombolian, occurring at the vents on the top of 
the volcanic edifice. Its monitoring is continuously carried out by a dense network of 
13 broadband stations [2], installed on the island by the Istituto Nazionale di 
Geofisica e Vulcanologia (INGV) after the eruptive crisis in December 2002 [1].  

Its seismicity is characterized by volcanic tremor and explosion-quakes. Volcanic 
tremor is a continuous seismic signal, recorded on active volcanoes, usually related to 
moderate persistent degassing of the volcano. Explosion-quakes, on the other hand, 
are transient signals related to discrete explosions. 
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Fig. 1. An example of increase, from low to high values, of the volcanic tremor amplitude 
recorded on September 7, 2011 by the STR8 station. The image shows a window of 4 hours of 
recording where each line is a 10-minute signal. 

 
Fig. 2. An example of powerful explosion-quakes recorded by the STR8 station on the August 
25, 2011. The picture illustrates a window of 4 hours of recording where each line is a 10-
minute signal. 
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During June-September, 2011 Stromboli has shown an unusual behavior 
characterized by an increase in the volcanic activity with an increase in the volcanic 
tremor amplitude (Figure 1) and in the magnitude of the explosion-quakes (Figure 2). 
Moreover, two high frequency signals, related to the formation of small lava flows 
from the NE crater of the volcano [6], were recorded: the first one at 20:52 UTC on 
August 1, with duration of about 30 minutes, and the second one at 04:14 UTC on 
August 2, which lasted about two hours. 

Figure 3 shows images of a relatively strong explosion and of the lava flow along 
the “Sciara del Fuoco” flank of the volcano occurred on August 2, 2011. They are 
taken by the thermal and visible cameras used for the volcano monitoring and located 
at 400m above the sea level, north of the craters area. 

 

 
Fig. 3. Frames form the thermal and visible cameras showing a strong explosion and the lava 
flow along the “Sciara del Fuoco” occurred on August 2, 2011 (courtesy by INGV Catania). 
The color bar indicates the temperature. 

 

In order to better understand this particular phase of the volcano, we present here 
an unsupervised investigation of a dataset of explosion-quakes recorded during this 
period. The analysis was performed using the SOM neural network to highlight a 
possible relationship between the variation in time of the waveforms of these events 
and the explosive dynamics of the volcano. 
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The results show that the waveform changes are clearly visible and interpretable on 
the SOM map and that there exists a good association between the clustering in time 
of the events and the positions on the map. 

In the following, the dataset of the explosion-quakes is described, the applied 
clustering technique is illustrated, and finally the SOM results are discussed. 

2 Dataset Overview 

Our dataset consists of 8409 explosion-quakes recorded by the vertical component of 
a seismic station (STR6, located 500m south of the craters) and sampled at 50 Hz. 
This station is located not far from the craters and operated almost continuously 
during the analyzed period with a good quality of the recorded signals.  

An explosion-quake is a seismic signal generated by an explosion, with frequency 
content mostly in the range 1-6 Hz and a complex and highly variable waveform. 
These signals usually exhibit no distinct seismic phases (Figure 4). The typical 
Strombolian activity consists in 10-13 individual explosions per hour emitting gases 
and pyroclastic fragments. Instead, in occasional episodes of increased activity  the 
occurrence rate of these events can reach a value of 20-30 events per hour. 

 

 
Fig. 4. A frame of a strong explosion (on the left) recorded by the thermal camera (Courtesy by 
INGV Catania) on August 3, 2011 and the associated waveform (on the top) and spectrogram 
(on the bottom). The color bar indicates the temperature. 

In our analysis the signals have been selected on the daily seismograms using a 
manual picking procedure [9]. A signal window of 4 sec (200 samples) (Figure 5)  
has been used to represent each event since, this interval, includes the onset of the 
signal and allows its discrimination. Finally, the amplitude has been normalized 
respect to the Root Mean Square (RMS). 
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Fig. 5. An explosion-quake signal of 1200 samples (20s) (blue) and its corresponding vector of 
200 samples (4s) (red) considered for the analysis 

3 The SOM Technique 

When a large data set is available and no information about which similarity measure 
is best suited to group them, then it may be useful to apply an unsupervised technique 
[8]. Classic methods of cluster analysis often make assumptions regarding linearity, 
normal distribution or inherent clustering tendencies in the data. For these reasons 
they can fail for data with complex structure. 

In this work we adopted an unsupervised SOM (Self-Organizing Map) network [10, 
11] to perform the waveforms clustering of the explosion-quakes. This method has 
already been used for the analysis of seismic data recorded at Stromboli [3, 4, 5, 7].  

Contrary to the classic methods, the SOM technique provides easy visualization, it 
is not critically dependent on its parameters and is able to handle large datasets to 
detect isolate patterns and structures in the data. Through a process called self-
organization, the SOM algorithm maps the high-dimensional input space into a bi-
dimensional grid of processing units to each of which has an associated prototype 
vector. The learning is competitive: this means that the algorithm identifies at each 
iteration and for each input the winning node, i.e. the unit whose connection weights 
are the closest to the input vector in terms of Euclidean distance. Then it updates its 
weights and those of the adjacent nodes (mathematical details in [12]). In this way, 
not only the winner but also its whole neighborhood is moved closer to the input 
pattern. The resulting map preserves the topological properties of the original data: 
points that are near each other in the input space are mapped to nearby map units in 
the SOM. Thus, the SOM can be used as a clustering tool as well as a visualization 
tool for high-dimensional data. 
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4 Results 

In this work we used a SOM map with 84 (12x7) nodes, a local hexagonal structure 
and a global toroid shape. In Figure 6 (on the left) we show the SOM map obtained 
for the examined dataset. Individual nodes are visualized as yellow hexagons. The 
toroidal topology is represented as a sheet in order to have a more direct 
representation of the clusters organization. The size of the map nodes specifies the 
number of signals which fall in that node (i.e. the data density). The gray hexagons 
describe the Euclidean distances between the nodes using a gray level scale [10, 11]. 
On the right of Figure 6 are illustrated the prototype vectors associated with each 
node. Since the analysis is realized by using information on the waveform of the 
explosion-quakes, then the SOM prototypes preserve this information providing a 
simple visualization of the clustering and consequently of the results. 

 

 

Fig. 6. The toroid SOM map with 12x7=84 nodes (on the left) and the associated prototype 
vectors (on the right) 

In Figure 7 we show the temporal distribution of the events on the SOM map (top 
panels) and the occurrence time of the events in the 84 SOM clusters (graph on the 
bottom). In the first graph, the SOM maps of different colors indicate the signals 
belonging to different months of the analyzed period: red for June, green for July, 
blue for August and cyan for September. In the second graph, the red lines indicate 
the beginning and the end of the examined time interval; the orange line identifies the 
lava flows; while the blue markers indicate changes in the clusters distribution which 
could correspond to variations in the volcano activity. 
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From this last graph, it is possible to make three important observations: first, the 
beginning and the end of the unusual activity are marked by a change in the clusters 
distribution; second, also the main variations occurred during the considered period 
are clearly identifiable as variations in the clusters; finally, between June and 
September, i.e. the pre and post anomalous activity, a persistent modification happens 
that corresponds to a persistent change in the dynamics of the volcano. However, both 
the graphs show that there is a good correspondence between the positions on the map 
and the clustering in time of the events, i.e. the clustering of the map matches 
appropriately a clustered temporal distribution of the events. 

To reinforce this concept, Figure 8 demonstrates how different areas of the map 
correspond to different clusters in time and so different phases of the unusual activity. 
The colored circles on the SOM map (on the left) highlight different families of 
signals which are distributed differently over time (on the right) meaning that 
different physical processes of the volcano are involved.  

We conclude that, the waveform variations of the explosion-quakes are clearly 
visible and interpretable on the SOM map. 

   

 
Fig. 7. The temporal distribution of the events on the SOM map (upper graph) and the 
occurrence time of the events in the 84 SOM clusters (lower graph) are visualized. In the first 
graph, on the map in yellow, related to the entire selected period, are plotted the different 
analyzed months by using different colors. In the second graph, the red lines specify the 
beginning and the end of the unusual period, the orange line indicates the lava flows, while the 
blue markers point out changes in the cluster distribution which could correspond to variations 
in the volcano activity. 
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Fig. 8. The SOM map (on the left) and the occurrence time of the events in the 84 SOM 
clusters (on the right) are displayed. The colored circles on the map identify regions to which 
correspond clusters in time. 

5 Conclusions 

This work presents an unsupervised investigation of the waveforms of a large dataset 
(8409 recordings) of explosion-quakes recorded at Stromboli during June-September 
2011, when a phase of anomalous activity was ongoing. 

The analysis was realized using a SOM neural network. This method works well 
with large dataset, does not depend on its parameters and is particularly useful when it 
is desirable to organize and present complex data in a form which is easier to 
understand. Moreover, being the analysis based on the waveforms of the signals, this 
allows to better visualize where the separation between the clusters is and which its 
nature is. 

In our case, this technique has proved to be able to identify and clearly displaying 
the waveforms variations of the analyzed signals. Thus, form the graphs of the 
Figures 7 and 8, it is possible to observe that, tracking the change in the distribution 
of events on the map, is indicative of variations in the explosive dynamics. Changes 
in the shape of the waveforms of the explosion-quakes correspond to changes in the 
positions on the map. 

A significant result is that a persistent change is visible between June and 
September, i.e. before and after the analyzed period. This means that the explosion-
quakes have no longer the same waveforms as before. Probably, during this interval, 
there has been a persistent variation in the volcanic system that appears clear with the 
SOM map representation. 

However, further studies are needed on the events belonging to the main areas of 
the SOM map and the corresponding active vents to correlate them with 
volcanological phenomena in order to improve the knowledge on the explosive 
dynamics of the volcano. 
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Abstract. Multiple Sclerosis (MS) is an autoimmune condition in which the 
immune system attacks the Central Nervous System. Magnetic Resonance Im-
aging (MRI) is today a crucial tool for diagnosis of MS by allowing in-vivo  
detection of lesions. New lesions may represent new inflammation; they may 
increase in size during acute phase to contract later while the disease severity is 
reduced. To monitor evolution in time of lesions and to correlate this to MS 
phases, we focused on the application of Artificial Neural Network (ANN) 
based classification of MS lesions. An euclidean distance histogram, 
representing the distribution of edge inter-pixel distances, is used as input. In 
this work, we have extended the study already published, increasing to 21 the 
number of images. We can observe that  the percentage of correct results on 21 
images (93.81%) increased if compared to the study performed on 13 images 
(92.31%). This methodology could be used to monitor evolution in time of le-
sions of each patient and to correlate this to MS phases (i.e. to know if the  
lesions change their form). 

Keywords: Multiple Sclerosis, Magnetic Resonance Imaging, Artificial Neural 
Network based classification, Euclidean Distance Histogram. 

1 Introduction 

Multiple Sclerosis (MS) is an autoimmune condition in which the immune system 
attacks the Central Nervous System (CNS) [1].  

Magnetic Resonance Imaging (MRI) has become the most sensitive paraclinical 
test in diagnosis, assessment of disease evolution and treatment of the effects in MS. 
MRI is used as a prognostic tool at the first presentation of symptoms, suspicious of 
brain demyelination. Multiple hyperintense lesions on T2-weighted sequences are the 
characteristic MR appearance of MS. The majority of lesions are small, although, can 
occasionally measure several centimeters in diameter. MS lesions are usually small 
with intermediate high signal intensity with less severe degree of inflammation [2]. 
MS lesions tend to have an ovoid configuration with the major axis perpendicular to 
the ventricular borders (Dawson’s fingers) (fig. 1). 
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Fig. 1. Axial proton density (PD), T2-weighted and Fluid Attenuated Inversion Recovery 
(FLAIR) images of a patient with MS demonstrate multiple hyperintense lesions with periven-
tricular predominance 

Most lesions, especially in the early stages of the disease, are evident on conven-
tional MRI but diffuse irregular hyperintensities have also been demonstrated in the 
later stages of the disease. These areas with poorly defined borders, are usually seen 
around the ventricles and called dirty appearing white matter (DAWM). 

2 Materials and Methods 

The images have been acquired at IRCCS Centro Neurolesi ”Bonino Pulejo” of Mes-
sina in DICOM format and transformed in png format. The cropped images, contain-
ing only a lesion, were used. These smaller images are the input of the algorithm  
(example in fig. 2). We used MRI images from the MS patients which were stored in 
a database to be read by the algorithm automatically and sequentially [3]. A prelimi-
nary study was published in Communication to SIMAI Congress, “Artificial Neural 
Network (ANN) Morphological Classification by Euclidean Distance Histograms for 
Prognostic Evaluation of Magnetic Resonance Imaging in Multiple Sclerosis”, when 
we considered 13 image [4]. 

In this work, we have extended the work already published, increasing to 21 the 
number of images. 

 

 
Fig. 2. Original image 
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We used a Multilayer Perceptron network (fig. 3). This simple type of network is 
interesting because the hidden units are free to construct their own representations of 
the input. The weights between the input and hidden units determine when each 
hidden unit is active, and so by modifying these weights, a hidden unit can choose 
what it represents [5]. 

We considered multi-layer architectures because units are often numbered by layer, 
instead of following a global numbering. 

 

 
Fig. 3. Multilayer Perceptron 

For the construction of training set, it must be obtained the contour of the lesion 
from the corresponding cropped image, through the following [6]:  

• applying a thresholding global operation obtaining a segmented binary image; 
• realizing uniform the internal of the lesion;  
• applying to the obtained image the Laplacian operator, which can be imple-

mented as the filter 
 0 1 01 4 10 1 0  

 

This formulation of Laplacian operator is called the 4-neighbours and allows us to 
obtain as a result the contour of the lesion [7] (fig. 4). 

Once obtained the contour, we can calculate found edge inter-pixel distances and 
construct a histogram have been normalized to ten values which represents the num-
ber of occurrences of distances (y axis in the histogram) that have a certain value (axis 
x in the histogram) (fig. 5). 

 

                                  
          (a)                                        (b)                                         (c) 

Fig. 4. (a) Segmented binary image; (b) Binary image after morphological operation; (c) Con-
tour of lesion 
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The histogram have been normalized to ten values by the following formula (1): 
 ·

                                                            (1) 

 
where 10 is the values number of the normalized histogram, dmax = 35 is 
the maximum distance of the relative contour,  is the euclidean distance and dI is 
the correspondent index to the calculate distance. 

 

 
Fig. 5. Histogram normalize to ten values 

 
The examples that the administrator must provide are the values, normalized be-

tween 0 and 1, of the built histogram. All examples chosen for the training phase of 
the network are included in the training set, which is a file of ”training”. For each 
lesion the euclidean distance histogram of its contour is calculated, by the following 
formula (2). 

 ,                                     (2) 
 

where  is the euclidean distance, p(x, y) and q(s, t) are two pixels of the contour. 
These values are stored on a file. Each row represents data of a contour and it is com-
posed by thirteen value: in the first ten columns there are values of the obtained histo-
gram and in the last three columns values that the network should produce. Since we 
consider three classes of contours, that of type irregular, rounded and elongated, 
these values are respectively 1 0 0 for values belonging to the first class (irregular 
contours), 0 1 0 for second class (rounded contours) and 0 0 1 for the third class 
(elongated contours). 

2.1 Contour Recognition 

Giving the neuronal network, an image containing a lesion of MS as input, produces 
output results. Through the study of output values, depending on how the neural net-
work were trained, it can be established if the examined lesion belongs to a particular 
class. For example, providing to the network the image of a lesion, it can be got as 
output values [0.00, 0.26, 8.91]. 
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By establishing a threshold this vector can be rounded to [0, 0, 1]. This means that 
the network has recognized the lesion, classifying it as lengthened contour. 

3 Results 

The neural network was trained using the data of seven pictures for each class of con-
tour, while for verification have used data of seven images for the classes elongated, 
rounded and irregular. The figure (fig. 6- 8) shows some examples of training data. 
 

                                      

 
                                                                         (b) 

Fig. 6. (a) Irregular contour; (b) Normalised euclidean distances histogram 

 
                                      

 
                                                                                           (b) 

Fig. 7. (a) Rounded contour; (b) Normalised euclidean distances histogram 

 
 

 

 
(a) 

 
(a) 



126 A. Bramanti et al. 

                                      

 
                                                                                   (b) 

Fig. 8. (a) Elongated contour; (b) Normalised euclidean distances histogram 

From the table 1,  we see that the results are correct at 93.81% and positive falses 
are 6.19%. 

Table 1. The results obtained 

Image Membership class Output Membership class output 

n.1 Elongated 0.00 − 0.26 − 0.91 Elongated 

n.2 Elongated 0.00 − 0.05 − 1.00 Elongated 

n.3 Elongated 0.00 − 0.05 − 1.00 Elongated 

n.4 Elongated 0.00 − 0.33 − 0.90 Elongated 

n.5 Elongated 0.00 − 0.28− 0.96 Elongated 

n.6 Elongated 0.00 − 0.30 − 1.00 Elongated 

n.7 Elongated 0.00 − 0.33 − 0.90 Elongated 

n.8 Rounded 0.20 − 0.12 − 0.92 Uncertain 

n.9 Rounded 0.17 − 0.71 − 0.05 Rounded 

n.10 Rounded 0.21 − 0.74 − 0.03 Rounded 

n.11 Rounded 0.22 − 0.74 − 0.03 Rounded 

n.12 Rounded 0.18 − 0.70 − 0.04 Rounded 

n.13 Rounded 0.20 − 0.74 − 0.03 Rounded 

n.14 Rounded 0.19 − 0.75 − 0.05 Rounded 

 
(a) 
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Table 2. (continued) 

n.15 Irregular 0.75 − 0.38 − 0.00 Irregular 

n.16 Irregular 0.96 − 0.00 − 0.25 Irregular 

n.17 Irregular 0.94 − 0.00 − 0.35 Irregular 

n.18 Irregular 0.73 − 0.40 − 0.01 Irregular 

n.19 Irregular 0.85 − 0.00 − 0.19 Irregular 

n.20 Irregular 0.77 − 0.00 − 0.25 Irregular 

n.21 Irregular 0.90 − 0.30 − 0.21 Irregular 

4 Conclusions 

The tests conducted during the verification of the classification algorithm by neural 
network have produced positive results in all cases: the neural network is capable to 
distinguish the different contours analysed, highlighting their class membership. MS 
lesions obtained by MRI images are simply an example of a possible application. In 
this work, we have extended the study already published, increasing to 21 the number 
of images. We can observe that  the percentage of correct results on 21 images 
(93.81%) increased if compared to the study performed on 13 images (92.31%). 

The set of made checks showed that the application meets the targets proposed and 
how it could be a useful support for the neurologist. This methodology could be used 
to monitor evolution in time of lesions of each patient and to correlate this to MS 
phases (i.e. to know if the lesions change their form). 
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Abstract. Automated video surveillance using video analysis and un-
derstanding technology has become an important research topic in the
area of computer vision. Most cameras used in surveillance are fixed, al-
lowing to only look at one specific view of the surveilled area. Recently,
the progress in sensor technologies is leading to a growing dissemination
of Pan-Tilt-Zoom (PTZ) cameras, that can dynamically modify their
field of view. Since PTZ cameras are mainly used for object detection
and tracking, it is important to extract moving object regions from im-
ages taken with this type of camera. However, this is a challenging task
because of the dynamic background caused by camera motion.

After reviewing background subtraction-based approaches to mov-
ing object detection in image sequences taken from PTZ cameras, we
present a neural-based background subtraction approach where the back-
ground model automatically adapts in a self-organizing way to changes in
the scene background. Experiments conducted on real image sequences
demonstrate the effectiveness of the presented approach.

Keywords: Visual Surveillance, Motion Detection, Background Sub-
traction, Self Organization, Artificial Neural Network, PTZ Camera.

1 Introduction

Moving object detection is an important research problem in the field of video
surveillance because it provides a focus of attention for recognition, classification,
and activity analysis, allowing the analysis only of moving pixels [1].

Background subtraction is one of the most common approaches to moving
object detection by static cameras (see surveys in [2,3,4,5]). It consists in con-
structing and updating a model of the fixed background, and detecting moving
objects as those that do not belong to the model. Compared to other approaches,
such as optical flow, no assumptions about the velocity of the object are made
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and it does not suffer of the foreground aperture problem. Moreover, background
subtraction approaches are usually computationally affordable for real world ap-
plications. Nevertheless, the background subtraction approach is highly sensitive
to dynamic scene changes due to lighting and extraneous events, with the con-
sequent need for a suitable adaptation of the background model [6,7].

In order to overcome the limitations of static cameras, in the recent years the
progress in sensor technologies has lead to a growing adoption of PTZ cameras,
that can change their field of view through the use of panning, tilting, and
zooming (i.e., moving left and right, up and down, closer and farther away),
thus enabling to focus the attention on automatically selected areas of interest
[8,9,10,11]. However this type of camera has introduced new challenges, because
even pixels belonging to static objects appear to move in the camera frame. This
effect is known as ego-motion and its estimation and compensation represents
one of the main objectives of the research in the active video area [10].

Extensive research on moving object detection by PTZ cameras relies on back-
ground subtraction, where the scene background is obtained either by a mosaic
image of the background or by ego-motion compensation of the background (see
section 2). In this paper we embed an ego-motion compensation technique into
a neural-based background subtraction approach to moving object detection.
The background model automatically adapts in a self-organizing way to changes
in the scene background. Background variations arising in a usual stationary
camera setting are accurately handled by the neural background model origi-
nally proposed for this type of setting [12], while handling of variations due to
the PTZ camera movement is ensured by having the neural background model
to automatically compensate the eventual ego-motion, estimated at each time
instant.

The paper is organized as follows. In section 2 we review the literature con-
cerning background subtraction techniques applied to PTZ cameras. In section 3
we sketch the neural self-organizing model for image sequences and describe how
to embed the background compensation in order to handle image sequences taken
from PTZ cameras. In section 4 we present some preliminary results achieved
with the implementation of the presented approach. Section 5 includes conclud-
ing remarks.

2 Background Subtraction Approaches for PTZ Cameras

Approaches to moving object detection for PTZ cameras based on background
subtraction can be classified into two categories: mosaiced background-based and
background compensation-based approaches.

The mosaiced background -based approaches [13], also referred to as frame to
background methods [14], create and maintain a mosaic image of the whole scene
background, on which background subtraction techniques are applied to extract
moving object regions [15,16,17,18,19,20,21,22,23,24,25,26,27]. A mosaic image,
also referred to as panorama, is a compound image built through properly com-
posing multiple images of the same scene taken from different viewpoints and
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warping them into a common reference coordinate system. The result consists
in a single image of the scene, with greater resolution or spatial extent [28].
The basic idea behind mosaiced background-based approaches to moving object
detection consists in the use of traditional background subtraction techniques
on a mosaic image of the observed scene built by the PTZ camera images. Sub-
sequent video frames are registered into the mosaic coordinate system first, in
order to locate the subset of the mosaic background model corresponding to the
current frame. This subset is then adopted to perform background subtraction
and update.

The background compensation-based approaches [13], also named frame-by-
frame methods [14], estimate the transformation parameters between time re-
lated images by using corresponding features extracted from these images, and
create a difference image and/or a motion-compensated background in order
to detect moving object regions [29,30,31,32,14,33,34,35,36,13,37]. These ap-
proaches first estimate the apparent motion of the static background due to
the camera movement, and then compensate the previous image for the esti-
mated motion. Moving objects are usually detected by frame differencing, i.e.,
by subtracting the compensated previous image and the current image.

Both mosaiced background-based and background compensation-based ap-
proaches need to register (or align) various pairs (or collections) of images.
Therefore, assuming a motion model (e.g., affine or projective) relating pixel
coordinates in one image to pixel coordinates in another, image matching tech-
niques should be envisaged to detect and match salient features among images,
with the final aim of estimating motion parameters [38].

Most methods deal with PT cameras, and some of them are applicable to
a PTZ camera. Indeed, in the case of zooming, the motion parallax problem
arises, where the apparent motion of objects closer to the image plane is higher
than that of objects that are further away. Instead, when there is no motion
parallax, the apparent motion of all objects in the scene does not depend on
their distance from the camera. This can be guaranteed by rotating the camera
around its optical center (approach taken by many commercial systems) and
holds also for most cameras when objects are far from it [20].

According to the adopted image matching techniques, the algorithms can be
classified into two main families: intensity-based (or direct) methods and feature-
based methods. Intensity-based methods usually attempt at iteratively estimat-
ing the transformation parameters by minimizing an error function based on
pixel-by-pixel brightness differences in overlapping areas. Exploiting the infor-
mation associated with every single pixel, these methods achieve highly accu-
rate registration; however, they are computationally demanding. Feature-based
methods first extract distinctive features (i.e, regions, lines, histograms, intensity
projection profiles, and keypoints) from each image, then match these features
to establish a global correspondence, and finally estimate the geometric trans-
formation between the images. Outlier detection helps to filter out bad tracked
features or mismatched points.
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Moreover, in the case of mosaiced background-based approaches, techniques
must be developed to compute a globally consistent set of alignments among mul-
tiple images existing in the panorama, and to efficiently discover which images
overlap one another [38]. Two classes of mosaicing algorithms may be distin-
guished, with regard to the number of frames that are simultaneously combined:
global and sequential registration methods. Global registration methods compute
the best alignment among several images by simultaneously minimizing the mis-
registration between all the overlapping pairs of images. They achieve accurate
geometric reconstruction, but are computationally intensive and require all the
images to be known in advance. Sequential algorithms allow the construction of a
mosaic by continuously combining new images as soon as they become available.
Every new image is aligned with the previous one (frame-to-frame registration)
or with the mosaic built thus far (frame-to-mosaic registration). These methods
allow faster computation and do not need all the images in advance; however, the
achieved registration is only locally optimal, and may lead to error accumulation.

From the above analysis we can conclude that both the approaches to mov-
ing object detection by PTZ cameras have their pros and cons. Background
compensation-based approaches usually require less computational cost and mem-
ory storage, while the main advantage of creating a mosaic model is to save the
information of the scene background that is readily available whenever the cam-
era moves to a new position or/and returns to a previous captured location.

It should be mentioned that other approaches to moving object detection by
PTZ cameras exist that are not based on background subtraction. This is the
case of the so-called optical flow clustering-based approaches, which compute
clusters of dense or sparse optical flows in order to identify regions of movement
[39,40,41]. Other methods exploit further information of the scene settings. This
is the case of the works in [42,43], where the authors consider PTZ cameras
performing a guard tour, following a predefined set of positions covering the
area under surveillance; and the works in [44,45], where motion parameters are
measured by using specialized hardware. Finally, a comprehensive introduction
of PTZ camera networks, highlighting how cameras cooperation and reconfigu-
ration can be exploited for active surveillance, has been recently provided [10].

3 Self-Organizing Background Subtraction for PTZ
Cameras

Relying on the recent SOBS algorithm [12], we build the sequence background
model by learning in a self-organizing manner image sequence variations, seen
as trajectories of pixels in time. A neural network mapping method is proposed
to use a whole trajectory incrementally in time fed as an input to the network.
Each neuron computes a function of the weighted linear combination of incoming
inputs, and therefore can be represented by a weight vector, obtained collecting
the weights related to incoming links. An incoming pattern is mapped to the
neuron whose set of weight vectors is most similar to the pattern, and weight
vectors in a neighborhood of such node are updated. Differently from [12], at
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each time instant the neural background model automatically compensates the
eventual ego-motion due to the PTZ camera, leading to what will be called the
PTZ-SOBS algorithm.

3.1 Neural Model Representation

Given an image sequence {It}, for each pixel p in the image domain D, we build
a neuronal map consisting of n × n weight vectors mi,j

t (p), i, j = 0, . . . , n − 1,
which will be called a model for pixel p and will be indicated as Mt(p):

Mt(p) =
{
mi,j

t (p), i, j = 0, . . . , n− 1
}
. (1)

If every sequence frame has N rows and P columns, the complete set of models
Mt(p) for all pixels p of the t-th sequence frame It is organized as a 2D neuronal
map Bt with n×N rows and n× P columns, where the weight vectors mi,j

t (p)
for the generic pixel p = (x, y) are at neuronal map position (n×x+ i, n×y+j),
i, j = 0, . . . , n− 1:

Bt(n× x+ i, n× y + j) = mi,j
t (p), i, j = 0, . . . , n− 1. (2)

This configuration of the whole neuronal map Bt allows to easily take into ac-
count the spatial relationship among pixels and corresponding weight vectors.

3.2 Background Subtraction and Neural Model Update

At each subsequent time step t, background subtraction is achieved by comparing
each pixel of the t-th sequence frame It with the model for that pixel. In the
general case of image sequences taken from PTZ cameras, the incoming pixel
p of the t-th sequence frame It could have moved as compared to the previous
time t − 1. Therefore, the current model Mt−1(p), whose weight vectors are
stored in Bt−1 as described in Eq. (2), could be an improper model for actual
pixel p. In order to keep track of such spatial movements, we compute the
homography H between sequence frames It−1 and It, that allows to obtain, for
each pixel p′ of It−1, the corresponding pixel p = Hp′ of It. This information
is exploited in order to address the proper model for current pixel p, to perform
background subtraction, and to update the proper model through a selective
weighted running average analogous to [12].

4 Experimental Results

Several experimental tests have been conducted to validate our approach to
moving object detection in image sequences taken from PTZ cameras. In the
following, qualitative and quantitative results will be described for the Lab1
sequence, that represents a typical indoor situation critical for video surveil-
lance systems. The Lab1 sequence, publicly available in the download section
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89

263

685
(a) (b) (c)

Fig. 1. Results of moving object detection for the frames 89, 263, and 685 of the Lab1
sequence: (a) original frames; (b) ground truth masks; (c) moving object detection
masks computed by the PTZ-SOBS algorithm

of http://cvprlab.uniparthenope.it, is an indoor sequence consisting of 886
frames of 160 × 120 spatial resolution. The scene consists of an office, where
a person comes in and walks, and the PTZ camera follows the movement of
the person. Representative frames together with obtained results are reported
in Fig. 1, where we report the original sequence frames no. 89, 263, and 685
(first column), the corresponding ground truth masks (second column), and the
moving object detection mask computed by the PTZ-SOBS algorithm (third
column). In frame 89 a person has entered the office, and the camera is panning
from right to left in order to follow him; the compensated background provides
a good representation of the real background, and the corresponding detection
mask is quite accurate. In frame 263 a person has moved further left, while
the camera is still following him. The compensated background still provides a
good representation of the real background. The corresponding detection mask
is quite accurate, although few white pixels of the moving person and of the
background have been misdetected. In frame 685 the person is going back from
left to right, still followed by analogous movement of the camera. The compen-
sated background still provides a good representation of the real background, as
shown by the quite accurate corresponding detection mask.

http://cvprlab.uniparthenope.it
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The average segmentation accuracy results achieved by the proposed approach
on the considered sequence, in terms of Precision, Recall and F1 measure, are
quite encouraging. Indeed, the achieved Recall=0.94 value ensures that most of
the moving pixels are indeed detected as moving; at the same time, the high
Precision=0.88 value indicates that only few of the pixels detected as moving
are instead background pixels. The consequent high value of F1=0.91, that is
the weighted harmonic mean of Precision and Recall, allows us to deduce the
overall high segmentation accuracy of the proposed approach.

5 Conclusions

We present an approach to the problem of moving object detection in image
sequences taken from PTZ cameras based on the idea of exploiting the available
knowledge concerning the self-organized learning behavior of the brain, which
is the foundation of human visual perception, and traducing it into models and
algorithms that can accurately solve the problem. A neural self-organizing back-
ground model is presented, that automatically adapts to variations in the scene
background, both arising in a usual stationary camera setting and due to the
PTZ camera movement. The compensated background model is adopted for ac-
curate moving object detection, as demonstrated by experimental results on real
image sequences.
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Abstract. Standardization and the assessment of the quality of the fi-
nal product is fundamental in food industry. Coffee particle properties
are monitored continuously during coffee beans grinding. Operators con-
trol the grinders in order to keep coffee particle granulometry within
specific thresholds. In this work, a general regression neural network ap-
proach is used to learn to control two grinders used for coffee production
at LAVAZZA factory, obtaining average control error of the order of a
few μm. The results appear promising for the future development of an
automatic decision support system.

Keywords: General Regression Neural Network, Partial mutual infor-
mation, coffee, grinding.

1 Introduction

European regulations requires continuous controls in food industry to assess the
quality of food [1],[2]. The quality of the products must be maintained at a high
level during the complete production chain, even if many external factors can
influence the quality of the final product: material, mashing, fermentation, mat-
uration and blending conditions. Thus, automated controls are needed to guar-
antee high and stable production quality [3],[4]. The control should be adaptive,
in order to fit the specific property of the product [5],[6]. For example, Artificial
Neural Networks (ANN) were applied to food industry resulting as an effective
and promising adaptive processing tool [7],[8]. As an alternative, General Regres-
sion Neural Networks (GRNN) have also been proposed to estimate a dependent
variable on the basis of noisy measurements [9] and were proposed for prediction,
modelling, mapping, interpolation or control applications.

In this paper, we present an application of GRNNs to the control of two
grinders used for coffee production in LAVAZZA factory [10]. A few neural
methods have been proposed in the literature for similar applications [11]-[14].
Information on granulometry and density of the coffee beans are recorded along
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the production line. On the basis of such data, human operators regulate the
grinders in order to maintain the characteristics of the product within thresh-
olds which are specific for the considered blend. Our aim is to provide to the
operators indications on the most secure regulation, in order to avoid unwanted
breakdown of the complete production chain that may occur if some of the most
important parameters go out of range.

2 Methods

2.1 Data Acquisition

Granulometry and densitometry are recorded along the production line, examin-
ing coffee particles obtained after grinding. Time sampling is not fixed: a sample
is usually taken when the operator suspects that some parameter is going out
of range. Coffee granulometry is obtained using a laser diffraction analyser, pro-
viding a histogram of size with 17 bins from which 4 indexes are computed, as
detailed below. Moreover, coffee bulk density is measured using a densitometer.
Finally, the temperature was measured close to the grinders. This parameter is
important as a high temperature could indicate that there is a mistake between
the regulation set up and the actual distance between the wheels of the grinders.
Then, data are loaded by the operators and managed by the LAVAZZA Quality
Control System which, by means of a Statistical Process Control software, allows
data storing, searching and simple analysis, like identification of linear trends.
The size distribution is about bimodal. Fig. 1 shows the four parameters that
are extracted to describe this probability density function (PDF): x10, x50, x90,
and coffee dust (or simply dust). The first three values represent the upper limits
of the interval in the PDF that contain the 10%, 50%, and 90%, respectively, of
all coffee particles dimension, they are expressed in μm. The fourth parameter
(dust) estimates the particles percentage with a size lower than 100 μm. The pro-
duction line recorded only four variables extracted from the granulometry PDF
and the density of the product. Such variables were estimated as the most signif-
icant in characterizing the final product. Operators were instructed to manually
regulate the grinders when these variables went out of specific ranges. Our full
dataset consisted of 2570 patterns. On the basis of these measures, the operator
decides if a change in the regulation of burr grinders is required. Sometimes, the
granulometry variables are close to threshold values which requires the prod-
uct to be monitored with a high frequency. If such thresholds are undergone,
production is stopped.

2.2 Data Pre-processing

Data Interpolation. As mentioned above, data were not regularly sampled,
but the time sample interval varied. Data were resampled at a constant sam-
pling time of 10 minutes (using cubic spline interpolation) within time windows
in which the intervals between consecutive samples were lower than 30 minutes.
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Actual data on density and granulometry were used together with the last regu-
lation of the two grinders were used as measures on the basis of which the control
of the grinders was to be estimated.

Selection of Input Features. The selection of optimal input features for the
regression algorithm is of great importance, in order to improve performance,
to reduce the measurement noise and to counteract the difficulties of facing a
problem with large dimension. We used a method based on the selection of the
input data providing maximal information on the output. In order to avoid re-
dundancy among input features, the algorithm proposed in [15]-[17] was applied.
It determines the interdependencies between candidate variables computing the
Partial Mutual Information (PMI).

The mutual information MI(X ;Y ) of two random variables is defined as the
reduction in uncertainty with respect to Y due to observation of X :

MI(X ;Y ) = H(X) +H(Y )−H(X,Y ) . (1)

Where H is the information entropy:

H(Z) = −
∫

fZ(z)lnfZ(z)dz . (2)

Mutual Information is nonnegative. It is zero only when X and Y are indepen-
dent variables. Thus, it is used as a sort of measure of distance from indepen-
dence. An important issue in estimating the mutual information is the estimation
of joint and marginal probability density functions. A robust estimation was per-
formed using Parzen method [18],[19]:

f̂(x) =
1

n

n∑
i=1

Kh(x− xi) . (3)

Where n is the number of dimension of the considered random variable and
the kernel K was assumed to be Gaussian with standard deviation h (kernel
bandwidth):

Kh(x− xi) =
1

(
√
2πh)d

√
|S|

exp

(
−‖x− xi‖2

2h2

)
. (4)

Where S is the sample covariance matrix. Thus, the following expression for the
joint probability density function is obtained:

f̂XY (x, y) =
1

(
√
2πh)d

√
|S|

1

n

n∑
i=1

exp

(
−‖x− xi‖2

2h2

)
exp

(
−‖y − yi‖2

2h2

)
. (5)

Where, in the following, x and y represent the feature vector and the output
variable (the control of the burr grinders), respectively. The value of the band-
width greatly affects the kernel density estimation. Too small values lead to data
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under-smoothing, whereas too large bandwidth determines an over-smooth of the
sample probability density-function. Different algorithms have been developed
to search for an optimal value of the bandwidth h, but it is usually specific for
the application. Given the expression (5), the discrete estimation of (1) is the
following:

MI(X ;Y ) =
1

n

n∑
i=1

ln
f̂XY (xi, yi)

f̂X(xi)f̂Y (yi)
. (6)

Where xi and yi are the i
th bivariate sample data pair in a sample of size n, and

f̂X(xi), f̂Y (yi) and f̂XY (xi, yi) are respective marginal and joint probability-
densities estimated at the data points. Given the mutual information between
two variables, the PMI can be defined. Assume that Y is a scalar random variable
with observations y, X is a candidate input with observations x, and Z is the set
of already selected input features. The PMI between X and Y is computed using
the residuals of both variables once the effects of the selected inputs Z have been
considered. The dependence between variables is removed by computing for each
x and y the residuals:

x′ = x−E[x|z] y′ = y −E[y|z] . (7)

Where E[·|z] is the regression of the chosen variable based on the features already
selected. The regression of the input X and the output Y are computed using
the kernel density estimation approach:

E[x|z] =
∫ +∞
−∞ x · fXZ(x, z)dx∫ +∞
−∞ fXZ(x, z)dx

=

1

n

∑n
i=1

∫ +∞
−∞ x · exp

(
− ‖x−xi‖2

2h2

)
exp
(
− ‖z−zi‖2

2h2

)
dx∑n

i=1

∫ +∞
−∞ exp

(
− ‖x−xi‖2

2h2

)
exp
(
− ‖z−zi‖2

2h2

)
dx

∼=
1

n

∑n
i=1 xiKh(z − zi)∑n
i=1 Kh(z − zi)

.

(8)

E[y|z] =
∫ +∞
−∞ y · fY Z(y, z)dy∫ +∞
−∞ fY Z(y, z)dy

=

1

n

∑n
i=1

∫ +∞
−∞ y · exp

(
− ‖y−yi‖2

2h2

)
exp
(
− ‖z−zi‖2

2h2

)
dy∑n

i=1

∫ +∞
−∞ exp

(
− ‖y−yi‖2

2h2

)
exp
(
− ‖z−zi‖2

2h2

)
dy

∼=
1

n

∑n
i=1 yiKh(z − zi)∑n
i=1 Kh(z − zi)

.

(9)

For the problem at hand, the output Y was a vector of two variables: the con-
trol of the first and second grinder. The possible candidates were the previous
regulation of the grinders, the density and granulometry of coffee beans and the
temperature of the grinders. On the basis of the PMI criterion, the previous
regulation of the grinders were the variable most related to the output. But such
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an information was not useful to make a change of regulation, needed to main-
tain good properties of the final product in a situation in which density and
granulometry data are drifting out of range. Thus, density and granulometry
data were also included. The temperature of the grinders had a low mutual in-
formation with the output and was excluded. A portion of data, indicated with
X1 and Y1, was used to train the method, which was then applied on another
portion of data, indicated with X2, for validation or test purposes. Specifically,
the estimated control Y2 corresponding to X2 was estimated using the following
expression:

Y2(X2) =
1

n

∑n
i=1 Y

i
1 exp

(
− ‖X2−Xi

1‖
2

2h2

)
∑n

i=1 exp
(
− ‖X2−Xi

1‖2

2h2

) . (10)

To check the performances of the method, experimental data were divided into
training (70% of data), validation (15% of data) and test sets (15% of data),
choosing randomly the samples associated to each set, for 10 times. The network
with highest average generalization capability (i.e., the minimum error) on the
validation set was selected, and the error on the test set was further considered.
All the analyses have been carried out using a MATLAB platform [20].

2.3 Development of an Automatic Control of the Burr Grinders

The regression of a dependent variable, Y , on an independent variable, X , is the
computation of the most probable value of Y for each value of X based on a
finite number of possibly noisy measurements of X and the associated values of
Y . Once selected the input features, the output was estimated using equation
5. The estimation of the probability density function relating the input features
to the output control variables allowed computing also the standard deviation
of the estimate, which can be considered as an indication of the reliability of
the estimation provided. Input and output data were normalized with respect to
their standard deviation after subtracting the mean. After processing, data were
de-normalized with the inverse procedure. Different bandwidths of the kernel
were investigated and the one providing optimal generalization to the validation
set was selected (equal to 0.65).

3 Results

Fig. 1 shows the raw data considered. The granulometry of a sample of the
product (Fig. 1A) is used to extract the variables (x10, x50, x90, and dust,
Fig. 1B), which, together with the density of the product, constitute the input
features for the neural control systems. The control of the grinders (which is the
output to be learned by the control system) is the distance between the wheels
constituting the two burr grinders (Fig. 1C).

An example of processing is shown in Fig. 2, where a possible choice of train-
ing, validation and test sets are considered. The estimate of the control is super-
imposed to raw data. Indication of mean standard deviation of the estimate is
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Fig. 1. A) Granulometry (PDF) obtained fitting real data with the sum of two Gaus-
sians. Data extracted from the PDF are indicated: x10, x50 and x90 are the 10th, the
50th and the 90th percentile; dust is the integral of the PDF from 0 to 100 μm. B)
Data extracted from granulometry (x10, x50, x90, and dust), which, together with the
density of the product, constitute the input time series for the neural control systems.
C) First and second burr grinding output values (output to be learned by the neural
control systems).

Fig. 2. Example of training, validation and test sets, with estimate superimposed to
raw data. Indication of standard deviation of the estimate is provided by magenta lines,
corresponding to mean ± standard deviation. Mean error is also provided.
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Fig. 3. Test Set error histograms for predicted I burr grinding (left) and II grinding
values (right)

provided. Moreover, the mean estimation error is indicated. The distribution of
the mean control error on the test set is shown in Fig. 3.

4 Discussion

A neural system was developed to learn how to control the two grinders used
for coffee bean grinding in LAVAZZA. The input variables are obtained by mea-
suring density and granulometry of samples. Control errors of a few μm were
obtained (with a control step of 10 μm). The results of our automatic control
were also checked by an experienced operator, indicating that they agree with
his choice. Moreover, they are in line with a recent work performed on the same
dataset using multi-layer perceptron [21]. Thus, our results are promising for
a future integration of the control system in the production line, to support
operators in controlling burr grinders.

Acknowledgments. The authors are deeply indebted to Alberto Cabilli (R&D,
LAVAZZA, Turin, Italy) for the selection of the experimental data and interpre-
tation of results.
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Abstract. In-line automated inspection of raw materials is one of the
major concerns in food industry. The aim of this paper is to devise a
method to sort pistachio nuts, in order to reject the bad ones. X-ray
images are used to compute a set of fuzzy features, with membership
functions automatically inferred from the positive samples. A functional-
link neural network is then used for the proper classification task. By
means of a repeated cross-validation, the proposed solution showed a
correct recognition rate of 99.6%, with a false positive rate of 0.3% with
a single classifier and 0.1% with a combined one.

Keywords: Image Processing, Pattern Recognition, Fuzzy Systems,
Functional-Link Neural Networks.

1 Introduction

Food industry is focusing even more attention on making the overall production
process more efficient; often the most cost-effective solution is the automated
inspection of all the parts entering in the process. The inspection process is
performed in-line, which means that every item (being fruit, nut, or vegetable)
has to be verified in a real-time way with a non-destructive test. The first point
leads to evaluate those methods which are efficient from the resource requirement
point of view (mainly computation time in case of software algorithms) and the
second point automatically discards those approaches that make the item useless
for the production after the tests.

The above considerations make machine vision applications the perfect match
for the issues in this field [1], since in almost all the systems the collected data
can be considered images. Optical analysis is only one possible approach; color
changes can be good indicators of defects inside a nut, for example. Image anal-
ysis is often used to have a first information about external defects. Main lim-
itation of this approach is that internal defects can not be visible and changes
in color are not always due to defects in nuts; a high number of good products
are therefore rejected. Other approaches are required to inspect internal de-
fects, like visible/near-infrared, fluorescence, magnetic resonance spectroscopy

B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 147–156.
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or X-rays [2]. Among these, X-ray histogram features and their spatial deriva-
tives have been used for detection of insect-infested fruits, showing initially not
exceptional performances. But recent technological improvements (in terms of
cost-effectiveness) [3] have proven to be a reliable solution for insect-infected
pistachio [4,5,6,7,8], even if it is not always the selected approach [9,10].

These machines are composed by a conveyor belt moving the raw materials
inside a main unit (closed in a lead shielding), where there is a X-ray source tube
on one side and a X-ray linear sensor on the opposite, with the belt, carrying
inspected products, in the between [11,1]. Almost all this kind of inspection ma-
chines share this structure, but what makes the difference are the involved image
processing algorithms. In this respect, traditional techniques are still useful and
effective [9,11,7,8], but a growing interest has been focused on Artificial Neural
Networks (ANN) [12,5,4,6], or, generally speaking, data-driven approaches (e.g.,
a k -nearest neighbor classifier, as in [13]). A data-driven approach can boost
the performances and the ease of setup/tune the inspection machine due to the
ability of automatically learn from real sample images. Instead of focusing the
efforts in defining or trimming several complex and inter-related low-level pa-
rameters (thresholds, filter coefficients and so on), the emphasis is on defining
a set of meaningful features for the classification, the quality and size of the
dataset (used to train/test the system), and, in the end, its ability to generalize
the expected behavior with previously unknown data. From a practical stand-
point, it enables the inspection process not to be tight to a particular product
variety and to be easily adapted (automatic learning) to broader set of inspection
needs/requirements.

The goal of this study is to investigate the flexibility of X-ray techniques
and ANN to separate good pistachio nuts (i.e., to be used as raw material for
other food products) from the bad ones; rejected pistachios can be divided into
damaged and infected. The first ones are those which have been somehow either
damaged in the previous production stages or not good at all as nuts; the second
ones are those infected by insects or similar. All the nuts have been manually
verified to assess their quality; afterwards they have been scanned with a X-ray
scanner to create the database for this study. The current dataset is composed
by 100 good, 75 damaged and 100 infected pistachio nuts.

The proposed solution is structured as follows:

1. Feature extraction
(a) Segmentation
(b) Histogram computation
(c) Fuzzy membership inference
(d) Fuzzy histogram comparison
(e) Score sorting

2. Classification
(a) Chebyshev functional link
(b) Normalization
(c) Artificial neural network
(d) Descaling and thresholding
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Next section will present the feature extraction algorithm we used to improve the
discriminant functions to distinguish good from bad pistachio nuts. Section 3 will
describe ANN we used to classify the nuts. Section 4 will comment the obtained
results and present a comparison with other methods. Section 5 will resume our
approach and show the performances.

2 Feature Extraction

The choice of the set of features is not a straightforward task, since we should
ensure that the representation of the problem domain in the feature space is
complete and sound. Considering the pistachio nuts data set, features can be
roughly divided into two classes: geometric ones and statistics about the image
content. The first ones can be the shape, the computed volume, relations between
segmented sub-parts (“inner” or “outer” nutmeat) or any measurements based
on them, like the fitness of the shape respect to a given geometric shape, the
regularity of the border and so on. However, this type of information is only useful
if the need is to grade the nuts, e.g., to develop a sorter devoted to distinguish
among different varieties. Furthermore, they strongly depend on how each nut is
laid on the conveyor belt, making almost impossible to formulate any reasonable
assumption. On the opposite, using statistics about the image content allows to
have features invariant respect to rotation, scale, shape, position, but still able
to capture the “fitness” of the inspected product. The most used statistics relies
on the concept of histogram, and it can be either a set of different histograms,
each one related to lower level filter results [5,6], a set of statistics computed on
the classical intensity histogram, or a mix of both [4,13].

1

0
(1-α)Pi

50(1-γ)Pi
β (1+γ)Pi

(100-β) hi

μi

(1+α)Pi
50

Fig. 1. Histogram comparison membership function

In our case, we studied a different approach, relying on the assumption that
the intensity histogram can be regarded as a fingerprint of the pistachio, so that
we could compute a prototype histogram for each nut class and then measure,
for each sample to be tested, the similarity respect to the reference data. It is
clear that it will be almost impossible to have a perfect match, simply because
such reference is created artificially, but nevertheless we have a score upon which
we can train a proper classifier. This idea directly leads to the fuzzy logic, where
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boolean information are substituted by real numbers (usually ranging between
0 and 1) expressing the degree of membership μp(x) of a variable x to a given
property p. In the proposed method we have one membership function (with a
trapezoidal shape, showed in Fig. 1) μi for each histogram bin hi:

μi(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if x ≤ (1 − γ)Pβ
i ,

x − (1 − γ)Pβ
i

(1 − α)P 50
i − (1 − γ)Pβ

i

if (1 − γ)Pβ
i < x ≤ (1 − α)P 50

i ,

1 if (1 − α)P 50
i < x ≤ (1 + α)P 50

i ,

x− (1 + α)P 50
i

(1 + γ)P
(100−β)
i − (1 + α)P

50
i

if (1 + α)P 50
i < x ≤ (1 + γ)P

(100−β)
i ,

0 if x > (1 + γ)P
(1−β)
i .

(1)

where α and γ are coefficients ranging between 0 and 1, Pn
i is the nth percentile

computed for the ith histogram bin, among the values obtained from the refer-
ence images (i.e., the positive samples in the dataset), and β determines which
percentiles will be computed. These inferred membership functions are then used
to extract the features from all the images to be analyzed. This feature extrac-
tion uses a data-driven approach, effectively learning and embedding partial
knowledge of the problem domain in the first stage of the overall classification
process.

As output we have a set of fuzzy numbers (one for each histogram bin) which
can be used in a fuzzy rule system for the decision process. One idea could be
to use a logical conjunction, assuming that if all the bins of a test image are
similar to the reference ones, then such image should belong to the positive set.
In practice, this is a too restrictive way to solve the problem, leading to too
many misclassifications. One way to loosen such rule is to replace the logical
operator with the disjunction, meaning that if any of the test bins is similar to
the reference ones, then the outcome will be positive. Again, we would have too
many misclassifications, mainly because we have loosen too much the rule.

From the practical standpoint, in fuzzy logic, usually, the conjunction corre-
sponds to take the minimum value, while disjunction to the maximum one. We
can see that they are at the opposite ends of the ordered set of such values, so
if we would like to “control” the degree of conjunction/disjunction represented
by the result, then we can resort to the order statistics computed on such set.
Ideally, choosing the median value could be a good trade-off between being too
restrictive and too loose. However, since the next stage is based on a data-driven
approach (ANN), then we can simply use the ordered set of the fuzzy results
as the features to be used for the classification; it will be the next stage to au-
tomatically learn (and implicitly embed) the fuzzy rules and the defuzzification
process.

The only issue left to be determined is how to segment the nut images. For
this task we can safely assume that the X-ray device has been previously cali-
brated, so that the background is pretty uniform and, from the numerical stand-
point, near to 0 (given that values are proportional to the X-ray absorption).
This means that a plain global threshold is the simplest and more effective way
to accomplish the goal. In synthesis, the feature extraction stage is as follows:
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1) segmentation; 2) histogram computation; 3) membership inference on positive
samples; 4) histogram fuzzification; 5) results sorting.

3 Classification

It is nowadays well-known that Artificial Neural Networks (ANN) are an effective
way to address complex classification (and regression) problems. However, even
if they are inherently non-linear, it is not always easy to design a network which
is able to properly cover the problem domain, mainly due to its order or struc-
ture and the first-order structure of common multi-layer perceptrons. The usual
solution is to increase the size of the network, in terms of number of connections,
neurons or hidden layers, but as long as we increase the size, we increase also
the risk of overfitting. Instead, designing High-Order Neural Network (HONN)
has the main advantage to directly embed a much more complex behavior in the
network (e.g., invariance to some differences in the data), without requiring a
complex or large topology [14]. Despite the advantages, the main drawback of a
pure HONN approach is that as long as we increase the order, then the number
of inputs for the network increases exponentially, thus making useful to look for
smarter solutions [15].

One alternative is to use functional-link networks [16], where each input is
replaced by an expanded input through a set of predefined functions. This func-
tional link is used as a pre-processing stage for the neural network, and due to
its nature, it is not required anymore to have a hidden layer in the network.
The great advantage is that we have a simpler and smaller network, with less
weights to be trained (so that the training phase is much faster), and a smaller
risk of overfitting, retaining the same abilities of generalization, given that the
functional link is an orthogonal set of high-order non-linear functions [17]. The
main difficulty is to identify the proper set of functions (both the family of func-
tions and the size of the set) maximizing the trade-off between complexity and
performances. As an example, in [18] an evolutionary approach has been used to
find the polynomial terms making the functional link. In that case, the problem
was not only to find out the right degree of the polynomials, but, more impor-
tant, to select and limit the set of polynomials to be used, since the possibilities
arise exponentially as long as the degree increases.

Another opportunity is to rely on a well known family of functions, and then
just choose the right degree to limit the size of the functional link. Among the
others, Chebyshev polynomials have received great attention, thanks to their ca-
pability of universal approximator while still retaining the advantages discussed
before [19]. From the application standpoint they have proven to be a reliable
solution both in regression and classification tasks [20,21,22]; in synthesis, this
type of network seems to be the right choice for the problem we are addressing.

Considering at the classification dataflow, after the feature extraction stage,
we have the functional link: each xi feature of the input space is replaced by its
Chebyshev expansion:
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{x0, x1, . . . , xn} ← { C1(x0), C2(x0), . . . , Ck(x0),

C1(x1), C2(x1), . . . , Ck(x1),

. . . ,

C1(xn), C2(xn), . . . , Ck(xn)} , (2)

where Cj(y) is the Chebyschev polynomial defined by the recursive formula given
by

Ct+1(y) = 2yCt(y)− Ct−1(y)

C1(y) = x

C0(y) = 1 . (3)

After the functional link there is the normalization stage; it is required because
even if the extracted features have values between 0 and 1, it is not guarantee
to have a similar range after the expansion. Respect to common normalization
approaches, based on mean and variance, here we preferred to apply order statis-
tics, with the following equation:

yi =
( xi − P 50

i

P
(100−δ)
i − P δ

i

∗ Y max
i − Y min

i

2

)
+

Y max
i + Y min

i

2
, (4)

where xi is the ith output of the functional link, Pn
i is its nth percentile, δ

determines which percentiles will be computed, and Y min
i , Y max

i are the desired
minimum/maximum values for such variable, in order to better control the values
fed into the following stage. The reasons for such kind of normalization are
twofold: first, it is well known that order statistics is more robust than “classical”
statistics; second, in this way we do not make any assumption regarding the
distribution of the data.

The expanded normalized values are then used as input to the proper network,
consisting in just one input layer and the output layer with one neuron (no
hidden layer). The output is then de-normalized (with a formula similar to the
previous one) to match the desired range of values and then thresholded to decide
whenever the input sample belongs to the class for which the system has been
trained.

The overall classification approach has been tested in three situations, to
distinguish between 1) good nuts against damaged/infected ones; 2) damaged
against good; 3) infected against good. The real purpose of this system is to
reduce the chances to select as good a bad (damaged or infected) nut. Ideally,
the first classifier would be everything we need, however, even if very low, there
is a small risk of having False Positives (FP), see Table 1. Using the other
two different classifiers and then combining the results together (with a logical
disjunction), we can try to further improve the results, as the corresponding
False Negative (FN) column (second and third row) in Table 1 would suggest.
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Table 1. Performance results for different classification tests, measured with a 10×10
repeated cross-validation: recognition rate (RR), False Positives (FP), False Negatives
(FN)

Test RR (%) FP (%) FN (%)

Good vs damaged/infected 99.6 0.3 0.1
Damaged vs good 99.5 0.4 0.1
Infected vs good 99.8 0.2 0.0

4 Discussion

Performances are shown in Table 1 and Table 2. For the second set of results,
the reported statistics are defined as follows:

SN =
fTP

fTP + fFN
× 100 (5)

SP =
fTN

fTN + fFP
× 100 (6)

ACC =
fTP + fTN

fTP + fTN + fFP + fFN
× 100 (7)

PR =
fTP

fTP + fFP
× 100 , (8)

where SN is the sensitivity, SP the specificity, ACC the accuracy, PR the
precision; fTP is the true positive frequency, fTN the true negative frequency,
fFP the false positive frequency and fFN the false negative frequency. Further,
in Fig. 2 the Receiver Operating Characteristic (ROC) curve is reported, showing
how the classifier behavior changes respect to the threshold used to discriminate
between positive and negative outcomes. All the tests have been done with a
10×10 repeated cross-validation, which ensures a good reliability of those results,
being able to overcome the common problem of assessing the generalization
ability.

Looking at the ROC curves in Fig. 2 we can see that they are above those pre-
sented in [5,13], meaning that the proposed system is better able to discriminate
between the positive samples and the negative ones. Regarding the other perfor-
mances, despite the accuracy is usually the most representative information, in
this type of problems the ability not to classify as good a bad nut (corresponding
to the false positive rate) is more important. With the proposed solution we have
an average accuracy of 99.6%, with a FP of 0.3%, if we use just one classifier,
or 0.1%, with a double classifier (as discussed in the previous section). If we
consider a similar solution, but with images acquired in the visible range (not
X-ray) [9], then we have a FP of 1.4% (FN 2.3%). Restricting the field to the
classification of X-ray images, in [13] similar features (histogram-based statis-
tics) with a k -NN classifier have been proposed resulting in an accuracy of about
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Table 2. Performance results for different classification tests, measured with a 10×10
repeated cross-validation: sensitivity (SN), specificity (SP), accuracy (ACC), precision
(PR)

Test SN (%) SP (%) ACC (%) PR (%)

Good vs damaged/infected 99.8 99.5 99.6 99.1
Damaged vs good 99.8 99.3 99.5 99.1
Infected vs good 100 99.6 99.8 99.6

Average 99.9 99.4 99.6 99.3
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Fig. 2. Response operating characteristic curve for different classification cases
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90%. In [7] the purpose was to identify the defect location, and the resulting
FP is 1% using a scanned film, or 12% with a linear detector (as in our case).
Further restricting the comparison to those solutions employing ANN, in [6] the
sensitivity is about 90% (in our solution 99.9% on average), while in [4], which
is the most similar approach (using histogram-based statistics and ANN), has
both FP and FN around 1%.

5 Conclusion

A neuro-fuzzy classifier for pistachio nuts by means of their X-ray images has
been proposed. The aim is to identify the good nuts and to reject the bad
(damaged or infected) ones. Images are first segmented, then a set of sorted
fuzzy features are computed from the histograms. During the learning stage,
fuzzy membership functions are inferred from the positive samples. A Cheby-
shev functional-link neural network is used as the proper classifier; its result is
thresholded to have the final result.

Performances have been measured with a repeated cross-validation method,
to emphasize their reliability, showing a correct classification rate (good nuts
against bad ones) of 99.6%, and a false positive rate of 0.3% which can be
lowered to 0.1% with two combined classifiers.
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1. Cubero, S., Aleixos, N., Moltó, E., Gómez-Sanchis, J., Blasco, J.: Advances in
machine vision applications for automatic inspection and quality evaluation of
fruits and vegetables. Food and Bioprocess Technology 4, 487–504 (2011)

2. Ruiz-Altisent, M., Ruiz-Garcia, L., Moreda, G., Lu, R., Hernandez-Sanchez, N.,
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Abstract. This paper presents a real-time hand gesture recognizer
based on a Learning Vector Quantization (LVQ) classifier. The recog-
nizer is formed by two modules. The first module, mainly composed of
a data glove, performs the feature extraction. The second module, the
classifier, is performed by means of LVQ. The recognizer, tested on a
dataset of 3900 hand gestures, performed by people of different gender
and physique, has shown very high recognition rate.

1 Introduction

Gesture is one of the means that humans use to send informations. In general,
the information amount conveyed by gesture increases when the information
quantity sent by the human voice decreases [1]. Besides, the hand gesture for
some people, e.g., the disabled people, is one among main means for sending
information.

The aim of this work is the development of a real-time hand gesture rec-
ognizer. The real-time requirement is motivated by associating to the gesture
recognition the performing of an action, for instance the opening of a multime-
dia presentation, the starting of an internet browser and other similar actions.

The paper presents a real-time hand gesture recognition system based on
Learning Vector Quantization (LVQ) classifier that can work on a netbook.
The system is formed by two modules. The first module, a feature extractor, is
performed by a data glove [2] and represents the hand gesture by means of a
five-dimensional feature vector. The second module, the classifier, is performed
by LVQ.

The paper is organized as follows: the feature extraction module is discussed
in Section 2; a review of Learning Vector Quantization is provided in Section 3;
Section 4 reports some experimental results; in Section 5 some conclusions are
drawn.
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B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 159–168.
DOI: 10.1007/978-3-642-35467-0_17 c© Springer-Verlag Berlin Heidelberg 2013
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2 Feature Extraction

Several approaches were proposed for gesture recognition [3,4]. In gesture recog-
nition, it is common to use a camera in combination with an image recognition
system. These systems have the disadvantages that the image/gesture recogni-
tion is very sensitive to illumination, hand position and hand orientation [5].
In order to avoid these problem we decided to use an approach borrowed by
Virtual Reality [2] applications where the movements of the hands of people are
tracked asking them to wear data gloves [6]. A data glove is a particular glove
that has sensors, typically magnetic or in optic fiber, inside that allow the track
the movement of the fingers of hand.

Having said that, the feature extraction module of our system is essentially
composed of the DG5 Vhand 2.01 data glove, shown in figure 1, that has to be
weared by the person, whose gesture has to be recognized. The data glove, whose
updating time of about 20 ms, measures the flexure of each finger, providing a
real value between 0 and 100, that represents the finger complete closure and
opening, respectively. To get more robustness to the system, the flexure for each
finger is obtained averaging five consecutive measures. Therefore a new feature
is generated every 100 ms. Moreover, in our experiments, considering thousands
of gestures performed by people of different gender and physique, the flexure
measure of finger takes value in a narrower range, typically between 10 and 70.
Therefore, the values provided by the data gloves are subsequently normalized
between 0 and 1, so that the values of 10 and 70 corresponds to 0 and 1, respec-
tively. Summarizing the hand gesture is represented by means of a vector of five
normalized real values generated every 100 ms.

Fig. 1. DG5 VHand 2.0 Data Glove

1 DG5 Vhand 2.0 is a registered trademark of DGTech Engineering Solutions.
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3 The Classifier

In recent years Support Vector Machine (SVM ) [7,8,9] has been one of the most
effective classification algorithm. Since SVM is a binary classifier, if we want to
use SVM when the number of classes K is larger than two it is necessary to use
specific strategies. The simplest strategy, one-versus-all method [10], requires an
ensemble of K SVM classifiers, i.e., one classifier for each class against all the
other classes. If we use other strategies the number of classifiers increases to K(K-
1)/2. Therefore, SVMs require computational resources that are not compatible
with a real-time recognizer.

3.1 Learning Vector Quantization

Having said that, we have chosen Learning Vector Quantization (LVQ) [11] as
classifier in the gesture recognizer since it requires moderate computational re-
sources. In last years LVQ was successfully applied in many different fields such
as handwritten digit [12] and cursive character recognition [13], the identification
of the Head-and-Shoulders patterns in the financial time series [14], the analysis
of sensor array data [15] and automatic recognition of whale calls for real-time
monitoring [16].

We pass to describe LVQ and first fix the notation. Let D = {x1, . . . ,x
} ⊆
IRN be a data set. We call codebook the set M = {m1, . . . ,mP } ⊂ IRN and
P � �. Vector quantization aims to yield codebooks that represent as much as
possible the input data D.

LVQ is a supervised version of vector quantization and generates codebook
vectors (codevectors) to produce near-optimal decision boundaries [17]. LVQ con-
sists of the application of a few different learning techniques, namely LVQ1,
LVQ2 and LVQ3.

LVQ1 uses for classification the nearest-neighbour decision rule; it chooses the
class of the nearest codebook vector. LVQ1 learning is performed in the following
way. We denote with mc

t the value of mc at time t and with C(x) and C(mc
t)

the class of x and mc
t , respectively. If m

c
t is the nearest codevector to the input

vector x, then {
mc

t+1 ← mc
t + αt[x−mc

t ] if C(x) = C(mc
t)

mc
t+1 ← mc

t − αt[x−mc
t ] if C(x) �= C(mc

t)

}
(1)

where αt is the learning rate at time t.
The other codevectors are not changed, i.e.

mi
t+1 ← mi

t if i �= c (2)

In our experiments, we used a particular version of LVQ1, that is the Optimized-
learning-rate (OLVQ1) [17], a version of the model that provides a different
learning rate for each codebook vector. We pass to describe OVLQ1. If mc

t is
the closest codevector to x(t), i.e., the input vector at time t, then the equation
(1) holds. The equation (1) can be rewritten in the following way:

mc(t+ 1) ← [1− s(t)αc(t)]m
c(t) + s(t)αc(t)x(t) (3)
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where s(t) = 1 if the classification is correct and s(t) = −1 otherwise.
We can observe that the codevector mc

t is statistically independent of x(t).
Therefore the stastistical accuracy of the learned codebook is optimal if the
effects of the corrections made at different times are of equal weight. We note
that mc(t + 1) keeps a trace from x(t) through the last term in the equation
(3) and traces from the earlier x(t′), with t′ = 1, . . . , t − 1, through mc

t . The
absolute magnitude of the last trace from x(t) is scaled down by the factor αc(t)
whereas the trace from x(t− 1) is scaled down by [1− s(t)αc(t)]αc(t− 1). If we
assume that the two scaling are equal, we have:

αc(t) = [1− s(t)αc(t)]αc(t− 1). (4)

If this condition holds for all t, by induction it can be shown that the traces
stored up to time t from all the previous t′ will be scaled down by an equal
amount at the end. Therefore the optimal value of the learning rate α(t) is given
by the following update rule:{

αc(t) ← αc(t−1)
1+αc(t−1) if C(x) = C(mc

t)

αc(t) ← αc(t−1)
1−αc(t−1) if C(x) �= C(mc

t)

}
(5)

Since both LVQ1 and OLVQ1 tend to push codevectors away from the decision
surfaces of the Bayes rule [18], it is necessary to apply to the codebook generated
a successive learning technique called LVQ2.

LVQ2 tries harder to approximate the Bayes rule by pairwise adjustments of
codevectors belonging to adjacent classes. If ms and mp are nearest neighbours
of different classes and the input vector x, belonging to the ms class, is closer
to mp and falls into a zone of values called window (that is defined around the
midplane of ms and mp), the following rule is applied:{

ms
t+1 ← ms

t + αt[x−ms
t ]

mp
t+1 ← mp

t − αt[x−mp
t ]

}
(6)

It can be shown [11] that the LVQ2 rule produces an instable dynamics. To
prevent this behavior as far as possible, the window w within the adaptation
rule takes place must be chosen carefully. Moreover, the hypothesis margin μ of
the classifier [19] is given by:

μ =
‖x−ms‖ − ‖x−mp‖

2
. (7)

Hence LVQ2 can be seen as a classifier which aims at structural risk minimization
during training, comparable to Support Vector Machines [20]. Therefore a very
good generalization ability of LVQ2 can be expected also for high dimensional
data.
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In order to overcome the LVQ2 stability problems, Kohonen proposed a fur-
ther algorithm (LVQ3). If mi and mj are the two closest codevectors to input
x and x falls in the window, the following rule is applied:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

mi
t+1 ← mi

t if C(mi) �= C(x) ∧ C(mj) �= C(x)
mj

t+1 ← mj
t if C(mi) �= C(x) ∧ C(mj) �= C(x)

mi
t+1 ← mi

t − αt[xt −mi
t] if C(mi) �= C(x) ∧ C(mj) = C(x)

mj
t+1 ← mj

t + αt[xt −mj
t ] if C(mi) �= C(x) ∧ C(mj) = C(x)

mi
t+1 ← mi

t + αt[xt −mi
t] if C(mi) = C(x) ∧ C(mj) �= C(x)

mj
t+1 ← mj

t − αt[xt −mj
t ] if C(mi) = C(x) ∧ C(mj) �= C(x)

mi
t+1 ← mi

t + εαt[xt −mi
t] if C(mi) = C(mj) = C(x)

mj
t+1 ← mj

t + εαt[xt −mj
t ] if C(mi) = C(mj) = C(x)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
, (8)

where ε ∈ [0, 1] is a fixed parameter.

3.2 Classification with Rejection

In practical applications, it is usually associated to the recognition of a gesture
the performing of a given action, e.g., the starting of a multimedia performance.
In this applicative scenario, it is desiderable that the classifier recognizes a ges-
ture, i.e., classifies, only when the probability of making a mistake is negligible.
When the probability of making is not negligible, the classifier has to reject the
gesture, i.e., it does not classify.
We implemented a rejection scheme in the classifier in the following way. Let d
be the Euclidean distance between the input x and the closest codevector mc,
the following rule is applied:

If d ≤ ρ then classify else reject (9)

where ρ is a parameter that manages the trade-off between error and rejection.

4 Experimental Result

To validate the recognizer we selected 13 gestures, invariant by rotation and
translation. We associated to each gesture a symbol, a letter or a digit, as shown
in figure 2. We collected a database of 7800 right hand gestures, performed by
people of different gender and physique. The database was splitted with a ran-
dom into two equal parts, training and test set each containing 3900 gestures.
The number of classes used in the experiments was 13, namely the number of
the different gestures in our database. In our experiments the three learning
techniques, i.e. LVQ1, LVQ2 and LVQ3, were applied. We trained several LVQ
nets by specifying different combinations of learning parameters, i.e. different
learning rates for LVQ1, LVQ2, LVQ3 and various total number of codevectors.
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Fig. 2. Gestures represented in the database

Table 1. Recognition rates on the test set, in absence of rejection, for LVQ classifiers

Algorithm Correct Classification Rate

knn 92.56 %

LVQ1 + LVQ2 99.31 %

LVQ1 + LVQ3 99.31 %

The best LVQ net was selected by means of 10-fold cross-validation2 [21,22].
LVQ trials were performed using LVQ-pak [23] software package. We compared
LVQ against the K-nearest-neighbor (Knn) classifier, available in the LVQ-pak
software package. In Table 1, for different classifiers, the performances on the test
set, measured in terms of recognition rate in absence of rejection, are reported.
Our best result in terms of recognition rate is 99.31%. The confusion matrix

for LVQ classifier, on the test set, is shown in table 2.
To our best classifier, i.e., LVQ1+LVQ3, the rejection rule, described in Sec-

tion 5.2, was applied. The results obtained for different values of the rejection

2 In K-fold cross-validation the training set is partitioned into K subsets. Of the K
subsets, a single subset is retained as the validation data for testing the model, and
the remaining K − 1 subsets are used as training data. The cross-validation process
is then repeated K times, i.e. the folds, with each of the K subsets used exactly
once as the validation data. The K results from the folds then can be averaged to
produce a single estimation.
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Table 2. The confusion matrix for LVQ1+LVQ3 classifier on the test set The values
are expressed in terms of percentage rates

A B C D E F G H L U W Y 4

A 100 0 0 0 0 0 0 0 0 0 0 0 0

B 0 100 0 0 0 0 0 0 0 0 0 0 0

C 0 0 97.33 2.67 0 0 0 0 0 0 0 0 0

D 0 0 0 99.33 0 0 0 0 0 0.67 0 0 0

E 0 0.33 0 0 99.67 0 0 0 0 0 0 0 0

F 0 0 0 0 0 100 0 0 0 0 0 0 0

G 0 0 0 0 0 0 97.67 0 0 0 2.33 0 0

H 0 0 0 0 0 0 0 100 0 0 0 0 0

L 0 0 0 0 0 0 0 0 100 0 0 0 0

U 0 0 0 0 0 0 0 0 0 97 3 0 0

W 0 0 0 0 0 0 0 0 0 0 100 0 0

Y 0 0 0 0 0 0 0 0 0 0 0 100 0

4 0 0 0 0 0 0 0 0 0 0 0 0 100

Fig. 3. The Hand Gesture Recognizer

threshold ρ are shown in Table 3. Asking to the recognizer a negligible error,
e.g., less than 0.4%, the recognizer can still guarantee a high correct recognition
rate, i.e., larger than 97.0%.
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Table 3. Correct, Error and Reject rates on the test set of LVQ1+LVQ3 for different
rejection threshold ρ

ρ Correct Error Reject

0.33 99.31 % 0.69 % 0.00 %

0.30 97.36 % 0.38 % 2.26 %

0.25 92.38 % 0.23 % 7.39 %

0.20 84.62 % 0.20 % 15.20 %

0.10 41.33 % 0.05 % 58.62 %

0.0992 40.82 % 0.00 % 59.18 %

A demo3 of the recognizer, where the performing of a Powerpoint4 command
is associated to the recognition of a sequence of gestures, is used by the first
author, as data glove demostrator, in his B. Sc. course of Virtual Reality.

The system, shown in figure 3, is implemented in C++ under 64 bit Windows
Vista Microsoft and Visual Studio 2010 on a Netbook with Intel Celeron5 Pro-
cessor SU2300 1.20 Ghz, 3 GB RAM and requires 140 CPU6 ms to recognize
a single gesture. Since the feature extraction requires 100 ms, as underlined in
Section 2, the remaining 40 ms are spent for the classification and performing
the associated Powerpoint command.

5 Conclusions

In this paper we have described real-time hand gesture recognition system based
on a Learning Vector Quantization classifier. The system is formed by two mod-
ules. The first module, mainly composed of a data glove, performs the feature
extraction and represents the hand gesture by a 5-dimensional feature vector.
The second module, the classifier, is performed by means of Learning Vector
Quantization. The recognizer, tested on a dataset of 3900 hand gestures, per-
formed by people of different gender and physique, has shown a recognition rate,
in absence of rejection, larger than 99%. The system implemented on a netbook
requires an average time of 140 CPU ms to recognize a hand gesture. Further-
more, a version of the system where the recognition of a sequence of gestures
is associated the carrying out of a multimedia presentation command has been
developed. In the next future we plan to investigate its usage in classsrooms as
tool for helping disabled students.
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Abstract. Single nucleotide polymorphisms (SNPs) are the foremost
part of many genome association studies. Selecting a subset of SNPs that
is sufficiently informative but still small enough to reduce the genotyping
overhead is an important step towards disease-gene association. In this
work, a Random Forest (RF) approach to informative SNPs selection
in Familial Combined Hyperlipidemia (FCH) is proposed. FCH is the
most common form of familial hyperlipidemia. Affected patients have
elevated levels of plasma triglycerides and/or total cholesterol and show
increased risk of premature coronary heart disease. In order to identify
susceptibility markers for FCH we perform the analysis of 21 SNPs in
ten genes associated with high cardiovascular risk. RF appears to be a
useful technique in identifying gene polymorphisms involved in FCH: the
identified SNPs confirmed some variants in a couple of genes as genetic
markers of FCH as proved in various studies in scientific literature and
lead us to report for the first time a further gene association with FCH.
This result could be promising and encourages to further investigate on
the role of the identified gene in the development of FCH phenotype.
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1 Introduction

Genome and genome-wide association studies (GA) have revolutionized genetics
making it possible the search for genetic factors that influence common complex
traits and the characterization of the effects of those factors [5]. Single nucleotide
polymorphisms (SNPs) are at the forefront of many disease-gene association
studies. SNPs are mutations at a single nucleotide position that occurred dur-
ing evolution and were passed on through heredity, accounting for most of the
genetic variation among different individuals. The number of SNPs has been esti-
mated to be around seven million in the human genome [8]. Thus, in GA studies,
selecting a subset of SNPs that is sufficiently informative but still small enough
to reduce the genotyping overhead is an important step towards disease-gene
associations [15]. Machine learning techniques [1] have been applied with ever
growing interest and success in GA for feature selection purposes. The success
is mostly due to their natural suitability in assessing many loci jointly which
may be more informative than testing associations at individual markers and
to deal with large amount of data. In fact, most of the studies, in this context,
have used a single-locus analysis strategy, in which each variant is tested indi-
vidually for association with a specific phenotype. However, as often stated in
literature, a reason for the lack of success in genetic studies of complex disease is
the existence of interactions between loci. If a genetic factor functions primarily
through a complex mechanism that involves multiple other genes and, possibly,
environmental factors, the effect might be missed if the gene is examined in iso-
lation without allowing for its potential interactions with these other unknown
factors [5]. A huge amount of diverse approaches have been developed in the
last decade to informative SNPs selection (see [5], [15]) and references therein
for an overview) for different disease-gene associations, ranging from multiple
sclerosis [3] to chick mortality [11]. Nonetheless, the complexity of GA studies
and the peculiarity of each disease-gene association make it impossible to figure
out the “best” technique for each application. Random Forest [2], an ensemble of
a machine learning techniques based on Decision Trees (DTs), is one candidate
model to informative SNP selection. DT [6], is a very popular technique in the
machine learning community. DT is efficient from a computational point of view,
works well with both categorical or continuous data, copes fine with missing val-
ues thanks to the notion of surrogate variables, and its resulting structure after
training is easily interpretable even for an user with no machine learning back-
ground. On the other hand, DT suffers from high variance. Often a small change
in the data can result in a very different tree structure, making interpretation
somewhat arbitrary. This motivates the use of RF, which grows a set of many
DTs and combines their results through bagging [6] resulting in a very effective
reduction of variance in each tree in the ensemble. Aim of this work is a RF infor-
mative SNPs selection in Familial Combined Hyperlipidemia (FCH) [12]. FCH is
the most common form of familial hyperlipidemia [9]. Affected patients have el-
evated levels of plasma triglycerides and/or total cholesterol and show increased
risk of premature coronary heart disease [13]. In order to identify susceptibility
markers for FCH we perform the analysis of 21 SNPs in 10 genes associated
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with high cardiovascular risk: Lipoprotein Lipase (LPL), Cholesteryl ester trans-
fer protein (CETP), HMG-CoA reductase (HMGCR), PCSK9, ApoA5, ApoC3,
Upstream transcription factor 1 (USF1), Peroxisome proliferator-activated recep-
tor gamma (PPARG), Gap junction alpha-4 (GJA4) and Kinesin-like protein 6
(KIF6).

The rest of the paper is organized as follows: Section 2 describes the fun-
damentals of RF, while Section 3 illustrates the FCH sample data used, the
experimental settings and the obtained results, respectively. Finally, conclusions
in Section 4 close the paper.

2 Random Forests

The RF technique is an ensemble learning technique for conducting classifica-
tion (or regression) analyses. It constructs a collection of classification trees
to aggregate them into one robust classifier. The approach is based on CART
(Classification and Regression Trees)[10]. Trees are constructed using rules that
determine how well a split at a node (based on the values of a predictor vari-
able) can differentiate observations with respect to the outcome variable. In the
following we give an overview of CART principles and motivate the need of an
ensemble of CARTs, i.e. the RF in order to better characterize the complexity
of our data.

2.1 Classification and Regression Trees

A classification problem consists of a training sample of n observations on a
class variable Y assuming values 1, 2, . . . , k, and l predictor variables, X1, ..., Xl.
The goal is to find a model for predicting the values of Y from new X values.
The most classification tree construction algorithms employ a top-down heuristic
search using recursive partitioning of data sample space. Starting from a het-
erogeneous set in terms of the variation in the outcome variable class label (i.e.,
case or control) of training samples at root node, each predictor (i.e., a SNP) is
evaluated using a statistic to determine how well it classifies the training samples
by itself. The best feature is selected to split the training samples to descendant
nodes. The whole process is recursively repeated to split the descendant nodes
until some pre-specified stopping criteria are met (for example, when all termi-
nal nodes contain only cases or only controls, or when all possible SNPs have
been included in a branch). The critical step in tree growing is to select the
best predictor (or feature in the machine learning jargon) to split a node [4].
Most algorithms evaluate the performance of a candidate feature in separating
different class labels in the training samples. The concept of impurity is usually
used. Here we consider the Gini index as measure of impurity within node t:

IG(t) =

k∑
i=1

pi(t)(1− pi(t)),
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where p1, p2, . . . , pk are the proportion of samples in the k classes. Then, in binary
trees, a feature and a split are chosen according to the following decrement in
impurity:

Δ(s, t) = I(t)− h(tL)I(tL)− h(tR)I(tR)

where s is a split of node t, h(tL) and h(tR) are the proportions of the samples
in the left and right child nodes of node t, respectively. By recursively using
the node-splitting procedure, one usually ends up with an overgrown tree (with
too many descendant nodes), which produces a tree that overfits the training
samples and is prone to random variations in the data. Two commonly employed
strategies to overcome the overfitting are to interrupt the tree growing by a stop-
splitting criterion and to apply a pruning step on the overgrown tree. The stop-
splitting criterion could be either based on the node size, the node homogeneity,
or elaborate criterion based on statistical testing.

2.2 Ensemble of Trees

Although tree models are easy to interpret, single tree-based analysis has its own
limitations in analyzing datasets:

– The topology of a tree is usually unstable. A minor perturbation of the input
training sample could result in a totally different tree model. The major
reason for this instability is the hierarchical nature of the process: the effect
of an error in the top split is propagated down to all of the splits below it.

– For high dimensional data a single parsimonious model is not enough to
reflect the complexity in the dataset.

– A single tree may have a relatively lower accuracy in prediction with respect
to other machine learning approach (e.g., Support Vector Machine (SVM)
or Neural Networks (NN) [1]).

Furthermore, when one faces with small sample sizes, their inherent risk of im-
precision and overfitting is higher with single tree models. Rather than using a
single classification tree, an high increase in prediction accuracy can result from
growing an ensemble of trees and letting them “vote” for the most popular out-
come class, given a set of input variable values. This way the ensemble adjusts
for the instability of the individual trees induced by small changes in the learn-
ing sample. Such ensemble approaches can also be used to provide measures of
variable importance. RF is the most widely used ensemble tree approach. A RF
consists of hundreds or thousands of unpruned tree each one fitted to a bootstrap
sample of the same size (for example, the same number of cases and controls)
from the original data. Although an individual tree in the forest is not a good
model by itself, the aggregated classification has been shown to achieve much
better performance than what a single tree may achieve. To construct an RF
with B trees from a training dataset with n observations (cases and controls)
with l features or predictors (SNPs), we employ the following steps:
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1. A bootstrap sample is drawn from the training sample;
2. A classification tree is grown for the bootstrap sample. At each node, the split

is selected on the basis of a randomly selected subset (much smaller than l)
features. The tree is grown to full size without pruning;

3. Steps 1 and 2 are repeatedB times to form a forest. The ensemble classification
label is made by a majority vote of all trees in the ensemble.

Out-f-Bag Samples, Classification Accuracy and Variable Importance.
The RF algorithm does not use all training samples in the construction of the in-
dividual tree, rather it leaves a set of out-of-bag (oob) samples, which can be used
to measure the forest classification accuracy [6] with no need of cross-validation
or test sets. The out-of-bag observations can also be used to estimate variable
importance by a permutation importance index, namely, to measure a specific
feature’s importance in the tree. When the b-th tree is grown (b = 1, . . . B), the
oob samples are passed down the tree, and the prediction accuracy is recorded.
The values for the j-th feature are randomly permuted in the oob samples, and
the accuracy is again computed. In this way by randomly permuting a feature
values, its original association with the outcome variable is broken. When the
permuted feature, together with the remaining unpermuted predictor variables,
is used to predict the response, the prediction accuracy (i.e., the number of ob-
servation classified correctly) decrease substantially if the original variable was
associated with the response. Thus, the larger the decrease of the prediction
accuracy, the more important the variable. This process is repeated for each
feature.

3 Experiments

To detect the genetic loci and their interactions that influence a phenotypic out-
come (case or control), the FCH data sample has been analyzed by RF which
produces, in each of its constituent tree, a graphical structure (see Fig. 1) that
resembles an upside-down tree that maps the possible values of certain predictor
variables (e.g., SNP genotypes) to a final expected outcome (e.g., disease sta-
tus). Each node of the tree represents a predictor variable and there are edges
from each node leading down to “child” nodes, in which edge correspond to a
different possible value that could be taken by the variable in the parent node.
A path through the tree represents a particular combination of values taken by
the predictor variables that are present within the path. In this way, we found
a subset of SNPs localized in different genes and their association with FCH.
We also performed classical statistical tests for the frequency comparison. Dif-
ferences between groups were assessed by χ2 test and a p-value less than 0.05
was considered significant.

3.1 The Data

After genomic DNA extraction from peripheral blood samples, the TaqMan assay
was performed for the SNP typing. Real-Time PCR reactions were performed on
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Fig. 1. An example of a single decision tree on case-control data

a ABI Prism 7900−HT instrument and subsequent data analysis were done with
the Sequence Detection System 2.3 Software (Applied Biosystem). We enrolled
123 patients with a clinical diagnosis of FCH (after exclusion of misdiagnosis
of familial hypercholesterolemia) and 142 healthy controls. Therefore, the case-
control data set is constituted by 265 observations and 21 SNPs. The homozygous
major, heterozygous, homozygous minor alleles have been coded by 1, 2, and 3,
respectively. Since our data sample contains few missing values for few SNPs
(see Fig.2), the missing genotypes were imputed as the single most likely values
on the basis of the genotype frequencies.

3.2 RF Analysis

Starting from the original case-control FCH sample, RF formed by 500 to 1000
trees have been trained in order to assess the SNP importance by the permu-
tation importance measure, as Fig. 3 depicts. It is worth noting that, while in
Fig. 3 the results for a RF constituted by 1000 trees are reported, a RF with
500 trees would suffice to obtain a similar and stable results.

Successively, the RF was used jointly with a sequential backward selection
procedure [1] as a wrapper feature selection method [15]. Specifically, the se-
quential backward selection starts from a subset of eight SNPs (determined by
imposing, empirically, a threshold at 0.1 to the permutation importance mea-
sure) and sequentially removes a feature from the full candidate set until the
removal of further features increase the RF misclassification rate. The RF pre-
diction accuracy as well as the sequential backward selection are computed on
the oob samples.
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Fig. 2. Fraction of missing values for each SNP in the case-control data set

Fig. 3. SNP importance values from permutation importance measure

3.3 Results

The identified optimal feature subset contains 5 SNPs and lead to a RF pre-
diction accuracy of 68.68%: ApoA5 (S19W), ApoA5 (-1131 T> C), PCSK9
(25467958 T> C), GJA4 (P319S), USF1 (9996 G>A).

The sensitivity and specificity were 66.67% and 71.83%, respectively. Fig. 4
depicts the the oob error with respect to the number of trees of the RF and
clearly shows that a smaller RF size is enough to reach comparable results.
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Fig. 4. RF oob error vs number of trees (left) and RF ROC curve (right)

Fig. 4 shows the ROC curve obtained by the RF. We also performed standard
frequency comparisons to confirm results and we found that genotypes of the
above-mentioned SNPs have a different frequency between FCH and controls.

4 Conclusions

RF is an effective methodology for machine learning applications. It is widely
used in the research community both for classification and feature selection pur-
poses, due to its some nice properties such as the oob samples which can be
exploited to assess the RF performance with no needs of a testing set or a
cross-validation procedure, and to evaluate the feature importance through the
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permutation importance index. Moreover, an appealing characteristic is the re-
duced computational costs when compared to other calculus intensive machine
learning approach (such as neural networks or support vector machines). Several
works in GA literature employ RF as an analysis tool ([14], [16]). We applied a
RF analysis to identify a set of SNPs related to Familial Combined Hyperlipi-
demia: it has been used for a first evaluation of SNP importance through the
permutation importance index and then, in conjunction with sequential back-
ward elimination, as a wrapper feature selection procedure that can identify an
optimal set on SNPs able to correctly classify 68.68% of subjects in the FCH
sample. It is worth stressing that no other employed, for comparison purposes,
machine learning approach such as NN and SVM could obtain a prediction ac-
curacy above 65% on the same feature subset. Although the analysis is limited
to twenty-one SNPs in ten genes already associated with FCH, the literature re-
ports discordant data about these associations. This motivates our work whose
aim was to test the associations with a method of analysis different from the rou-
tinely used in case-control studies to confirm the data. So doing, we confirmed
the role of the variants S19W and −1131T > C in ApoA5 gene and 9996G > A
in USF1 gene as genetic markers of FCH [9], [12], [13]. Moreover, we reported
for the first time association of GJA4 gene and its variant P319S with FCH.
Definitely, while obtained on a relative small sample size, this result could be
promising and encourages us to further investigate on the role of this gene in the
development of FCH phenotype. Indeed, FCH has polygenic and multifactorial
basis not yet completely clarified [13]. Previous linkage and association stud-
ies indicated various genes associated to altered lipid or lipoprotein phenotype,
most of them being involved in lipid metabolism [7]. Since the polygenic basis
of the FCH disease, the combined study of different genetic variations allow to
better characterize patients and to identify high-risk subjects. Obviously, the
discovery of new variants requires the use of different genetic screening such as
wide-genome scan or linkage analysis rather than the small-scale exploratory
investigation presented in this work.

Acknowledgements. CEINGE Convenzione Regione Campania, DGRC
1901/2009 and IRCCS Fondazione SDN.
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Abstract. The graph classification problem consists, given a weighted graph and
a partial node labeling, in extending the labels to all nodes. In many real-world
context, such as Gene Function Prediction, the partial labeling is unbalanced:
positive labels are much less than negatives. In this paper we present a new neu-
ral algorithm for predicting labels in presence of label imbalance. This algorithm
is based on a family of Hopfield networks, described by 2 continuous parame-
ters and 1 discrete parameter, and it consists of two main steps: 1) the network
parameters are learnt through a cost-sensitive optimization procedure based on
local search; 2) a suitable Hopfield network restricted to unlabeled nodes is con-
sidered and simulated. The reached equilibrium point induces the classification
of unlabeled nodes. An experimental analysis on real-world unbalanced data in
the context of genome-wide prediction of gene functions show the effectiveness
of the proposed approach.

Keywords: Neural Network, Hopfield Network, Gene Function Prediction.

1 Introduction

Label learning in graphs requires, given a graph with a partial classification of the nodes,
to extend the classification to all nodes. Methods for solving this problem are useful
in application domains where data are naturally represented as connected nodes, i.e.
biological networks [16], social networks [4] and World-Wide-Web [6].

Several methods have been proposed for node classification. First algorithms rely
on the guilt-by-association principle, which classify unlabeled nodes according to the
majority of the labels in their direct neighborhoods [11]. Furthermore, nodes can prop-
agate labels to their neighbors with an iterative process until convergence [17]. Markov
Random Walks have been applied to tune the amount of propagation we allow in the
graph, by setting the length of the walk across the graph [13]. Other approaches are
based on graph regularization [1], on global graph consistency [9], on Markov [5] and
Gaussian Random Fields [14].

Unfortunately, these methods suffer a decay in the quality of solutions when input
data are unbalanced, that is positive examples are significantly less than those nega-
tive. This issue is particularly relevant in Gene Function Prediction (GFP), where the
imbalance in data requires to adopt cost-sensitive strategies [7].

B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 179–188.
DOI: 10.1007/978-3-642-35467-0_19 c© Springer-Verlag Berlin Heidelberg 2013
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For their common characteristics, many of the described approaches can be cast into
a common framework where a quadratic cost objective function is minimized [2]. From
this point of view, it seems natural a neural approach based on Hopfield networks, that
are local optimizers of quadratic functions [9].

In [9] the neural algorithm GAIN is applied to GFP. Neurons represent genes, the
connection weights the “similarities” between genes, the activation values are 1, -1 and
the thresholds are 0 for each neuron. Fixed a functional class, only a subset neurons are
classified (positive or negative), while the classification of the other is unknown. For
classifying the unlabelled neurons, an initial state x is given by setting 1 the positive
neurons, −1 the negative neurons and 0 those still unclassified. The dynamics of the
network is applied to this state until the equilibrium point x̂ is reached; a gene k is
classified as ”positive” iff x̂k = 1.

From a biological standpoint, this approach is motivated by the fact that minimizing
the overall energy means maximizing the weighted sum of edges connecting neurons
with the same activation value. Nevertheless, this algorithm is affected by the imbalance
problem in functional classes. Since weights are non negative and thresholds are 0, when
the positive examples are less than the negative, the network is likely to converge to a
trivial state (−1,−1, . . . ,−1). Observe that, in biological taxonomies, for most of the
functional classes only a small number of positive examples is available.

In [3] another neural algorithm, called COSNet, has been proposed for solving the
GFP problem on unbalanced data. As in the previous approach, neurons represent genes
and connection weights represent the similarities between genes. However, here a class
of networks with 2 parameters is considered: each neuron has activation values sinα and
−cosα and threshold γ . Firstly, the algorithm learns the optimal values of the parame-
ters α and γ , then it runs the subnetwork restricted neurons with unknown classification,
that are classified according to the reached equilibrium state.

We point out that in both previous algorithms all the neurons of the network have the
same activation values. Since, in principle, each neuron in a Hopfield network might
have different activation values, in this work we investigate this case by partitioning the
neurons in two classes and assigning to each class different activation values.

Accordingly, in Sect. 3 a family of parametrized Hopfield networks is introduced,
whose parameters are the the possible partitions of neurons in 2 classes and the corre-
sponding activation values. In Sect. 5 it is derived an algorithm that firstly learns the
optimal values of the 2 continuous parameters (the different activation values) and the
discrete parameter (the neuron partition). Then the algorithm runs the subnetwork re-
stricted to neurons with unknown classification , that are classified according to the
reached equilibrium state. Finally, in Sect. 6 we describe the experimental procedure
adopted to validate the algorithm on the genome-wide prediction of gene functions in a
model organism, including around 200 functional classes of the FunCat taxonomy [12],
and using 3 different types of biomolecular data.

2 Gene Function Prediction (GFP)

In our setting, GFP is formalized as the problem of label learning in graphs [2]. Genes
are represented by a set of nodes V = {1,2, . . . ,n} and relationships between genes are
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encoded through a symmetric n×n real weight matrix W , whose elements wi j represent
similarities between genes i and j.

For a given functional class c, the nodes V are labeled with {+,−}, leading to the
subsets P and N of positive and negative vertices for class c. For most model organisms,
usually the functional labeling is known only for a subset S ⊂ V , while is unknown for
U = V \ S. Let be S+ = S∩P and S− = S∩N: we can refer to S+, S− and W as the
”prior information” of the GFP problem.

The Gene Function Prediction problem consists in finding a bipartition (U+,U−)
of genes in U on the basis of the prior information. Genes in U+ are then considered
candidates for the class P∩U . From this standpoint, GFP is set as a semi-supervised
learning problem on graphs, since gene functions can be predicted by exploiting both
labeled and unlabeled nodes/genes and the weighted connections between them.

3 Hopfield Networks for GFP

In this Section we consider a family of Hopfield networks [8] with binary neurons
partitioned in two classes G1 and G2. The activation values are {sinα1, −cosα1} for
neurons in G1 and {sinα2, −cosα2} for neurons in G2; the thresholds are set to 0.

Formally, in our setting, a Hopfield network H with neurons V = {1,2, . . . ,n} is a
quadruple H = <W ,b,α1,α2 >, where:

- W = (wi j) is a n× n symmetric matrix with null diagonal, whose elements wi j ∈ R

represent the connection strength between neurons i and j
- b ∈ {0,1}n is a binary vector partitioning neurons in two classes:

G1 = {k|bk = 1}, G2 = {k|bk = 0}
- α1,α2 are (possibly distinct) real values denoting the neuron activation values: {sinα1,
−cosα1} (resp. {sinα2, −cosα2}) for neurons k such that bk = 1 (resp. bk = 0)

The dynamics of the network is described as follows:

1. At time 0 an initial value xi(0) is given for each neuron i
2. At time t + 1 each neuron is updated asynchronously (up to a permutation) by the

following activation rule

xi(t + 1) =

⎧⎪⎪⎨⎪⎪⎩
bi sinα1 +(1−bi)sinα2 if

i−1
∑

j=1
wi jx j(t +1)+

n
∑

k=i+1
wikxk(t)> 0

−bi cosα1 − (1−bi)cosα2 if
i−1
∑

j=1
wi jx j(t +1)+

n
∑

k=i+1
wikxk(t)≤ 0

(1)

The state of the network at time t is x = (x1(t),x2(t), · · · ,xn(t)). The main feature of a
Hopfield network is that it admits a Lyapunov function of the dynamics. In particular,
consider the following quadratic state function (energy function):

E(x) =−1
2

xTWx (2)

During the dynamics this function is not increasing; this guarantees that the dynam-
ics converges to an equilibrium state x̂ = (x̂1, x̂2, . . . , x̂n), which corresponds to a local
minimum of the energy function [8].
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4 Subnetwork Property

Let be H = < W ,b,α1,α2 > a Hopfield network. Fixed U = {1,2, . . . ,h} and S =
{h+1,h+2, . . . ,n}, each network state x can be decomposed in x = (u,s), where u and
s are respectively the states of neurons in U and in S. The energy function of H can be
written by separating the contributions due to u and s:

E(u,s) = − 1
2

(
uTW uuu+ sTW sss+ uTW uss+ sTW T

usu
)

= − 1
2

uTW uuu+ uT (−W uss)+C
(3)

where W =

(
W uu W us

W T
us W ss

)
is the weight matrix W decomposed in its submatrices W uu

connecting nodes in U , W ss connecting nodes in S, W us connecting each node in U with
each node in S, and W T

us its transpose. C =− 1
2 sTW sss is a term constant w.r.t. u.

Suppose now that a state s̃ of neurons in S is given. We are interested in the dynamics
obtained by allowing the update just of neurons in U , without updating neurons in S.
We denote with HU|s̃ the Hopfield network with neurons U which realizes this dynamics
and E|s̃ the corresponding energy; from equation (3) it holds:

Theorem 1. HU|s̃ = < W uu,bu,α1,α2 >, with thresholds −Wuss̃ and where bu is the
subvector of b restricted to neurons in U.

Given a state s̃ of neurons in S, we say that s̃ is part of global minimum of the energy
E of H if there is a state u of neurons in U s.t. (u, s̃) is a global minimum of E . The
introduction of the network HU|s̃, is motivated by the following property:

Theorem 2. (Subnetwork property) If s̃ is part of a energy global minimum of H, and
ũ is a global minimum of the energy E|s̃(u), then (ũ, s̃) is a energy global minimum of
H.

In our setting, we associate the given bipartition (S+,S−) of S with the state s̃= x(S+,S−):

xi(S
+,S−) =

{
bi sinα1 +(1− bi)sinα2 if i ∈ S+

−bi cosα1 − (1− bi)cosα2 if i ∈ S−

for each i ∈ S. Suppose, for suitable b,α1,α2, that x(S+,S−) is part of a energy global
minimum of H =< W ,b,α1,α2 >; then, by the subnetwork property, we can predict
the hidden part relative to neurons U by minimizing the energy of HU|x(S+,S−).

5 Algorithm for GFP

In this Section we exhibit a procedure based on Hopfield networks for dealing with the
GFP problem.

For a given similarity matrix W , we consider the class of networks H =<W ,b,α1,
α2 > on neurons V = {1,2, . . . ,n}, where α1, α2 are real parameters and b ∈ {0,1}n is
a discrete parameter.

Fixed a functional class, an instance of GFP problem is given by the matrix W and
the sets S+ and S− of positive and negative examples. We hypothesize that there exist a
triple (b̂, α̂1, α̂2) such that:
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1. The solution of the problem corresponds to an energy global minimum of H =<
W , b̂, α̂1, α̂2 >

2. x(S+,S−) is part of an energy global minimum of H

Then, by Theorem 2, we can discover the hidden part û of the global minimum by min-
imizing the energy of the network HU|x(S+,S−). Accordingly, the procedure for solving
the GFP problem can be factorized into two main steps:

Step 1. Determine the parameters (b̂, α̂1, α̂2) such that the state x(S+,S−) is approx-
imately part of a global minimum by finding the parameters (b,α1,α2) for which
x(S+,S−) is ”as close as possible” to a part of an equilibrium state of H.

Step 2. Minimize the energy function of the network HU|x(S+,S−) with the estimated

parameters (b̂, α̂1, α̂2) by reaching an equilibrium state û in a dynamics generated by
a suitable initial state.

Finally, the solution (U+,U−) of GFP is:

U+ = {i ∈U | ûi > 0}
U− = {i ∈U | ûi ≤ 0}.

In the following we discuss in more details Step 1 (Section 5.1) and Step 2 (Section 5.2)
of the algorithm.

5.1 Finding the Optimal Parameters

The main goal of this step is to find the values of the parameters b, α1 and α2 such that
the state x(S+,S−) is ”as close as possible” to an equilibrium state.

To this end, we consider the parametrized subnetwork restricted to neurons in S, i.e.
HS =<W ss,bs,α1,α2 >, where bs, α1 , α2 are the parameter to be learned.

In the following we describe the objective function adopted for learning the network
parameters and the relative optimization procedure.

Objective Function. First of all, we fix bs, α1 , α2. Every neuron i has an “internal
energy” Ai, where:

Ai = sinα1 ∑
k∈S

wikPkbs
k + sinα2 ∑

k∈S

wikPk(1− bs
k)

− cosα1 ∑
k∈S

wik(1−Pk)b
s
k − cosα2 ∑

k∈S

wik(1−Pk)(1− bs
k)

(4)

where P is the characteristic vector of S+ (i.e. Pk = 1 iff k ∈ S+). By means of Ai, we are
able in computing the number of true positive TP, false negative FN and false positive
FP:

- T P(bs, α1 , α2) = ∑i∈S Pi HS(Ai), i.e. the number of positive examples with positive
internal energy (true positive)
- FN(bs, α1 , α2) = ∑i∈S Pi(1−HS(Ai)), i.e. the number of positive examples with
negative internal energy (positive misclassification)
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- FP(bs, α1 , α2) = ∑i∈S(1−Pi)HS(Ai), i.e. is the number of negative examples with
positive internal energy (negative misclassification)

Here HS denotes the Heaviside function (HS(x) = 1 if x ≥ 0, 0 otherwise).
The function we want to maximize is the so called Fscore :

Fscore(b
s,α1,α2) =

2TP
2TP+FP+FN

By observing that 0 ≤ Fscore ≤ 1, this criterion is justified by the following:

Theorem 3. Fscore(bs,α1,α2) = 1 iff x(S+,S−) is an equilibrium state of the sub
-network HS.

Optimization Procedure. The values of parameters that maximize the Fscore criterion
are:

(b̂
s
, α̂1, α̂2) = argmax

bs∈{0,1}|S|,α1,α2

Fscore(b
s,α1,α2). (5)

For every bs ∈ {0,1}|S|, we define F(bs) = max
α1,α2

Fscore(b
s,α1,α2). Given bs, an ap-

proximation of F(bs) can be found by applying a standard continuous optimization
procedure.

In order to maximize F(bs), we adopt a simple local search on hypercube {0,1}|S|,
where the neighborhood of bs is {b

s|dH(b
s,b

s
) = 1}, and dH is the Hamming distance.

Once obtained the local optimum b̂
s
, we determine the optimal values for α1 and α2 as

(α̂1, α̂2) = argmax
α1,α2

Fscore(b̂
s
,α1,α2).

Having the optimal values (b̂
s
, α̂1, α̂2), we want to extend the vector b̂

s
to b̂ =

(b̂
u
, b̂

s
), where the indices of b̂

u
are the elements of U .

With regard to this, compute for all k:

Δ+
k = ∑

i∈S+
wki ; Δ−

k = ∑
i∈S−

wki

In this way, we associate with each neuron k a point Pk = (Δ+
k ,Δ−

k ) in the plane. Con-
sider now the subsets of points C1 and C2, where:

C1 = {Pk : b̂
s
k = 1} ; C2 = {Pk : b̂

s
k = 0}

By using C1,C2 we learn two bivariate normal distributions N2(μ1,Σ1),N2(μ2,Σ2)
where, for j = 1,2 , μ j and Σ j are respectively the sample mean and the sample co-
variance of Cj.

Finally, if k ∈ U , we set b̂
u
k = 1 if and only if the probability of Pk, according to

N2(μ1,Σ1), is greater than the probability of Pk, according to N2(μ2,Σ2).
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5.2 Finding the Unknown Labels by Network Dynamics

After the computation of the optimal parameters (b̂, α̂1, α̂2), we consider the sub-network
HU|x(S+,S−):

HU|x(S+,S−) = <W uu, b̂
u
, α̂1, α̂2 > (6)

with thresholds −W T
sux(S+,S−).

Fixed an initial state ui = 0 for each i ∈ {1,2, . . . ,h}, we run the sub-network
HU|x(S+,S−) to learn the unknown labels of neurons U .

If û is the stable state reached by this dynamics, we obtain the final solution (U+,U−)
by setting:

U+ = {k|ûk > 0} , U− = {k|ûk ≤ 0}

6 Algorithm Validation

In this Section we describe the procedure for experimentally evaluate our algorithm
and we discuss the results of the comparison of the algorithm with other state-of-the-art
methods.

6.1 Experimental Setting

We performed predictions of gene functions at genome-wide level in the S.cerevisiae
organism (yeast), using the whole FunCat ontology [12] 1. We predicted functions of
genes belonging to three different biomolecular data sets previously adopted in[3]:

- Pfam is an enriched representation of Pfam domains by replacing the binary scoring
with log E-values obtained with the HMMER software toolkit. This dataset contains
3528 genes and 5724 features.
- Expr data contains 250 gene expression measures of 4523 genes
- SP-sim is a data set containing pairwise similarities between 3527 yeast genes repre-
sented by Smith and Waterman log-E values between all pairs of yeast sequences

As validation procedure we adopt the 10-folds cross validation: genes are randomly
divided into 10 equal-sized subsets, and each time the labels for genes in a fold are
hidden and predicted using as training data the other nine folds.

6.2 Results

First of all, we compared our method with semi-supervised and supervised machine
learning methods proposed in the literature for the Gene Function Prediction problem.
We consider: 1) the GAIN algorithm [9]; 2) Zhu-LP, a popular semi-supervised label
propagation learning algorithm based on Gaussian random fields and its class mass

1 We used the funcat-2.1 scheme with the annotation data funcat-2.1 data 20070316, available
from: ftp://ftpmips.gsf.de/yeast/catalogues/funcat/
funcat-2.1 data 20070316

ftp://ftpmips.gsf.de/yeast/catalogues/funcat/funcat-2.1_data_20070316
ftp://ftpmips.gsf.de/yeast/catalogues/funcat/funcat-2.1_data_20070316
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Fig. 1. F-score comparison in terms of averaged Fscore

normalized version Zhu-LP-CMN [17]; 3) Support Vector Machines with linear (SVM-
l) and Gaussian (SVM-g) kernels [10].

In order to take into account the imbalance in positive and negative labels character-
izing the GFP context, we adopt the F-score performance measure (Sect. 5.1). Figure 1
shows for each dataset and for all the considered methods, the average F-score across
all the functional classes.

Our algorithm highly outperforms in terms of average F-score all the other compared
methods, and the difference is always significant at 10−6 significance level, according
to the Wilcoxon signed-ranks test [15]. We think this results are due to the inherent cost-
sensitive nature of the algorithm, which is able in automatically finding the parameters
that better “re-equilibrate” the imbalance in labels.

Moreover, in order to better analyze the performance of our algorithm, we evaluate
also the precision of the algorithm, precision = T P

T P+FP , which informally is the prob-
ability that a positive prediction corresponds to a true positive. We point out that in
GFP context the automatic positive predictions of unknown genes need to be confirmed
by expensive experimental laboratory procedures; accordingly, achieving a high preci-
sion in predicting functions of unknown genes is central, and provides reliable clues to
experimentally check the membership of a gene to a functional class.

In Table 1 we show the averaged precision and Fscore of our algorithm and of another
cost-sensitive algorithm, COSNet, proposed in [3].

We can observe that the two algorithms achieve close values of Fscore; on the other
hand, the present algorithm obtains a significant improvement in precision at α = 5 ∗
10−10 significance level (Wilcoxon signed-ranks test).
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Table 1. Precision and F-score of COSNet and of our algorithm averaged across the Funcat
functional classes

Pfam
Method Precision F
COSNet 0.445 0.375

Our proposal 0.509 0.370
Expr

Method Precision F
COSNet 0.057 0.085

Our proposal 0.147 0.105
SP-sim

Method Precision F
COSNet 0.445 0.376

Our proposal 0.489 0.368

Conclusions

In this paper we propose a new algorithm for predicting node labels in graph in pres-
ence of label imbalance. The algorithm is based on a family of Hopfield networks with
2 real parameters and 1 discrete parameter. The parameters are learned by means of a
cost-sensitive procedure, which allows to manage the imbalance in data. Then the sub-
network of unlabeled nodes is simulated and the reached equilibrium state provides the
classification of unlabeled nodes.

The algorithm has been experimentally validated on the problem of predicting the
functions of genes in a model organism; the results, compared with those of the state-
of-the-art methods, show the effectiveness of this approach.

In this paper, neurons are bi-partitioned, but in principle we could consider
k-partitions, increasing the number of parameters. It should be interesting to evalu-
ate the impact that the number of parameters has on the predicting capabilities of the
algorithm, and to define the optimal number of parameters (which ensures to avoid
overfitting) through model selection techniques.
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Abstract. The human brain processes information showing learning
and prediction abilities but the underlying neuronal mechanisms still
remain unknown. Recently, many studies prove that neuronal networks
are able of both generalizations and associations of sensory inputs.

In this paper, following a set of neurophysiological evidences, we pro-
pose a learning framework with a strong biological plausibility that mim-
ics prominent functions of cortical circuitries. We developed the Inductive
Conceptual Network (ICN), that is a hierarchical bio-inspired network,
able to learn invariant patterns by Variable-order Markov Models imple-
mented in its nodes. The outputs of the top-most node of ICN hierarchy,
representing the highest input generalization, allow for automatic clas-
sification of inputs. We found that the ICN clusterized MNIST images
with an error of 5.73% and USPS images with an error of 12.56%.

Keywords: pattern recognition, handwritten digits, abstraction pro-
cess, hierarchical network.

1 Introduction

The brain is a computational device for information processing and its flexible
and adaptive behaviors emerge from a system of interacting neurons depicting
very complex networks [1]. Many biological evidences suggest that the neocortex
implements a common set of algorithms to perform “intelligent” behaviors like
learning and prediction. In particular, two important related aspects seem to
represent the crucial core for learning in biological neural networks: the hierar-
chical information processing and the abstraction process [2]. The hierarchical
architecture emerges from anatomical considerations and is fundamental for as-
sociative learning (e.g. multisensory integration). The abstraction instead leads
the inference of concepts from senses and perceptions (Fig. 1D).

Specifically, information from sensory receptors (eyes, skin, ears, etc.) travels
into the human cortical circuits following subsequent abstraction processes. For
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instance, elementary sound features (e.g. frequency, intensity, etc.) are first pro-
cessed in the primary stages of human auditory system (choclea). Subsequently
sound information gets all the stages of the auditory pathway up to the cortex
where higher level features are extracted (Fig. 1E-F). In this way information
passes from raw data to objects, following an abstraction process in a hierarchical
layout. Thus, biological neural networks perform generalization and association
of sensory information. For instance, we can associate sounds, images or other
sensory objects that present together as it happens in many natural and exper-
imental settings like during Pavlovian conditioning. Biological networks process
these inputs following a hierarchical order. In a first stations inputs from distinct
senses are separately processed accomplishing data abstraction. This process is
repeated in each subsequent higher hierarchical layer. Doing so, in some hier-
archical layer, inputs from several senses converge showing associations among
sensory inputs.

Recent findings indicate that neurons can perform invariant recognitions of
their input activity patterns producing specific modulations of their synaptic
releases [3–7]. Although the comphrension of such neuronal mechanisms is still
elusive, these hints can drive the development of algorithms closer to biology
than spiking networks or other brain-inspired models appear to be.

In this work, we propose a learning framework based on these biological con-
siderations, called Inductive Conceptual Network (ICN), and we tested the ac-
curacy of this network on the MNIST and USPS datasets. The ICN represents
a general biological plausible model of the learning mechanisms in neuronal net-
works. The invariant pattern recognition that occurs in the hierarchy nodes is
achieved by modeling node inputs by Variable-order Markov Models (VMMs)
[8, 9].

2 Methods

The methods of this work are based on a set of considerations extracted primarily
from the Memory-Prediction framework proposed by Jeff Hawkins in his book
On Intelligence. Therefore in this section we first present crucial aspects of brain
information processing.

2.1 Background about Learning and the Memory-Prediction
Framework

As preliminary step we introduce few theoretical concepts about learning and
memory experiences in nervous systems. The human brain massively elaborates
sensory information. Through some elusive mechanism, the brain builds models
(formal representation) from observations. In such models, pattern recognition
and abstraction play a crucial role [10]. The former allows for the capture of
patterns from observations, the latter allows for transforming raw observations
into abstract concepts. For instance, listening to sequence of unknown songs
from an unknown singer we perform both pattern recognition and abstraction,
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respectively when we identify sound features (e.g. beats per minute) and when
we infer abstract information concerning the new singer (e.g. he/she plays jazz).
Key features of these brain processes can be translated in algorithms [11]. Jeff
Hawkins et al. recently proposed a new learning framework (Memory-Prediction
[10]) based on abstraction processes and pattern recognitions. This paradigm
claims that abstraction represents one of the most important tasks underlying
learning in the brain and that occurs through the recognition of invariances.
Moreover, he suggested that sensory inputs are processed hierarchically: each
layer propagates to the next layer the invariant recognized patterns. In propa-
gating only invariances and discarding everything else, data are compressed with
size decreasing at every next layer. This is finely promoted by a pyramidal shape.
Hawkins et al. implemented the Memory-Prediction framework into a set of soft-
ware libraries specialized in image processing (Hierarchical Temporal Memory,
HTM [11]) which exhibits invariant recognition by a complex hierarchy of node
implementing the Hidden Markov Model algorithm [12, 13].

2.2 The Inductive Conceptual Network

We propose a different realization of the Memory-Prediction framework, called
Inductive Conceptual Network (ICN), where biological neurons are individually
identified by nodes (see Figure 1A-B) and invariant recognition is performed by
modeling inputs with Variable-order Markov Models (VMM) [8, 9, 14]. The for-
mer assumption allowed us to pin down the ICN model into adequate biological
background and to evaluate not only its learning ability but also its neurophys-
iological matching with neuronal population dynamics. The latter assumption
addresses the problem of invariant recognition in a powerful and computational
efficient way [9].

The Inductive Conceptual Network is a hierarchical spiking network working
as online unsupervised learning algorithm. In common with HTM, the ICN dis-
plays a tree-shaped hierarchy of nodes (Figure 1D-F). Formally, ICN is a triplet
(T,M, k) where T = {l1, l2, . . . , lL} is the vector that contains the number of

nodes in each layer such that l1 > l2 > · · · > lL = 1. Let q =
∑L

i=1 li be the
total number of nodes, and M is the qxq adjacency matrix representing the con-
nections between nodes and k is the maximum Markov order, an indicator of the
memory power of each node. For the construction of M = {mi,j|i, j = 1, . . . , q}
that is initially set to mi,j = 0, we proceeded iteratively following these two
steps for nodes in each layer x:

1. a set of deterministic assignations: {mi,i+lx = 1, . . . ,mi+p,i+lx = 1} with

p = � lx
lx+1

+ 1 and ∀i ∈ {
∑x

k=1 lx, . . . , (
∑x+1

k=1 lx)− � lx
lx+1

};
2. a set of random assignations: {mi+r,i+lx = 1|r ∼ U(1, lx1)}

where lx is the number of nodes in the generic layer x and U is the discrete
uniform distribution. Layers handle inputs from the immediately preceding layer
(layer below) except for the first that handles the raw input data. The matrix
M is semi-randomly assigned respecting the multilayer architecture: each node
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receives the downstairs-layer input both from their neighbour nodes and from a
small set of randomly chosen ones (Figure 1C).

Nodes read inputs from their dendrites (Figs. 1A-B) and an algorithm esti-
mates the joint probability distribution of the observed inputs (see below, VMM).
Whether the observed input is the most expected (or is very close to) the node
produces a 1 (representing a spike) towards their output nodes otherwise does
nothing. The ICN is a general purpose learning framework, and although it has
not been tested on non-visual tasks it can however be used for other sensory
information processing.

2.3 Variable-Order Markov Models

The learning of spatiotemporal patterns is the subject of study of Sequential data
learning that usually involves very common methods, like Hidden MarkovModels
(HMM). In fact, HMM are able to model complex symbolic sequences assuming
hidden states that control the system dynamics. However, HMM training suffers
from local optima and their accuracy performance has been overcome by VMMs.
Other techniques like N -gram models (or N -order Markov Models) compute the
frequency of each N long subsequence but in these models the number of possible
model states grows exponentially with N . Therefore, both computational space
and time issues arise.

In this perspective, the observed symbolic (binary) sequence is assumed to
be generated by a stationary unknown symbol source S = 〈Σ,P 〉 where Σ is
the symbol alphabet and P is the probability distribution of symbols. A VMM
(also known as Variable length Markov Chains), given the maximum order D
of conditional dependencies and a training sequence s generated by S, returns
a model for the source S that’s an estimation P̂ of probability distribution P .
Applying VMMs, instead of N -gram models, takes several advantages. A VMM
estimation algorithm builds efficiently a model for S. In fact, only the occurred
D-grams are stored and their conditional probabilities p(σ|s) , σ ∈ Σ and s ∈
Σd≤D are estimated. This trick saves lots of memory and computational time
and makes feasible to model sequences with very long dependencies (D ∈ [1, 103])
on current personal computers.

2.4 The Node Behavior and Invariance Recognition

We consider the inputs from dendrites that each neuron (node) sees as binary
symbols emitted by a discrete source which releases outcomes following an un-
known non-stationary probability distribution P . The aim of each node is to
learn its source as best as possible so that it can recognize correctly recurrent
patterns assigning to them highest probabilities. The VMMs are typically used
for this task being able to model dependencies among symbols up to an arbitrary
order. VMMs can be estimated by many algorithms. We took into considera-
tion a famous efficient lossless compression algorithm, the Prediction by Partial
Matching (PPM) [15, 16], implemented in an open-source Java software library
[17].
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Formally, a node reads a binary input (at each step) s = (s1, . . . , sn) of length
n that represents the all-or-none dendritic activity. Let k < n be the maximum
dependency allowed among input symbols, then each node builds its probability
model feeding k-tuples of the received n-ary input s into the PPM algorithm.
Each node has its own instance of the PPM algorithm. After this first learning
phase, the node passes into the prediction mode and looks if it observes in s the
most expected pattern (pattern that has the highest probability assignment). If it
happens, the node produces 1 as output in correspondence to the salient patterns
thus preserving the spatial structural organization of inputs. We introduce the
further condition that a 1 is produced in correspondence of patterns having
Hamming distance [18] very close to the most expected one. We make this choice
to introduce a sort of noise tolerance in the pattern recognition process. In other
words, during the coding (and second) stage, a node processes its input by k
symbols at time. If the current k-tuple pattern is the highest probable (or is very
close to, by Hamming distance) a 1 is inserted into the output code, otherwise
it marks a 0.

For instance, let be k = 3 and 101 the most expected pattern. Let 110000101-
100101 be the current input that updates the probability distribution P . Finally,
the node produces the output sequence 00101 where 1 corresponds to the two oc-
currences of the most expected pattern (101). The pseudo-code of the algorithms
governing respectively nodes and the hierarchy are the following:

Algorithm for nodes

Node()

read input s = (s_1,...,s_n);

for each k-tuple in s:

update P by PPM(s_i,...,s_(i+k));

if HammingDistance((s_i,...,s_(i+k)),bestPattern) < gamma:

output(1);

else

output(0);

update bestPattern;

end

end

where the function PPM() updates the probabilistic model P̂ with the new in-
put s i,...,s (i+k). The function HammingDistance(·,·) computes the Hamming
distance between two binary strings and the function PPM best() returns the
current most probable pattern.

Algorithm for ICN

ICN()

for each image in dataset:

bw = binarizeImage(image);

assignInputToFirstLayer(bw);

foreach layer in ICN:
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setInput(bw);

learn();

bw = predict();

end

collect(bw)

end

end

where in the learn() function the distribution P̂ of each node are updated and
in the predict() function the spiking activity of the current layer is returned.
Before evaluating the performance of ICN on handwritten digit datasets, we
evaluated the learning capabilities of a single node by a simple experiment. We
provided a sequence of 1000 binary 5-tuples as input to a node with 5 dendrites
and k = 5 (Figs. 2A-B). The input sequence of 5-tuple is generated randomly
inserting at each time with probability 0.25 a fixed pattern (equal to 10010).
Simulating a Hebbian setup where at each of the five dendrites is associated
a weight increased in case of positive temporal correlation between pre- and
post-synaptic spikes and decreased otherwise [19], we make sure that the end
of proposed sequence weights of first and fourth dendrites are strengthen to the
detriment of other ones (Figure 2A).

2.5 Learning of Handwritten Digits

In the current form, ICN can perform unsupervised learning. To evaluate the
learning capabilities of such framework, we gave as input to the first layer, the
images of the MNIST (or USPS) dataset (handwritten digits, 0 to 9). Here we
use the MNIST test set which contains 10000 examples and the whole 11000
sample of the USPS. The chosen instantiation of ICN was composed by 4 layers
with respectively 50, 20, 5 and 1 node in each layer. The maximum Markov order
k was set to 5 for all ICN nodes. All parameters in this section have been chosen
empirically to best match the right classification of the digits. We expected that
digit images were correctly grouped with respect to the represented number.
MNIST images are represented by 28x28 (784) pixels of 8-bit gray level matrix.
Instead, USPS images, are represented by 16x16 (256) pixels. Images were bina-
rized setting a threshold on the 8-bit gray-level values to 80. As explained above,
nodes produce bits and the result of this unsupervised learning is valuable in the
outputs of the top-most node. In fact, this node retains the most abstract infor-
mation regarding the observed images. Namely, something likes the concept of
number. After some empirical tuning of parameters (number of nodes, layer and
maximum Markov order), ICN was able to discriminate digits by the top-most
node output code. For instance in some experiments, giving an image of digit
0, the ICN emitted the binary code 1000. In the same experiments, the code
0101 was reserved to the digit 1 and so on. Obviously, the ICN made errors and
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digit-to-code associations were not unique, e.g. some seven digits can be incor-
rectly classified with code 0101 reserved for the 1. To estimate the learning error,
we chose a representative code for each digit class. The representatives were se-
lected as most frequents for each class. Thus, the learning error was computed
by counting mismatchs between labels and representative codes.

3 Experimental Results

The ICN algorithm has been developed following strict and recently found bio-
logical criteria from the neurophysiology of neuronal networks. Once ascertained
that ICN nodes perform a sort of Hebbian plasticity (see section 2.4) we chal-
lenged the ICN with the MNIST dataset (handwritten digit images). The MNIST
dataset represents a sort of casting-out-nines for learning systems; in fact, new
proposed algorithms are tested on this dataset to check their attitude to learn.

The learning capabilities of ICN were tested by its clustering efficiency over
the MNIST dataset. Before submitted to ICN every digit image was binarized
by applying a threshold. Subsequently each image was fed into the first layer
nodes. Invariant recognized patterns are then propagated, layer-by-layer up to
the highest, following the execution of Algorithm-2 (see Methods). As a whole,
an input image elicits a bit (spike) flux in the bottom layer, a code transmitted
to the upper layer. The top-most layer, composed by only one node, finally
generates its binary codes each corresponding to a digit (class) of the image
input. We ascertained that at the best tuning of parameters the ICN model got
an average error of 5.73%, an acceptable score in an unsupervised environment,
remarkably not requiring any preprocessing stages such as image alignment,
centering or dimensionality reduction. For the USPS dataset, however harder to
learn, the best achieved error was of 12.56%.

Eventually, we further investigated the influence of dataset size in the learn-
ing performance. For this reason, we repeated the same experiments randomly
subsampling both datasets to 1000 and 5000 samples. For both datasets, perfor-
mance improved increasing the dataset size as shown in table 4.

4 Discussion

Even convolutional neural networks (CNNs) [21, 22] are biologically inspired by
the pioneer works of Hubel et al. on the retinotopies of the cat’s visual cortex
[20]. Indeed, CNNs exploit the fact that nearby pixels are more tightly corre-
lated than more distant ones. Furthermore by using a cascading structure of
convolutional and subsampling layers, these networks show successfully invari-
ant recognition of handwritten digits subjected to certain transformations (scal-
ing, rotation or elastic deformation). Altough CNNs are bio-inspired by the local
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Fig. 1. Background and preliminary concepts on Inductive Conceptual Network (ICN).
(A)-(B) Comparison between biological and artificial neurons. Biological signals con-
ducted by each dendrite on soma can be represented by artificial inputs; after the input
elaboration, axon conducts the signal output that in artificial neuron is computed by
estimation of probability distribution of the observed inputs. (C) Graphically, neurons
are represented by nodes (circle) which are organized in layers. They are linked by
inter layer connections (edges) following a proximity criterion admitting exceptions.
(D) Representation of the hierarchical abstraction framework that occurs getting from
input representing raw data (concept instances, e.g. one, seven) to concepts (num-
ber). (E) An example of biological correspondence between the ICN and the auditory
sensorial system in human. Auditory input elaborated from cochlea, through sensory
pathway reaches auditory associative cortex. (F) The auditory sensory pathways seen
in the coronal MRI template slices. Abbreviations: SON, Superior Olivary Complex;
Inf Coll, Inferior Colliculi; MGN, Medial Geniculate Nucleus; A1, Primary auditory
cortex, AAC, Auditory Associative Cortex.

receptive fields which constitute the local features, the learning mechanism of the
whole network does not appear to have a biological counterpart. Vice versa, the
proposed network (ICN) implements invariant recognition exhibiting a spiking
behavior in each node which represents a clear correspondence with biological
networks. Furthermore, the algorithm governing nodes is the same in the whole
network. Since the electrophysiological properties of neurons are quite similar,
our network appears to be more plausible than CNNs where a set of special
layers (and nodes) exclusively perform the invariant recognition.
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Fig. 2. Learning in a node of ICN assuming synaptic weights (ω) and the Hebb′s rule.
(A) Starting with equal weights (0.5) and assigning a positive increment (0.01) whether
pre-synaptic spike precedes the post-synaptic spike in 2 timesteps at most. Otherwise
the synaptic weight incurs in a negative reward (-0.01). The sequence of input patterns
is composed by randomly generated binary inputs (with probability 0.75) plus a fixed
input equal to 10010 (with probability 0.25) . The simulation lasts 1000 timesteps
where, at the end, the recurrent pattern 10010 was recognized assigning strong weights
to the first and fourth synapses depressing the other ones. (B) In detail, the raster
plot of the simulation where the activity of nodes 1-5 matches the activity of the 5
presynaptic inputs and the activity of node 6 is the output of node in examination.
(B′) An enlargement of the first 100 timesteps. (B′′) The evolution of the most expected
pattern according to the PPM estimation in the node. After the first 31 timesteps, the
fixed pattern 10010 becomes the most expected.

The performance of each node is based on the PPM algorithm that requires
O(n) during learning and O(n2) during prediction as computational time com-
plexities [9]. Although the quadratic complexity, each node receives only small
fractions of inputs keeping n within small values. Thus the overall time com-
plexity for each processed image raises to O(m · n2), where m is the number of
nodes. Interestingly, the node executions within each layer can be computed in
parallel. Even the space complexity is dictated by the complexity of the PPM
algorithm that is O(k ·n), where k is the chosen Markov order, in the worst case.
Therefore, the ICN algorithm requires O(m · k · n) in space complexity.
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Fig. 3. Sample of common incorrect classifications on MNIST dataset. Numbers in the
upper left of boxes indicate the correct representation. Numbers in the lower right of
boxes indicate the incorrect classifications.
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5 Conclusion

The MNIST dataset is a standard test to evaluate learning accuracy for both
linear and non-linear classifiers. We show here that ICN is apt to carry out un-
supervised learning tasks with an error rate of 5.73% for MNIST and 12.56% for
USPS at most. The percentage may appear weaker, in comparison with other
learning methods, seemingly showing better error rates thanks, however to train-
ing and preprocessing (check for instance the performance of convolutional nets
scoring down to 0.35% error rate). Furthermore, in comparison with other clus-
tering techniques, our method does not fail into the curse of dimensionality [23].
Any classical unsupervised learning techniques, such as k-means, Expectation-
Maximization or Support Vector Machines generally require an ad hoc dimen-
sionality reduction (e.g. by Independent or Principal Component Analysis),
a procedure that reduces the algorithm general purposiveness [24]. However,
these networks do not acknowledge biological modeling, where ICN is instead
adequately biologically oriented.

In conclusion, the proposed model achieves interesting preliminary results.
Nevertheless further experiments with other machine learning datasets are re-
quired to strengthen its validity. Moreover, future developments can allow for
effective multi-input integrations: for instance, two different sources of input (like
sounds and images) could be associated by similar output codes even in presence
of inputs from a single source.

References

1. Bassett, D.S., Greenfield, D.L., Meyer-Lindenberg, A., Weinberger, D.R., Moore,
S.W., Bullmore, E.T.: Efficient physical embedding of topologically complex in-
formation processing networks in brains and computer circuits. PLoS Computa-
tional Biology 6(4), e1000748 (2010); Friston, K.J. (ed.), Public Library of Science,
doi:10.1371/journal.pcbi.1000748

2. DiCarlo, J., Zoccolan, D., Rust, N.: How Does the Brain Solve Visual Object
Recognition? Neuron 73, 415–434 (2012)

3. Takahashi, N., Kitamura, K., Matsuo, N., Mayford, M., Kano, M., Matsuki, N.,
Ikegaya, Y.: Locally Synchronized Synaptic Inputs. Science 335, 353–356 (2012)

4. Kleindienst, T., Winnubst, J., Roth-Alpermann, C., Bonhoeffer, T., Lohmann,
C.: Activity-Dependent Clustering of Functional Synaptic Inputs on Developing
Hippocampal Dendrites. Neuron 72(6), 1012–1024 (2011)

5. Makino, H., Malinow, R.: Compartmentalized versus Global Synaptic Plasticity on
Dendrites Controlled by Experience. Neuron 72(6), 1001–1011 (2011)

6. Meyers, E.M., Qi, X.L., Constantinidis, C.: Incorporation of new information into
prefrontal cortical activity after learning working memory tasks. Proc. Natl. Acad.
Sci. USA (2012), doi:10.1073/pnas.1201022109

7. Branco, T., Clark, B.A., Hausser, M.: Dendritic Discrimination of Temporal Input
Sequences in Cortical Neurons. Science 329(5999), 1671–1675 (2010)
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Abstract. Net migration is the net total of migrants during the period,
that is, the total number of immigrants less the annual number of em-
igrants, including both citizens and noncitizens. To derive estimates of
net migration, the United Nations Population Division takes into account
the past migration history of a country or area, the migration policy of
a country, and the influx of refugees in recent periods. The data to cal-
culate these official estimates come from a variety of sources, including
border statistics, administrative records, surveys, and censuses. When
no official estimates can be made because of insufficient data, net mi-
gration is derived through the balance equation, which is the difference
between overall population growth and the natural increase during the
intercensal period. In this contribution, we apply the functional data
model to Italian data, for forecasting net migration numbers.

Keywords: Lee-Carter Models, Functional Demographic Model, Net
Migration Forecasting, Simulation.

1 Introduction

Recently, the need for high-quality forecasts of international migration is becom-
ing increasingly significant. Population movements are gaining in importance,
given the diminishing impact of natural change on population dynamics. In de-
mographic terms, natural change is the difference between the number of births
and deaths and measures the contribution of vital events to the dynamics of the
population. This phenomenon is crucial especially in the developed regions of the
world, such as Europe, which are already facing zero or negative natural popu-
lation growth (e.g., [12]; [8]). In particular, if we refer to annual net migration,
i.e. the balance between immigration and emigration over a given time period, it
has substantially increased since the beginning of the 1990s, exceeding natural
change as a driver of Italian demographic trends in all years. The net migration
rate indicates the contribution of migration to the overall level of population
change. High levels of migration can cause problems such as increasing unem-
ployment and potential ethnic strife (if people are coming in) or a reduction in
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the labor force, perhaps in certain key sectors (if people are leaving). If we look
at the statistics of the Italian population ([14]), we can see that the foreign who
lived in Italy at the beginning of January 2011 were 4.570.317, 335.000 more
than the year before (+7,9%). Moreover, we can observe that the population in-
crease is slightly lower than 2009 (343.000 units). The role of migration is really
important because it is not limited to demography, as it also affects many other
areas of social life, including economy, labour relations, politics, and culture.
Moreover, in a globalising world, the migratory processes are becoming more
and more dynamic and complex ([7]). In consequence, migration forecasts are
associated with a high level of uncertainty and usually bear very high ex-post er-
rors ([10]). Nevertheless, as noted by [2], ”one of the major purposes of statistical
analysis is to make forecasts about the future and to offer suitable measures of
uncertainty associated with unknown events or quantities”. In this framework,
aim of this paper is to develop a migration forecasting methodology in order to
produce accurate projections. The structure of the paper is the following: when
no official estimates can be made because of insufficient data, net migration is
derived through the balance equation, which we describe in Section 2. In Section
3, we apply the method to Italian data in order to simulate future sample paths
and probabilistic forecasts of net migration.

2 The Growth Balance Equation

As abovementioned, in this paper we aim to forecasting net international mi-
gration for use in national population forecasting through the application of
functional data models and time series methods. Usually, to calculate official
estimates of net migration a variety of sources, including border statistics, ad-
ministrative records, surveys, and censuses have to be taken into account. When
no official estimates can be made because of the lack of complete and reliable
data for international migration, net migration is derived through the balance
equation as in [6]. In their paper, the authors specify the demographic growth-
balance equation, given by the difference between overall population growth and
the natural increase, in order to estimate net migration. Let Gt be the net mi-
gration, estimated using the following demographic growth- balance equation:

Gt(x, x+ 1) = Pt+1(x+ 1)− Pt(x) +Dt(x, x+ 1), x = 0, 1, 2, . . . , p− 2 (1)

Gt(p− 1+, p+) = Pt+1(p
+)− Pt(p

+) + Pt(p− 1) +Dt(p− 1+, p+) (2)

Gt(B, 0) = Pt+1(0)−Bt +Dt(B, 0) (3)
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where Gt(x, x+1) refers to net migration in calendar year t of persons aged x at
the beginning of year t, Gt(p− 1+, p+) refers to net migration in calendar year
t of persons aged p− 1 and older at the beginning of year t, and Gt(B, 0) refers
to net migration in calendar year t of births during year t. Pt(x) indicates the
population of age x at 1 January of year t and Dt(x, x + 1) refers to deaths in
calendar year t of persons aged x at the beginning of year t. To obtain forecasts
of net migration component, we first develop functional time series model for
the component Gt(x, x + 1). We follow [5] model introduced to forecast age-
specific mortality and fertility rates, based on the combination of functional data
analysis, nonparametric smoothing and robust statistics. The model is adapted
to forecast net migration by [6] as follows: let denote the net migration density
for age x in year t, ft(x) the underlying smooth function of x, {x, yt(x)} the
functional time series, where

yt(x) = ft(x) + σt(x)εt,x (4)

with {εt,x} a sequence of iid standard normal random variable and σt(x) allowing
for the amount of noise to vary with x. The smoothing is carried out with a non
parametric method, based on weighted penalized regression splines. Then, the
fitted curves is decomposed via a basis function expansion:

ft(x) = μ(x) +
K∑

k=1

βt,kφk(x) + et(x) (5)

where μ(x) is the mean of ft(x) across years, φk(x) is a set of orthogonal ba-
sis functions calculated using a principal components decomposition and the
modeling error et(x) ∼ N(0, var(x)), is given by the difference between the
smoothed curves and the fitted curves from the model. The observational vari-
ance, σ2

t (x), depends on the nature of the data. For migration data, [6] make no
distributional assumptions, and estimate σ2

t (x) using a nonparametric regres-

sion of [yt(x) − ft(x)]
2
against x. As they observe that the model proposed by

[5] is good at producing point forecasts, but not quite so good at estimating
forecast variance, they propose an adjustment to the forecast variance implied
by the model. In order to forecast yt(x), univariate time series models are fitted
to each coefficients {βt,k}, k = 1, . . . ,K. Using them, the coefficients {βt,k},
k = 1, . . . ,K are forecasted for t = 1n+1, . . . , n+h , where h are the forecasted
periods ahead. Finally, the previously obtained coefficients are implemented to
get the ft(x) as in formula (5) and the yt(x) are projected. The estimated vari-
ance of error terms in (5) is used to compute confidence intervals for the net
migration forecast.



204 V. D’Amato, G. Piscopo, and M. Russolillo

3 Numerical Application

The numerical application involves demographic data, given by the Italian male,
female and total mortality experience ranging from 1952 up to 2004. These data
were downloaded in single years for 0-110 from the [4]. The Italian female fertility
rates for single year of age from 1952 to 2004 for women aged between 13 and
50 years old were downloaded from demo.Istat. In particular, the fertility rates,
defined as the number of live births during the calendar year, according to the
age of the mother, per 1,000 of the female resident population of the same age
at a certain date, are obtained as in [5].

In Fig. 1, we can observe the female and male Italian net migration patterns
from 1952 to 2004. Migration is the difference between the number of persons
entering and leaving a country during the year per 1,000 persons (based on
midyear population). An excess of persons entering the country is referred to
as net immigration; an excess of persons leaving the country as net emigration
(e.g., -9.26 migrants/1,000 population). The net migration rate indicates the
contribution of migration to the overall level of population change ([15]). From
Figure 1, we can observe that the female and male patterns are quite similar,
with some small variation for males, due to male-dominated emigration rather
than of female-dominated immigration.

Fig. 1. Italian male and female net migration from 1952 to 2004
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Fig. 2. FDM fitting on Italian female data

Table 1. Goodness of fitting measures

Averages across ages

ME MSE MPE MAPE

5.775600e-01 2.422651e+07 1.296480e+00 3.946150e+00

Averages across years

IE ISE IPE IAPE

6.977183e+01 8.182101e+08 1.312435e+02 3.946150e+00

We follow up analyzing the net migration component, by fitting the func-
tional data model to these data. Annual net migration is estimated using the
growth-balance equation as in [6]. As observed from the authors, the method is
insensitive to the choice of K, provided that K is large enough. For our model, we
choose K=4 basis functions. As an example, we report the fitted basis functions
and the associated coefficients for Italian female net migration in Fig. 2. We find
that the percentage variation due to basis functions is 96.0% 2.4% 0.4% 0.3%,
which means that the first term of the basis functions accounts for at least 96%
of the variation for female net migration.
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To provide general intuition about the goodness of the fitting, we resort to the
traditional diagnostics for detecting the structure of the residuals and we report
the related error measures in Table 1. Although this estimate includes errors
in estimated age-specific deaths, and errors in the estimated number of births,
the resulting series is superior to the available migration data in its coverage of
years, events and single years of age.

In Fig. 3, we show female net migration forecasts calculated for 20 years ahead,
from 2005 to 2024 and the related forecasts error. It can be seen that between
ages 20 and 40 there is a peak in net migration, probably due to labor migration
and spouses.

Fig. 3. Female net migration forecasts from 2005 to 2024 and related forecasts error

To conclude the application of functional data model to net migration, we
implement 10,000 bootstrap simulations on the 2025 female net migration fore-
casts for ages x=25, 35 and 45 in order to derive, for each projection, confidence
intervals at level of 95%. We can observe that the prediction intervals decrease
with the increasing of the age, as illustrated by the obtained confidence inter-
vals: 2679.021 < x < 17479.45, for x=25; 2631.45 < x < 15672.91 for x=35 and
1371.916 < x < 10435.88 for x=45.
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Fig. 4. Simulated female net migration, x=25, 35 and 45 years old
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Abstract. By 1951,average fertility had fallen to just over two children
per woman, and only five percent of children would die in their first ten
years of life. A similar pattern of declining fertility and mortality rates,
collectively known as the demographic transition, has been observed in
every industrializing country. Financial projections for Social Security
systems depend on many demographic, economic and social factors as
well as the reduction of fertility rates and the ageing of a population. In
order to address the need to develop reliable projections, it is unavoidable
to detect appropriate measures to represent the future trends of the
quantities of interest. The aim of the paper is apply to Italian data a
mathematical scheme suitable for projecting the fertility rates and for
measuring the uncertainty around these estimates. Finally a numerical
application is provided.

Keywords: Lee-Carter Models, Functional Demographic Model,
Fertility Forecasting, Bootstrap.

1 Introduction

The fertility rate study is central if referred to demographic problems, but es-
pecially in social and economic field. For instance, the low rate of mortality has
caused the reduction of the members in a family and contextually the aging of
the population. The phenomena under consideration have brought strong imbal-
ance in the composition per range of ages, in the distribution of the resources
and in the welfare services. Furthermore the demographic changes affect also
the sustainability of the pension cost. The observed trend in the industrialized
countries, such as Italy, is the dramatic reduction of fertility. It causes a great
stir also from health care point of view. In other words, the fertility forecasting
have a key-influence in guiding the decision for the allocation of the future re-
sources. In light of the previous considerations, it is necessary to detect measures
methodologically appropriate and coherent to produce accurate projections. To
this aim, several approaches to fertility forecasting have been proposed. Origi-
nally, time series methods have been used to forecast the total number of births
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([10]). Afterwards, the attention has been given to the total fertility and indepen-
dent age-specific rates, also forecast by time series methods . Recently, Ortega
et al. [11] have analyzed common trends of the total fertility rates for clusters
of countries using a country-specific dynamic factor model. Others ([3], [6], [7])
have proposed parameterized models using the gamma, beta and Hadwiger dis-
tributions, and the multi-exponential model. In this case, over-parameterization
could invalidate the forecast. Lee [8] has forecasted fertility using the Lee-Carter
method, pre-specifying the long-term mean value of total fertility because of
structural change. Hyndman and Ullah [5] have applied a functional data ap-
proach to overcome this problem and capture the structural changes for different
ages. In the context of the Italian literature, few contributions have been pro-
posed on this topic. Caputo [2] have used a memory function with perturbation
to forecast fertility rate. With respect to the state of art, our paper aims at
take advantage of the use of functional models and measure the uncertainty in
fertility forecasting for Italian data, by using a simulation scheme. The layout
of the paper is the following: Section 2 introduce the simulation framework in
the Lee Carter context, section 3 provide numerical evidences and comments by
graphical analysis.

2 Backward Bootstrap on FDM

The well-known Lee-Carter model [9] is widely used for forecasting future death
rates. In 1993 Lee has applied the model under consideration to the fertility rate
to obtain projections also in this field. Hyndman and Ullah [5] have introduced
a extension to this methodology to forecast age-specific mortality rates and fer-
tility too, based on the combination of functional data analysis, nonparametric
smoothing and robust statistics. The model is summarized in the following.

Let pt(xi) be the fertility rate for xi in year t and yt(xi) = log(pt(xi)) be
the log of the observed fertility rate for age x and year t, ft(x) the underlying
smooth function, {xi, yt(xi)}, t = 1, . . . , n, i = 1, . . . , p the functional time series,
where

yt(xi) = ft(xi) + σt(xi)εt,i (1)

where εt,i is an iid standard normal random variable and the σt(xi allows for the
amount of noise to vary with x. The smoothing is carried out with a nonpara-
metric method, based on weighted penalized regression splines, with a concave
constraint, that is reasonable for fertility data. Then, the fitted curves is decom-
posed via a basis function expansion:

ft(x) = μ(x) +

K∑
k=1

βt,kϕk(x) + et(x) (2)

where μ(x) is a measure of location of ft(x), {ϕk(x)} is a set of orthonormal
basis functions and et(x) ∼ (N(0, var(x)). The error term et(x) given by the
difference between the smoothed curves and the fitted curves from the model, is
the modelling error.
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In order to forecast yt(x), univariate time series models are fitted to each coef-
ficients {βt,k}, k = 1, . . . ,K. Using them, the coefficients {βt,k}, k = 1, . . . ,K are
forecasted for t = n+ 1, . . . , n+ h. Finally, the previously obtained coefficients
are implemented to get the ft(x) as in formula(2) and the yt(x) are projected.
The estimated variance of error terms in (2) is used to compute prediction in-
tervals for the forecast. Simulation has become one of the most widely applied
tools of operations research.

In order to derive confidence intervals for the fertility rates, we resort to a non
parametric bootstrap on pt(xi) for creating artificial datasets upon fitting the
aforementioned FDM model. Thus we obtain a large number of future sample
paths of age-sex-specific population and vital event numbers which can be used
to estimate the asymptotic properties of the fertility projections.

3 Numerical Application

We have run the application by considering the Italian female fertility rates for
single year of age from 1952 to 2004 for women aged between 13 and 50 years
old (the data are downloaded from demo.Istat). In particular, the fertility rates,
defined as the number of live births during the calendar year, according to the
age of the mother, per 1,000 of the female resident population of the same age at
a certain date, are obtained as in [5]. Fig. 1 reflects the changing social conditions
affecting fertility and shows the data as separate time series. To have an idea of
the changing, we can notice there is an increase in fertility in lower ages around
the 1960s and a rapid decrease in fertility after the 1970s in all ages. Moreover,
looking at Fig. 1 is also evident a drop in fertility at lower ages against an
increase in fertility at higher ages in more recent years, probably caused by a
delay in child-bearing while careers are established.

The first step of the application consists in fitting the FDM version of the LC
model to the data under consideration; the estimated parameters are shown in
Figure 2 and the related error measures are reported in Table 1. Fig. 2 shows
the fitted basis functions at the top and associated coefficients at the bottom. As
described in [5], the basis functions shown in Fig. 2 are obtained by modelling
the fertility rates of mothers in different age ranges, where a decomposition of
order 4 has been used: the first basis function models young mothers in their
20s, the second one models late-mothers in their 40s, the third one models the
mothers in their 30s and the last one models late-mothers in their 50s. The coef-
ficients associated with each basis function outline the changing social conditions
affecting fertility noted in Fig. 1: see in particular the increasing in coefficients
around 1960 and their decrease during 1970s. Moreover, we note that the basis
functions explain 79.3%, 17.1%, 1.3%, 0.8% of the variation respectively, leaving
only 1,5% unexplained.

To provide general intuition about the goodness of the fitting, we resort to the
traditional diagnostic for detecting the structure of the residuals. The findings
of the error measures are shown in Table 1.
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Fig. 1. Italian log fertility rates from 1952 to 2004

We keep running the application by calculating the forecasted fertility rates
from 2005 to 2024. From the results shown in Fig. 3, it is clear that the forecasts
result in a decrement in fertility rates for lower ages and in an increase in higher
ages.

Finally, we implement a non parametric bootstrap ([4]) on the 2024 projected
fertility rates for ages x = 25, 35, 45 in order to derive, for each projection, con-
fidence intervals at level of 90%; the bootstrap uses the re-sampled error from
the fitted model. We generate b = 100 bootstrap samples. The obtained confi-
dence intervals are: 0.0127991 < x < 0.0429024forx = 25 ; 0.09007308 < x <
0.2210804, forx = 35 and 0.001887952 < x < 0.02110152forx = 45. Graphi-
cally, these results are shown in Fig. 4,Fig. 5,Fig. 6.

4 Final Remarks

Many approaches to fertility forecasting have been developed. Functional de-
mographic models are based on the methodology of extrapolation of time series.
They have the advantage of providing a flexible framework. On the opposite, the
main limit of extrapolative methods is that the trends of the past will be con-
tinued into the future. However, this assumption has proved to be a better basis
for forecasting than either structural modeling involving exogenous variables or
methods based on expectation ([1]). For this reason, we have decided to apply
the functional demographic model to Italian data. There are just few contribu-
tions on this topic in Italy ([2]). As regards the methodology used, Caputo uses
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Fig. 2. Basis functions and associated coefficients for the data shown in Figures 1

Table 1. Error Measures: Mean Error (ME), Mean Square Error (MSE), Mean Percent-
age Error (MPE), Mean Absolute Percentage Error (MAPE), Integrated Error (IE),
Integrated Square Error (ISE), Integrated Percentage Error (IPE),Integrated Absolute
Percentage Error (IAPE)

Average across ages

ME MSE MPE MAPE

-0.00001 0.00019 0.00007 0.00404

Average across years

IE ISE IPE IAPE

-0.00032 0.00647 0.00259 0.15478

a memory function with perturbation; differently, we use several orthogonormal
components to capture the structural changes in the data. The use of several
components is more important for fertility, because the first component explains
a smaller proportion of the total variation of the data and the additional com-
ponents may serve to incorporate recent changes in patterns for different ages.
We are confident that the different structural changes in correspondence with
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Fig. 3. Forecasts of Italian fertility rates from 2005 to 2024 (the curves are shown from
left to right)

Fig. 4. Confidence intervals at 90%, x=25 years old

different ages have to be modeled with different functions to obtain more accu-
rate estimates and forecasts; the functional demographic model allows us to do
this. As regards the results, we have found a reduction in fertility for lower ages
in line with the results of [2]. An innovative result is given by the implementation
of bootstrap procedure, which offers the probabilistic distribution of prediction
intervals of fertility forecast. Similar results have been found or other counties
by Hyndman and Ullah ([5]).
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Fig. 5. Confidence intervals at 90%, x=35 years old

Fig. 6. Confidence intervals at 90%, x=45 years old
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Abstract. The aim of this note is to provide a global performance index that al-
lows to evaluate the performance of each faculty member and which is able to
consider the multidimensional nature of the academic activity in terms of re-
search, teaching and other activities that academics should/might exercise. In
order to model also the case in which there could be synergic and redundant
connections among the different areas of the academic activity, we propose to
use fuzzy measures and the Choquet integral as an aggregator of the different
components.

Keywords: Fuzzy measures, Choquet integral, performance evaluation.

�Work. Finish. Publish.�
Michael Faraday, 22 September 1791 – 25 August 1867

1 Introduction

The evaluation of the performance of the academic activity has gained a growing in-
terest in recent years and many Universities undertake periodic assessments of their
faculty members which act as a first step for a wider performance evaluation process
involving, at different levels, departments, faculties and Universities.

Regarding in particular the research activity, a vast literature is interested in the mea-
surement of the research output of scholars. Several approaches have indeed been pro-
posed in order to assess the scientific production.

We remind the use of bibliometric indicators, the well-known h-index proposed by
Hirsh [6] and other indices that complement and extend it, such as the g-index, the
m-index, the h(2)-index, the hα-index, the A-index, the R-index, the normalized h-
index, the dynamic h-type index and many others indicators related to the h-index (see
[1] for a review). This great variety of research output measures, even if with some
differences, intends to capture both the quantitative and the qualitative dimension of the
research, summarized in the number of publications and the number of citations that
each publication receives, by focusing in many cases on the most productive core of a
researcher ([3]).

B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 217–225.
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The bibliometric indices allow to obtain a ranking of the authors; however, having
each indicator some advantages but also some drawbacks, none of them can be con-
sidered the best measure of the research outputs. Without emphasizing a particular ad-
vantage or drawback, Marchant [8] proposed a general theory of bibliometric ranking,
which explores the properties of the scoring rules that permit to rank the authors by
taking into account all their publications, although weighted by some partial scores.

There is therefore a vast debate on the performance measurement of the research
production; on the other hand, turning towards the teaching area, we may note that the
discussion on the assessment of the teaching activity is as much active.

At present, many university departments have activated some teacher evaluation sys-
tems, but also in this case there is no a uniform system of indicators fully recognized. A
reasonable solution is to consider not only the classroom teaching and thus the student
ratings as a measure of teaching effectiveness, rather to take account of all educational
activities of a faculty member, including the development of new courses, the restyle
of the old ones, the use of innovative teaching strategies, the offer of seminars, work-
shops, and so on. Therefore, experts in the field of teacher evaluation tend to prefer
the combined use of multiple approaches to evaluate faculty teaching (see for instance
[7], [5]).

Although both research and teaching are important components of the university pro-
duction, the literature on the university performance mainly focused separately either
on the evaluation of the research dimension or on the teaching component, obtaining a
partial view of the goodness of the academic activity. In order to provide an overall as-
sessment of the performance of each faculty member, so that to capture the multidimen-
sional nature of the evaluation problem, it should be more desirable to simultaneously
consider the different faces of the academic activity, shared mainly among research,
teaching and service.

Based on this thought, Bana e Costa and Oliveira ([2]) have recently proposed a
faculty evaluation model that takes into consideration the whole range of academic
activities pursued by each faculty member. They used a multicriteria decision analysis
based on value functions, in order to associate to each faculty member an overall score,
according to which each member of the faculty can be finally assigned to one of the
four rating categories (inadequate, sufficient, relevant and excellent). The authors used
value functions which transform individual performance into value for the university
and used a hierarchical aggregation procedure which involves first an aggregation of
the criteria (in terms of value) within each area of activity and then an aggregation of
values across areas, leading finally to an overall score for each faculty member.

However, when different evaluation criteria within each area are simultaneously con-
sidered, some synergic effects may arise. For example, referring to the research area,
Tucci, Fontani and Ferrini ([12]) noted that the joined activity of the researcher in terms
of publishing and of accomplishment of other activities (as for example organizing
meetings and conferences, attending to seminars, coordinating research groups, being
editor and being referee), should be awarded in the computation of the R-Factor index
that measures the research output. The idea is that the involvement in several activ-
ities of the researcher requires an additional effort that should be considered in the
researcher’s performance evaluation.
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A similar synergic behaviour can also occur among the different areas of the
academic activity. For example, why not reward (in terms of performance score) an
academic that performs well both in research and teaching or even in all the areas con-
sidered? In this case a sort of premium on performance could be considered in addition
to the partial performance evaluation scores, which concurs to increase the final overall
performance score. Otherwise, academics working on management activity but who do
not directly contribute to publishing activity, are penalized.

In decision making problems, a natural approach that allows to model the interaction
among criteria is the use of the Choquet integral with respect to a fuzzy measure, which
is proved to be an adequate aggregator operator that extends the classical weighted
arithmetic mean when the criteria adopted interact ([9]).

In this contribution, we propose to use fuzzy measures and the Choquet integral in
order to compute a global performance index which allows to evaluate the performance
of faculty members by taking into account multiple areas of the academic activity, mul-
tiple evaluation criteria within each area and also their possible connections. In partic-
ular, we adopt a two-step Choquet integral which permits to model a hierarchy in the
aggregation process.

The rest of the paper is structured as follows. Section 2 reminds the concepts of
Choquet integral and fuzzy measures and that of multi-step Choquet integral. Section 3
first shows how the Choquet integral can be used in the performance evaluation process
of the academic activity and then presents a numerical example. Section 4 reports some
final remarks.

2 Non Additive Measures for Aggregation

Non additive measures are up to now a commonly used method to to represent interac-
tions between the elements of a set. In cooperation with integral aggregation functions,
they are a well-founded framework able to aggregate information from several sources.
Usually the monotonicity property is required in most of practical applications.

In particular in this paper we consider non-additive monotonic measures, also called
fuzzy measures and Choquet integral for a n-dimensional vector as in [9] for example.
Let N be a finite index set, N = {1, . . . , n}.

Definition 1. A set function υ : 2N → [0, 1], with υ(∅) = 0, υ(N) = 1 and A ⊆
B ⊆ N implies that υ(A) ≤ υ(B), is called a non-additive measure on N .

We note that if S ⊆ N , υ(S) can be viewed as the importance of the set of elements S.
Note also that non-additive measures encompass probability measures, belief functions
and capacities.
Let now introduce the discrete Choquet integral onN viewed as an aggregation function
that generalizes the weighted arithmetic means.

Definition 2. Let υ a non-additive measure υ : 2N → [0, 1] and x ∈ �n. Let σ be a
permutation of N such that {xσ(n)} forms a non decreasing sequence and we define
xσ(0) = 0 . Then the Choquet integral of x is:
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Cv(x) =

∫
xdv =

n∑
i=1

(xi − xi−1)v({σ(i), . . . . . . , σ(n)}) . (1)

This formula can be interpreted as an expectation operator with respect to a generalized
measure. Notice that in the case in which the measure υ ({·, . . . , ·}) is additive it is
immediate to prove that (1) if the well known arithmetic weighted mean.

Now we give some basic definitions and on multi-step Choquet integral. The two-
step Choquet integral has been investigated mainly in [10] and [11]. Let us now give a
formal definition of a multi-step Choquet integral.

Definition 3. Let Γ ⊆ �n. For any i ∈ N , the projection x �→ xi is a 0-step Choquet
integral. Let us consider Fi : Γ → �, i ∈ M := {1, . . . ,m}, being ki-step Choquet
integrals, and a non-additive measure υ on M . Then

F (x) := Cυ(F1(x), . . . , Fm(x))

is a k-step Choquet integral, with k := max{k1, . . . , km} + 1. A multi-step Choquet
integral is a k-step Choquet integral for some integer k > 1.

3 Performance Evaluation of Academic Activity: A Numerical
Example

The aim of this section is twofold:

• to illustrate, in a synthetic way, the main academic activities, the related criteria, their
hierarchical organization and their interactions that, in our opinion, have to take into
account in order to evaluate an academic subject (a scholar, a department, a faculty,
. . .);

• to provide an exemplification about the “mechanics” of our two-step evaluation pro-
cedure.

As far as the first point is concerned, we propose an extension of the Research Factor
index (on following: R), recently introduced in [12] for the evaluation of the research
quality of an academic subject. In short, the R is obtained by a two-level process. In the
first level this index is determined by a (simple) aggregation of two macro-criteria and
their interaction; in the second level each of these macro-criteria is achieved by (simple)
aggregation of various criteria and their interactions.

Given these bases, in order to globally evaluate the activities of an academic subject,
we propose a Global index (on following indicated by CG) obtained by a two-step Cho-
quet integral based aggregation procedure. In particular, going backward, in the second
step the CG is achieved by the aggregation of three indexes and their interactions. These
indexes are respectively related to the research (from which the xR index), to the teach-
ing (from which the xT index) and to services1 (from which the xS index). We recall

1 By “services” we mean, for instance, consultancy activities, membership on non-academic
committees and so on.
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Fig. 1. Two-steps evaluation process

that we are interested in the evaluation of the overall quality of an academic subject.
This is the main reason for which we consider all the various typologies of academic
activities.

Formally, we can represent the output of this second step as follows:

CG = Cv (xR, xT , xS) ,

where v indicates the non-additive measure associated to the three indexes.
In the first step each of these indexes is determined by the aggregation of various

criteria and the interactions among them.
Figure 1 schematizes the two-steps evaluation process.
Of course, also each of these criteria could be obtained by the aggregations of suit-

able sub-criteria, so leading to a three-step Choquet integral based aggregation process
(the generalization to an n-step evaluation procedure is obvious).

About the choice of the criteria for each of the considered indexes, there exists a wide
enough literature, and our personal expertises, from which drawing inspiration (see, for
instance, [2], [5], [6], [8] and [12]). As the specification of such criteria does not consti-
tute a goal of this note, the list of them we take into account has to be simply considered
as exemplificative and not prescriptive. In any case, as general recommendation, we
suggest that the number of criteria chosen for each index is not particularly large given
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the “curse of dimensionality” implied in the specification of the non-additive measures
respectively related to the various indexes themselves (see, for details, definition 2).

Now we can present the list of these criteria. Notice that they are generally relating
to a prefixed time period (for instance, the last five academic years). With reference to
the research activities, we consider the following NR = 3 criteria:

• yR,1: an indicator of the quantity and the quality of the publications;
• yR,2: an indicator of the numbers of the self-citations and the others-citations re-

ceived by those publications;
• yR,3: an indicator of the quantity and the quality of the coauthors of those publica-

tions;

(see, for more details on these criteria, [4]). With reference to the teaching activities,
we consider the following NT = 3 criteria:

• yT,1: an indicator of the quantity and the quality of the degree courses;
• yT,2: an indicator of the quantity and the quality of the master and the Ph.D. courses;
• yT,3: an indicator of the student evaluations.

Finally, with reference to the service activities, we consider the following NS = 2
criteria:

• yS,1: an indicator of the quantity and the quality of the consultancy activities;
• yS,2: an indicator of the numbers of membership on non-academic committees.

Formally, we can represent the outputs of this first step as follows:

xj = Cvj

(
yj,1, . . . , yj,Nj

)
, for all j ∈ {R, T, S} ,

where vjs are the non-additive measures respectively associated to the various subset
of multicriteria.

At this point we can pass to deal with the second of the two starting points, that is to
give a numerical example of our approach. Since now we premise that in this application
we do not use real data. However, the considered data are generated in such a manner
to embody our views about the interactions among the three indexes (second step) and
among the criteria respectively relating to each of these indexes (first step).

Now we first need to specify the transformations, defined in section 2, of the non-
additive measures associated to the three indexes (see Table 1) and to the various subset
of multicriteria (see Table 2).

We emphasize that our main views incorporated in π(·), πR(·). πT (·) and πS(·) are:

• “to do more is better than to do less”, in fact all the considered measures are strictly
increasing with respect to their respective arguments
(for instance, πT (yT,2) + πT (yT,3) < πT (yT,2, yT,3));

• “academic activities are better than non-academic activities”, in fact, among all the
considered measures, the only case of subadditivity is related to the one associated
to the three indexes with respect to the service inputs
(for instance, max {π(xT ), π(xS)} < π(xT , xS) < π(xT ) + π(xS)).



Building a Global Performance Indicator to Evaluate Academic Activity 223

Table 1. Transformations of the measures associated to the three indexes

π(·)
π(∅) = 0.00
π(xR) = 0.35
π(xT ) = 0.30
π(xS) = 0.15

π(xR, xT ) = 0.75
π(xR, xS) = 0.45
π(xT , xS) = 0.40

π(Universe) = 1.00

Table 2. Transformations of the measures associated to the various subset of multicriteria

πR(·) πTFi(·) πS(·)
πR(∅) = 0.00 πT (∅) = 0.00 πS(∅) = 0.00

πR(yR,1) = 0.50 πT (yT,1) = 0.45 πS(yS,1) = 0.55
πR(yR,2) = 0.35 πT (yT,2) = 0.30 πS(yS,2) = 0.45
πR(yR,3) = 0.20 πT (yT,3) = 0.25 πS(Universe) = 1.00

πR(yR,1, yR,2) = 0.95 πT (yT,1, yT,2) = 0.85 –
πR(yR,1, yR,3) = 0.80 πT (yT,1, yT,3) = 0.70 –
πR(yR,2, yR,3) = 0.65 πT (yT,2, yT,3) = 0.65 –
πR(Universe) = 1.00 πT (Universe) = 1.00 –

Then, in order to make directly comparable the various criteria among them, we need
to suitably normalize the criteria themselves in a prefixed interval, let us say [0, 1]. Also
this aspect does not constitute a goal of this note. Anyway, a suggestion for a possible
normalization function can be a piecewise linear function of the following type:

y =

⎧⎨⎩
0 if x ≤ xmin

a+ bx if xmin < x ≤ xmax

1 if x > xmax

, with xmin < xmax,

where y indicates the normalized criterion, x indicates the non-normalized criterion,
a = 1 /(xmax − xmin) > 0 and b = −xmin /(xmax − xmin) < 0.

Notice that both the specification of the non-additive measures and the definition of
the normalized functions used in our approach should generally be performed by teams
of experts or by focus groups.

Now, we can provide the numerical exemplification. Let us consider two academic
subjects, respectively characterized by the following values of the criteria:

• y1R,1 = 0.6, y1R,2 = 0.4, y1R,3 = 0.2, y1T,1 = 0.5, y1T,2 = 0.1, y1T,3 = 0.3, y1S,1 = 0.2,
y1S,2 = 0.4;

• y2R,1 = 0.5, y2R,2 = 0.1, y2R,3 = 0.3, y2T,1 = 0.6, y2T,2 = 0.4, y2T,3 = 0.2, y2S,1 = 0.2,
y2S,2 = 0.4.

where the superscript identifies the academic subject.
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Notice that the difference between the two academic subjects consists in the “ex-
change” of the values associated to the research criteria (yR,1, yR,2 and yR,3) with the
values associated to the teaching criteria (yT,1, yT,2 and yT,3). In the following Table
3 we report in details for both the academic subjects the calculations related to our
approach.

Table 3. Calculations related to our two-step Choquet integral based aggregation procedure

Step Choquet integral
First x1

R = (0.20 − 0.00)1.00 + (0.40 − 0.20)0.95 + (0.60 − 0.40)0.50 = 0.4900
x1
T = (0.10 − 0.00)1.00 + (0.30 − 0.10)0.70 + (0.50 − 0.30)0.45 = 0.3300

x1
S = (0.20− 0.00)1.00 + (0.40− 0.20)0.45 = 0.2900

x2
R = (0.10 − 0.00)1.00 + (0.30 − 0.10)0.80 + (0.50 − 0.30)0.50 = 0.3600

x2
T = (0.20 − 0.00)1.00 + (0.40 − 0.20)0.85 + (0.60 − 0.40)0.45 = 0.4600

x2
S = (0.20− 0.00)1.00 + (0.40− 0.20)0.45 = 0.2900

Second C1
G = (0.29 − 0.00)1.00 + (0.33 − 0.29)0.75 + (0.49 − 0.33)0.35 = 0.3760

C2
G = (0.29 − 0.00)1.00 + (0.36 − 0.29)0.75 + (0.46 − 0.36)0.30 = 0.3725

As C1
G > C2

G, academic subject 1 is “better” than academic subject 2.

4 Final Remarks

In this paper we propose a Choquet integral based method to evaluate academic per-
formance. With respect to the previous literature one of the main contribution of our
proposal concerns the computation of a numerical index which takes into account not
only the scientific productivity but also all the other activities linked to academic func-
tions. Again the non linear computation method permits to consider interactions among
the criteria in a formal way, and, at the same time, to realize an easy approach to under-
stand, implement and apply. We fill that this Choquet based linear aggregation algorithm
will constitute an innovative way to approach this kind of evaluation method in contrast
with most of the methods actual in use.
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Abstract. This paper investigates the use of feedforward neural net-
works for testing the weak form market efficiency. In contrast to ap-
proaches that compare out-of-sample predictions of non-linear models to
those generated by the random walk model, we directly focus on testing
for unpredictability by considering the null hypothesis that a given set
of past lags has no effect on current returns. To avoid the data-snooping
problem the testing procedure is based on the StepM approach in order
to control the familiwise error rate. The procedure is used to test for
predictive power in FTSE-MIB index of the italian stock market.

Keywords: Random walk, Market efficiency, Multiple testing scheme,
Resampling methods.

1 Introduction and Background

Efficiency of financial markets is certainly one of the most controversial issue in
finance. Volatility, predictability, speculation and anomalies in financial markets
are also related to the efficiency issue and are all interdependent. The efficient
market hypothesis is a concept of informational efficiency and refers to markets
ability to process information into prices. The idea at the bases of the efficient
market hypothesis (EMH) emerges already at 1900 but a formal definition of
market efficiency is due to Fama who distinguish three forms of efficiency: weak
form, semi-strong form and strong form. Weak form of efficiency assumes that
actual price of an asset incorporates the past prices information. Thus, it will
be not possible for investors, using past prices, to discover undervalued stocks
and develop strategies to systematically earn abnormal returns. The semi-strong
form hypothesis assumes that all publicly available information is incorporated
in the price of the asset and investors cannot take advantage of this information,
winning abnormal returns. Finally, strong form of market efficiency hypothesis
is more restrictive than the previous two, maintaining that all information, pub-
lic or private, is incorporated in the current stock prices and investors cannot
systematically earn abnormal returns. From that time on, various extensions

B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 227–236.
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of Fama’s definition were proposed to include different levels of information and
transaction costs. Anyway, even if there are various critics towards Fama’s defini-
tion, it is still the most commonly used standard and benchmark for determining
market efficiency.

In the following we will focus on the weak form efficiency. Historically, there
was a very close link between EMH and the random-walk model and martingale.
An orthogonality condition where all versions of the random walk and martin-
gales hypotheses are captured is the following ([2]):

cov[f(rt), g(rt+k)] = 0 (1)

where f(·) and g(·) are two arbitrary functions, rt and rt+k are asset’s returns at t
and t+k (k �= 0). For example, if (1) holds when f(·) and g(·) are linear functions,
then returns are serially uncorrelated. Alternatively, if f(·) is unrestrected but
g(·) is restricted to be linear, the (1) is equivalent to a martingale hypothesis.
Finally, if (1) holds for all f(·) and g(·) the returns are mutually independent.

A large body of literature has accumulated in order to test market efficiency
using different approaches based on RW and martingale hypotheses (see, for ex-
ample, [17] or [12] for a nice survey). Further, results are often puzzling since
they contradict the conventional wisdom that all developed markets should be
more efficient in incorporating information into prices than those markets from
the developing economies. For example, Malkiel in [16] justifies return ”anoma-
lies” in the major stock markets as chance results that tend to disappear in the
long term with a reasonable change in methodology, hence supporting the view
that mature capital markets are generally efficient. In contrast, Shiller in [20]
has to distance himself from the ”presumption” that financial markets always
work well and that price changes always reflect genuine information.

Anyway, evidence against the random walk hypothesis (RWH) for stock re-
turns in the capital markets is often shown (see, for example, [3], [14], [15] and
references therein). Failure of models based on linear time series techniques to
deliver superior forecasts to the simple random walk model has forced researchers
to use various non-linear techniques, such as Engle test, Tsay test, Hinich bis-
pectrum test, Lyapunov exponent test. Also in such a literature the market
efficiency confirms to be a changelling issue in finance (see, for example, [1]).

The aim of this paper is to test the weak form market efficient hypothesis for
the italian stock exchange. According to the evidence of non-linear patterns in
stock markets, we propose a neural network approach for characterizing and ana-
lyzing the closing price of the FTSE-MIB index, from 1/12/2003 to 23/03/2012.

In particular, we focus on a multiple testing scheme in which the null hypothe-
sis specifies that information contained in past returns cannot be used to predict
the current returns. To avoid the data-snooping problem and in order to control
the familiwise error rate, the testing procedure uses a multiple testing scheme.
Given the probabilistic complexity of the neural network model, a resampling
technique is proposed to calibrate the test. The procedure is used to test for
predictive power in FTSE-MIB index of the italian stock market.

The paper is organized as follows. In Section 2 we describe the structure of
the data generating process and the neural network model employed. In Section
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3 we propose a testing scheme for the weak form market efficiency based on a
multiple testing scheme. In Section 4 we discuss the application of the proposed
procedure to Italian stock market. Some concluding remarks close the paper.

2 Neural Network Modelling for Financial Returns

Following a standard practice, we construct return time series as Yt = ∇ log St,
where St is the stock index at time t, in order to avoid potential problems
associated with estimation of nonstationary regression functions. The model is
defined as:

Yt = g (Yt−1, Yt−2, . . . , Yt−d) + εt (2)

where g(·) is a non-linear function and εt is zero-mean error term with finite
variance. The unknown function g(·) can be estimated by using a feedforward
neural network with d input neurons:

f (y,w) = w00 +

r∑
j=1

w0jψ
(
ỹTw1j

)
(3)

where w ≡
(
w00, w01, . . . w0r,w

T
11, . . . ,w

T
1r

)T
is a r(d+ 1)+ 1 vector of network

weights, w ∈ W with W being a compact subset of Rr(d+1)+1 and ỹ ≡
(
1,yT

)T
is the input vector augmented by a bias component 1. The network (3) has d
input neurons, r neurons in the hidden layer and the identity function for the
output layer. The (fixed) hidden unit activation function ψ is chosen in such
a way that f (x, ·) : W → R is continuous for each x in the support of the
explanatory variables and f (·,w) : Rd → R is measurable for each w in W.

Single hidden layer feedforward neural networks have a very flexible non-linear
functional form. The activation functions can be chosen quite arbitrarily and it
can be shown that they can arbitrarily closely approximate (in the appropriate
corresponding metric) to continuous, or to p-th power integrable, non-linear
functions g(·), so long as the activation function ψ is bounded and satisfies the
necessary conditions of not being a polynomial [13].

Given a training set of n observations, estimation of the network weights
(learning) is obtained by solving the optimization problem

min
w∈W

1

n

n∑
t=1

q (Yt, f (Yt−1, Yt−2, . . . , Yt−d;w)) (4)

where q(·) is a proper chosen loss function, usually a quadratic function. From
an operational point of view, estimates of the parameter vector w can be ob-
tained by using non-recursive or recursive estimation methods such as the back-
propagation (BP) algorithm and Newton’s algorithm.

Under general regularity conditions, both the methods deliver a consistent
weight vector estimator. That is, a weight vector ŵn solving equation (4) exists
and converges almost surely to w0, which solves

min
w∈W

∫
q (y, f (x,w))dπ (z) (5)
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provided that the integral exists and the optimization problem has a unique
solution vector interior to W. Moreover, under general regularity conditions the
weight vector estimator is asymptotically normally distributed.

Therefore, given a consistent estimator of the asymptotic variance covariance
matrix of the weigths, one could be tempted to test hypotheses about the connec-
tion strengths which would be of great help in defining pruning strategies with
a strong inferential basis. This approach in any case could be misleading. The
parameters (weights) of the neural network model have no clear interpretation
and this makes this class of models completely different from classical non-linear
parametric models. Moreover, the same output of the network can be obtained
with very different configurations of the weights. Finally, as a model selection
strategy, variable selection and hidden layer size should follow different schemes:
variables have a clear interpretation while hidden layer size has no clear meaning
and should be considered a smoothing parameter which is fixed to control the
trade-off between bias and variability.

As a consequence, we advocate a model selection strategy where an informa-
tive set of input variables is selected by looking at its relevance to the model, in
a statistical significance testing framework, while the hidden layer size is selected
by looking at the fitting or predictive ability of the network.

In this respect the Predictive Stochastic Complexity (PSC) index proposed by
Rissanen and already used by Kuan and Liu ([8]) proved to be an effective tool
to select appropriate hidden layer size. However, other tools based on ”honest”
prediction errors Yt − f(Yt−1, . . . , Yt−d; ŵt) can be used as well, where ŵt is
computed by using information up to time t− 1. The prediction error is labeled
as ”honest” in the sense that no information at time t or beyond is used to
calculate the estimated parameter vector ŵt.

The general idea behind variable relevance analysis is to compute some mea-
sures that can be used to quantify the relevance of explanatory variables with
respect to a given model. Following White and Racine ([24]) and La Rocca and
Perna ([9,10,11]), the hypotheses that the j-th lag, let’s say Yt−j , has no effect
on Yt, in model (2), can be formulated as:

∂g (Yt−1, Yt−2, . . . , Yt−d)

∂Yt−j
= 0. (6)

Of course the function g is unknown but we equivalently investigate the hypothe-
ses

fj (Yt−1, Yt−2, . . . , Yt−d;w0) =
∂f (Yt−1, Yt−2, . . . , Yt−d;w0)

∂Yt−j
= 0. (7)

since f is known and w0 can be closely approximated. So, if the j-th lag has no
effect on Y we have

θj = E
[
f2
j (Yt−1, Yt−2, . . . , Yt−d,w0)

]
= 0 (8)

where the square function is used to avoid cancellation effects.
This approach appear to be justified since, with reasonable assumptions on

the activation function ψ, a single hidden layer neural network can arbitrarily
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closely approximate to g(·) as well its derivatives, up to any given order (provided
that they exist), as measured by a proper norm (see [7]). Moreover, a feedfor-
ward neural network can achieve an approximation rate that grows linearly in
r and thus this class of models is relatively more parsimonious than other non-
parametric methods in approximating unknown functions. These two properties
make feedforward networks an attractive econometric tool in non-parametric
modelling.

3 Testing the Weak form Market Efficiency by Using
Neural Networks

In this paper, in contrast to approaches that compare out-of-sample predictions
of non-linear models to those generated by the random walk model, we employ
the approach proposed in La Rocca and Perna ([11]) for exchange rates and
focus on directly testing for unpredictability by conducting tests of significance
on models inspired by technical trading rules. In this perspective, the hypothesis
that a given set of lags has no effect on Y can be formulated in a multiple testing
framework as

Hj : θj = 0 vs H ′
j : θj > 0, j = 1, 2, . . . , d. (9)

and each null Hj in (9) can be tested by using the statistic,

T̂n,j = nθ̂n,j (10)

where

θ̂n,j = n−1
n∑

t=1

f2
j (Yt−1, Yt−2, . . . , Yt−d; ŵn) (11)

and the vector ŵn is a consistent estimator of the unknown parameter vectorw0.
Clearly, large values of the test statistics indicate evidence against the hypothesis
Hj .

Thus the problem here is how to decide which hypotheses reject, taking into
account the multitude of tests. In such a context, several approaches have been
proposed to control the familywise error rate (FWE), defined as the probability
of rejecting at least one of the true null hypotheses. The most familiar multiple
testing methods for controlling the FWE are the Bonferroni method and the
stepwise procedure proposed by Holm ([6]). In any case, both the procedures
are conservative since they do not take into account the dependence structure of
the individual p-values. These drawbacks can be successfully avoided by using a
proposal by Romano and Wolf ([18,19]), suitable for joint comparison of multiple
(possibly misspecified) models.

The algorithm runs as follows. Relabel the hypothesis from Hr1 to Hrd in

redescending order with respect to the value of the test statistics T̂n,j, that is

T̂n,r1 ≥ T̂n,r2 ≥ . . . ≥ T̂n,rd . In the first stage, the stepdown procedure tests the
joint null hypothesis that all hypothesesHj are true. This hypothesis is rejected if
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T̂n,r1 (the maximum over all the d test statistics) is large, otherwise all hypothe-
ses are accepted. In other words, in the first step the procedure constructs a rect-
angular joint confidence region for the vector (θr1 , . . . , θrd)

T
, with nominal joint

coverage probability 1− α, of the form
[
T̂n,r1 − c1,∞

)
× · · · ×

[
T̂n,rd − c1,∞

)
.

The common value c1 is chosen to ensure the proper joint (asymptotic) cov-

erage probability. If a particular individual confidence interval
[
T̂n,rj − c1,∞

)
does not contain zero, the corresponding null hypothesis Hrs is rejected. Once
a hypothesis is rejected, it is removed and the remaining hypotheses are tested
by rejecting for large values of the maximum of the remaining test statistics. If
the first R1 re-labelled hypotheses are rejected in the first step, then d−R1 hy-
potheses remain, corresponding to the labels rR1+1, . . . , rd. In the second step, a

rectangular joint confidence region for the vector (θR1+1, . . . , θrd)
T
is constructed

with, again, nominal joint coverage probability 1−α. The new confidence region

is of the form
[
T̂n,rR1+1 − c2,∞

)
× · · · ×

[
T̂n,rd − c2,∞

)
, where the common

constant c2 is chosen to ensure the proper joint (asymptotic) coverage proba-

bility. Again, if a particular individual confidence interval
[
T̂n,rj − c2,∞

)
does

not contain zero, the corresponding null hypothesis Hrj is rejected. The stepwise
process is repeated until no further hypotheses are rejected.

Given the probabilistic complexity of the neural network model which makes
the use of analytic procedures very difficult, estimation of the quantile of order
1 − α is obtained by using resampling techniques. Here we will refer to the
maximum entropy bootstrap proposed by Vinod [21,22] e used by Guegan and
de Peretti [4] and Heracleous et al. [5].

Given the time series {Y1, Y2, . . . , Yn} the resampling algorithm runs as follows
(see Vinod and Lopez-de-Lacalle [23]).

1. Sort {Y1, Y2, . . . , Yn} by ascending order and let
{
Y(1), Y(2), . . . , Y(n)

}
be the

sorted series. Denote {i1, i2, . . . , in} the index series containing the ordering
of the original series.

2. Compute intermediate points zt = (Y(t) + Y(t+1))/2, t = 1, 2, . . . , n− 1.
3. Define intervals I1, I2, . . . , In with equiprobability as well as bounds for the

first and last intervals. Then compute the trimmed mean of ΔYt and compute
the lower bound by removing this mean to z1 and the upper bound by adding
this mean to zn.

4. On each interval compute the desired means defined as m1 = 0.75Y(1) +
0.25Y(2) for I1, mn = 0.25Y(n−1) + 0.75Y(n) for In and mj = 0.25Y(j−1) +
0.5Y(j) + 0.25Y(j+1) for intermediate values.

5. Draw uniform realizations on [0, 1] and compute the associated quantiles for{
Y(1), Y(2), . . . , Y(n)

}
by linear interpolation.

6. Adjust the quantiles using zt to preserve the means, and reorder the
adjusted quantiles according to it. This returns a bootstrap realization for
{Y1, Y2, . . . , Yn}.

7. Repeat steps from 1 to 6, B of times, with B denoting the number of desired
runs.
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4 Empirical Evidence from the Italian Stock Market

To test the weak form of market efficiency for the Italian stock market we con-
sidered the closing price of the FTSE-MIB index from 1/12/2003 to 23/03/2012.
To avoid spurious effects due to local behaviors we also considered a variety of
periods of analysis. We first consider the full data set, and we then move to
shorter periods in order to examine periods of analysis which may be more ho-
mogeneous than the entire sample. From a visual inspection in figure 1, panel
(a), it is clear that up to 15/01/2008 (the first 1070 observations) the data series
shows relatively low volatility while, in the remaining sample, volatility appear
to be much higher. In all the periods considered, as expected, data show strong
kurtosis and the Jarque Bera test clearly rejects the hypothesis of normally dis-
tributed returns (see Table 1).

Table 1. Descriptive statistics for the FTSE-MIB, daily returns from 1/12/2003 to
23/03/2012. Low volatility period from 1/12/2003 to 15/01/2008, high volatility period
from 16/01/2008 to 23/03/2012. P-values are in parenthesis.

Statistics Whole sample Low volatility High volatility

Min. -0.0860 -0.0384 -0.0860
1st Quartile -0.0063 -0.0034 -0.0107

Median 0.0007 0.0008 0.0003
Mean -0.0002 0.0003 -0.0008

3rd Quartile 0.0065 0.0049 0.0111
Max. 0.1087 0.0229 0.1087

Skewness -0.0884 -0.6619 0.0260
Kurtosys 6.8252 1.8478 3.4026

Jarque Bera test 4159.9 232.1 518.0
(0.0000) (0.0000) (0.0000)

In order to test market efficiency hypothesis in its weak form, as described in
the previous section, we directly focus on testing for unpredictability by testing
the null hypothesis that a given set of past lags has no effect on current returns.
More precisely, we consider the following model for the involved stock price at
time t, Pt:

Pt = g(Pt−1, . . . , Pt−5) + εt (12)

and we estimate the unknown function g by using a neural network depending
on the considered period (whole: from 1/12/2003 to 23/03/2012, characterized
by low volatility: from 1/12/2003 to 15/01/2008, characterized by high volatil-
ity: from 16/01/2008 to 23/03/2012). So the problem becomes to test for the
significance of Pt−i (i = 1, . . . , 5) in the model (12).

To avoid the data-snooping problem the testing procedure has been based on
the StepM approach in order to take under control the familiwise error rate.
The results of the test procedure are reported in figure 1. For the low volatility
period we estimated a neural network with d = 5 input neurons and 3 neurons
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(a) Time plot (b) Whole sample

(c) Low volatility period (d) High volatility period

Fig. 1. Tests for weak form market efficiency for FTSE-MIB returns on the whole
sample and on low and high volatility periods. All tests have been based on feedforward
neural networks with d = 5 input neurons and calibrated by resampling with 4999 runs.
Hidden layer size is equal to 2 for the whole period and, respectively, equal to 3 and 1
for the low and high volatility period.

in the hidden layer. Clearly all the first five lags appear to be not significant at
nominal level α = 0.05 and we cannot reject the hypothesis for unpredictability
(see panel (c)). Same conclusions can be drawn if we consider the high volatility
period (see panel (d)). In this latter case the StepM test has been conducted
on the base of neural networks with d = 5 input neurons and 1 neuron in the
hidden layer. Finally, for the whole period we estimated a neural network with
d = 5 input neurons and 2 neurons in the hidden layer. Again, at the nominal
level of α = 0.05 we cannot reject the hypothesis of unpredictability (see panel
(b)). In all cases hidden layer size has been fixed by using the Rissanen PSC.

Eventually, we can conclude that when we apply our method to test for pre-
dictive power in FTSE-MIB index of the italian stock market we find that it
does not appear to contain information that is exploitable for enhanced point
prediction.
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5 Concluding Remarks

In this paper we have investigated the use of feedforward neural networks for
testing market efficiency in its weak form. In contrast to approaches that compare
out-of-sample predictions of non-linear models to those generated by the random
walk model, we have focused on checking for unpredictability by testing the null
hypothesis that a given set of past lags has no effect on current returns. To
avoid the data-snooping problem the testing procedure has been based on the
StepM approach in order to take under control the familywise error rate. We
have applied our method to test for predictive power in FTSE-MIB index of the
italian stock market finding that it does not appear to contain information that
is exploitable for enhanced point prediction. Our results suggest that bootstrap-
based inference and multiple testing can be a valuable addition to modeling
non-linear phenomena with feedforward neural networks.
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Abstract. The inherent low conversion efficiency, from solar to electrical energy,
of the photovoltaic cells makes the use of techniques and architectures aimed at
maximizing the electrical power a photovoltaic array is able to produce at any
weather condition mandatory. In order to understand what are the challenging
problems cropping up in some modern applications, an overview of the main
techniques for photovoltaic arrays modeling is given first. Afterwards, the control
strategies for the maximum power point tracking used in commercial products
dedicated to photovoltaic strings and modules are compared and their advantages
and drawbacks are put into evidence, with a special emphasis on their efficiency.
Some methods presented in literature and based on the use of artificial neural
networks are compared with more classical ones. Finally, a brief overview of
other applications of artificial neural networks to photovoltaic-related problems
is also given.

1 Introduction

Photovoltaic (PV) technology in its modern era is referred to be dated by 1954 [1]. It
was described that a p-n semiconductor junction under the effect of sun light could gen-
erate electricity. A cheap widespread source of energy is since then used to increasingly
satisfy human needs of electric power [2]. Furthermore, this technology is a key issue
to satisfy nowadays requirements to reduce CO2 emission rates due to the use of fossil
fuels in electricity production. PV devices can be tailored to supply power electricity in
different scale ranges, from single cells for energy harvesting purposes aimed at supply-
ing remote sensors, to small module applications involving a few number of cells, up
to the huge scale of grid connected high power plants requiring a large number of par-
allel connected strings made of series connected panels. Up to now, the largest part of
the research efforts and of the commercial products have been devoting to large power
applications involving grid connected power plants. In such cases, all the PV panels are
of the same type/model and they have the same orientation towards the sun. The plant

B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 239–257.
DOI: 10.1007/978-3-642-35467-0_25 c© Springer-Verlag Berlin Heidelberg 2013
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is installed in a flat site without any obstacle in the neighborhood, so that the maximum
possible electrical power production is ensured from sunrise to sunset.

More recently, the scientific community as well as many companies operating in the
field of PV systems have shown a large interest in applications dedicated to small power
loads. These range from harvesting systems dedicated to remote sensors and commu-
nication systems up to battery chargers for sustainable mobility applications. In such
cases, the number of PV cells electrically connected in series is quite low, so that the
main issue is to raise up the voltage level up to that one required by the load. Nonethe-
less, very often in these applications the cells do not have the same orientation towards
the sun, also changing dynamically as in applications to mobility, and some of them
can be subjected to a time varying shadowing effect. The latter also occurs in Building
Integrated PV (BIPV) applications, which are of interest to the aim of making buildings
as much autonomous as possible from the point of view of the energy production.

In order to describe the behavior of a PV generator, regardless of its size, thus a
cell, a module, a panel, a string or a large field, working in such a non conventional
conditions some dedicated models and numerical methods are needed. This task is of
fundamental importance in order to understand the mechanisms that affect the power
production of a so-called mismatched PV generator and for preventing those operating
conditions that might lead to a permanent damage of some cells. Furthermore, compre-
hensive models are the basis for developing strategies that allow a proper control of the
PV generator also in presence of mismatched conditions, especially ensuring that the
maximum available power is harvested at any time. The latter is not a trivial task: as
demonstrated by the huge amount of papers that can be found in literature, Maximum
Power Point Tracking (MPPT) is a challenging problem in any PV system, because of
the need of extracting the maximum electrical power from the PV generator without
having any knowledge about the type/model of cells and without measuring neither
the irradiation level nor the temperature at which the cells work. The MPPT operation
becomes much more involved if the PV generator works in mismatched conditions, be-
cause the MPPT algorithm must be able to distinguish the absolute maximum power
point from the relative ones in a multi-modal characteristic.

In this paper an overview of the methods presented in literature and used in commer-
cial products for affording the problems mentioned above is given. First of all, some
of the main techniques used for modeling and simulating PV generators working both
in uniform and in mismatched conditions are compared. Such approaches are usually
based on a proper description of the PV non linearities and on an effective solution of
the non linear system of equations that follows. A special attention is devoted to the
PV modeling methods that are based on Artificial Neural Networks (ANNs). In fact,
ANNs seem to be an effective tool for describing a complex system, which is strongly
non linear and depending on a large number of time varying parameters, as in the case
of PV generators is. In fact, some parameters like the irradiation level and the operating
temperature, but also some others related to the semiconducting material the cells are
made of, may assume unpredictable values which are also subjected to some drifts. The
ANNs profit from their ability of learning from a training set, which might be made
of some experimental data taken from the real PV generator working in different con-
ditions. The second part of this paper is dedicated to the the real time techniques and
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to the architectures that are commonly used for maximizing the power produced by a
PV array. Advantages and drawbacks are put into evidence, especially by referring to
the solutions that are used in the largest part of products available on the market and
dedicated to large scale systems as well as to single PV modules. The power electron-
ics solutions and system architectures used for grid connected as well as stand alone
systems are overviewed. The role of the MPPT efficiency in the design of a PV power
processing system will be emphasized and the factors, especially the effect of noises,
affecting it are discussed. Some solutions for achieving a high MPPT efficiency in noisy
conditions are mentioned and compared. The role of ANNs in this field is analyzed by
referring to some techniques introduced by recent papers appeared in literature.

In a final section, some applications of ANNs to PV-related problems are overviewed
and the most recent literature on these topics is referenced. In fact, ANNs can be bene-
ficial in the weather forecast, thus in the prediction of the irradiation level and temper-
ature at which the PV generator will work, in the estimation of the power production
and efficiency of PV plants as well as in their sizing, both in stand-alone and in grid-
connected applications. Conclusions end the paper.

2 Photovoltaic Source Modeling

A PV generator is made of a parallel connection of strings obtained by connecting in
series a number of panels. The number of panels in a string is dictated by the input volt-
age requirements of the power processing systems, while the number of strings to put
in parallel depends on the required power level. Each PV panel is made of a few num-
ber of PV modules electrically connected in series and assembled in the same frame.
Commercially available PV panels consist in usually two or three modules, each one of
them formed by about twenty cells equipped with an anti-parallel diode, as shown in
Fig.1.

+

I

V

I

-

+

V

-

I

Fig. 1. PV module made of a number of series-connected cells and the anti-parallel bypass diode

If the PV generator is made of cells that are exactly equal, in terms of characteristics
of the semiconductor material they are made of, and working in exactly the same con-
ditions, especially temperature and irradiation level, its current vs. voltage (I-V) curve
is merely a scaled up version of the same curve referred to a single PV cell. The volt-
age value is scaled up by the number of cells connected in series and the current value
is multiplied by the number of strings electrically connected in parallel. This leads to
the curves shown in Figg. 2 and 3. The curves are in normalized units and clearly put
into evidence the non linear and time dependent nature of the PV generator. The peak
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in the power vs. voltage (P-V) curve must be tracked in order to ensure that the PV
field delivers the maximum power to the load. The peak position changes due to the
irradiance level G the field is subjected to, but it is also affected by the ambient temper-
ature Ta. The former mainly affects the current level, but it is related to the voltage by a
logarithmic law. On the contrary, the voltage values are mainly influenced by the work-
ing temperature of the cells, because at a higher temperature the open circuit voltage
decreases.
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Fig. 2. Current vs. voltage characteristic of a PV panel: effect of irradiation G

The behavior of the PV generator, at whichever granularity level (cell, module, panel,
string and field), is described by the equivalent circuit shown in Fig. 4 and by the cor-
responding equation (1).

I = Iph − Isat ·
(

e
V+I·Rs

ηVt − 1
)
− V + I ·Rs

Rp
(1)

In (1) Vt is the thermal voltage, Isat is the saturation current and Iph is the photoin-
duced current, depending on the type of cell used and on the irradiation level and on
the temperature [3]. The resistances Rs and Rp represent the various loss mechanism
taking place in the cell and in the whole PV array. As stated above, equation (1) allows
to model any type of PV generator working in uniform conditions, provided that the
values assumed by the parameters and the variables appearing in it, that are supposed
to be known for a single cell composing the generator, are scaled up properly.

Unfortunately, such a simple, although non linear, model is too rough to be used for
describing the mismatched operation of a PV array, so that much more sophisticated
tools have been presented in literature.
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Fig. 3. Power vs. voltage characteristic of a PV panel: effect of irradiation G
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Fig. 4. Single diode model accounting for ohmic losses

2.1 Classical Modeling Approaches

A first step in obtaining a compact model of a mismatched PV array, which also have the
advantage of ensuring a fast numerical simulation, is the manipulation of the equation
(1) that is not able to give explicitly neither the voltage nor the current values as a
function of the other electrical variable. In literature, the Lambert W function has been
used fruitfully in order to achieve this result. In [4] many details and useful references
about the Lambert W function can be found, but the main thing to know is that it is the
solution of the equation:

f (x) = x · ex (2)

which evidently occurs in (1), and that can be calculated by means of a suitable series
expansion [4]. The LambertW function allows to obtain a compact expression giving
the value of the current at whatever voltage value, with a clear dependence on all the
parameters depending on the semiconductor material used to realize the cells, as well
as on irradiance and temperature:
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I =
Rp ·
(
Iph + Isat

)
−V

Rs +Rp
− η ·Vt

Rs
·LambertW (θ ) (3)

where:

θ =
(Rp//Rs) · Isat · e

Rp·Rs ·(Iph+Isat)+Rp·V
η·Vt ·(Rp+Rs)

η ·Vt
(4)

As shown in [5], in the same way the explicit expression of the current flowing into
a PV module, including a string of cells equipped with the anti-parallel bypass diode,
takes the following expression, wherein θ assumes the form already given in (4):

I = Iph − Isat ·
(

e
V+I·Rs

ηVt − 1
)
− V + I ·Rs

Rp
+ Isat,dby ·

(
e
− V

ηdbyVt,dby − 1

)
(5)

In this expression, the part with the subscript dby refers to the bypass diode. This for-
mula allows an effective simulation of one PV panel, consisting of a two or three mod-
ules in series, operating with different irradiation, temperature or exhibiting different
values of the material parameters for each module. In this way, the level at which a PV
can be simulated is reduced at the module, not panel, level, thus is reduced at one half
or one third of a panel. Such scaling factors, the half or one third, are cited as examples
because of the real numbers used in commercially available panels. For instance, the
Suntech STP280 polycrystalline panel has 72 cells, organized into six rows of twelve
cells, with three bypass diodes, each one connected in anti-parallel to twenty four cells.
The approach proposed in [5] profits from (5) and from the properties of the Lambert W
function. In fact, it allows to achieve an explicit expression also for the differential con-
ductance, that is the derivative of the PV module current with respect to its voltage. In
this way, the non linear system of equations, that allows to calculate the operating points
of all the PV modules in a string at whatever value of the string voltage, can be solved
effectively by means of any classical algorithm, e.g. the Newton-Raphson method. The
method allows to reconstruct the mismatched I-V curve at the desired level of accuracy,
but it can be also useful for the real time simulation of the string in environments like
PSIM or PSPICE.

An approach that concentrates the calculation effort across the so-called inflection
points is introduced in [6]. It allows to calculate in an effective way the voltage values
where, starting from the low voltages at which only the module receiving the highest
irradiation produces power, the bypass diodes end their conduction and the modules
with a lower short circuit current start giving their contribution. According to the authors
of [6], the method is able to give an approximate version of the mismatched curve quite
quickly, but may lack in the accurate reconstruction of the whole curve.

In mismatched conditions, the PV curve of the array is multimodal, namely it does
not look like those ones shown in Fig.3, characterized by a single maximum power
point, but it shows multiple peaks. This is due to the bypass diode operation, so that
some modules are bypassed and absorb some electrical power. This determines a power
loss, which is fortunately low thanks to the low activation voltage of the anti-parallel
bypass diode. Such a small power loss is the price to pay in order to avoid that the mod-
ules that receive a higher irradiation are penalized because of the draft series connection
with those ones producing less power. Fig.5 shows an example of PV curves in uniform
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Fig. 5. Photovoltaic characteristics in homogeneous and partial shading conditions. a) Current vs.
Voltage curve, b) Power vs. Voltage curve.

and mismatched conditions, by putting into evidence the existence of a Global Maxi-
mum Power Point (GMPP). The detrimental effect of the local maxima has been well
illustrated in [7] where some experimental studies have been carried out on different
commercial products.

The methods mentioned above assume that the smaller entity to be modeled in the
PV array is the module, thus considering that all the cells belonging to the module work
in the same conditions or, otherwise, that an average behavior of the module can be de-
termined if some mismatching event occurs at a sub-module level. Unfortunately, this
granularity level is not satisfying if hot spot phenomena must be modeled and if the
real behavior of a PV array in which a few number of cells is subject to shadowing
must be reproduced. In fact, if a single cell in a module receives an irradiation that is
significantly lower than the one at which the others work, its operating voltage can be
placed at its own breakdown value, which is deeply negative, with a positive value of
the current. Thus, the module works at a low voltage, with the positive one of the fully
irradiated cells that is compensated by the negative one of the shadowed cell. In such
conditions, the bypass diode does not enter into conduction and the shadowed cell dis-
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sipates a significant power that can damage it irreversibly. Such a mechanism, that is
explained in [3], is analyzed in some papers (e.g. [8]) and requires a heavy simulation
model, which takes into account thermal effects and describes each cell, instead of each
module. It is evident that such approach might be non adequate if it has to be used
for processing a huge amount of data, i.e. for evaluating the annual PV energy yield.
Moreover, by considering the strongly nonlinearity of PV systems, in some cases, it is
very difficult or almost impossible to determine an analytical or numerical model for
describing the whole PV generator, especially if the extreme variability of the climatic
conditions has to be taken into account. In such a case, behavioral models are more suit-
able to characterize the whole system because they are not focused on the identification
of the exact value of a specific variable but rather they have the objective to estimate a
value with a given level of confidence.

2.2 Artificial Neural Network Based PV Modeling

In recent literature some applications of the ANNs to PV systems modeling have been
presented. All of them put into evidence the advantage given by ANNs of being in-
dependent of the complexity of the relationship between the PV array current and its
voltage as well as the involved and interleaved dependency on the physical and weather
parameters. ANNs process the information in parallel through many simple elements:
the neurons. All these neurons are interconnected and every connection has a given
weight. Finally, each neuron supplies an output through an activation function. This
structure fits with the need, in PV systems modeling, of describing the system on the
basis of the relationship between the given inputs (e.g. irradiance, temperature, voltage)
and desired outputs (e.g. current). If compared with the mathematical model described
above, the ANN does not require the knowledge of internal system parameters, involves
less computational effort and offers a compact solution for such a multiple-variable
problem.

In [9], a neural network based PV panel model that uses (1) describing the equivalent
circuit shown in Fig.4 is considered. The ANN training is done by taking five operating
points per panel at some given couples of irradiance and temperature values. On this
basis, the ANN is able to determine the values of the five parameters in (1), that are
{Iph, Isat ,η ,Rs,Rp}, at whichever irradiance and temperature values, so that the whole
curve is available in any condition. The authors show a very good accuracy of the curve
reconstruction at a low irradiation, just where the classical approaches based on the
parameters identification in Standard Test Conditions (STC) show the larger inaccuracy
with respect to experiments. Unfortunately, such a method does not allow to keep into
account mismatching conditions at a panel level.

In [10] a Multi Layer Perceptron (MLP) was trained by using experimental mea-
surements and it shows good results, especially if the reconstruction of the I-V curve is
required at low irradiation levels.

In [11], it was pointed out that the approach based on a MLP ANN may be charac-
terized by a slow training process, which can also remain trapped into local minima.
Such limitations are avoided by using a radial basis function network, which can be
designed by affording a sort of curve fitting problem in a multi dimensional space. This
training task is afforded by means of an orthogonal least squares method. In [12], the
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optimization of the hidden layers is performed by using a genetic algorithm. In this way,
the number of the radial basis functions is not too low, with a poor function approxi-
mation performance, and not too high, with an over fitting of the input data taken from
experiments on the PV array. In both [11] and [12] the ANN takes the radiation, the
ambient temperature and the PV array voltage as inputs and calculates the array current
as output. The procedures are good candidates for predicting the path described by the
maximum power point along the day, according to the current weather conditions.

In a recent paper [13], the importance of taking into account the spectral distribution
of the incident light, especially at a low irradiance level and for cell technologies having
a spectral response narrower than mono crystalline silicon, has been put into evidence.
In [13], the authors have included the information about the spectral distribution of
the light as a further input of an ANN. They have also implemented a non-random
selection of the data used as training set, with an improved performance of the network
trained with the spectral information. The price to pay for this accurate modeling is
in the amount of data representing the spectral information, which have to be given
to the ANN as an input, and in the pre-processing of the training set, which is a time
consuming procedure. In [13], the reader can also find an up-to-date glance at the most
recent papers published in the field.

3 Maximum Power Point Tracking (MPPT)

Due to the time varying environmental condition such as temperature and solar irradi-
ation, the P-V characteristic exhibits a maximum power point (MPP) which is strongly
variable in P-V plane. This fact is quite evident by looking at Fig.3 where the variation
of the MPP due to the irradiance excursion is documented. Unfortunately, the joined
effect of the irradiance and temperature variations leads to a change of the voltage at
which the MPP occurs along the day in a wide region, so that the locus of the MPP’s
is not a line or a curve, but an area. This large variation makes the straightforward con-
nection of the PV array to a constant voltage port wrong. In fact, the PV generator can
be used for recharging a battery or can be plugged at a DC bus that is the input port of a
DC/AC converter, the latter feeding the grid or an AC load. At a constant voltage value,
the PV field does not deliver the maximum power, unless the DC voltage at which it is
forced to work is exactly the MPP voltage. A coarse matching between the DC voltage
and the PV array might force the latter, at some values of the irradiance and of the am-
bient temperature, to work at a voltage level that is higher than the open circuit voltage,
with a zero power produced.

In order to ensure the optimal utilization of PV arrays, a MPP Tracking (MPPT)
is realized by means of a suitably controlled power converter, which can be a DC/DC
converter or an inverter. This is helpful for adapting the PV optimal operating point to
the load or grid requirements [14].

The MPPT operation must be able to ensure that the PV operating point is as much
close as possible to the MPP, both in steady state weather conditions and when irra-
diance transients, which are faster than temperature ones, occur. As a consequence, a
MPPT efficiency can be defined as the ratio between the energy extracted from the PV
array and the energy that the same array would have been able to produce by always
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working at its MPP. In practice, this efficiency is less than one because the MPPT al-
gorithm is not able to stay in the MPP in steady state conditions and it is not prompt
enough for tracking the MPP when the irradiation level changes suddenly (e.g. in pres-
ence of clouds moving at high speed due to the wind or in PV applications to sustainable
mobility) [15]. Furthermore, noise affecting PV current and voltage worsen the tracking
performances of the MPPT algorithm [16]. Example of noise are the switching ripple
introduced by the converter that operates the MPPT and the quantization effect intro-
duced by the use of A/D converters and digital controllers implementing the MPPT
algorithm. A further noise source is the DC/AC stage in single phase applications: the
low frequency voltage oscillation at the DC bus, at a frequency that is the double of
the AC voltage one, back propagates up to the PV sources, thus degrading the MPPT
performances.

A classical double stage architecture for AC PV applications is shown in Fig.6: the
bulk capacitance, placed between the two conversion stages, is used to manage the
fluctuating AC power and consequently a voltage ripple with a frequency that is the
double of the grid frequency appears at its terminals.

PV
array

DC/DC

ControlMPPT

DC/AC Grid
Cbk

Cin
vpv vbk

Bulk
capacitance

vbk vGrid

Fig. 6. Double stage grid-connected inverter

The amplitude of the voltage ripple is given by:

ΔVb =
PPV

2 ·ωgrid ·Cbk ·Vbk
(6)

where PPV is the DC power extracted by the PV field.
The oscillation affecting the voltage of the bulk capacitor has detrimental effects on

both the DC and the AC part of the power processing system, so that a large electrolytic
capacitor is almost always used at the DC link. In fact, as (6) reveals, the larger the
bulk capacitance the smaller the voltage oscillation. Unfortunately, this component is a
weak point of the conversion chain, because of the effects that the operation temperature
has on the electrolytic capacitors lifetime. A significant effort is done by PV inverters
manufacturers in order to keep the working temperature of the bulk capacitor as close
as possible to that one at which the capacitor manufacturer has tested the component for
some thousands of hours, so that the Mean Time Between Failures (MTBF) is increased.
A reduced value of the bulk capacitance might allow to use film capacitors instead of
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electrolytic ones, if suitable control techniques or different topologies must be adopted
in order to reduce such an effect. In [16], the way in which the control network of the
DC/DC stage can be designed for achieving such objective has been explained.

In the next subsection the main MPPT techniques are overviewed and some con-
trol methods aimed at reducing the low frequency disturbances in AC applications are
compared.

3.1 Classical MPPT Approaches

The switching converter would be able to ensure the maximization of the power pro-
duced by the PV generator provided that the parameter, or the parameters, which allow
to change its input voltage/current levels are suitably controlled. In the largest part of
PV power processing systems, e.g. that one shown in Fig.6, the circuit that performs the
MPPT operation is a DC/DC converter and the control parameter is the duty cycle, as
shown in Fig.7.

PV
array

DC/DC LoadVi Vo

d=duty cycle

Fig. 7. Connection scheme of a dc/dc converter dedicated to the dynamical optimization of a PV
generator

The two main techniques that are used in commercial systems for performing the
MPPT function are the Perturb and Observe (P&O) and the Incremental Conductance
(IC) methods. They are perturbative approaches that change the PV array voltage re-
peatedly until the PV power is maximized. PV current and voltage measurements are
needed in order to determine the PV power produced by the array at each value of the
PV voltage settled by the MPPT algorithm through the switching converter. The per-
turbed variable is usually the converter duty cycle, but in literature there are evidences
of the fact that the reference signal in a closed loop switching converter is the best vari-
able to control for achieving the MPPT [16]. This choice allows to improve the steady
state and the transient performances of the MPPT algorithm. In fact the converter’s dy-
namics can be improved by a proper design of the feedback compensator, so that the
time between two consecutive perturbations can be shortened. Additionally, the pertur-
bation amplitude can be reduced as well, because the closed loop transfer function of
the converter can be designed in order to have a very low gain of the output-to-input
closed loop transfer function in the noise bandwidth.
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The superiority, claimed in some papers, of the IC method with respect to the P&O
one in terms of MPPT efficiency [17] does not have a practical confirmation, essentially
because of the noise that in practice affects both the PV array voltage and current. The
perturbed variable is in any case the PV voltage because of a logarithmic dependence
from the irradiation level.

As discussed in the recent literature, the proportionality between the irradiation and
the PV current worsens the tracking capability of any current-based MPPT technique, in
particular when a significant irradiation drop occurs. This problem has been addressed
by using an innovative control technique that matches the sliding mode control with
the P&O MPPT technique [18]. The approach guarantees a high tracking promptness,
an intrinsic independence of the MPPT technique from the PV array parameters and a
inherent rejection of the noises propagating from the output towards the input of the
switching converter.

As for the observed variable, whose value has to be maximized by the MPPT algo-
rithm, in the basic systems, that are the majority, it is the PV power, obtained as the
product of the digitalized values of the PV current and voltage. Nevertheless, the non
linear relation between the PV voltage and the efficiency of the converter can lead to
the paradox of having the maximum power produced by the PV array that is processed
by a switching converter that does not work at its highest efficiency. The best tradeoff is
achieved by tracking the maximum of the power at the converter output. This solution
may allow to save the voltage sensing and may require a current sensor only [19] [20].

Many variants of IC and P&O algorithms have been proposed in literature. Some of
them adopt a variable perturbation amplitude in order to achieve a high MPPT perfor-
mance in steady state conditions and a good promptness in presence of a varying irra-
diance [21]. The algorithms are almost always implemented in a digital way, in order to
profit from both the flexibility and the IP protection ensured by modern digital devices
at a reasonable cost. Nevertheless, some approaches that can be implemented by means
of analog circuitry only are also presented in literature [22] [23] [24]. They are based
on the evaluation of the effect that a small PV voltage oscillation has on the PV power:
if the operating point is on the left side of the MPP, the forced PV voltage oscillation
and the consequent PV power oscillation are in phase. On the contrary, if the operat-
ing point is on the right side of the MPP, the two oscillations are in phase opposition.
At the MPP, the PV power oscillation falls below a given threshold and the objective is
achieved. This method, often referred to as ripple correlation control or extremum seek-
ing control, improves the steady state MPPT efficiency because the repeated climbing
across the MPP required by P&O and IC is avoided. An excellent promptness during
irradiance transient is also obtained, but the price to pay is the reduced flexibility if an
analog implementation of such methods is adopted.

The MPPT operation becomes more complicated when the PV array works in mis-
matching conditions, because the whole PV curve is multimodal, namely characterized
by multiple peaks, thus the maximum global peak or Global Maximum Power Point
(GMPP) is not tracked easily. Conventional MPPT algorithms, which are based on an
hill climbing approach, are not able to distinguish the GMPP from the local peaks, so
that they are trapped into a voltage range across a power maximum, without knowing
if it is the GMPP. In some cases, e.g. depending on the shading pattern, the GMPP can
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occur at a voltage that is out of the working range of the inverter, so that the best peak
falling in that range must be tracked. In literature some approaches to the tracking of the
GMPP are proposed, but they need quite complicated algorithms and require some pre-
liminary assumptions. As a consequence, in practice, the GMPP is detected by means
of a periodical, and energy costly, sweep of the P-V curve performed by the MPPT
algorithm.

Such a puzzling problem can be avoided by using Distributed MPPT (DMPPT) ar-
chitectures [25], which employ a small power switching converter dedicated to each
PV panel. In this case, each panel is controlled independently from the other ones and a
multiple peak P-V curve can appear at a panel level only. Should the panel level MPPT
not be able to track the GMPP, but it remains trapped in one of the other few MPP’s, the
power loss remains limited to the mismatched panel. Two solutions have been proposed
in literature and have been becoming products available on the market [26]. The first
one uses a DC/DC converter for each panel, the output terminals of the converters being
connected in series and plugged to the inverter’s input port. This architecture does not
require unusual values of the voltage conversion ratio, but it gives rise to significant
control problems in presence of a large different in the operating conditions of panels
in the same string. The other possible solution employs DC/AC converters that inject
the PV power produced by each panel straightforwardly into the grid. The maximum
modularity of this architecture is counterbalanced by the need of having a large voltage
conversion ratio, with a conversion efficiency that is lower than 95%.

In literature, some hybrid DMPPT solutions, with a distributed power processing
and a centralized MPPT algorithm have been presented [20]. They maximize the total
output power, thus accounting for the non constant conversion efficiency of the DC/DC
converters, and save a number of current sensors with respect to the basic solution.

4 ANN Based MPPT Approaches

Although conventional MPPT algorithms operate very well under uniform irradiation
conditions, and in fact they are widely used in commercial products, several works
recently appeared in literature have been focused on the use of artificial intelligence
techniques for tracking the maximum power point. Truly speaking, many of them, also
appeared recently, are focused on the MPPT in wind energy systems [27], instead than
on PV ones. To this aim, ANNs are also combined with other soft computing methods:
for instance, Evolutionary Algorithms (EA) or the Particle Swarm Optimization (PSO)
have been fruitfully applied in [28,43] in conjunction with ANNs.

In [29] a comparison between a Fuzzy Logic Control (FLC) algorithm and an ANN-
based approach has been presented. By assuming that the PV field works in uniform
conditions, it has been demonstrated that the FLC controller is able to generate up
to 99% of the actual maximum power while the ANN controller can reach the 92%
value only. However, although the FLC-MPPT tracking is more effective than the ANN
method, the former requires extensive processes which include fuzzification, rule base
storage, inference mechanism and de-fuzzification operations. Consequently, a compro-
mise has to be made between the tracking speed and the computational cost.
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The joined use of ANNs and and fuzzy logic is also effective in the MPPT under
mismatched operating conditions, where the GMPP position depends on shading pat-
terns (see fig.5) and the voltage at which it occurs may change within a large voltage
range. In [30] a ANN is trained by using many different partially shaded conditions to
determine the corresponding GMPP voltage of the whole array. The ANN output is the
voltage reference for the FLC used to generate the required control signal for the power
converter; the proposed configuration is shown in fig.8.

The input signals for the ANN are the irradiance level (G) and the cell temperature
(Tc). The neural network predicts the global MPP voltage (V ∗

dc) and power (P∗
dc) and

those values are compared with the actual voltage and power expressed in Vdc and Pdc.
The predicted output voltage (V ∗

dc) is used as a reference signal for the FLC voltage
based MPPT controller. The proposed method has been experimentally validated, so
that the reliability and the performances of such an MPPT algorithm have been demon-
strated to be superior to the conventional P&O method in mismatched conditions.
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Fig. 8. ANN-FLC mppt architecture

In [31] an approach that uses a ANN and a FLC is also introduced. In this case, the
neural network is used for tuning automatically the membership functions of a FLC that
is employed to track the MPP. The method has been compared in simulation with the
standard P&O technique and with a manually tuned FLC. Results presented in the paper
show that the proposed optimized FLC provides a fast and accurate tracking of the PV
maximum power point under various operating conditions, including mismatched ones.
Fig.9 shows how in presence of a mismatched condition the operating point moves
towards the MPP’s. The proposed approach is the only one that is able to drive the
operating point towards the GMPP.

In [32] a full-bridge inverter is chosen as an active low-frequency ripple-control cir-
cuit (ALFRCC). Fig.10 shows the scheme of the proposed architecture: the additional
stage is used to remove the DC-bulk capacitor and operates with an AC-bulk capac-
itor (Cbo). In this configuration the full-bridge inverter works for injecting a suitable
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Fig. 9. MPP under partial shading G1 = 200W/m2 and G2 = 1000W/m2

compensation current into the high-voltage bus. Although such approach is not new, its
novelty is in the adoption of a combination of an adaptive linear network and a sliding
mode control for generating the driving command for the ALFRCC that is able to miti-
gate the low frequency ripple at the PV terminals. The ALFRCC effectiveness has been
verified by numerical simulations and experimental results. Its superiority is indicated
in comparison with a conventional high-pass filter and a proportionalintegral controller.

The use of the neural network for controlling the active filters is also proposed in
[33] and [34] where it is employed to improve the power factor and to reduce the line
current harmonics.

5 Further ANN-Based Techniques for PV Power Production
Maximization

In [35] a wide overview of the possible contributions ANN methods and techniques can
give in maximizing the power produced by a PV plant is given.

In the field of stand alone PV systems and of residential applications, ANNs are
helpful because of their capability of foreseeing the PV energy production, which al-
lows to manage the energy flows more effectively. The objective is not limited to the
maximization of the PV energy production but extends to the matching with the local
energy consumption in order to reduce the contribution coming from the AC grid. The
encouragement, especially in residential applications, of the self-consumption is a key
point of the future European Union strategies for a better use of the energy [36]. In
[37] a control system based on an Active Demand-Side Management (ADSM) for PV
residential application has been proposed. The ADSM is a distributed control system
made of several ANNs dedicated to the different appliances in the house, so that appli-
ances self-organize their activities and a coordinator corrects their actions in order to
enhance self-consumption. The system acts in an almost transparent way to the user and
it takes in charge the schedule of the household tasks for the next day on the basis of
the foresee of the PV power production, thus leading to an increased energy efficiency.
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Fig.11 shows the proposed architecture, including the PV array, a storage element, a
connection to the grid and a home automation system.

In [38], an ANN-based control of a stand alone system including a PV array, a diesel
generator and a wind turbine has been proposed. The MPPT of the wind generator is
performed by means of a ANN that regulates the blades pitch angle. A Radial Basis
Function Network (RBFN) performs the PV MPPT function, Simulation results show
that an efficient power sharing technique among energy sources is obtained and the
voltages and power can be well controlled in presence of environmental variations.

In [39] the MPPT task employs a RBFN with a back-propagation network for pre-
dicting the effects of passing clouds on a stand alone PV system equipped with a stor-
age unit. By using the irradiance as input signal, the network models the effects that
the random cloud movement has on the electrical variables of the system, thus reducing
the problems related to the overload/underload of the power lines due to the PV power
variation in the short periods of time when the cloud movement affects the PV plant.

Both in large and in small PV plants, as well as in both grid connected and stand
alone systems, a key factor in energy efficiency is the correct sizing of the generator.
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In [35] a stand alone system operating under variable climatic conditions is modeled
and simulated by means of a ANN. Electrical and weather parameters recorded during
several years of operation of the plant have been used for the training and testing of the
developed models. In [40], the concept of Loss of Load Probability (LOLP), related to
the ability of the system to satisfy load requirements, is used in conjunction with a MLP
neural network.

ANNs are also widely used in PV plant productivity estimation. In [41] the histor-
ical data concerning irradiance and temperature are used for a MLP ANN. In [42] an
ANN trained by a Genetic Swarm Optimization (GSO) algorithm is used to foresee the
production of a PV plant.

6 Conclusions

In this paper an overview of the techniques used for modeling, controlling and design-
ing a photovoltaic system has been given. The non linearity of the model describing a
photovoltaic generator, especially when it works in mismatched conditions, has been
put into evidence. Some analytical models and a number of approaches based on the
adoption of artificial neural networks have been mentioned and compared. The maxi-
mum power point tracking problem has been described and, also in this case, a glance
to advantages and drawbacks of some techniques that are used in commercial systems
and of novel ones based on artificial neural networks has been given. Finally, some at-
tractive applications of the artificial neural networks, often used in conjunction with soft
computing techniques, have been overviewed. The main ones are in the design of hybrid
systems including generators employing renewable energies and backup devices.
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Abstract. The paper deals with the proposal of a new architecture, called Sus-
tainable Energy Microsystem (SEM), for a smart grid project in urban context. 
SEM includes energy sub-systems (SS) currently independent, such as high ef-
ficiency buildings, sustainable mobility systems (Electrical Vehicles and metro 
transit-systems), dispersed generation from renewables and Combined Heat and 
Power units. The present paper includes the description of the main SEM ele-
ments and some results of an energy analysis on each subsystem, showing the 
effective possibilities of integration, aimed to energy saving and environmental 
sustainability. 

Keywords: energy, environment, mobility, power systems, smart grid,  
sustainability. 

1 Introduction 

In national and international context, many research projects are conducted to study 
the possible evolution of the distribution of electricity to the so-called smart grid. The 
European Technology Platform defines a Smart Grid as “an electricity network that 
can intelligently integrate the actions of all users connected to it - generators, con-
sumers and those that do both – in order to efficiently deliver sustainable, economic 
and secure electricity supplies” [1]. 

In other words the aims of smart grids implementation are to allow: 

• the connection and operation of generation power plants with different primary 
resources, size and technology; 

• the consumers play an active role in the operation of the power systems that supply 
them (demand response as ancillary service); 

with the final task of significantly reducing the environmental impact of the whole 
energy system, enhancing the level of system reliability and improving security of 
supply. 

The great interest of the international scientific community towards the topic of 
smart grid is proved by a vast and recent literature [2]-[12]. 
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The analysis of the scientific literature shows that smart grids are usually investi-
gated from the point of view of distributors, with a top-down approach, that means 
starting from the evolution of grid control technologies, then focusing on the conse-
quent effects upon active and passive users. 

In [13] some of the authors proposed a new architecture, called Sustainable Energy 
Microsystem (SEM), for a smart grid project, aimed at promoting an aggregation at 
the customer level, in order to show how several energy sub-systems, presently oper-
ated as independent. In particular a SEM includes energy sub-systems currently inde-
pendent, present in a urban context, such as high efficiency buildings, sustainable 
mobility systems (Electrical Vehicles and mass transit-systems), dispersed generation 
from renewables and Combined Heat and Power units. 

In the present paper, Section II summarizes the main figures of the proposed archi-
tecture of SEM, presented in details in [13]; Section 3 includes the results of a energy 
analysis, showing the possibilities of integration of the different sub-systems,  
aimed to energy saving and environmental sustainability; the conclusions are  drawn 
in Section 4. 

2 Sustainable Energy Microsystem Proposal 

The innovative idea of the authors is to move beyond the current concept of smart 
grid, including the possibility of an integrated management of energy flows between 
different sub-systems (SS) currently independent. The global energy system is defined 
Sustainable Energy Micro-system (SEM). 

In SEM, the centrality of customers is proposed not only in economical and com-
mercial terms, but also with functional implications, that means asking the grid cus-
tomers to be actively involved in the system operation; just as an example, customers 
could vary their cumulate load profile and/or the power produced locally in the SEM 
according to the actual hourly cost of energy furnished by the supplier. This enhanced 
interaction between distributors and customers could help the system operation, with 
significant enhancements in cost-effectiveness of investments, energy efficiency, 
optimal use of grid capability and power quality. 

The purpose of SEM is to build sustainable micro energy islands connected to the 
electricity public distribution grid exchange, with the minimization of the energy to 
the network and the optimization of energy flows in the exchange. 

The energy sub-systems (SS) taken into account in the SEM proposed, as shown in 
Figure 1, are: 

─ SS for the urban mobility: metro-transit system and trams (SS1); 
─ SS for the connection to the electric network and the recharging of plug-in electric 

vehicles (EV) for the surface mobility (SS2); 
─ SS of final users and high efficiency buildings (SS3); 
─ SS of dispersed generation from renewable and Combined Heat and Power (CHP) 

units (SS4). 
 



 Sustainable Energy Microsystems for a Smart Grid 261 

 

Fig. 1. Energy Subsystems (SS) considered in Sustainable Energy Microsystem (SEM) 

In Figure 1 the symbols are: 

─ RES: residential units,  
─ TER:tertiary units,  
─ CS: common service for the building,  
─ HVAC Heating Ventilation Air Conditioned for the building,  
─ CHP Combined Heat and Power Generator,  
─ PV: Photovoltaic generator,  
─ BEV: Batteries Electric Vehicles System,  
─ METRO: Metro-transit and tram mobility system; 

and the filled area represents the property of the public utility. 
The reasons at the basis of the choice of these sub-systems are reported in [16]- 

[17]. Their integration has been implicitly assigned to the electricity grid to which 
they are connected, which had to perform the functions of a large flywheel, capable of 
providing adequate power at any time of integration, as well as to absorb the potential 
energy of an exuberant sub-system. SS (passive and active users) connected to the 
network is not sought any form of estimates of their needs or surpluses injected into 
the network. 

Each user is therefore appropriate to a pure traditional limitation of its maximum 
power of exchange, while maintaining a high degree of autonomy and independence 
in terms of timing diagram. 

The regulatory framework of the major western systems is experiencing a gradual 
expansion to small users of the logical prediction of timing diagrams of power, so far 
required only to larger sizes. In an effort to meet the needs of programmable profiles 
imposed by the new network codes and to observe a behavior perceived as virtuous 
from the system. So each sub-system is called internally to identify appropriate con-
trol variables that allow opportunities for more effective interfacing with the  
electrical system. But only a single view of the logic design and power management 
sub-systems neighbors can allow their effective interaction at the local level.  
The proposed SEM would be able to create a dialogue between the single SS and the 
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electricity network, in terms of energy trade allowing a full integration, where the 
sub-systems are aggregated as a single functional block. 

The main technological difficulty of realization of SEM, is the ability to identify 
the optimum energy of the micro-system architectures, since the characteristics of the 
utilities that constitute the micro-system are complex and complicated and their  
synchronization. 

This complexity extends to the ability of management and continuous optimization 
of the micro-system to be understood as a real self-operated network to maximize 
performance, energy efficiency, economic competitiveness and minimize environ-
mental impact. The distributor can then interact in a simplified and smart reference 
that will think to respond to requests from the distributor through the internal  
management system. 

From traditional layout shown in Figure 1, the proposed integration can be accom-
plished in various ways (Energy; Distribution Grid and Virtual Power Plant) that have 
being the subject of research and are deeply described in [13]-[14]. 

In the present paper just the integration in terms of energy is reminded: it means 
maintaining the actual distribution structure and introducing a model for management 
and optimization of energy flows exchanged on the network provider, as shown in 
Figure 2. 

 

Fig. 2. Architecture for the integration of the SS in terms of energy, with a unique Point of 
Delivery(POD) by the public utility 

The filled area is the same of Figure 1, but a SEM Controller Unit (SEM CU) man-
ages the energetic behaviors of all the SS.  

3 Energy Evaluation for the Assessment of Integration Level  
of SS 

In order to understand the potential level of integration among the four SS included in 
SEM, a preliminary energy analysis on the single SS has been performed. 
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3.1 Energy Evaluation on a Real SS1 

As explained in [15]-[17] a consistent energy saving in metro-transit systems is possi-
ble thank to the recovery of the braking energy of the trains.  

With the aim of quantifying the amount of recovered energy in a real metro-transit 
system, a statistical energy analysis has been performed using the data collected by an 
experimental survey and some simulation studies performed on lines serving the city 
of Rome. On these metro-lines trains equipped with drives providing both a regenera-
tive braking and a pneumatic braking system (completely substitutive of the regenera-
tive one) are involved. 

The details of the above-mentioned metro-transit system and of the wide analyses 
are included in other papers of some of the authors [17]-[18]. 

By experimental and simulation studied, it is possible to evaluate, for different time 
band of the official daily line timetable, the values of the energy saving percentage      

( %ES ), defined for as: 

100
_/

_

% ×=
RECOW

ESS

RECW
ESS

E

E
ES                                      (1) 

where
RECW

ESSE _
is the supplied energy by Electrical Sub-Stations (ESS) in case of 

recovering of the trains braking energy; 
RECOW

ESSE _/
is the supplied energy by ESS 

without the recovering of the trains braking energy. 
This parameter allows to get a measure of impact the recovering of the braking 

trains energy on the performance of the power system. 
Another important parameter is the effective recovered braking energy percentage (

%ER ) in respect of the recoverable braking energy only in case of braking energy 

recovering, defined as: 

100
._

._
% ×=

BLERECTR

EDRECTR

E

E
ER                                           (2) 

where EDRECTRE ._ is the effective recovered braking energy; BLERECTRE ._ is the po-

tential recoverable braking energy. 
This parameter gives an assessment of the capacity of the line to receive the brak-

ing energy by the train: the differential energy is usually dissipated in heat by means 
of on-board rheostats, but in alternative it could be recovered using storage stationary 
systems. 

ER values assessment is very useful for the energy analysis of SEM: the saved 
energy in SS1 could be used in SS2 for the recharging of plug-in electric vehicles 
(EV) for the surface mobility.  

ES and ER parameters have to be calculated for different time band, because it is 
demonstrated that their values are strictly linked to the trains frequency that varies in 
each time interval. Figure 3 and 4 show this link, and report real values obtained by the 
simulations of one of Rome metro-line [17]. 
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Fig. 3. ES and ER percentage values for different trains frequencies 

 

Fig. 4. Comparison between system potential recoverable and effective recovered braking 
energy for different trains frequency in 1h of simulation 

A more detailed calculation of these magnitudes and a complete correlation analy-
sis with traffic and train figures are reported in [19]. 

A typical timetable of the metro-transit system of Rome city, that corresponds to a 
real diagram of the trains frequency in 24 hours service, generally includes: 

o 6 hours without service and 18 hours with service; 
o 4 hours of service with a trains frequency at 150”; 
o 4 hours of service with a trains frequency at 360”; 
o 10 hours of service with a trains frequency at 240”. 
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Referring to the this timetable, the daily ES has been estimated around 30%, and daily 
difference between the potential recoverable braking energy and the effective recov-
ered braking energy is about 14.5 MWh.  

This energy could be stored in batteries located along the traction line in each ESS 
and used for the energy integration with the other SS of SEM, especially the BEV  
of SS2. 

3.2 Energy Evaluation on Real SS2, SS3 and SS4 

Relating to the other SS included in SEM, a real case study has been considered  
including: 

• For SS2: 100 battery electric vehicles BEV (60% high capacity and 40% low ca-
pacity) with a peak demand of about 200kW; 

• For SS3: 2 buildings with 150 residential and tertiary units, 25 small and medium 
commercial stores and commons services as parks, gardens and halls, with a peak 
demand of 400 kW and total energy consumption of about 2000 MWh/year; 

• SS4: 1 photovoltaic (PV) generator with a peak power of 100 kW and 1 Combined 
Heat and Power (CHP) with a peak power of 200 kW. 

By simulation models, the authors got the value of power and energy de-
mand/production related to those energy SS. The results are summarized in Table 1. 

Table 1. Power and energy demand/rpoduction for each SS 

SS in SEM 
Power De-

mand/Production 
[kW] 

Annual Energy 
Demand/Production 

[MWh/year] 
BEV recharging system (SS2) -200  -800 

com-
plex of 2 
buildings 

(SS3) 

common services CS (parks, 
gardens, elevators, hall, etc), 

(SS3-a) 
-50 -400 

residential/tertiary/commercial 
individual units (SS3-b) 

-250 -1100 

heating ventilation air condi-
tioned HVAC common service 

(SS3-c) 
-100 -600 

PV power plan(SS4-a) 100 130 
CHP system (SS4-b) 200 900 

 
Figures 5 and 6 show the load profile (power demand) simulated for the SS2, SS3-a 

and SS3-c in the winter (Figure 4) and in the summer season (Figure 5). In fact only the 
aggregation of those SS in SEM, sharing a unique point of delivery (POD) with  
the electric distribution, it is possible. The reason is that the current regulation in Eu-
rope makes not feasible the aggregation of the SS3-b. Therefore SS3-b has a direct 
supplying by the distribution grid through individual POD. 
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Fig. 5. Load profiles in winter season 

 

Fig. 6. SS Load profiles in summer season 

Figures 7 and 8 show the power generation profile simulated for the SS4-a and SS4-
b, in the winter (Figure 6) and in the summer season (Figure 7). 

 

Fig. 7. Power generation profile in winter season 
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Fig. 8. Power generation profile in summer season 

Figures 9 and 10 show the load, the generation and the balance profiles at SEM POD 
of SS2, 3 and 4 in summer (Figure 9) and winter (Figure 10) season of the case study. 

 

Fig. 9. Load, generation and balance profiles at SEM POD in summer season 

 

Fig. 10. Load, generation and balance profiles at SEM POD in winter season 
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The results show that yearly energy balance for the microsystem is acceptable: 

─ Energy demand: about 1.800 MWh/year; 
─ Energy generation: about 1.030 MWh/year. 

In the summer season the balance of power at SEM POD is acceptable. In the winter 
season there is an important fraction of power introduced in the distribution network. 
A portion of this energy could be recovered from SS1. 

4 Conclusions 

The paper contains a proposal of design of a sustainable energy system (SEM) includ-
ing the possibility of an integrated management of energy flows among different sub-
systems (SS) currently independent, such as high efficiency buildings, sustainable 
urban mobility, dispersed generation from renewable and Combined Heat and Power 
(CHP) units. This system is defined Sustainable Energy Microsystem (SEM), and 
could be considered the basis for a smart grid project in a urban context. 

The results of an energy analysis on the single SS, referring to real data as case 
study, are reported and they point out the effective possibilities of energy integration 
of the different SEM SS and the advantages that the implementation of the proposed 
architecture potentially presents, according to the worldwide policies of energy  
savings and environmental sustainability. 
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Abstract. The current electrical grid is undergoing a deep renovation
that poses new problems in terms of technologies, communication and
control. The increasing level of penetration of renewable energy is leading
towards the concept of distributed energy production, and it is expected
that Virtual Power Plants (VPPs) will play an important role in the
future smart grid. The stochastic nature of the power flows in the VPP,
caused by the fluctuating availability of renewables, by the users’ demand
and by the energy market price, complicates the task of power balancing
for the VPP. This paper proposes the use of simple learning mechanisms
to support power scheduling decisions and to improve a correct supply
of the connected loads.

Keywords: Support Vector Machine methods, Virtual Power Plants,
optimal scheduling.

1 Introduction

1.1 Motivation

The future smart grid is expected to facilitate an efficient and sustainable use of
natural resources, for instance by integrating renewable sources and by increasing
the utilisation of storage systems to cope with the gap between energy demand
and energy production. The smart grid refers to a vast infrastructure, com-
posed by many geographically distributed local resources, and as typical com-
plex large-scale networks, poses several problems in terms of management and
maintenance. For this reason, it is expected that Virtual Power Plants (VPPs),
defined as clusters of dispersed generator units, controllable loads and storage
system, aggregated in order to operate as a unique power plant [1], will provide a
viable answer to the increasing distributed generation [2], by constituting small
smart (micro-)grids.

The structure of a VPP is illustrated in Figure 1. The adjective virtual refers to
the fact that the VPP is in general a multi-fuel, multi-location and multi-owned
power station. However, from a grid operator’s perspective, purchasing energy
or ancillary services from a VPP is equivalent to purchasing from a conventional
station [3]. Figure 1 emphasises the central role of the Energy Management
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Fig. 1. A Virtual Power Plant (VPP) is generally characterised by Distributed Energy
Resources (DERs) (e.g., a Combined Heat and Power (CHP) plant, and wind/solar
plants), storage systems, controllable and uncontrollable loads, Electric Vehicles (EVs),
and is connected to other VPPs through the grid.

System (EMS) that is responsible of computing the optimal power flows within
the VPP. The EMS has to take important decisions in real-time, such as

– how much energy to produce;
– whether to supply or to curtail non-vital controllable loads;
– whether to buy/sell energy to/from other VPPs;
– whether to store/take energy into/from the storage systems.

Decisions will be generally taken in real-time on the basis of instantaneous condi-
tions, i.e., current availability of renewables, current energy price, current energy
demand. However, should realistic and accurate predictions of future values of
such unknown quantities be available, it makes sense to take decisions also on
the basis of future expectations.

1.2 Paper Contribution

This paper extends previous work of some of the authors, where an optimal
power scheduling algorithm for the management of VPPs had been proposed
[4]. Such a scheduling algorithm was able to compute the optimal power flows
that minimised a short-run cost function, on the basis of some instantaneous
information of current energy price, and current energy availability. The demand-
side load was modelled as a combination of vital loads, and controllable loads
with three different priorities. Vital loads, would correspond to the loads that
the EMS can never curtail, and should not enough energy be available, then the
EMS would take energy from storage systems, or buy energy from the grid to
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supply such loads. On the other hand, controllable loads correspond to the loads
that the EMS could disconnect under particular conditions (e.g., peak hours, or
high energy prices).

Obviously, the EMS has an intrinsic difficulty in automatically deciding when
the current energy price is high or low. In paper [4], the energy price was eval-
uated on the basis of the day-before energy price profile. The objective was to
use such a day-before profile to find the price that would allow loads to be con-
nected for exactly 25%, 50% or 75% of the day, depending on their priority. This
paper substitutes such a simple one-day-before predictor with a more compli-
cated intelligent mechanism to provide a more accurate prediction of the next
day energy price.

Several papers in the literature have investigated algorithms able to predict
future electrical energy prices, see for instance [5], [6], [7]. The novelty of the
method proposed here lays both in the type of algorithm adopted and in the
choice of the utility function used to compare the different algorithms.

This paper is organised as follows: Section 2 reviews the algorithm introduced
in [4], and illustrates its application for the optimal management of renewable
energy resources. Section 3 describes the innovative modification to such an algo-
rithm, through the adoption of a regression algorithm based on support vector
machines (SVM) to predict more accurate energy prices, than just using the
day-before energy profile. Section 4 shows the benefits of the proposed method
through realistic data taken from [8]. Finally, Section 5 summarises the obtained
results and outlines current and future lines of research.

2 EMS Optimal Power Scheduling Algorithm

The optimisation algorithm introduced in [4] computes every 30 minutes the
energy (in MWh) produced/sold/bought/supplied by each of the components of
the VPP, according to the solution of the following linear optimisation problem:

min pwEwEwEw + pPVEPVEPVEPV + pCHPECHPECHPECHP+
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storageEfw
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In the optimisation problem (1), E and p denote energies and prices respectively;
although prices and energies change every 30 minutes, the dependence on the
time step has been dropped from the notation for simplicity; the unknowns have
been represented with bold terms to improve readability; in practice, energies are
the unknowns, and as time steps are fixed, this is equivalent to saying that power
flows are the unknowns; the known terms are however known only at the same
time step the optimisation problem is solved (prices are not predicted); the terms
w, PV , CHP , CL, UL, fw and hy refer to wind, photovoltaic, Combined Heat
and Power, Controllable Loads, Uncontrollable Loads, flywheel and pumped hy-
dro respectively; the utility function is a direct costing function: therefore energy
production terms appear with a positive sign; the sign of the storage systems
can be positive (energy is released) or negative (energy is stored); the sign of
the energy exchanged with the grid (Egrid) is positive if energy is bought and
negative if sold; controllable loads have a negative sign to make it attractive
for the EMS to drive them (if possible). The equality constraint is given by the
power balance (energy produced, released from storage systems or bought from
the grid must equal to that used to drive all loads plus eventual energy that
might be stored or sold to the grid).

The first three inequality constraints represent the minimum and maximum
production of energy from each distributed resource, upper/lower bounds indi-
cated with upper/lower bars. Bounds are given by the (stochastic) availability of
wind/solar energy, by the net capacity of the plant and by the energy production
in the last time interval (energy production can not be modulated arbitrarily).
Similarly, the bounds of the storage systems are both given by the capacity of
the storages, and by whether the storage systems is full or empty at a given
time. The energy exchanged with the grid has bounds arising from the Network
Transfer Capacity (NTC, expressed in MW ). The controllable loads have been
prioritised in three categories (the smallest number 1 implying the highest pri-
ority), so that the EMS knows which category of controllable loads should be
disconnected if not enough energy is produced, and it is too expensive to buy
extra energy from the grid to run them.

Prices associated with storing energy and driving or curtailing the controllable
loads do not have a direct interpretation, and the following discussion relates to
the optimal strategy of estimating the price of controllable loads.

2.1 Optimal Price of Controllable Loads

In many occasions controllable loads are not associated with a price, but with
a desired number of hours they should be driven. Following the approach of [4],
we assume that controllable loads can be divided in three categories according
to their priority, and it is required that they are connected 6, 12 and 18 hours
per day. If they are connected for a shorter time, then the quality of service is
lower than required by the user; on the other hand, if they are connected for
more time than required, then the VPP pays an extra unnecessary cost.

A simple automatic way of finding an appropriate cost, is to choose the cost
of controllable loads as the price level such that 25%, 50% or 75% of the time the
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energy price is below such a level. In this way, the EMS can decide to buy energy
directly from the grid to drive the controllable loads. In [4], the 25, 50 and 75
percentile of the energy prices were estimated from the day before energy price
profile; thus, should the energy price of the following day be the same, then
the problem would have been optimally solved. In this paper, we predict the
25, 50 and 75 percentile of the energy prices using a SVM regression algorithm
that exploits a longer past history of data. Next section illustrates in detail the
new mechanism to predict one-day ahead energy prices. Section 4 applies the
proposed algorithm to energy prices in the month of February 2012 and shows
that the proposed method is more accurate than the day-before assumption in
predicting the energy price profile, and in particular the price thresholds such
that 25%, 50% and 75% of the time the prices will be below the thresholds.

3 Price Prediction Based on SVM

In order to estimate the 25, 50 and 75 percentile of the price for each day, a pre-
diction algorithm of the price has been developed adopting an SVM regression
algorithm. The formulation used in this work is the support vector regression
ε-SVR illustrated in [9]. A practical reference for applying the previous methodol-
ogy can be found in [10]. Consider a set of l training points, {(x1, z1), ..., (xl, zl)},
where xi ∈ R

n is a feature input vector, and zi ∈ R is the target ouput. Then the
ε-SVR regressor learns the pairs relationships Rn → R, and after the training it
can be used to predict an output zi given a new input xi.

In order to predict the energy prices, the training set was created from the price
time series pd,h, containing hourly energy prices, where the subscripts d and h
denote the day and the hour respectively. As input database we used xd,h, d =
1, ..., L−1, where each vector xd,h ∈ R

47 is related to the hour i = 24(d−1)+h and
is composed as xd,h = [pd,1, pd,2, .., pd,24, pd+1,1, pd+1,2, .., pd+1,h−1, 0, 0, .., 0]

T . So,
in practice, each xd,h contains the 24 prices of the day d, the prices of the following
day d+ 1 up to hour h− 1, and the remaining elements are all zeros. The output
target zd,h associated with xd,h is the price pd+1,h, which is the next price in the
time series after the last value contained in xd,h, so zd,h = pd+1,h.

Overall, the training set is composed of l = 24(L−1) training points (xd,h, zd,h),
d = 1, ..., L− 1, h = 1, ..., 24. In this way the regressor is trained to predict the
price at hour h of a current day, using all the known prices of the previous day
plus those of the current day up to hour h− 1; so that the time window of pre-
vious points used has a variable size of “24+h-1” and always begins at the hour
1 of the previous day. Such a choice is expected to perform better than a time
window with a fixed number of previous points. In fact the price patterns show a
strong day-based periodicity, and the use of input patterns that start at a fixed
time of each repetition improves the learning of the day periodicity in the regres-
sion algorithm. The ε-SVR algorithm as formulated in [9] requires the choice of
two real parameters, C > 0 and ε > 0, and to select a kernel function k(xi,xj)
which defines the inner product for the input points xi. In this work we have used
the linear kernel, which is the inner product in R

n, k(xi,xj) = xT
i xj , and the
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parameters C > 0 and ε > 0 were obtained by means of 10-fold cross-validation.
It is important to note that the data is preprocessed before the training, using
a linear scaling of the price time series to the range [−1, 1].

The calculation of the 25, 50 and 75 percentile for the upcoming day d is done
as follows. First we train the ε-SVR with the known price data pd,h of the last
L = 40 days, i.e., from day d − 40 to day d − 1. In this way the training set
is composed by 24(L − 1) = 936 training points (xd,h, zd,h). After the training
the regressor is used to predict the 24 values, for h = 1, .., 24, of the energy
price p̂d,h of the upcoming day d. This is accomplished by using the regressor 24
times, calculating p̂d,h as the output of the regressor to the input composed as
xd,h = [pd−1,1, ..., pd−1.24, p̂d,1, ..., p̂d,h−1, 0, 0..., 0].

4 Simulations

The algorithm illustrated in the previous section is now adopted to predict the
hourly energy prices of the next day. The prediction is used to estimate the 25, 50
and 75 percentile and to estimate the price thresholds p1CL, p

2
CL, p

3
CL required

by the optimisation algorithm 1. In this section we show that the proposed
algorithm improves the original simple strategy used in [4] (i.e., estimating the
same percentile from the previous day data). Figure 2 compares the true hourly
price, with the one predicted using the illustrated SVM based methodology and
the simple day-before strategy. The figure refers to energy price data taken from
[8] and relative to the months of January and February 2012 in the Italian
market. Finally, we use the daily prediction to obtain the thresholds, and we
compare the accuracy of the percentile, i.e., we check whether the following day
the energy price is indeed below the price thresholds the 25, 50 and 75% of the
time, at the time instants of interest. For this purpose, we define the daily error
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Fig. 3. Comparison between the error obtained adopting a simple prediction strategy
based on the day before data, and the more complex SVM based strategy. Overall, the
number of wrong hours decreases from 183 to 162, with about a 10% improvement.

ed for day d as the sum of the absolute values of the differences between the
number of hours that the true price in day d is smaller than the three thresholds
p1CL, p

2
CL, p

3
CL, according to

ed = |nh1
CL − 6|+ |nh2

CL − 12|+ |nh3
CL − 18|. (2)

In this way ed indicates the total number of wrong hours and should be as small
as possible. Therefore, if the predicted thresholds p1CL, p

2
CL and p3CL were cor-

rectly predicted, then the next day the controllable loads would stay connected
for a number of hour (nh1

CL, nh
2
CL and nh3

CL) equal to respectively 6, 12 and
18 hours. Thus, ed would be zero.

Figure 3 compares the error ed obtained using the thresholds from the previous
day and the thresholds from the SVM predictor. With the proposed method, in
a range of 19 days, we obtain a 10% improvement. The result is particularly
good as the regressor had been trained to learn the price pattern, and not to
predict the thresholds directly. While the results can be in principle improved
by training the predictor to learn the thresholds, the proposed approach has
a general validity and can be used for other purposes than the specific ones
investigated here, motivated by the adoption of the optimisation algorithm (1).

5 Conclusions

This paper describes the use of SVM theory to support the EMS in taking opti-
mal power scheduling decisions. The implemented SVM predictor improves the
results originally obtained in [4], where a simple day-before predictor was used,
as it is reported in Section 4. It is important to remark that the implemented pre-
dictor not only estimates the price thresholds strictly required for the algorithm



278 E. Crisostomi, M. Tucci, and M. Raugi

(1), but the whole next day profile of hourly energy prices. Such a capability
can be clearly used for general purposes in the context of the VPP, for instance
to predict the best moments of the day for storing or releasing energy in the
storage systems.

The proposed SVM predictor is a simple general purpose approach that im-
proves the simple heuristic methods previously adopted. However, a more ex-
tensive comparison of current practises in the literature will be required to
identify the most appropriate methodology as a decisional support for optimal
power scheduling in a VPP. This problem is currently being investigated by the
authors.
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Abstract. In this paper the problem of the minimization of active power
losses in a real Smart Grid located in the area of Rome is faced by defining
and solving a suited multi-objective optimization problem. It is consid-
ered a portion of the ACEA Distribuzione S.p.A. network which presents
backflow of active power for 20% of the annual operative time. The net-
work taken into consideration includes about 100 nodes, 25 km of MV
lines, three feeders and three distributed energy sources (two biogas gen-
erators and one photovoltaic plant). The grid has been accurately mod-
eled and simulated in the phasor domain by Matlab/Simulink, relying on
the SimPowerSystems ToolBox, following a Multi-Level Hierarchical and
Modular approach. It is faced the problem of finding the optimal network
parameters that minimize the total active power losses in the network,
without violating operative constraints on voltages and currents. To this
aim it is adopted a genetic algorithm, defining a suited fitness function.
Tests have been performed by feeding the simulation environment with
real data concerning dissipated and generated active and reactive power
values. First results are encouraging and show that the proposed opti-
mization technique can be adopted as the core of a hierarchical Smart
Grid control system.

1 Introduction

The wide diffusion of Distributed Generation (DG) represents a possible devel-
opment of modern electrical distribution systems that can evolve towards Smart
Grids (SG). A rigorous definition of the term “Smart Grid” is somewhat diffi-
cult. In fact, due to the fast evolution of the technology, it is quite hard to mark
out a sharp boundary including all the aspects associated with this terminology.
A widely adopted definition states that a SG is an electrical network able to
perform an intelligent integration of all the users connected to it (i.e. producers
and consumers), with the purpose of distributing the electrical power in a safe,

B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 279–288.
DOI: 10.1007/978-3-642-35467-0_28 c© Springer-Verlag Berlin Heidelberg 2013



280 G.L. Storti et al.

efficient and sustainable fashion. Tautly, it can be stated that a SG is a new
generation electrical network where smartness, dynamicity, safety and reliability
are achieved through the use of Information Communication Technologies (ICT)
[4,7]. In fact, ICT can be considered an important support to the migration of
traditional electrical infrastructure toward SG. Although the size of the actual
electric networks has been improved in order to follow the always increasing
power requests, this growth has been achieved without a global planning final-
ized to the optimization of the energy transportation. Moreover the backbones of
the existing infrastructures have been built when the location of the main power
users, such as industries, were much different from the actual configurations and
when the DG was not even a theoretical concept. For these reasons distribu-
tion networks have been implemented in a hierarchic fashion. Electric power is
distributed to the final user through an unidirectional transportation infrastruc-
ture. This configuration implies a considerable transportation consumption due
to the long distance between producers and consumers. Finally, the available
electric distribution infrastructures are inadequate to the future requirements.
The main problems concerning actual networks are listed below:

– Losses due to long distance between producers and users
– Not optimal management of energetic flows
– Inefficient use of DG related to renewable energy generators
– Lag in the reaction time in case of blackout
– Incomplete and inaccurate knowledge on the instantaneous status of the

infrastructure

As stated before, most of these problems can be solved by improving the actual
infrastructures with the aid of ICT. More precisely a large number of sensors
must be installed on the network in order to obtain a complete information on the
instantaneous status of the infrastructure. This information can be used as the
input of an optimization control algorithm capable to determine in real time the
best network configuration in order to satisfy the instantaneous power request
and to drive suitable actuators in order to achieve the optimal configuration.
DGs can impact the bus voltage, line power flow, short-circuit current and power
network reliability, so that it is very important in SG design and realization to
be able to control DGs [3,5].

In the literature there is an increasing number of publications concerning
the use of computational intelligence (CI) in SG [9,10]. Considering a SG as a
complex, dynamic, nonlinear and stochastic system, CI can provide support for
designing safer and more efficient control systems, in line with emerging technolo-
gies. From the point of view of the CI, the SG managing and control is a highly
complex problem given the non-linearity and the dynamic of the system, as well
as the heterogeneity of the elements that compose it (generators, transformers,
transmission lines, time-variant loads, telecommunications system, market reg-
ulations). As well know, the main feature of control systems is the ability to
run in real-time (unless the system is simulated). Neural and fuzzy approaches
seems to be the main candidates, given the universality they offer to model any
system. The distinction, considering a large-scale vision of a SG as a System
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of Systems (SoS), is between Distributed Local and Wide-Area Monitoring and
Control. In the first case neural techniques are used for learning and tracing the
system dynamics in order to implement operations such as constraints and oper-
ating points settings. Neural algorithms based on Multilayer Perceptron (MLP)
and Radial Basis Functions (RBFs) allow to control elements such as turbine
generators, solar and wind installations or transmission lines. Techniques known
as Artificial Immune System (AIS) allow adaptive control strategies without the
need for off-line learning. The ability to control a power system depends on the
quality of sensors and the reliability of communication infrastructures. Errors
and failures in these systems may easily cause incorrect control schemes with
serious consequences. To this aim Swarm Intelligence techniques can be used to
recover data from faulty sensors.

Among the variety of techniques offered by CI the use of Genetic Algorithms
(GA) seems to be a promising technique. In [6] an adaptive genetic algorithm
is used to establish the best distributed generation siting and sizing on a dis-
tribution network, showing that the optimal siting and sizing of DG units can
effectively reduce the network loss and improve the system voltage level. In [8]
it is shown that GAs can deal well with the stochastic nature of the distribution
grid and can be successfully used as an optimization method for solving the
control problems. Beside theoretical studies it is important to have the opportu-
nity to validate the designed optimization strategy on real data. Moving in this
direction, a cooperation with ACEA Distribuzione S.p.A. [1] has been engaged
with the aim to design a control strategy for the SG under development in the
west area of Rome. The project concerning the upgrade of the actual network to
up-to-date SG technology fulfils the requirements imposed by AEEG resolution
39/10 [2]. A complete simulator of the considered real network has been im-
plemented; it is described in Sec. 2. In Sec. 3 the multi-objectives optimization
problem is formulated and the use of a GA is proposed in order to solve it. In
Sec. 4 it is shown how the proposed control strategy can be successfully used to
modulate the power fed into the network by DGs in order to reduce active power
losses taking into account suited constraints on voltages and currents levels, as
well as the available working points of DGs. Finally, conclusions and works in
progress are discussed in Sec. 5.

2 Network Simulation

The network under consideration is located in the west area of Rome. It is
constituted of about 100 nodes and it is made up of:

– N.3 feeders at 20 kV
– N.2 transformers High Voltage/Middle Voltage (HV/MV)
– N.2 biogas generators
– N.1 photovoltaic generator
– 25 km of MV lines
– N.11 three phase breakers
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The generators and the loads are driven by 2 inputs: Active Power (P ) and
Reactive Power (Q). The real behaviour of the SG can be simulated by means of
P and Q yearly power profile. Moreover, in order to reproduce the possibility to
supply each MV feeder from a different substation and therefore to change the
topology of the network, a boundary switch (Breaker) is placed at the beginning
and at the end of each line.

The proposed simulator has been implemented following a Multi-Level Hier-
archical and Modular approach. The Multi-Level Hierarchical design improves,
through the definition of suitable I/O interfaces, the readability of whole SG
simulation model; the Modular approach allows to change, in a simple way, all
the parameters of each component models. The structure of the SG simulator
is implemented using the MatLab/Simulink SimPowerSystems ToolBox, which
allows to rapidly and easily build models that simulate power systems. The SG
simulation model is made up of 2 macro blocks: the Input Network and the Elec-
trical Network. The interconnection of the blocks constituting the simulator are
shown in Fig. 1. The first macro block, Input Network, is fed by the profiles of
P and Q of all loads and generators coming from real measures. They have been
saved in different Excel files, one for each feeder. These power profiles represent
real data acquired with a time step of 1 hour. In the second macro block, Electri-
cal Network, there are the HV, the MV and the LV networks, together with the
State Breakers block, that, through several flags, sets the topology of the SG. In
the HV network there are 2 transformers with 150 kV at the primary winding
and 20 kV at the secondary winding; in the MV network the lines, the loads
and the photovoltaic plant are modeled. In the LV network there are the two
biogas generators. The lines are modeled using an equivalent model, given by
MatLab/Simulink, based on lumped parameters modeling approach (Π model);
the transformers are modeled using a block, also provided by MatLab/Simulink,
called Three-Phase Transformer Inductance Matrix Type (Two Windings); the

Fig. 1. Interconnection among simulator sub blocks
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power driven loads and generators are modeled using the same custom block.
This block is essentially a voltage controlled current source, with I = (2P/V )∗

where the value of P is read from the corresponding data file and the voltage V
is measured at the three phase port of the block modeling the load (∗ represents
the conjugate operator). The SimPowerSystem of MatLab/Simulink allows to
use, for three phase network simulation, three solution methods: Continuous,
Discrete and Phasor. Since the simulation sampling time is equal to one hour,
it is possible to consider exhausted any transient response. For this reason the
electrical network analysis has been carried out with the Phasor method.

3 Optimization Procedure

In this section it is described how the considered active power losses optimiza-
tion problem can be formulated in terms of a multi-objective optimization prob-
lem and solved by adopting a suitable evolutionary computation approach. The
faced problem consists in finding the optimal network parameters that mini-
mize the value of the total active power losses in the network, considering the
constraints imposed on voltages and currents due to safety or quality of ser-
vice issues. Consider a linear space K, an admissible set E and a cost function
J : E → R that associates a real number to each element in E. The problem
consists in minimizing the function J in E ⊂ R

ν , where ν is the dimension of
the space K. The admissible set E is defined through the inequality constraints
gi(k) ≤ 0 i = 1, ..,m, where m is the number of constraints of the problem.
Without loss of generality it has been considered possible to measure the voltage
V(k) and the current I(k) at all locations in the network in order to compute the
cost function. In this paper it is assumed that it is possible to control both the
active and the reactive power of each biogas generator in a given range though a
couple of parameters. More precisely, the ratio k between the nominal power and
the active power and the phase φ. Moreover it is assumed that the active power
of the photovoltaic generator can be modulated in a given range. Summarizing,
the dimension ν of the parameters vector k = {k1, k2, k3, φ1, φ2} has been set
equal to 5.

Let’s define:

A =
{
k ⊂ R

5 : 0.75 ≤ k1, k2, k3 ≤ 1,−0.2 ≤ φ1, φ2 ≤ 0.45
}

(1)

B =
{
k ⊂ R

5 : Vj(k)− 1.1Vnomj ≤ 0, 0.9Vnomj − Vj(k) ≤ 0, j = 1, .., N
}
(2)

in which N represents the number of nodes of the network and Vnomj is the
nominal value of the voltage of the j-th node,

C =
{
k ⊂ R

5 : |Ij(k)| − Imaxj ≤ 0, j = 1, .., R
}

(3)

in which R represents the number of branches and Imaxj is the maximum current
allowed in the j-th wire,

D =
{
k ⊂ R

5 : k1 < cos(φ1), k2 < cos(φ2)
}

(4)
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The set D has been defined analysing the Capability Curve of biogas generators
that establishes safe operational limits. A capability curve is defined as a curve
which shows boundaries of the area on the kW-kVar diagram within which a
machine may be operated continuously.

Now, it is possible to define the admissible set E as follows:

E = A ∩B ∩ C ∩D (5)

The cost function J has been defined as follows:

J(k) =
Ploss(k)

Pgen(k)
=

Pgen(k)− Pload

Pgen(k)
(6)

where Pgen(k) is the total power generated by all sources, Pload is the total
power absorbed by the loads, and their difference Ploss(k) represents the total
losses in the network.

Given a particular determination k of the vector k, the value returned by (6)
is equal to the normalized total active power losses in the network, and can be
considered as a measure of how well k solves the optimization problem. Since
it is not practically possible do derive expression (6) in closed form as a func-
tion of k, in this paper a genetic algorithm (derivative free approach) has been
employed. A GA is a search method based on the principles of natural selection
and evolution which selects individuals with high adaptation to environmental
conditions as candidates to survive and being part of the following generation
of individuals. Moreover, satisfying constraints (5) and minimizing expression
(6) are two conflicting objectives, since active power loss is minimized when the
voltage across the line is high. Consequently, the constrained optimization prob-
lem can be faced by defining a multi-objective optimization, by relying on the
following fitness function:

F (k) = αJ(k) + (1− α)Γ (k) (7)

where α is a coefficient between 0 and 1 and it is used to adjust the relative weight
of the power losses term J(k) over the constraints term Γ (k). The function Γ (k)
is defined as follows:

Γ (k) = βΓNLC(k) + (1 − β)
[
γΓI(k) + (1− γ)ΓV (k)

]
(8)

in which β and γ are real numbers between 0 and 1. The function ΓV (k) is a
measure of how much the constraints on voltages are violated, ΓI(k) evaluates
the violation of the constraints on currents and ΓNLC(k) is a measure of the
violation of the nonlinear constraints defined in (4). The parameter β is used to
assign the relative weight of the nonlinear constraints violation with respect to
the term measuring how much voltages and currents are far from the admissible
range. In the same way, the γ parameter adjusts the relative weight of the viola-
tion of current constraints with respect to the term related to voltages violation.
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4 Tests and Results

In order to test the effectiveness of the proposed optimization procedure, the first
generation of the genetic algorithm has been generated in a random way, in the
domain A of the network parameters defined in (1). This initialization does not
necessarily guarantee the satisfaction of the constraints defined in (2), (3) and
(4), considered in the definition of the chosen fitness function. In this way, it is
possible to verify if the optimization algorithm is able to restore the network in
a safe configuration satisfying all the constraints, possibly minimizing the total
active power losses. For this test the behaviour of the control system has been
simulated and validated in a single time sample (one hour). All the simulations
have been realized using the Matlab Global Optimization Toolbox together with
the developed network simulator.

Setting the nominal voltage for the low voltage lines (LV) to Vnom = 400 V and
for the medium voltage lines (MV) to Vnom = 20800 V, the voltages constraints
on the nodes of the network are expressed as follows:

360 V < VLV < 440 V, 18710 V < VMV < 22880 V (9)

Moreover, considering IMAX = 270 A as the maximum allowed current in the
network breakers and I as the current flowing in a given network branch, it is
possible to define the currents constraints as follows:

|I| < 270 A (10)

Without loss of generality, voltages and currents have been measured only in
some critical nodes and branches taken into consideration on the basis of the
network topology. Four runs of the genetic algorithm have been done. The pro-
posed solution represents the mean value of the results obtained in all the differ-
ent simulations. The number of generations has been set to 55 and the number
of individuals for each generation has been set to 10. A few comments can be
made on the results showed in Fig. 2. First of all it should be noted that the GA
produces 50 generations instead of 55 due to early convergence to a satisfying
solution. In addition, it can be seen that the trend of the normalized voltage
level remains almost constant into allowed ranges (Fig. 2 part (a)). Moreover
the GA reduces the current level of the first and the second feeder (Fig. 2 parts
(b) and (c)) approximately by 2% and 30% respectively. The decrease of the
current level on the branches induces a reduction of the power loss as can be
seen in Fig. 2 part (d). After 30 generations the trend of the power loss becomes
almost stable and the overall decrease is approximately 2% of its original value.
Looking at Fig. 3 it can be seen that the action performed by the GA is to
increase the power contribution associated with all the DGs. In fact, the gains
k1, k2 and k3 of all generators and the power factors cos(φ1) and cos(φ2) of the
two biogas generators tend to unity, trying to achieve the maximum injection of
active power in the network (see Fig. 3 part (a), (b), (c), (d) and (e)), reducing
in this way the power request from the main grid. Finally in Fig. 3 (f) it can be
seen the trend of the fitness function, that decreases with the increasing of the
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Fig. 2. Evolution of the normalized voltage and current levels and power losses versus
GA generations
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Fig. 3. Evolution of GA parameters and fitness function versus GA generations

numbers of generations. Comparing Table 1 and 2 it is possible to figure out the
percentage of active power absorbed (AAP), capacitive reactive power (CRP),
active power generated (GAP) and inductive reactive power (IRP) generated by
the loads, distributed generators, network and balance nodes in the initial and
final configuration of the network. Some relevant comments can be made about
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Table 1. Percentage of the distribution of power in the Loads, Distributed Generators,
Network and at the Balance Nodes in the initial configuration

Loads Distributed Generators Balance Nodes Network

AAP 0,9955 0,0000 0,0000 0,0045

GAP 0,0000 0,1467 0,8533 0,0000

IRP 0.9914 0.0086 0,0000 0,0000

CRP 0,0000 0,0000 0,7266 0,2734

Table 2. Percentage of the distribution of power in the Loads, Distributed Generators,
Network and at the Balance Nodes in the final configuration

Loads Distributed Generators Balance Nodes Network

AAP 0,9956 0,0000 0,0000 0,0044

GAP 0,0000 0,1717 0,8283 0,0000

IRP 1,0000 0,0000 0,0000 0,0000

CRP 0,0000 0,0161 0,7077 0,2762

the absorbed and generated active power in both conditions. In the non con-
trolled configuration the active power is generated by 15% from DGs and 85%
from balance nodes, while the network absorbs about 0.45%. In the optimized
configuration, the active power is generated by 17% from DGs and 83% from
balance nodes, while the network absorbs about 0.44%. Although the reduction
of power dissipation of the network is small, it can be seen an increase in active
power generated by the DGs, so it can be concluded that the evolutionary op-
timization procedure tries to minimize the total losses by decreasing the power
requests from the main grid (balance nodes), while increasing the power fraction
produced by DGs which, in the considered network, are closest to loads. Con-
sequently, the distribution paths on the network from power sources to loads
are shortened, decreasing the total active power dissipated on electrical lines.
Moreover, in the initial configuration the DGs deliver inductive reactive power,
while, at the end of the simulation, they deliver capacitive reactive power; this
is a further aspect that helps to reduce the power losses on the overall network.

5 Conclusions

In this paper it has been proposed a control system able to reduce power losses
in the ACEA Distribuzione S.p.A. SG in the west aera of Rome by modulating
the DGs active and reactive powers, while considering suitable constraints on
voltages and currents imposed by safety and quality of service issues. Moreover
the constraints imposed by safe operational limits established by the Capability
Curve of biogas generators have been considered. The network has been accu-
rately modelled and simulated relying on the MatLab/Simulink SimPowerSys-
tems ToolBox, which allows to rapidly and easily build models to simulate power
systems. The optimization problem has been faced as a multi-objective one, since
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power losses minimization and constraints satisfaction are conflicting objectives.
Since it is not practically possible to derive in closed form the expression of the
power losses in terms of system parameters, a derivative free optimization proce-
dure based on a genetic algorithm has been adopted. First results show that the
proposed control strategy is able to reduce power losses and to achieve admissible
voltage and current levels according to predefined constraints. Future works will
concern on evaluating different derivative free optimization techniques, such as
Particle Swarm Optimization. Moreover, a Thyristor Voltage Regulator (TVR)
and Li-Po Energy Storage System (ESS) will be soon installed in the considered
electrical network. An advanced control system able to deal with these two new
components is currently under study.
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Abstract. An on-line prediction algorithm able to estimate, over a determined
time horizon, the solar irradiation of a specific site is considered. The learning
algorithm is based on Radial Basis Function (RBF) networks and combines the
growing criterion and the pruning strategy of the minimal resource allocating
network technique. An adaptive extended Kalman filter is used to update all the
parameters of the Neural Network (NN). The on-line learning mechanism avoids
the initial training of the NN with a large data set. The proposed solution has
been experimentally tested on a 14 kWp PhotoVoltaic (PV) plant and results are
compared to a classical RBF neural network.

Keywords: irradiation forecasting, minimal resource allocating networks, adap-
tive filtering, self learning algorithm, neural networks.

1 Introduction

Recently, energy saving and energy security have become major issues, especially in
some countries where energy deficiency not only impacts economics, society and de-
velopment of the country, but also results in the global warming. For these reasons,
interest in renewable energy is growing around the world and electric system operators
are addressing the challenge of how to integrate significant amounts of wind, solar and
other forms of variable generation into electricity grids while ensuring system reliabil-
ity. This calls for transmission additions and reinforcements, enhanced forecasting and
planning techniques for variable generation, and access to flexible grid resources includ-
ing customer participation in demand management programs, plug-in hybrid electric
vehicles and large scale electricity storage to help reliably integrate variable resources
to electricity systems. In particular, there are two tasks to integrate variable generation
and Distributed Energy Resources (DER), both locally and globally: integrating them
into the electricity network and into the energy market. One solution to decrease the
problems caused by the variable output of some distributed generation is to add energy
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storages into the systems (centralised or distributed energy storages). Forecast informa-
tion on the expected DER power production plays a primary role for the optimization
and management of those storages. Another solution is to use flexibility in electricity
consumption [17]. In fact, today time of use tariffs, for domestic use of energy, penalize
some periods of time with a higher price. Prosumers (customers and producers of energy
at the same time), knowing their forecasted energy production profile can (re)arrange
their processes to minimize costs, having great economic benefits. Since both solutions
need power production forecasts it’s a crucial task the finding of a valid and reliable
forecasting scheme. This problem has been deeply investigated in literature, in particu-
lar for what regards the forecasting and power scheduling from wind plant [15]. Also the
prediction of solar yields is becoming more and more important, especially for countries
where legislation encourages the deployment of solar power plants [16]. The irradiation
forecasted can be used as input for a PhotoVoltaic (PV) model to obtain the PV produc-
tion, or used in building energy simulation program that model energy and water use
in buildings. Depending on the application and the corresponding time scale different
approaches for modeling and forecasting solar irradiation may be appropriate and there
have been a lot of researchers engaged in the modeling of solar irradiance. It is possi-
ble to use satellite-based cloud motion vectors for cloud fields and, therefore, surface
irradiance short-term predictions with a forecast horizon of up to approximately 4 h
or irradiance models (clear-day solar radiation, half-sine, Seasonal Auto Regressive In-
tegrated Moving Average (SARIMA), WD-SARIMA, Support Vector Regression, see
[9] and reference therein). However, those methods have not been efficient in all cases
(most of them are efficient only to forecast up to 5− 10 minutes [14,3]) and contrar-
ily they may yield to noised results. A possible solution is given by Neural Networks
(NNs) which provide a nonlinear representation to implement mappings. In particular
in this paper Radial Basis Function Networks (RBFNs) have been considered for this
prediction and the system dynamics related to the irradiation have been taken into ac-
count through the RBFN input pattern that must be composed of a proper set of system
input and output samples acquired in a finite set of past time instants [11]. These NNs
have been widely used for nonlinear system identification [4,6,8,2,5] because they have
the ability both to approximate complex nonlinear mappings directly from input-output
data with a simple topological structure that avoid lengthy calculations [6] and to reveal
how learning proceeds in an explicit manner. The considered on-line learning algorithm
is based on the Minimal Resource Allocating Network (MRAN) technique [22], that
adds hidden neurons to the network based on the innovation of each new RBFN input
pattern which arrives sequentially. As stated in [22], to obtain a more parsimonious net-
work topology a pruning strategy is introduced. This strategy detects and removes as
learning progresses those hidden neurons which make little contribution to the network
output. Pruning is necessary for the prediction of the irradiation changing dynamics
because inactive hidden neurons could be present as the dynamics which caused their
creation becomes nonexistent. If an observation has no novelty then the existing pa-
rameters of the network are adjusted by an Extended Kalman Filter (EKF) [22]. In this
paper the performance of the filter is improved by an on-line adjustment of the noise
statistics obtained by a suitably defined estimation algorithm; the proposed Adaptive Ex-
tended Kalman Filter (AEKF) is able to adaptively estimating the unknown statistical
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parameters [13]. The main advantage of the proposed MRAN algorithm is that a large
data set of irradiation measurements, weather forecast, temperature for a specific lo-
cation is no longer required for the training of the NN, drastically reducing the setup
time. Another important advantage is that, due to the adaptive algorithm, some singular
seasonal weather situation can be rapidly identified and corrected. A comparison of the
performance obtained by the MRAN AEKF RBF Neural Network with respect to the
standard RBF Neural Network is presented, considering data taken from a PV plant lo-
cated in Jesi, Italy. The paper is organized as follows. The on-line prediction algorithm
is described in Section 2 and the performance of the considered NNs are discussed in
Section 3. The paper ends with comments on the performance of the proposed solution.

2 Prediction Algorithm

The approach to implement a Minimal Resource Allocating Network (MRAN) is based
on a sequential learning algorithm and an Extended Kalman Filter (EKF) [22,10]. In
particular the sequential learning algorithm adds or removes neurons on-line to the net-
work according to a given criterion [22] and an EKF is used to update the net parame-
ters. In this paper the MRAN algorithm is improved by an Adaptive Extended Kalman
Filter (AEKF) in order to take into account the time-varying noise statistics [13], as
shown in the following.

2.1 Radial Basis Function Neural Network

A RBFN with input pattern x ∈ R
m and a scalar output ŷ ∈ R implements a mapping

f : Rm → R according to

ŷ = f (x) = λ0 +
K

∑
i=1

λiφ (‖x−ci‖) (1)

where φ(·) is a given function from R
+ to R, ‖ · ‖ denotes the Euclidean norm, λi,

i = 0,1, · · ·,K are the weight parameters, ci ∈ R
m, i = 1,2, · · · ,K, are the radial basis

function centers (called also units or neurons) and K is the number of centers [6]. The
terms:

oi = λiφ (‖x−ci‖) , i = 1, · · · ,K (2)

are called the hidden unit outputs.
In this paper the RBFN is used for the prediction of the output of a dynamical system

and the system dynamics can be taken into account through the network input pattern
x, that must be composed of a proper set of system input and output samples acquired
in a finite set of past time instants [11]. In particular in this paper, the system output is
the solar irradiation (see Section 3) and the inputs are the weather forecast, the number
of day of the year, the hour of the day (see Section 3).

Theoretical investigation and practical results show that the choice of the non-linearity
φ(·), a function of the distance di between the current input x and the centre ci, does
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not significantly influence the performance of the RBFN [6]. Therefore, the following
gaussian function is considered:

φ(di) = exp
(
−d2

i /β 2
i

)
, i = 1,2, · · ·,K (3)

where di = ‖x−ci‖ and the real constant βi is a scaling or “width” parameter [6].

2.2 Minimal Resource Allocating Network Algorithm

The learning process of MRAN involves allocation of new hidden units and a pruning
strategy as well as adaptation of network parameters [22]. The network starts with no
hidden units and as input-output data (x(·),y(·)) are received, some of them are used
to generate new hidden units based on a suitably defined growth criteria. In particular
at each time instant n the following three conditions are evaluated to decide if the input
x(n) should give rise to a new hidden unit:

‖e(n)‖= ‖y(n)− f (x(n))‖> E1 (4)

erms(n) =

√√√√ n

∑
j=n−(M−1)

e( j)2

M
> E2 (5)

d(n) = ‖x(n)−cr(n)‖> E3 (6)

where cr(n) is the centre of the hidden unit that is nearest to x(n) and M represents the
number of past network outputs to calculate the output error erms(n). The terms E1, E2

and E3 are thresholds to be suitably selected. As stated in [22], these three conditions
evaluate the novelty in the data. If all the criteria of (4)–(6) are satisfied, a new hidden
unit is added and the following parameters are associated with it:

λK+1 = e(n) (7)

cK+1 = x(n) (8)

βK+1 = α ‖x(n)−cr(n)‖ (9)

where α determines the overlap of the response of a hidden unit in the input space as
specified in [22]. If the observation (x(n),y(n)) does not satisfy the criteria of (4)–(6),
an EKF is used to update the following parameters of the network:

w =
[
λ0,λ1,c

T
1 ,β1, · · · ,λN ,c

T
N ,βN

]T
. (10)

The update equation is given by:

w(n) =w(n− 1)+k(n)e(n) (11)

where the gain vector k(n) is expressed by:

k(n) = P (n− 1)a(n)
[
σ2

v (n)+aT (n)P (n− 1)a(n)
]−1

(12)
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with a(n) the gradient vector of the function f (x(n)) (see Eq. 1) with respect to the
parameter vector w(n− 1) [22], σ2

v (n) is the variance of the measurement noise and
P (n− 1) is the error covariance matrix. This matrix is updated by:

P (n) =
[
Iz×z −k(n)aT (n)

]
P (n− 1)+σ2

η(n− 1)Iz×z (13)

where I is the identity matrix and σ2
η (n−1) is introduced to avoid that the rapid conver-

gence of the EKF algorithm prevents the model from adapting to future data [22]. The
z× z matrix P (n) is positive definite symmetric and z is the number of parameters to be
adjusted. When a new hidden neuron is allocated, the dimension of P (n) increases to:

P (n) =

(
P (n− 1) 0

0 p0Iz1×z1

)
. (14)

In (14), p0 is an estimate of the uncertainty in the initial values assigned to the param-
eters and the dimension z1 of the identity matrix I is the number of new parameters
introduced by adding the new hidden neuron. As stated in [22], to keep the RBF net-
work in a minimal size a pruning strategy removes those hidden units that contribute
little to the overall network output over a number of consecutive observations. To carry
out this pruning strategy, for every observation (x(n),y(n)) the hidden unit outputs are
computed (see Eq. (2)) and normalized with respect to the highest output:

oi(n) =
oi(n)

max{oi(n)}
, i = 1, · · · ,K. (15)

The hidden units for which the normalized output (15) is less than a threshold δ for ξ
consecutive observations are removed and the dimensionality of all the related matrices
are adjusted to suit the reduced network [22].

The weakness of the above algorithm is that all the parameters of the network, in-
cluding all the centers of the hidden neurons, widths and weights, have to be update at
every step; the size of the matrices to be update becomes large as the number of hidden
neurons increases. Therefore, for the real-time implementation of the considered algo-
rithm, it could be necessary to reduce the online computation effort and to this purpose
a “winner neuron” strategy can be incorporate in the learning algorithm as proposed
in [22]. The “winner neuron” is defined as the neuron in the network that is closest
(in some norm sense) to the current input data. The criteria for adding and pruning the
hidden neurons are all the same as in the above algorithm; the difference, in the “win-
ner neuron” strategy, is that if the observation (x(·),y(·)) does not meet the criteria to
add a new hidden neuron (see Eqs. (4)–(6)), only the network parameters related to the
selected “winner neuron” are updated by the EKF algorithm [22].

The EKF can be implemented once estimates of σ2
η (n) and σ2

v (n) are available. In
general, a complete and reliable information about these estimates is not available; on
the other hand it is well known how poor knowledge of noise statistics may seriously
degrade the Kalman filter performance. This problem is here dealt with introducing an
adaptive adjustment mechanism of σ2

η(n) and σ2
v (n) values in the EKF equations.
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2.3 Adaptive Estimation of σ2
η(n) and σ2

v (n)

A considerable amount of research has been performed on the adaptive Kalman filtering
[13,23], but in practice it is often necessary to redesign the adaptive filtering scheme ac-
cording to the particular characteristics of the faced problem. In the adaptive procedure
here proposed, under proper assumptions given in [13], it is possible to define a simple
and efficient estimation algorithm based on the condition of consistency, at each step,
between the residual e(n) and its predicted statistic E{e2(n)}. Imposing such a condi-
tion, one-stage estimates σ̂2

η(n−1) and σ̂2
v (n), of σ2

η(n−1) and σ2
v (n), respectively, are

obtained at each step. To increase their significance, the one-stage estimates σ̂2
η (n− 1)

and σ̂2
v (n) are average obtaining the relative smoothed version ¯̂σ2

η(n− 1) and ¯̂σ2
v (n).

After proper calculations [13], the following recursive form of estimates ¯̂σ2
η (n−1) and

¯̂σ2
v (n) is found:

¯̂σ2
η (n− 1) = ¯̂σ2

η (n− 2)+
1

lη + 1
[σ̂2

η(n− 2)− σ̂2
η(n− (lη + 1))] (16)

¯̂σ2
v (n) = ¯̂σ2

v (n− 1)+
1

lv + 1
(σ̂2

v (n)− σ̂2
v (n− lv)) (17)

where:

– σ̂2
η(n− 1) = max{(a(n)aT (n))−1[e(n)2 −a(n)P (n− 1)aT(n)− ¯̂σ2

v (n)],0}
– σ̂2

v (n) = max{e2(n)− [a(n)P (n− 1)aT(n)+a(n) ¯̂σ2
η(n− 1)IaT (n)],0}

– lη and lv are the number of one-stage estimates ¯̂σ2
η (n− 1) and ¯̂σ2

v (n) respectively,
yielding the smoothed estimates.

Parameters lη and lv of estimators (16) and (17) are chosen on the basis of two antag-
onist considerations: low values would produce noise estimators which are not statis-
tically significant, large values would produce estimators which are scarcely sensitive
to possible rapid fluctuations of the true σ2

η (n− 1) and σ2
v (n) [13]. In other words, the

one-stage estimates are made by averaging past samples in order to increase the statis-
tical significance of estimators; if the samples are too far the filter has a low reactivity,
while if the samples are too near estimators have a low statistical significance [13].
During filter initialization, the starting values σ̂2

η (0) and σ̂2
v (0) in Eqs. (16) and (17)

respectively, must be chosen on the basis of the a priori available information. In case
of lack of such information, a large value of P(0,0) is useful to prevent divergence.

The MRAN prediction algorithm [22] enhanced by the AEKF, called MRANAEKF
algorithm, is summarized as follow:

1. For each observation (x(n),y(n)) do: compute the overall network output: ŷ(n) =

f (x(n)) = λ0 +
K
∑

i=1
λiφ (‖x(n)−ci‖) where K is the number of hidden units;

2. Calculate the parameters required by the growth criterion:
- ‖e(n)‖= ‖y(n)− f (x(n))‖

- erms(n) =

√
n
∑

j=n−(M−1)

e( j)2

M
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- d(n) = ‖x(n)−cr(n)‖
3. Apply the criterion for adding a new hidden unit:

if
‖e(n)‖ > E1 and erms(n) > E2 and d(n) > E3 allocate a new hidden unit K + 1
with:

- λK+1 = e(n)
- cK+1 = x(n)
- βK+1 = α ‖x(n)−cr(n)‖

else
- adapt the measurement noise coefficient:

¯̂σ2
v (n) = ¯̂σ2

v (n− 1)+ 1
lv+1 (σ̂

2
v (n)− σ̂2

v (n− lv))
- tune the network parameters:
w(n) =w(n− 1)+k(n)e(n)

- adapt the process noise coefficient:
¯̂σ2

η (n− 1) = ¯̂σ2
η (n− 2)+ 1

lη+1 [σ̂
2
η(n− 2)− σ̂2

η(n− (lη + 1))]
- update the error covariance matrix:
P (n) =

[
Iz×z −k(n)aT (n)

]
P (n− 1)+σ2

η(n− 1)Iz×z

end
4. Check the criterion to prune hidden units:

- compute the hidden unit outputs:
oi(n) = λiφ (‖x(n)−ci‖) , i = 1, · · · ,K

- compute the normalized outputs:
oi(n) =

oi(n)
max{oi(n)} , i = 1, · · · ,K

- if oi(·)< δ for ξ consecutive observations then
prune the ith hidden unit and reduce the dimensionality of the related matrices

end
5. n = n+ 1 and go to step 1.

3 Neural Network Based Irradiation Forecasting

Tests are based on data acquired from January 2011 to December 2011 during PV plant
standard working. The considered 14 kWp PV plant, equipped with polysilicon solar
panels south oriented and tilt angle 27 deg., is located in Jesi (AN), Italy. It is composed
by 8 strings of Renergies 220P/220 polysilicon panels [19] where each string is con-
nected to a SMA Sunny Boy 1700IT solar inverter [21]. A lithium battery pack which is
composed by the series of two sub-module with 80 ThunderSky modules 40 Ah, a Bat-
tery Management System (BMS) and a battery charger for each module [24]. A solar
inverter (model SIAC soleil 10kW) is connected to this pack [20]. All communication
is done through the TCP/IP protocol, using serial to TCP/IP converters. All devices are
connected to a server, where it is located the software to manage the whole system.

For the above PV plant, two different situations are considered: in the first one the
proposed algorithm is tested without a pre-trained net; this situation can occur if the
solar irradiation has to be predicted on a plant without previous information on it. In
the second situation, the MRANAEKF learning algorithm starts with a pre-trained net
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Fig. 1. Evolution of hidden neurons due to growing and pruning for the considered data set (Year
2011). The continuous red line is the pre-trained MRANAEKF network while the dashed blue
line is the no pre-trained MRANAEKF network. The first data window is from day 7 (144th
sample) to day 9 (216th sample); the second data window is from day 169 (4032th sample) to
day 171 (4106th sample).

based on few historical information found on the WEB such as solar irradiation pro-
file of clear sky days and cloudy days for the specified location, panel orientation and
tilting. The information have been taken directly from the website of PVGIS [18]. This
is a common operating condition, when no sensors and measures are available for the
plant before the forecast starts. To measure the performance of the proposed algorithm,
the Root Mean Square of the Error e(·) (RMSE) and its Standard Deviation (SD) have
been calculated. Only hours with daylight (irradiance greater than zero) are considered
for the calculation of the RMSE; night values with no irradiance are excluded from the
evaluation. The set of experimental data is composed of 8000 pairs of input and out-
put samples. Sampling time is 1h and the data have been normalized, between 0 and
1, in order to have the same range. In particular the set of experimental data is given
by the pairs (x(n),y(n)), n = 1,2, . . . where x(n) is composed by the hourly weather
forecast given by sunny, clean, partly cloud and overcast sky conditions taken on the
WEB [12,1], the number of day of the year, the hour of the day, the air temperature
and y(·) is the solar irradiation measured by the SMA Sunny Sensorbox [21]. The con-
sidered algorithm requires careful selection of the threshold parameters E1, E2, E3 and
of parameter M, as defined in Eqs. (4)–(6), which control the growth characteristics of
the network; i.e. if small thresholds are chosen more units are added to the NN. The
parameters δ and ξ control the pruning strategy (Eq. (15)); it is important to take into
account the system non stationarity to select these parameters. In other words, slowly
dynamic variations imply a bigger δ and a smaller ξ . The parameters α , p0, σ2

v (0)
and σ2

η (0) related to the AEKF algorithm used to update the network parameters of
Eq. (10) are chosen by trial and error. In the considered experimental tests the numeric
values of these parameters are selected, as: E1 = 0.01, E2 = 0.02, E3 = 0.4, M = 50,
δ = 0.0005, ξ = 2000, α = 1.2, p0 = 0.2, σ2

v (0) = 0.03, σ2
η (0) = 0.03. Samples of

the performed prediction tests are given in Fig. 1 through 4. In particular the Fig. 1
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Fig. 2. First data window: day 7 to 9 of 2011 (7–9 January)

Fig. 3. Second data window: day 169 to 171 of 2011 (19–21 June)

shows the hidden neurons evolution history for the MRANAEKF algorithm as it learns
sequentially from data. In this figure two data windows have been highlighted to com-
pare the performance of the MRANAEKF RBF NN with respect to a classical RBF NN
algorithm. As will be showed in Figs. 2 and 3, the first data window is relative to the
starting learning period of the MRANAEKF (days 7− 9) and the second data window
is relative to the “steady state” operation (days 169−171). Results are compared with a
previously trained classical RBF network with the same inputs and output. The training
data set of the classical RBF network is composed by 5000 pairs of input-output and
it is relative to the last 20 days of each month of 2010 as described in [7]. A sample
of the performed tests is shown in Figs. 2 and 3, where continuous red line represents
the irradiation predicted by the pre-trained MRANAEKF, the dashed blue line is the
irradiation predicted by the no pre-trained MRANAEKF network, the dotted black line
is the irradiation predicted by the classical RBF NN and the continuous green line is
the measured irradiation. Results for the data set relative to the year 2011 have been
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Fig. 4. Sample covariance of the residuals obtained by the prediction performed by the pre-trained
MRANAEKF network.

Table 1. Comparison of prediction results (values are in [W/m2]) of the MRANAEKF with (a)
and without (b) pre-training and the classical fixed RBF network. The considered whole data set
is relative to the year 2011. Data windows are highlighted in Fig. 1.

MRANAEKF (a) MRANAEKF (b) RBF

DATA RMSE SD RMSE SD RMSE SD

Whole data set 65.2 60.2 70.5 68.2 75.1 74.2
First data window 71.1 69.8 76.2 75.2 81.2 79.7

Second data window 50.4 48.3 55.9 53.4 59.3 57.1

summarized in Table 1. The network pre-trained with basic information on PV plant
design and historical data available on the WEB [18] has shown good capability to gen-
eralize the prediction of the irradiation of a specific plant in the first two days of working
and, with the growing on the net, the forecast becomes more accurate; the net starting
without neurons (no pre-trained) needs up to 4 days to show a good performance. Both
networks have shown better performance with respect to the classical RBF NN. The
whiteness test on the sample covariance of the prediction errors has been used for the
network validation. A sample is shown in Fig. 4.

4 Concluding Remarks

In this paper a minimal resource allocating network algorithm has been analyzed for
on-line hourly site-specific irradiance forecast. This algorithm increases the number of
RBFN hidden neurons depending on the input-output data and an adaptive extended
Kalman filter is used to update all the parameters of the network. A pruning strategy
is also considered to remove those hidden units which end up to give a contribution to
the network output. Two ways of use the MRANAEKF algorithm have been proposed:
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with a pre-trained net based only on historical information found on the WEB and with
a no pre-trained network. The results indicate that both situations give networks with
better prediction accuracy with respect to a classical fixed RBF NN previously trained
with a large data set. As future developments, the authors are actually considering the
possibility to integrate a “winner neuron” strategy to minimize the computational effort
of the overall algorithmic architecture. This will make the developed system even more
appealing from a real-time implementation perspective.
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Abstract. Energy saving is nowadays a mandatory requirement for
buildings. In this paper, a novel holistic system for intelligent Smart
Home environments is introduced, which is able to embrace energy pro-
duction and consumption in a unique perspective and to handle them in
conjunction with device and services management. Semantic Web tech-
nologies are employed to foster data interoperability and to supply in-
ference power for intelligent tasks management, decisions making and
energy saving. The proposed system uses an IP-based network as main
communication channel and a semantic extension of the UPnP technol-
ogy, to support zero-configuration, automatic discovering and intelligent
control. The ontology framework, used to formally describe all relevant
information of the Smart Home environment like devices, services and
context, is also presented focusing on the device and the energy ontol-
ogy. In addition, the issue of the lack of Semantic Web compliant device
descriptions that currently are not provided by device vendors, posing a
serious barrier toward the practical application of semantic technologies
in Smart Home scenario, is also tackled.

1 Introduction

The multiplication of smart devices available for the home environment, able
to accomplish to some extent autonomously operations of configuration and
communication, is pushing forward the intelligent capabilities of houses. These
can provide more comfortable living spaces to their inhabitants, resulting more
adaptive and reactive to user needs, and more efficient behaviors, allowing the
automatic accomplishment of several tasks like maintenance and energy man-
agement, as envisioned by Ambient Intelligent (AmI) paradigm [1]. To take full
advantage of the potential of such smart devices, it’s crucial to provide them the
capability to self-describe and automatically communicate. In particular, provid-
ing machine processable and understandable descriptions of their capabilities, it
is a key factor for the implementation of more efficient automatic control strate-
gies. This not only to provide a better user comfort but also to improve energetic
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efficiency, which in recent years has become a mandatory buildings requirement
for both environment preservation and economic reasons [2].

In previous works [3] [4], we introduced a holistic vision for intelligent Smart
Home (SH) task management, based on Semantic Web (SW) technologies to
provide data interoperability among the numerous devices that compose and
operate in a SH environment and to supply inference power for intelligent tasks
management and energy saving. An ontology framework is used to model several
aspects like: operative scenario, context, quality of service, user preferences and
energetic production and consumption in a unique global Knowledge Base (gKB)
used to support the implementation of efficient control logics.

In this paper, we move towards the practical implementation of our vision
in the real world scenario. In particular, we discuss a semantic extension of
the UPnP protocol used to foster automatic communications capabilities among
devices. In addition, the issue of the lack of SW compliant device descriptions
that currently are not provided by device vendors, posing a serious barrier toward
the practical application of SW technologies in SH scenario, is also tackled.

The paper is organized as follows: Section 2 provides a brief state of the art
about devices description in AmI systems. Section 3 summarizes our holistic
vision for SH environments, describing also the developed ontology framework
focusing on the Energy and Device ontologies. Section 4 presents the proposed
semantic extension of UPnP protocol. Section 5 discusses a Device Description
Repository (DDR) used to manage device descriptions and to promote their
sharing and reuse, basing on a social model for collaborative description creation
and exchange.

2 Device Description

AmI’s smart devices have to be able to communicate and to automate their
configuration and discovery tasks. Several proprietary protocols have been de-
veloped in recent years to enable the communication among smart home devices
such as LonWorks [5], Z-Wave [6] and KNX [7]. Being proprietary, these proto-
cols limit the communication capabilities with devices that are based on different
communication buses (e.g. communication among devices from different manu-
facturers). The multiplication of the number of heterogeneous devices in smart
homes, often produced by different manufacturers, has raised the need of us-
ing more general communication buses, pushing forward the implementation of
IP-based solutions. A growing number of manufacturers has started to support
opened IP-based protocols in their devices or, at least, to provide gateways to
connect their proprietary networks with the IP-world.

Currently, UPnP [8] and other standards based on it like UPnP/AV [9] and
DLNA [10], seem to be the most widely supported standards for devices descrip-
tion, configuration and discovering. These standards use the Extensible Markup
Language (XML) for devices and services description and they classify devices
using a limited set of predefined categories, each of those defines predefined ser-
vices. However, the descriptive capabilities of this approach are not sufficient to
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Fig. 1. A simplified sketch of system architecture

model the large number of devices currently available on the market as well as
to encode the large number of information required to model the entire domain
of an AmI (e.g. context, user preferences, etc.), as required to create a dynamic
knowledge base and a reasoning system. Moreover, a description model based
on XML lacks of formal semantics and provides only a strict syntactic repre-
sentation of information based on preexisting schema. This limits the intelligent
and adaptive capabilities of an AmI, considering that all the operations per-
formed to search, discover or match different devices are based only on syntactic
comparisons, without considering logical equivalences.

The importance that device description plays also in other scenarios like device
design, system engineering and integration has led to several efforts in defining
standards for device description: FIPA [11], CCPP [12], GSDML and FDCML
[13], and CANopen [14]. However, the possibility to introduce a commonly ac-
cepted standard seems doomed to remain utopia for technical, time-related and
political reasons. In order to overcome the lack of standardization, the limits of
the current proposed solutions and to provide more expressive, flexible and ef-
fective descriptions, several proposals, like [15], [16] and [17], use Semantic Web
technologies to develop generic architectures for devices and services description.

3 A Holistic Vision for Smart Home Environments

In this section we briefly describe the implementation of the proposed holis-
tic vision for SH environment, Figure 1. More details can be founded in [3].
An IP-based network is used as main communication channel for the whole SH
environment and a semantic extension of the UPnP protocol, developed in con-
formity with the specifications defined by the standard itself, is used for devices
auto-configuration, discovering and controlling. The extended protocol, which is
presented in details in section 4, enables intelligent management of devices and
services, which have been semantically described using RDF. In order to design
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a system to connect legacy devices (devices that do not support natively the IP
connectivity and the UPnP technology) to the proposed SH environment, differ-
ent classes of devices have been considered. Programmable devices can be easily
extended to support the proposed implementation of UPnP protocol. For not
programmable devices as well as for devices that do not support natively the IP
connectivity dedicated low-cost gateways are used. These gateways allow to wrap
one or more physical devices providing IP connectivity, offering transparent in-
terfaces towards proprietary communication buses, and a shared implementation
of the semantically extended UPnP protocol. The use of gateways ensures device
independency in control logics allowing the implementation of high-level control
algorithms. In this way, damaged physical devices can be substituted and obso-
lete devices can be replaced with new generation devices without requiring any
intervention on control logic, since the semantic information required for their
control are separated from the control application itself. Also, virtual devices
can be implemented to emulate real devices capabilities (e.g. a virtual weather
station can be created exploiting online weather forecast services and be later
substituted by a sensor without requiring any further intervention).

A centralized Smart Home Manager (SHM) is used both for devices man-
agement (handling their communication, checking their status, sending controls,
etc.), for automatic service administration (service composition, task scheduling,
etc.) and for user interaction. SHM is responsible of retrieving and managing the
semantic device descriptions, as discussed more in details in Sec. 5. Also, when a
user interacts with any device placed in the SH environment, the SHM logs the
user actions, trying to automatically profile the user preferences. In additions,
users can directly interact with the SHM to enter their preferences, to ask the
execution of a specific task, to schedule a complex set of actions, etc. All infor-
mation obtained by devices or derived from user interaction are encoded in RDF
and stored in the gKB.

In the proposed system, an ontology framework is used as modeling structure
to encode all the relevant information regarding manifold aspects like operative
scenario, context, quality of service, user preferences, energetic production and
consumption in a unique gKB, as described in more details in a precedent work
[4]. A wide set of different ontologies is introduced, each of those self-sufficient
and specifically conceived to describe one aspect of the system but also strictly
bounded with the others. The Service Ontology allows to describe and define a
wide number of services, ranging from communication and security to domotic
and entertainment, extending the limited number of classes defined by the UPnP
standard and encoding several information like service type, services priority,
required energy, etc. Several different facets of system context can be described
using specific ontologies like the User Ontologies, for users and their preferences,
and the Energy Ontology, for encoding information about energy actual and
forecast status.

Currently the ontology framework is under development; however ontologies
for device and energy description are already in an alpha status and can be used
in conjunction to support intelligent energy management, as show in Figure 2.
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Fig. 2. An example of information encoding for intelligent task scheduling

Exploiting the inference capabilities provided by the used rich semantic de-
scriptions, the gKB can be used to support the implementation of efficient control
logics and to enhance system intelligence in task management. Energy saving can
therefore be implemented not only at device level, simply using low consumption
devices, but also at task level, through an intelligent task scheduling based on
energy optimization strategy.

4 Semantic UPnP Extension

UPnP is a technology for pervasive peer-to-peer network connectivity of intelli-
gent devices, designed to be flexible and to support zero-configuration, automatic
discovering and controlling. UPnP devices can join a network, automatically ad-
vertise their presence and services and seamlessly discover the presence of other
devices. UPnP devices advertise their presence multicasting a number of discov-
ery messages. Such messages, which are based on part of the header field format
of HTTP 1.1, contain a standardized set of headers, in particular, a Location
header at which the device description and the description of the provided ser-
vices can be retrieved. Control Points, which are special UPnP devices that are
able to control other devices available on the network, can listen to the standard
multicast address, for example, to get informed that new devices and services
are available. When a new UPnP device is identified, the Control Point can pro-
cess its advertising message to retrieve its XML description that can be used to
control it.

To support RDF descriptions of UPnP devices, in the proposed extension
of the UPnP technology the advertising message has been modified introduc-
ing additional headers as shown in Figure 3: RDF-Location and Ontology. The
RDF-Location header contains the URI of the device’s RDF description. Such
description is commonly stored internally to the device but can also be stored on
an external repository. In the latter case, the description is required to be always
accessible to avoid malfunctioning but can be more easily automatically updated,
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NOTIFY * HTTP/1.1
Cache-control: max-age=1800
Host: 239.255.255.250:1900
Usn: uuid:fd7a733d-4c2d-d810-0000-00001eccef34::upnp:rootdevice
Location: http://192.168.1.161:52521/dev/fd7a733d/desc.xml
Nt: upnp:rootdevice
Nts: ssdp:alive
Server: MacOSX/10.6.8 UPnP/1.0 Semedia-UPnP-Framework/1.0

Standard UPnP Advertise Message

RDF-Location: http://192.168.1.161:52521/dev/fd7a733d/desc-rdf.rdf
Ontology: http://namespace-of-our-used-ontology/

Additional Headers (Semantic Extension)

+

Fig. 3. An example of UPnP extended message

for example, to include additional information. The Ontology header contains a
URI (or an array of URIs) pointing to the location at which the ontologies used
to structure the RDF description are stored. Once retrieved, semantic descrip-
tions are then stored in the gKB to be used in supporting intelligent systems
control logics.

Adding new custom headers in the advertising message does not break the
UPnP standard. Several tests have been done to identify possible problems due
to the addition of new custom headers within the advertising message. These
tests have been executed implementing software UPnP devices using Cling1,
CyberLinkC2 and Platinum3 frameworks. In our tests, no problems have been
identified. Traditional UPnP Control Points were able to correctly access to the
standard XML description while intelligent Control Points were able to access
the RDF description and the related ontologies.

5 Device Descriptions Repository

Currently, one of the main issues in fostering the application of SW technolo-
gies for device management is that manufacturers do not provide digital device
descriptions using a semantic compliant format and often not even in electronic
format. At best, smart device descriptions are supplied in XML, as in the case of
UPnP and related standards, which can be converted in RDF using XSLT (EX-
tensible Stylesheet Language Transformation). This requires the XML schema
used in the description to be known and to define a mapping between the XML
schema and the used ontology. Once that an XSLT is defined the conversion
can be performed automatically for all the devices using the same XML schema.
Commonly, most of the devices information is available only in human-readable
format and provided in use and maintenance manuals or data-sheets. In addition,
supplementary information has to be added with respect to the one provided in
XML. This requires a preliminary activity to generate the required semantic

1 http://teleal.org/projects/cling/
2 http://www.cybergarage.org/twiki/bin/view/Main/CyberLinkForC
3 http://sourceforge.net/projects/platinum/

http://teleal.org/projects/cling/
http://www.cybergarage.org/twiki/bin/view/Main/CyberLinkForC
http://sourceforge.net/projects/platinum/
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device descriptions that is highly expensive and time consuming, in particular if
it has to be performed manually and replied for each device and installation.

To ease the generation, the sharing and the retrieval of devices description,
a centralized Device Description Repository (DDR) has been introduced. DDR
provides tools for creating and adding new semantic device descriptions that are
not yet available in the repository. This collaborative approach in data creation
and sharing, which has been applied with success in several scenarios since the
advent of Web 2.0, is expected to foster the availability of device descriptions.
DDR has been conceived for being agnostic to the ontologies used for semantic
descriptions, exploiting a general purpose RDF editor that works over a generic
SPARQL endpoint. Moreover, DDR has been designed to be implemented as
an open repository according to the Linked Data guidelines [18] to make SW
compliant device descriptions accessible over the Web. In this way, available de-
scriptions can be easily reused and consumed by other users and third party
applications. DDR provides advanced and intuitive GUIs for devices descrip-
tions searching and visualization based on the faceted browsing paradigm. This
allows users to explore such information both using a search box, to perform
keyword-based queries, and filtering the results using the facet menus (i.e. by
adding or removing constraints on the facet properties). The repository can be
used also for searching and comparing semantically enable devices, according
for their type, performances and energetic consumption and can be also used to
ease a system installation or configuration. The availability of semantic device
descriptions can therefore become a commercial advantage and push vendors to
publish themselves the descriptions in RDF format. DDR exposes restful APIs
that can be used by software agents for device descriptions searching, authoring
and consuming. In particular, the APIs allow to search for existing device de-
scriptions and to create or edit new or existing ones according to the proposed
ontologies, described in Section 3.

Figure 4 shows how the DDR can be used in the proposed system in support-
ing automatic devices management and control. When a semantically enabled
device accesses the network, the SHM can retrieve its RDF description and store
it in its local gKB. On the contrary, if the connected device supports only the
standard UPnP protocol, the SHM can parse the information contained in the
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Fig. 4. Semantic compliant device description retrieval process
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XML description and use them to query the DDR to look for an already existing
semantic description for such device. Searching operation are based on device
type, model and vendor and on some experimental heuristics. In case the search
produces multiple results, user intervention is required to select the description
to be used. If the searching operation did not produce any valid results, the SHM
send the XML description retrieved from the local device to DDR for converting
it to RDF using an XSLT transformation. In the implementation of the pro-
posed system, some experimental XSLT transformations have been developed
and tested to cover the main classes of devices defined by the UPnP Forum.
More information is nevertheless required to provide a more intelligent device
management, for example about, its energy consumptions. With such purpose,
the SHM can require the user/installer to manually introduce the additional
required information, using on purpose Web interface, shown in Figure 5.

In case of a device (or a device ensemble connected by proprietary bus) do
not support the UPnP protocol, its configuration requires the human installer
intervention to connect it to a semantic gateway and to fully edit its description.
DDR can give aid also in this scenario. The DDR Web interface, in fact, can be
used for editing the semantic device description. Once introduced in the reposi-
tory, the description can be reused and its information employed to retrieve and
to deploy the necessary middleware software that is required for the gateway

Fig. 5. The Web interface for Device descriptions visualization
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configuration. A prototype implementation of the DDR has been currently de-
veloped using a Sesame4 triplestore for data storage and Ruby on Rails5 for the
backend logic.

6 Conclusions and Future Works

In this paper, the current efforts towards the implementation of a novel holistic
system for a Smart Home environment has been discussed, in particular, focusing
on supporting device auto-configuration and intelligent control. With such aims,
a semantic extension of UPnP protocol has been developed to foster device
automatic communication capabilities without breaking the official standard.
In addition, a centralized Device Description Repository has been introduced to
provide support for semantic device descriptions management and to foster their
sharing and reuse.
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Abstract. Nowadays a correct use of energy is a crucial aspect, in
fact cost and energy waste reduction are the main goals that must be
achieved. To reach this objective an optimal energy management must be
obtained through some techniques and optimization algorithms, in order
to provide the best solution in terms of cost. In this work a comparison
between different methods for energy scheduling is proposed and some
analytical results are reported, in order to offer a clear overview for each
technique, in terms of advantages and disadvantages. A residential sce-
nario is considered for computer simulations, in which a system storage
and renewable resources are available and exploitable to match the user
load demand.

1 Introduction

The concept of smart grid faces many electrical power engineering requirements,
so different solutions can be achieved for each specific application, from the
generation to the customer level, where Computational Intelligence techniques
can be very useful [1,2]. In this area the energy management has a main role in
order to reduce costs and avoid its waste, also in a micro-grid for a residential
or domestic scenario. A joint task and energy optimization framework has been
already implemented [3], but several methods have been developed to accomplish
efficiently only energy scheduling: linear programming techniques [4], Particle
Swarm Optimization (PSO) [5], Fuzzy-Logic [6], Artificial Neural Networks [7],
and also Adaptive Dynamic Programming (ADP) [8].

In this paper, the attention is focused in home environment connected to
the main grid and also a photovoltaic (PV) system with a battery is consid-
ered to increase the saving. The load profile must be always satisfied managing
renewable energy, battery and electrical grid in order to reduce costs. There-
fore an optimal battery controller must be obtained, whose control policy is to
minimize the energy cost imported from the grid managing the battery actions

B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 311–320.
DOI: 10.1007/978-3-642-35467-0_31 c© Springer-Verlag Berlin Heidelberg 2013



312 F. De Angelis et al.

(charge/discharge) and knowing the forecasted renewable resources, load pro-
file and energy price. In this work a comparison among six different methods,
the best promising chosen from literature, for battery management is proposed:
an overview for each technique is provided and also a comparison is reported,
in terms of advantages and disadvantages. Some of these methods have been
already presented in other papers like [9] based on Adaptive Dynamic Program-
ming (ADP) and on Particle Swarm Optimization (PSO) technique; some other
methods, based on Linear Programming (LP) and PSO, are introduced for the
first time.

The system description is reported in Section 2, the analytical issues of each
optimization algorithm are discussed in Section 3 and the simulated scenario is
shown in Section 4. Section 5 deals with the conducted computer simulations
whereas Section 6 draws the work conclusions.

2 Home Energy System Description

The proposed home model is composed of a main electrical grid, external PV
array, storage system and Power Management Unity (PMU), that ensures the
meeting of load demand. As reported in Fig. 1, PMU unit (energy scheduler)
manages the energy flows: battery can be charged from the grid and/or from
PV, moreover if necessary it can be discharged to supply the load. If there is
exceeded energy from PV not usable from the system, it is sold to the main grid.
In addition the battery must satisfy the following constraints:

1. The charging and discharging rate can not be exceeded.

2. Battery level must be always included between the upper and lower bound.

Power Management Unit 

Renewable Grid Battery 

                 
LOAD 

Bidirectional  
Power Flow 

Unidirectional  
Power Flow 

Unidirectional  
Power Flow 

Fig. 1. Power Flows
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3 Optimization Algorithms

3.1 Linear Programming Technique: LP Algorithm

The implemented algorithm is based on the “Linear Programming” (LP)
paradigm. Its objective consists in maximizing or minimizing a given function,
considering some constraints according to:

max f(x) = cTx or min f(x) = cTx

subject to Ax ≤ b or Ax ≥ b

where x ≥ 0, x ∈ R
n×1, A ∈ R

m×n, b ∈ R
m×1, c ∈ R

1×n.

The cost function U(t) used in this work with this optimization algorithm is the
following:

U(t) =

T∑
t=1

{
[
Lu(t)−Ru(t) + Chu(t)−Dhu(t)

]
· C(t)} (1)

where Lu(t) is the load demand at temporal slot t, Ru(t) is the amount of
renewables exploited at time t, Chu is the amount of energy used for charging
the system storage, Dhu is the discharged energy used for meeting (partially or
totally) the load, C(t) is the electricity cost at time t and T is the work horizon.

This kind of battery controller works in offline way, bacause it optimizes the
given cost function in all the time horizon T .

The constraints of this problem, for 1 ≤ t ≤ T , are reported as follows:

– Positive function: Lu(t)−Ru(t) + Chu(t)−Dhu(t) ≥ 0
– Do not exceed renewables: Ru(t) ≤ R(t)
– Load is fixed Lu(t) = L(t)
– Charge and discharge limits: Chu(t) ≤ Chrate, Dhu(t) ≤ Dhrate

– Battery level: SL(t) = SL(t− 1) + Chu(t)−Dhu(t)
– Battery level limits: SLMIN ≤ SL(t) ≤ SLMAX

where R(t) and L(t) are respectively the total renewable avaiable and load de-
mand, while SL is the State of Charge (SoC) of the system storage.

3.2 Particle Swarm Optimization Algorithm

PSO is a technique inspired to certain social behaviors, and it is used to explore a
search parameter space to find values allowing to minimize an objective function
[10]. The PSO algorithm works by maintaining simultaneously various candidate
solutions (particles in the swarm) in the search space. In PSO, the coordinates
of each particle represent a possible solution associated with two vectors, the po-
sition x and velocity v vectors in N -dimensional search space. A swarm consists
of a number i of particles “or possible solutions” that flies through the feasible
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solution space to find the optimal one. Each particle updates its position xi on
the basis of its own best exploration pi, its best swarm overall experience pg,
and its previous velocity vector vi(k − 1) according to (2) and (3).

xi(k) = xi(k − 1) + vi(k) (2)

vi(k) = vi(k− 1)+ ρ1 · rand1 ·
[
pi− xi(k− 1)

]
+ ρ2 · rand2 ·

[
pg − xi(k− 1)

]
(3)

where ρ1 and ρ2 are two positive correction factors, k is the iteration step while
rand1 and rand2 are two random numbers [0.0, 1.0]. The PSO algorithm can be
described in general as follows:

1. For each particle, randomly initialize the position and velocity vectors with
the same size as the problem dimension.

2. Measure the fitness (utility function value) of each particle and store the
particle with the best fitness value (minimum utility function value).

3. Update velocity and position vectors according to (2) and (3) for each par-
ticle.

4. Repeat steps 2 and 3 until a termination criterion is satisfied.

As already done in [9] we introduce in (4) an utility function that must be
minimized for each temporal slot t.

U(t) =

√{
[L(t)−R(t) + u(t)] · C(t)

}2
+
{
SLcap − [SL(t) + u(t)]

}2
(4)

where u(t) is the optimized value of battery charge (u(t) > 0) or discharge
(u(t) < 0) that must be found by the algorithm for each time t, SLcap is the
battery capacity and SL(t) is the actual battery level. Minimizing U(t) means
charging the battery when renewable is high and/or when cost is low, and dis-
charging the battery when renewable is lower than the load and/or the cost is
high. Obviously u(t) must satisfy the two battery constraints discussed in Sec-
tion 2. If one of these constraints is not satisfied, the obtained solution u(t) is
not valid and must be discarded. So the function is multiplied with a penalty
factor which is set to a higher value.

It is important to note that this battery controller works in online way, because
the cost function is evaluated step by step without knowing the energy horizon
profiles.

3.3 Extended Particle Swarm Optimization Algorithm

Similar to the scheme proposed in Section 3.2, an extended version of PSO has
been realized. The operation is not online anymore, but offline in order to give
an optimal solution on an extended period, for which all scenario profiles are
considered in the work horizon, as well as the forecasted data about renewable
energy. Differently from (4), the utility function adopted in this case does not
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include battery terms, and also a sum over the entire period is considered, in
order to provide an optimization for the entire work horizon T .

U(t) =

T∑
t=1

√{
[L(t)−R(t) + u(t)] · C(t)

}2
(5)

Obviously u(t) must satisfy the battery constraints discussed in Section 2.

3.4 Adaptive Dynamic Programming

Combining approximate dynamic programming and reinforcement learning, Wer-
bos proposed a new optimization technique [11], whose goal is to design an op-
timal control policy, which can be able to minimize a given cost function called
“utility function” (especially in nonlinear and noisy environments), adapting two
neural networks: the Action Network and the Critic Network. The Action Net-
work, taking the current state as input, has to drive the system to a desired
one, providing a control to the latter. The Critic Network, knowing the state
and the control provided by the Action Network, has to check its performances
and return to the Action Network a feedback signal to reach the optimal state
over time. To check Action performances, the Critic Network approximates the
following Bellman equation associated with optimal control theory:

J(t) =

∞∑
i=0

γiU(t+ i) (6)

where γ is the discount factor (0, 1] and U(t) is the utility function.
As already implemented in [9], that was inspired by [8], an Action-Dependent

Heuristic Dynamic Programming (ADHDP) model free approach is adopted for
the design of an optimal controller, whose goal is to manage the battery, knowing
forecasted data (Load, Price, Renewable Energy), in order to save money during
an overall time-horizon. As reported in Fig. 2 the input to the Action network
is the system state x(t), and the output u(t) is the amount of energy used to
charge or discharge the battery; the input of the Critic Network consists of the
current system state and the current control provided by the Action Network.

The used Critic network is composed by 15 linear neurons in input, 40 sig-
moidal hidden neurons and 1 linear in output, while Action network by 4 linear
neurons in input, 40 sigmoidal hidden neurons and 1 linear in output. In this
study the proposed utility function U(t) is reported in (7).

U(t) =

√{[
L(t)−R(t) + u(t)

]
· C(t)

}2
(7)

where u(t) is the optimized value of battery charge (u(t) > 0) or discharge
(u(t) < 0) that must be found for each time t. Obviously u(t) must satisfy the
battery constraints discussed in Section 2 and in this case it is forced after Action
Network output to respect these limits. When the utility function is minimized
the control policy is optimal and the cost is the lowest. The squaring of the
equation is necessary to avoid that U(t) is negative.
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Fig. 2. ADHDP Scheme

The online training is based on the “Backpropagation algorithm”: the iterative
training used for both neural networks is repeated for a fixed number of epochs
and explained step by step below:

1. The Action and Critic weights are initialized before the training: with ran-
dom values [-1,1] or pre-trained with extended PSO.

2. Train Critic Network refreshing its weights using computing Critic error
(Ec), then refresh Action Network computing Action error (Ea).

3. Evaluate the system perforance computing the total cost to minimize in the
time horizon. If the cost decreases, the control policy is improving and the
new action weights are the best; if not, revert to old action weights and add
a small random perturbation. Then restart the training from Step 2.

Also this type of battery controller is an offline one because it optimizes the
utility function during all the time horizon T , since it employs forecasted data.

3.5 Self-Learning Procedure Based on ADHDP Scheme

Like in [12] this optimization procedure is based on a simplified ADHDP scheme
because only few actions can be done by the controller, in fact the battery is
limited to a ternary choice (charge, discharge or idle). In this way we consider
only a critic network in the scheme. If a network is trained correctly, whenever
power demand occurs the critic network verifies which is the action that involves
the smallest output value, so the most convenient action is chosen. The training
procedure is the following:

1. Data are collected: the action is taken randomly, the state is characterized
by the cost rate, the load profile, the battery level and the renewable energy;

2. Compute U(t) and Q(t) in order to obtain the target, since the training
is based on the mapping: {x(t − 1);u(t − 1)} −→ {U(t) + γQ(t)}, where
x(t − 1) and u(t − 1) are the previous state and control, U(t) is the actual
utility function, γ ∈ (0, 1] is a discount factor and Q(t) is the actual critic
network output;
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3. The critic network is trained with the “Levenberg-Marquardt backpropaga-
tion” algorithm;

4. Eventually the neural network can be re-trained whenever there are consis-
tent changes in the scenario.

The utility function that we want to minimize is:

U(t) = [L(t)−R(t) + u(t)] · C(t) (8)

where u(t) = u′(t)q(t) is the battery charge (u(t) > 0) or discharge (u(t) < 0),
u′(t) is the battery action (1,−1, 0) and q(t) is the charging/dicharging battery
quantity. Also in this case u(t) must satisfy the battery constraints discussed in
Section 2 and in this case it is forced to respect these limits.

Also this battery control strategy is offline and considesr the overall working
horizon T .

4 Simulated Scenario

All the simulations reported in Section 5 refer to the same scenario: a system
storage is supposed to be available, as well as renewable resources deriving from
solar energy. In Texas, in Austin city, we consider an area of 30 m2 covered by
some photovoltaic (PV) panels, whose efficiency is 30 %, and irradiation data is
taken from [13]. According to [14], the available renewable energy is computed
with P = GHI · ηpv · Apv, where GHI is the Global Horizontal Irradiance in
Wh/m2 received on a horizontal surface, ηpv is the efficiency of the PV and Apv

is the total area of the PV panel in m2. The difference between the simulations is
the considered time horizon: 48-h, 96-h and 168-h horizons are simulated in order
to test performances of each technique for the short and long-term period. In
the Tab. 1 system storage parameters used for all the simulations are reported,
and since the resolution time used is one hour, kWh and kW agree so we can
consider the same unit of measurement both for energy and power parameters.

Table 1. Storage system parameters (in kW )

SL0 SLMIN SLMAX Chrate Dhrate

5 0 10 1 1

In Tab. 1 SL0, SLMIN and SLMAX are respectively the initial, minimum and
maximum State of Charge (SoC), while Chrate and Dhrate are the maximum
charge and discharge rate of the considered storage system. The efficiency η has
been considered equal to 100%.
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5 Computer Simulations

In this study a battery management problem is considered in order to minimize
the imported energy from the main grid and increase the money saving. The cost
(expressed in dollars) related to each optimization technique for three different
time horizon (48-h, 96-h and 168-h) is reported in Tab. 2; while the money
saving, compared to an online baseline algorithm applied in the same scenario,
is given in percentage in Tab. 3. The baseline approach follows the next simple
rules for each time step:

– if the load is greater than the available renewable energy, the difference is
supplied discharging the battery (according with Dhrate in Tab. 1). If the
battery support is not enough, the needed energy to supply totally the load
is imported from the main grid;

– if the available renewable energy is greater than the load demand, the surplus
is used to charge the battery (according with Chrate in Tab. 1). If the battery
is already full or the surplus is greater than the charging rate, the amount
of energy in excess, not usable in other ways, is sold to the main grid.

Table 2. Cost comparison for energy scheduling (in $)

T LP ADP Ext PSO Self−L ADP PSO Baseline

48 h 6.46 6.48 6.49 6.63 6.97 7.12

96 h 12.80 12.84 12.86 13.08 13.74 14.09

168 h 25.08 25.16 25.22 25.75 26.04 26.79

Looking at the results reported in Tables 2-3 it is evident that the LP offline
algorithm provides the best solution, due to the linear behavior of the energy
scheduling problem. Furthermore it has no convergence problems and the compu-
tational cost is very low, but as mentioned this method can not work in real-time
and it needs forecasted data relative to the considered horizon. Whenever a lin-
ear approximation of a nonlinear model is not valid, this linear approach cannot
be used and a different method should be chosen.

Table 3. Money saving (in percentage) compared to baseline algorithm

T LP ADP Ext PSO Self−L ADP PSO

48 h 9.27% 8.99% 8.85% 6.89% 2.10%

96 h 9.21% 8.87% 8.73% 7.17% 2.55%

168 h 6.38% 6.08% 5.86% 3.88% 2.80%

Differently, PSO is an online algorithm able to work without forecasted data,
and it optimizes step by step a given utility function, with very low computa-
tional complexity. For this reason it is not possible to offer an optimal solution
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over a large time horizon, so the cost reduction is limited. Different is the case of
Extended PSO, which gives a good solution over a considered work horizon, even
if its performances degrade gradually while the horizon increases (due to the fact
that the number of unknowns increases). This offline method needs forecasted
data relative to all the temporal steps considered, and it has a computational
cost higher than the previous mentioned techniques.

As mentioned, the Extended PSO is used to pretrain the neural networks
used in ADP method. The ADP, adapting the Action and Critic weights, can
improve the performances of the Extended PSO and find a better solution with
an higher saving. This saving is remarkable especially in longer periods, where
the ADP overcomes the performances of the Extended PSO, which finds an
optimal solution over longer period because of the variables number increase.

The initial computational cost of the ADP algorithm is not very small, but
it has the advantage to adapt itself quite quickly when the time horizon and
the scenario change; in fact the optimization process can continue from the best
weights of the neural networks stored on the previous training step, and it does
not need to restart from the beginning like the other proposed methods.

Finally, the self-learning procedure based on ADHDP scheme offers a trade
off between the goodness of the solution and the computational cost: slightly
sacrificing the cost reduction, a much shorter time spent for the neural network
training can be obtained.

6 Conclusions

A comparison between different optimization techniques for the energy schedul-
ing in a smart home environment has been proposed, and an evaluation in mon-
etary terms has been given in order to highlight the performances also referred
to a baseline approach. Although all the shown methods are valid, the LP al-
gorithm offers the best solution, since the energy scheduling problem is linear.
Also the other techniques provide good solutions, and obviously they could solve
optimization problems in more complex and nonlinear systems. PSO works fine
in online configuration, but its extended offline version gives a better cost re-
duction. Both the two ADP procedures can be advantageous concerning cost re-
duction and computational cost for long-term periods. In conclusion, the choise
among these different offline and online methods depends on the linearity of the
problem, the computational cost and the availability of forecasted profiles.
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Abstract. The recognition of human emotions by technical systems is
regarded as a problem of pattern recognition. Here methods of machine
learning are employed which require substantial amounts of ’emotion-
ally labeled’ data, because model based approaches are not available.
Problems of emotion recognition are discussed from this point of view,
focusing on problems of data gathering and also touching upon modeling
of emotions and machine learning aspects.

Keywords: Affective computing, emotion recognition, human computer
interaction, companion systems.

1 Introduction

In the field of human-computer interaction (HCI) there is a growing interest in
using not only explicit function-oriented signals for the cooperation between a
human user and a technical system, but also implicit “affective” or “emotional”
signals.

In spite of a long tradition in psychology (e.g. [1,2,3,4,5,6,7,8]) there still is no
undisputed definition of emotions, neither of particular emotions nor of the gen-
eral concept of emotion. From a biological perspective emotions can be described
as modulations of animal behavior in response to certain extreme circumstances.
For example, in extreme danger, an animal may focus its attention to the rele-
vant sensory modalities and to particular spatio-temporal constellations in these
modalities; in addition it may mobilize all its physical energy and strength in
particular groups of muscles to enable quick reactions like fleeing or fighting,
and it may shift its evaluative weights (which will be explained in a bit more
detail below) towards taking more risks of injuries and pain in the course of
actions. This scenario describes a modulation of the three main ingredients of
goal-directed behavior: sensation, action and evaluation. It is plausible that in
the course of evolution and also of individual development animals have found
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a small number of such combined modulatory settings that are useful for the
modulation of behavior in certain situations. These settings may be what we
call emotions.

In social animals it may also be useful to signal these settings to other animals
in order to prevent, for example, that animals of the same species hurt each other
unnecessarily. So emotional states may also be conveyed by social signals, which
in humans often are unconsciously produced in addition to or as modification of
our explicit communication.

The biological approach sketched here may sound provocative to some psy-
chologists, but it boils down to defining emotions as particular modulators of
behavior which may also have some physiological consequences, for example
concerning heart-rate, blood-flow, body-heat and skin resistance.

Some attempts have been made to define “basic” emotion categories (typically
around six of them, see for example [9], but the varying degree of similarity be-
tween these categories suggests an embedding of them into a 2- or 3-dimensional
space; most commonly in a circular fashion ([3] or the “emotion wheel” of [8]).
The dimensions or axes of this space have also been identified ([10,6]) as “value”
(from negative or “bad” to positive or “good”), “activation” (from low or “calm”
to high or “agitated”) and “dominance” or perhaps also “competence” or “in-
fluence” (from low or “passive”, “enduring” to high or “active”, “in control”).
Another aspect of the classification of emotions is their variable strength or
expressiveness.

When we try to incorporate emotionality in HCI, we also have to consider
emotions from the computer science point-of-view. Here there are three tasks
that can be distinguished although they are often used in combination:

1. detection and classification of human emotions,
2. modeling of emotions in an artificial agent,
3. displaying emotional signals towards the human user.

1. Emotion detection can be viewed as a particular branch of pattern recogni-
tion and will be in the focus of this article.

2. Emotion modeling is an interesting enterprise which may follow the biological
approach described above and thereby relate to neurobiological and physi-
ological research on this topic (e.g. [11,12,13,14,15,16]) The neuroscientific
accounts of emotions are concentrating on fMRI experiments showing emo-
tional reactions in particular brain areas and also on the idea of explaining
the cognitive faculty of empathy as a use of the own “emotion generat-
ing system” in those areas to simulate or “mirror” the emotions of others
([17,18,19,20,21,22,23,24]), similar to the mirror neuron system representing
intentional actions. Theoretical approaches often rely on variations of rein-
forcement learning ([25,26,27,12,28,29,30,31,32,33,15,34]). The basic idea of
reinforcement learning (RL) is that an agent learns to predict an evaluative
signal (called reward) based on its sensory input and the course of action it
is about to take. It then takes the course of action that maximizes the pre-
dicted reward. Biologically realistic versions of RL assume a small number
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of different motives or objectives like eating, drinking, having sex, exploring
territory, avoiding pain, which the agent may want to optimize with different
weights or different priorities depending on its current situation (these are
the evaluative weights mentioned above).
There is also an interesting modeling approach by D. Dörner and his schol-
ars ([35,36,37,38]) that is closely related to these ideas. Another approach to
the modeling of emotions is motivated from cognitive psychology ([39,40,41]
) treating the relation between emotions and motivations or appraisals on
a higher cognitive level with less emphasis on the underlying physiological
processes and on the dynamical temporal aspects of emotions.

3. Emotion display has become quite popular in HCI in applications concerned
with entertainment and computer games. It makes use of the fact that hu-
mans readily project emotions into artificial agents they interact with. In
a feedback situation of HCI it can be useful to combine emotion recogni-
tion with emotion display, for example in order to improve and stabilize the
emotion recognition performance on both sides in a dyadic HCI.

In fact, one can perhaps divide the whole area of affective computing into those
domains where the expression of emotions by the computer is more important,
which will most likely occur in recreational activities like entertainment, edu-
tainment, or game playing, and those domains where the recognition of human
emotions by the computer is more important, which will most likely occur in the
context of work, when the computer helps to achieve a given task. In our col-
laborative research center (see http://www.sfb-trr-62.de/) we focus on the
second type of interaction and we define Companion technology as the technology
that helps to improve this kind of HCI.

2 Recognition of Emotions or User Dispositions

In HCI the recognition of emotions has turned out to be a very hard problem of
pattern recognition and machine learning due to the following reasons:

– Emotions are rare. They do not occur often in human interaction and perhaps
even less in HCI.

– Most emotions can occur in different degrees and they occur only in weak
degrees most of the time.

– This often leads to a high degree of uncertainty about the recognized emotion
and, in addition, it may be necessary to distinguish the degree of recognition
uncertainty from the degree of expressiveness of the present emotion.

– Emotions are expressed multi-modally. So it is often useful and even neces-
sary to combine several sensory modalities (audition, vision, and biophysical
measurements, if available) in their detection and classification.

– Emotion recognition is context dependent. Humans often cannot correctly
identify emotions unless they are provided within broader context of the
given situation. For artificial systems this implies that one should make use

http://www.sfb-trr-62.de/
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Table 1. Multimodal datasets of HCI with annotated emotions

Name Modalities1 Size2 Annotation3 HCI type4 Remarks5 Reference

AVEC A,V 95/13/7.5h 4 D
2-8 raters

D T,E [78]

EmoRec A,V,P 110/110/73h
3 D
not req.

S,T E [75]

Humaine A,V 50/?/3.3h
4 D
n/a

D E [79]

Last Minute A,V,P 126/126/63h not yet0C
annotated

S,C T,C [80]

Nimitek A,V 10/10/15h
6 C
n/a

T T,E [81]

PIT A,V 37/74/9h > 9 C
2-3 raters

C,O C [82]

SAL A,V 20/4/10h
6 C, 4 D
n/a

D E [83]

Smartkom A,V 224/224/16.8h
9 C
n/a C,O T [84]

1 (A) audio, (P) physiological, (V) video
2 #/#/# number of recordings/number of subjects/hours of recording
3 # number of labels, (C) categories (D) dimensions;
number of raters, (n/a) number of raters not available,
(not req.) rating not required

4 (T) trainer/teacher, (M) monitor, (O) organizer, (C) consultant, (S) servant,
(D) discourse

5 (T) transcript available, (E) emotions are evoked, (C) multiple cameras

of high-level symbolic information, if available, and at least use temporal
integration of the given multimodal signals over a longer time (e.g. covering
a whole interaction sequence, not just one utterance or turn in a dialogue).

These observations have been made in our own attempts to create a “Companion
technology” ([42] ) for HCI that allows the computer to react to human emotional
signals. There is not much scientific literature yet on these topics to substanti-
ate these preliminary observations (e.g. [43,44,45,46,47,48,49,50]), since the field
of “affective computing” is still in its infancy. Early experiments on unimodal
emotion recognition ([51,7,52,53,54,55]) had to rely on artificial acted emotions.
And even on these data (e.g. [56,57,58,59]) the typical performance for 4 or 5
emotion categories was around 70 to 80 percent, usually about as bad or just a
little worse than human performance on the same data.

There are some projects providing large multimodal databases of almost natu-
ral human conversations (see [60,61,62,63,64,65,66,67,68,69,70])
which can be used to substantiate the 5 points above, but not much work on nat-
ural emotion recognition has appeared so far (e.g. [48,71,49,72,73] [74,75,76,77]).

A serious problem of emotion recognition from the engineering point of view
is that, strictly speaking, there is no ground truth that can be used for labeling.
Even if one tries to work with induced emotions the exact emotional category
that is induced may strongly depend on the character of the subject, in addition
to ethical problems involved in the induction of strong negative emotions. The
only available ’gold-standard’ is human rating of the observed emotional behavior
and this is far from being unequivocal.
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Concerning emotions in HCI the available data are still very sparse. Currently
we are aware just of a few reasonably extensive multimodal HCI databases (see
Table 1). In fact, any project of data-collection for affective HCI is faced with a
number of very particular challenges:

– Technical problems with gathering and displaying large amounts of synchro-
nized multi-modal data in a reasonable HCI scenario (often requiring WOZ
methodology).

– Determining the relevant label categories for the data, which may even be
application- or scenario-dependent (see below).

– Developing tools that make it possible for annotators to add (un)certainty
values to their labels (like [85,86,87]).

2.1 Identifying User Dispositions in Companion Technology

In spite of these problems we expect much further progress in affective HCI for
the development of Companion systems, based on a few conceptual and technical
developments in the next years.

First, we said that emotions are rare in HCI, and indeed some of the gen-
uine human emotions may not even be relevant for typical Companion systems.
Hence one can try to restrict the emotional categories that have to be recog-
nized and distinguished to the practically relevant ones. To this end it would of
course be useful not to consider every application separately, but to identify a
small set of typical applications or Companion tasks. In our understanding of
Companion systems we are not focusing on entertainment systems, but rather
on applications where the Companion system helps the user to achieve some
goal. A typical problem of this kind occurs if the user has to rely on a conven-
tional technical system which is complicated or partially unknown to the user.
In such a case the Companion system can mediate between the user and the
conventional system. Another type of application occurs in training or teaching
where the system guides the user in extending his knowledge or his practical or
physical capabilities.

To arrive at a short list of generic Companion tasks we can consider the
typical examples of assistance that are proposed or already offered by modern
technical systems in the household (cleaning, cooking, preparing or organizing
meals, invitations), in the car (navigation, driving assistance), at work (keep-
ing track of dates, meetings and duties, finding information, e.g. on products,
transportation, addresses, making connections to other people), simplifying or
personalizing use of machinery (cameras, coffee-machines, cell-phones, audio-
video-displays, diagnosis and repair), in education (learning, edutainment), in
buying, ordering things, in the hospital and rehabilitation (monitoring, control
of medication, motivation of physical exercises).

We have attempted to condense this down to the following five types of Com-
panions : Trainer/teacher, monitor, organizer, consultant, servant.

When we now consider the emotional dispositions of the user that will be
relevant for the reactions of the Companion in these cases, it turns out that in
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practically all cases it is the disposition or attitude of the user towards the task
at hand and towards the Companion system that matters. The central affective
goal of the system is to maintain a positive attitude of the user, for example
by adjusting the amount, redundancy and complexity of the information it is
providing, or by giving ensuring or just evaluating feedback to the user (and, of
course, by functioning properly). Thus the main practical objective in emotion
recognition for such systems will be to distinguish different kinds of negative
emotions or attitudes from each other, and also from neutral or “no problem”.
Here we propose to distinguish the following seven: Bored, disengaged, frus-
trated, helpless, over-strained, angry, impatient.

Again this short list of specific application oriented user attitudes or disposi-
tions has to be regarded as preliminary and it certainly needs further explana-
tion, for example in terms of emotion dimensions like activation and dominance,
in particular when it is used for labeling. Such a short list, however, would help
a lot to simplify the task of emotion recognition for Companion systems and
to unify the labeling of corresponding affective HCI databases for Companion
systems.

Another reason for anticipating a fast progress in emotion recognition lies in
the development of new ideas and techniques in pattern recognition and ma-
chine learning. There are a number of new ideas concerning information and
classifier fusion ([88,89,90,91,92,93,94,95,96,97]) which have lead to better the-
oretical understanding and practical results in the fusion of information from
different sources and have already been applied to the recognition of user dispo-
sitions or emotions (e.g. [96,98,99,100,101,102,103]) There are also new results on
semi-supervised learning ([104,105,106,107,108,109,110,111,112,113,114,115,116]
[117,118]) and on learning from uncertain teacher signals ([119,120,121]) that
can be used to simplify the labeling of large datasets with uncertain or partially
missing labels.

We believe that, based on these ideas and developments, the field of affective
computing for Companion systems and also for HCI in general is going to make
considerable progress in the next years.
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Abstract. This article proposes experiments on decision making based
on the “Winter Survival Task”, one of the scenarios most commonly
applied in behavioral and psychological studies. The goal of the Task
is to identify, out of a predefined list of 12 items, those that are most
likely to increase the chances of survival after the crash of a plane in a
polar area. In our experiments, 60 pairs of unacquainted individuals (120
subjects in total) negotiate a common choice of the items to be retained
after that each subject has performed the task individually. The results of
the negotiations are analyzed in causal terms and show that the choices
made by the subjects individually act as a causal factor with respect to
the outcome of the negotiation.

1 Introduction

In the last years, automatic analysis of human behavior has attracted a large deal
of attention in the computing community (see [1,2] for extensive surveys). The
efforts focused on two main directions, namely (i) the synthesis of human behav-
ior - in particular when it comes to social and affective phenomena that make
embodied conversational agents believable, and (ii) the automatic understanding
of human communication dynamics, with particular attention to the prediction
of behavioral outcomes and the inference of socially relevant information from
nonverbal communication.

Current approaches tend to adopt a purely computational perspective, i.e.
they do not try to understand the phenomena they synthesize or analyze, but
simply to maximize performance metrics like the recognition rate (percentage
of times an approach makes the correct prediction) or the Mean Opinion Score
(average appreciation score assigned by users). Such a perspective is certainly
effective, but the interdisciplinary collaboration with human sciences, inevitable
when dealing with human behavior, shows that no technology can be effective in
the field without understanding human-human and human-machine interactions
in terms of causes and effects [3,4,5].

The statistical literature has studied extensively approaches aimed at learning
cause-effect relationships from data (see [6] for an extensive survey). However,
these approaches were largely neglected in the computing community, in part
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Fig. 1. The plot shows the percentage of calls where there was a disagreement on each
item

because they require the formulation of untested causal assumptions about the
phenomena under analysis, in part because they adopt notations and terminology
different from those commonly used in the machine intelligence community [7].
This paper shows that overcoming these two barriers can be beneficial to the
computational analysis of social interactions from at least two points of view.
The first is that it makes social phenomena more predictable and, hence, easier
to analyze automatically; the second is that it allows a better understanding of
the data being modeled.

2 The Experiment

The experiment adopts the “Winter Survival Task”, a scenario where partici-
pants must identify, out of a list of 12 predefined items, those that maximize
the chances of survival after an emergency landing in Northern Canada (in the
middle of the winter). The main advantage of the scenario, often used in psy-
chological and behavioral experiments, is that the average subject is unlikely
to have experienced a plane crash or to know survival techniques suitable for
a winter beyond the Polar Circle. Hence, the outcomes of the experiment are
likely to depend on social and psychological phenomena during the interactions
and not on skills and knowledge the participants have before and independently
of the experiment.

In this work, the participants earn three British Pounds each time they select
a correct item (there is a gold standard for the task), but loose the same amount
of money when they select a wrong one. In this way, whenever the subjects
disagree about a certain item, they are motivated to persuade their interlocutor.
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2.1 Experimental Protocol

The task was performed by 60 pairs of fully unacquainted subjects that have
never met before the experiment (120 subjects in total). For each pair, the pro-
tocol included the following steps:

– The two subjects are accompanied to different rooms without meeting or
crossing one another.

– Once in their room, the subjects receive a mobile phone (same model for
all participants) and the documentation accompanying the experiment (sce-
nario, questionnaires, etc.), including the list of the 12 items at the core of
the Winter Survival Task.

– Before starting the call, the subjects fill a form where they must write a
decision (“Yes” or “No”) for each item of the list. This makes it possible to
know, for each item, what is the decision made by each subject before any
interaction with their counterpart.

– One of the two subjects, selected randomly, calls the other and starts the
discussion item per item.

– During the call, the subjects discuss item by item and negotiate a common
solution (“Yes” or “No”) that is the final outcome of the task.

At the end of the call, it is possible to know what are the items on which the
participants disagree and, most importantly, what are the subjects that persuade
their interlocutors in case of disagreement, i.e. the subjects that convince others
to adopt their initial decision in case of disagreement. Figure 1 shows, for each
item, the percentage of calls where discussion was needed to reach a common
decision. While some items (e.g., the clothing) were discussed only a few times,
others were frequently debated between participants.

3 Causal Analysis

The main question behind the experiment is what are the causal factors that
increase the chances of persuading others. In other words, whether the decision
about a given item is random (which is what the scenario seems to suggest),
it depends on the characteristics of the subjects, or on their choice prior to
the discussion. The next sections show how the problem was modeled and the
resulting findings.

3.1 Modeling

The problem can be modeled with a set X of observable binary variables:

Role R: R ∈ {0, 1}
Gender G: G ∈ {0, 1}
Initial Choice Y: Y ∈ {0, 1}
Result W: W ∈ {0, 1}
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The variable R stands for the role a participant had in the conversation in terms
of “caller”, the subjects who makes the phone call, or “receiver”, the subject
who receives the call (associated to 1 and 0, respectively). The variable G cor-
responds to the gender of the participant, with 0 and 1 for male and female,
respectively. The variable Y accounts for the initial decision of the participants,
with 0 and 1 corresponding to “No” and “Yes”, respectively. Finally, the vari-
able W accounts for whether the subject persuades the other person (W = 1)
or not (W = 0).

The aim of this work is to make statements about the causal relationship be-
tween Y and W . In particular, we would like to estimate the following quantities:

Post-intervention distribution: The post-intervention distribution estimates
the probability of a subject persuading or not the other person given that
the “treatment” Y = 1 is applied (i.e., given that the initial decision of the
subject is “Yes”):

p(W |do(Y = 1))

where do(Y = 1) is the “do” operator [8] and expresses the probability of an
effect given an “action” on the model (the action will be, for our purposes,
taking an initial choice Y ). It is important to point out that this quantity
has a different and stronger meaning than the probability of an effect given
an “observation”, which is the usual conditional probability.

Counterfactuals: The probabilities of a change of effect, given a change of
treatment. These can be expressed in terms of the following distributions:

PN =
p(W = 1)− p(W = 1|do(Y = 0))

p(W = 1, Y = 1)

PS =
p(W = 1|do(Y = 1))− p(W = 1)

p(W = 0, Y = 0)

PNS = p(W = 1|do(Y = 1))− p(W = 1|do(Y = 0))

that account, respectively, for the probability of Y being a necessary cause
of W , the probability of Y being a sufficient cause of W , and the probability
of Y being a necessary and sufficient cause of W .

Within the framework of causal inference, causal dependencies between variables
are encoded by means of Direct Acyclic Graphs (DAG) [8]. Therefore, DAGs
represent assumptions on the causal relationships between variables that can
then be inferred after data are observed. Once the DAG is built, the first step
to undertake in order estimate causal effects and counterfactuals is to verify
whether these can actually be computed: this problem is called “identifiability”
[8]. At the core of identifiability in DAG is the d-separation criterion, by which it
is possible to derive conditional independence relationships between variables. In
our experiments, d-separation was checked using TETRAD, a publicly available
software package dealing with causal models [9].
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Fig. 2. The picture shows the Directed Acyclic Graph corresponding to the causal
assumptions behind the experiments of this work

3.2 The Causal Model

This section shows the causal model used for the experiments of this work. The
corresponding DAG is depicted in Figure 2 and the underlying causal assump-
tions are as follows:

– An unobserved variable U1 influences the role of the participants;
– Role and gender influence the initial decision of the subjects and the result

of the discussion;
– An unobserved variable U2 influences the initial choice;
– The initial choice influences the result of the discussion;
– An unobserved variable U3 influences the result of the discussion.

Unobserved variables are assumed to be deterministically related to their chil-
dren and mutually independent. According to the graph (and its underlying
assumptions), the joint probability distribution of the four observed variables is
as follows:

p(X) = p(R) p(G) p(Y |G,R) p(W |G, Y,R) . (1)

Table 1. The table reports the Maximum Likelihood estimate of the joint probability
distribution of X as obtained from the data observed in the 60 conversations used in
the experiments

Y = 0 Y = 1

G = 0 0.036 0.021
G = 1 0.026 0.016

Y = 0 Y = 1

G = 0 0.019 0.028
G = 1 0.038 0.028

(R = 0,W = 0) (R = 1,W = 0)

Y = 0 Y = 1

G = 0 0.071 0.123
G = 1 0.075 0.134

Y = 0 Y = 1

G = 0 0.062 0.141
G = 1 0.064 0.120

(R = 0,W = 1) (R = 1,W = 1)
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3.3 Post-Intervention Distribution

The model is Markovian because the associated graph is undirected and acyclic
and the unobserved variables U1, U2, U3 are mutually independent. This guaran-
tees the causal effect p(W |do(Y )) to be identifiable. Performing an “intervention”
on variable Y , that is, using the do-operator do(Y = 1), the post-intervention
distribution is:

p(W,R,G|do(Y = 1)) = p(R) p(G) p(W |Y = 1, R,G) .

Therefore, the following holds:

p(W = 1|do(Y = 1)) =
∑

g,r∈{0,1}
p(r) p(g) p(W = 1|Y = 1, r, g) = 0.849

p(W = 1|do(Y = 0)) =
∑

g,r∈{0,1}
p(r) p(g) p(W = 1|Y = 0, r, g) = 0.700 .

The difference between the two probabilities is:

p(W = 1|do(Y = 1))− p(W = 1|do(Y = 0)) = 0.149

and it expresses the difference between the effects of two different treatments.
Note that the quantity above has also a counterfactual interpretation, as it is
the probability of Y being a necessary and sufficient cause of W (PNS). A
binomial test proportion with null hypothesis for p(W = 1|do(Y = 1)) and
p(W = 1|do(Y = 0)) to be binomially distributed with the same success proba-
bility shows that the observed difference is statistically significant with p-value
lower than 2 · 10−4. This suggests that the value of Y acts as a causal factor
and starting from an initial positive decision significantly increases the chances
of persuading the counterpart.

3.4 Counterfactuals

The observed data show that the following relationship holds for the interactions
used in the experiments:

p(W = 1|do(Y = 1)) ≥ p(W = 1) ≥ p(W = 1|do(Y = 0))

The relation above corresponds to the monotonicity of W relative to Y and
it guarantees the identifiability of the three counterfactuals PN, PS, PNS [8].
According to the data, the values of the counterfactuals are:

PN = 0.171

PS = 0.503

The values are particularly interesting as they show the probability of obtaining
a different result were the initial choices different. In particular, PN gives the
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probability that changing the initial choice from Y = 1 to Y = 0 would have
changed the result from W = 1 to W = 0. Conversely, PS gives the probability
that changing the initial choice from Y = 0 to Y = 1 would have changed the
result from W = 0 to W = 1. The latter represents the probability of Y being
a sufficient cause of W , and suggests the interesting conclusion that in half of
the cases where the initial choice Y = 0 led to W = 0, a different initial choice
Y = 1 would have turn the result to W = 1.

4 Conclusions

This paper has presented a causal analysis of the decision-making behavior of
individuals involved in the “Winter Survival Task”. The experiments have in-
volved 120 subjects and show that, when it comes to binary decisions about the
acceptance of an item in the task, the initial choice of a subject acts as a causal
factor for the final outcome of the discussion. In particular, subjects that start
with an initial positive decision (“the item should be retained”) have a proba-
bility of persuading others three times higher than the subjects starting with a
negative decision (“the item should not be retained”).

While being relatively simple, the experiments involve a large number of sub-
jects that allow one to reliably estimate the causal effects. The main difference
with respect to the application of traditional, associative statistics is that the
estimated probabilities do not simply tell how frequently two or more variables
take certain values, but what is the probability that one or more variables cause
the value of one or more other variables. In this respect, the application promises
to be fruitful not only from a technological point of view, making the prediction
of interaction outcomes easier, but also from a scientific point of view, providing
explanations about the observed results.

In the case of these experiments, all observations of interest could be modeled
with binary variables, but in real-world scenarios, variables of interest are more
likely to be continuous. This does not represent a major problem because all
equations used in this work are independent of the actual expression used to
estimate the probabilities. In other words, the tables used in these experiments
can be replaced by distributions as complex as necessary without changing model
assumptions, identifiability considerations, and formulas estimating the post-
intervention probabilities or counterfactuals.

Future work will focus on those cases where causal modeling can actually
make a major difference with respect to associative statistics, i.e. the analysis of
non-experimental data. Those are data where conditions cannot be manipulated
(as it typically happens in naturalistic settings for human-human and human-
machine interactions), and hence, major effects might be missed by associative
statistics simply because they are less frequent.
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Abstract. In the field of biology, the study of bonding has been re-
newed by the discovery of non genetic transmission of behavioural traits
through early mother-infant interaction and the role of stress hormones
and ocytocin. However, the study of early interaction is complex and So-
cial Signal Processing (SSP) can help in addressing some issues. Based on
works from our group, we will show data from diverse sources (e.g. exper-
iments, home movies) showing how SSP was used to address synchrony
between partners (e.g. infant, child, care giver, agent) and characteristics
that participates to interpersonal exchanges (e.g. motherese, emotional
prosody or faces).

1 Introduction

Recent advance has shown that human learning and cultural evolution are sup-
ported by paradoxical biological adaptation. We are born immature; yet, imma-
turity has value: ”Delaying maturation of cerebral cortex allows initial learning
to influence the neural architecture in ways that support later, more complex
learning” [28]. Early learning appears to be computational [22], to be based
on perceptual-action mapping (meaning that it is supported by brain circuits
linking perception and action). Learning is also social and supported by skills
present in infancy: imitation, shared attention and empathic understanding [28].
The paradigmatic situation of very early empathic skills is described as bonding
that occurs in all species and starts at birth. Assessment of early interaction
between an infant and his/her caregiver remains challenging as it requires con-
sidering both partners and mutual influences they provide during interaction.
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In this paper, our aim is to show that SSP can help in addressing some issues.
Based on works from our group, we will show data from diverse sources (e.g.
experiments, home movies) showing how SSP was used to address synchrony
between partners (e.g. infant, child, care giver, agent) and characteristics that
participates to interpersonal exchanges (e.g. motherese, emotional prosody or
faces). To do so, we will first describe the bonding phenomena and consider how
recent developments in the field of biology have renewed its core importance
during development. Second, we will review computational modelling of inter-
personal synchrony. Third, we will show that automatic detection of non-verbal
cues of interpersonal synchrony may help addressing the complex issue of the
emotional implication in interpersonal exchange. Finally, we will propose some
prospects in new methods and tools for the study of children development.

2 Description of the Bonding Phenomena

The first evidences of the bonding phenomena came from two sources in the
fifties: (1) ethologists studying early development and interaction showed in birds
and monkeys, the printing phenomenon; (2) child psychoanalysts studying the
impact of severe deprivation and mother-infant early separation described infant
depression and its reversibility by providing infants warm and individualised
care. Later, Bowlby proposed the attachment theory and provided a theoretical
background for many studies trying to understand consequences of early adver-
sities in infants. Early infant-caregiver interaction was then specifically studied
to understand bonding, attachment and early development [26].

Despite the pioneering efforts of Denenberg, who first showed the non-genomic
transmission of behavioral traits in animals when studying early separation [12],
we only recently understood the biological implications of early stress. Using
rodent models, Meaney and Champagne showed that early stress, maternal care
and stress during the gestation affected the development of future generations
of rats through the hypothalamus-pituitary axis (HPA) and epigenetic modifi-
cations. These modifications could be transferred from generation to generation
and were independent of an animal’s genetic inheritance. The following briefly
lists some important points learned from these experiments: 1) Early experience
has a long-term effect on behavior and the biological system, especially when the
mother and offspring are separated or when the quality of maternal care varies
dramatically [23]; 2) Certain early experiences can affect future generations, pro-
viding a non-genomic mechanism for the transmission of behavioral traits [16].
It appears that maternal care affects development through a behavioral program
and the future adult’s pathological responses to stress. The quality of maternal
care influenced the stress response HPA axes of offspring [23] and greatly in-
fluenced the epigenesis in the following generations (through DNA epigenomic
marking) [44]. Furthermore, naturally occurring variations in maternal behavior
are associated with differences in estrogen-inducible central oxytocin receptors,
which are involved in pro-social behaviors [8]. Oxytocin appears to enhance both
maternal as well as affiliative behaviors and is considered as the bonding hor-
mone. These developments have pushed developmental psychologists to study
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early interaction not only as the addition of two behaviors but rather as a sin-
gle phenomenon with a dialogue between two partners engaged in behavioral
and emotional exchange. Developmental psychologists give now importance to
rhythm, synchrony and emotion, regarded as key expression of proper early inter-
action [15]. However, the study of synchrony and emotion in children interacting
with a partner or a caregiver is complex and SSP can help in addressing some
issues.

3 Computational Modeling of Interpersonal Synchrony

Synchrony refers to individuals’ temporal coordination during social interac-
tions [11,20]. The analysis of this phenomenon is complex, requiring the percep-
tion and integration of multimodal communicative signals [11]. The evaluation
of synchrony has received multidisciplinary attention because of its role in early
development [14], language learning [18] and social connection [19]. Initially, in-
stances of synchrony were directly perceived in the data by trained observers.
Several methods have been proposed to evaluate interactional synchrony, ranging
from behavior micro-analysis [6] to global perception of synchrony [3]. Synchrony
has now captured the interest of researchers in such fields as social signal pro-
cessing, robotics and machine learning [21, 33].

3.1 Fully Automatic Measures of Movement Synchrony

To exploit synchrony cues in human-machine interaction, automatic techniques
can be used to capture relevant social signals and assess movement synchrony
in human-human interactions. This studies aim at measuring the degree of simi-
larity between the dynamics of the non-verbal behaviors of dyadic partners. The
goals of these studies are generally divisible into two categories: (a) compare
the degree of synchrony under different conditions (e.g., with or without visual
feedback) [39,42] and (b) study the correlation between the degree of synchrony
and an outcome variable (e.g., friendship, relationship quality) [1, 34].

The first step in computing synchrony is to extract the relevant features of
the dyad’s motion with motion-tracking devices [2], image-processing techniques
(tracking algorithms, image differencing) [9, 42] or physiological sensors [42]. Af-
ter extracting the motion features, a measure of similarity is applied. Correla-
tion is the most commonly used method to assess interactional synchrony [1, 34].
A time-lagged cross-correlation is applied between the movement time series of
the interactional partners using short windows of interaction. Another method
to assess the similarity of motion of two partners is recurrence analysis [35]. Re-
currence analysis assesses the points in time that two systems show similar pat-
terns of change or movement, called ”recurrence points”. Spectral methods consti-
tute an interesting alternative to temporal methods when dealing with rhythmic
tasks. Spectral methods measure the evolution of the relative phase between the
two partners as an indication of a stable time-lag between them [31,37]. Spectral
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methods also measure the overlap between the movement frequencies of the part-
ners, called cross-spectral coherence [9, 36, 37] or power spectrum overlap [31].

A critical question when attempting to detect dependence relationships be-
tween features is the level of significance of the synchrony metrics. A well-spread
method consists of applying surrogate statistical testing [2,9,36,40]. Video images
of dyadic partners are isolated and re-combined in a random order to synthesize
surrogate data (pseudo-interactions). Synchrony scores are assessed using the
original and surrogate datasets. The synchrony scores on the surrogate dataset
constitute a baseline for judging for the dyad’s coordination. Fully automatic
measures of movement synchrony are subject to several criticisms in the context
of studying naturalistic interaction data. First, the measures provided by these
methods are mostly global and do not shed light on what happened locally during
the interaction; they do not provide a local model of the communication dynam-
ics. Second, the importance of speech and multimodality is often concealed in
these methods. Third, these methods are suitable for analyzing a database but
do not provide direct insights on how to equip a machine with such coordination
skills.

3.2 Modeling Communication Dynamics

Given these criticisms, many in the field adopted the alternative practice of
modeling the timing and occurrence of higher-level behavioral events such as
smiles, head gestures, gazes and speaker changes. These behavioral events can be
either extracted from a human-annotated database or predicted from low-level
signals automatically extracted from data. These methods arise from a great
interest in identifying the dynamical patterns of interaction and characterizing
recurrent interpersonal behaviors.

Machine learning methods offer an interesting framework for the exploration
of interactive behaviors. A key challenge is proposing models with the content
and temporal structure of dyadic interactions. Various sequential learning mod-
els, such as Hidden Markov Models (HMMs) or Conditional Random Fields
(CRFs), are usually used to characterize the temporal structure of social in-
teractions. Messinger et al. employ related techniques for the understanding of
communicative development, which is characterized by mutual influences during
interaction: infants and parents influence and respond to one another during
communication [29]. In section 3.3, we will further develop these prospects in
children with autism.

Among interpersonal behaviors, the prediction of turn-taking and back-
channels has been largely studied in the perspective of building fluent dialog
systems. The central idea is to develop ”predictive models of communication
dynamics that integrate previous and current actions from all interlocutors to
anticipate the most likely next actions of one or all interlocutors” [32]. The pur-
pose of the turn-taking prediction is to accurately predict the timing between
speaker transitions and the upcoming type of utterance (speaker holding the
floor, speaker changes) as it occurs in human-human interactions [43]. Back-
channel behavior assures the speaker that the listener is paying attention and is
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in the same state in the conversation [41]. Several teams have investigated how
the speaker behavior triggered listeners’ back-channels [30].

3.3 Interaction and Communication of Children with Autism
Spectrum Disorder and Typically Developing Children

Here, we present two examples of the use of computational analysis to describe
interaction and communication of children with autism. In the first experiment,
we asked children with autism and TD controls to build a clown in three different
situations: (1) the child imitates the speech therapist; (2) the child follows vocal
instruction; (3) the child gives vocal instructions. Using automatic extraction
of speech turn taking, gestural turn tacking and synchronized motion coupled
with machine learning, we found that features characterizing the rhythm of the
therapist and the duration of his gestural pauses were particularly adequate
to predict the child clinical group. We also found that the performance in the
tasks also depended on the age of the child, especially when the child gives
instruction to the therapist. The volume of speech interventions, the duration
of the therapist interventions and the duration of the therapist gestural pauses
were found to be predictive of the age of the child in this task [10].

In the second example, we aimed to assess whether taking into account in-
teraction synchrony would help to better differentiate autism (AD) from typical
development (TD) in family home movies (HM) of infants aged less than 18
months. An integrative approach was proposed to explicitly consider the inter-
action synchrony of behaviors. We estimated transitions between behaviors of
the infant and the parent by analyzing behaviors co-occurring in a 3s window.
Assuming a Markovian process, we used a maximum likelihood estimation to
estimate the probability of each interactive pattern, resulting in bi-gram mod-
els characterizing the temporal structure. We also considered the two directions
of interaction (Parent→Infant and Infant→Parent). Compared to TD children,
infant with AD exhibit a growing deviant development of interactive patterns.
Parents of AD did not differ very much from parents of TD when responding to
their child. However, when initiating interaction, parents use more touching and
intense stimulation as early as the first semester [38].

4 Automatic Detection Non-verbal Cues of Interpersonal
Synchrony

As said previously, early interaction is not only based on behavioural cues but
also on emotional cues. These appeared to be crucial although assessment in
infant and CG is complex. Developmental psychologists have shown that moth-
erese (the way CG talk with their infant) has specific characteristics and plays a
key role in early interaction and language learning. Here, we summarized two as-
pects of automatic detection of emotion based either on audio or video extraction
in the context of human-robot interaction and home movies.



350 E. Delaherche et al.

4.1 Facial Expressions Assessment through Human-Robot
Interaction

We are interested in understanding how babies learn to recognize facial expres-
sions without having a teaching signal allowing to associate a facial expression
to a given abstract label (i.e the name of the facial expression ’sadness’, ’happi-
ness’...). Our starting point was a mathematical model showing that if the baby
uses a sensory motor architecture for the recognition of the facial expression then
the parents must imitate the baby facial expression to allow the on-line learn-
ing. A first series of robotics experiments showing that a simple neural network
model can control the robot head and learn on-line to recognize the facial expres-
sions (the human partner imitates the robot prototypical facial expressions) is
presented. We emphasize the importance of the emotions as a mechanism to en-
sure the dynamical coupling between individuals allowing to learn more complex
tasks.

Using the cognitive system algebra [17], we showed that a simple sensory-
motor architecture based on a classical conditioning paradigm could learn online
to recognize facial expressions if and only if we suppose that the robot produces
first facial expressions according to his internal emotional state and that next
the parents imitate the facial expression of their robot allowing in return the
robot to associate these expressions with his internal state.

4.2 Experimental Set-Up

Using a minimal robotic set-up (Figure 1), we adopt the following experimental
protocol: In a first phase of interaction, the robot produces a random facial
expression (sadness, happy, anger, surprised) plus the neutral face during 2s,
then returns to a neutral face to avoid human misinterpretations of the robot
facial expression during 2 sec. The human subject is asked to mimic the robot
head. After this first phase lasting between 2 to 3 min according to the subject
”patience”. The generator of random emotional states is stopped. If the N.N has
learned correctly, the robot must be able to mimic the facial expression of the
human partener. The computional architecture (Figure 2) allows to recognize
the visual features of the people interacting with the robot head and to learn if
these features are correlated with its own facial expression.

4.3 Neural Network Model

We use a visual system independent from face framing. The visual system is
based on a sequential exploration of the image focus points (Figure 3). The focus
points are the result of a DOG filter convolved with the gradient of the input
image. This process allows the system to focus more on the corners and end of
lines in the image for example eyebrows, corners of the lips, but also distractors
(hair, background). Its main advantages over the SIFT (Scale Invariant Feature
Transform) [24] method are its computational speed and a fewer extracted focus
points (the intensity of the point is directly its level of interest).
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a) b) c)

d)

Fig. 1. Examples of robot facial expressions: a) sadness, b) surprise, c) happiness. d)
Example of a typical human / robot interaction game (here the human imitating the
robot).

Fig. 2. The global architecture to recognize facial expression and imitate. A visual
processing allows to extract sequentially the local views.

Fig. 3. Visual processing: This visual system is based on a sequential exploration of
the image focus points



352 E. Delaherche et al.

One after the other, the most active focus points of the same image are used to
compute local views: either a log polar1 transform centered on the focus point
is performed to obtain an image more robust to small rotations and distance
variations and his radius is 20 pixels, and gabor filters are performed (robust
to rotations and distance variations). The features extracted for the convolution
between the gabor filter and the focus point are the mean and the standard
deviation.

This collection of local views is learned by the recruitment of new neurons
(visual features). Of course, there is no constraint on the selection of the local
views. This means that numerous distractors can be present (local views in
the background, or inexpressive parts of the head). Thereforre, distractors can
be learned. Nevertheless, the architecture will tend to learn and reinforce only
the expressive features of the face (Figure 2). In our face to face situation, the
distractors are present for all the facial expressions so their correlation with an
emotional state tends toward zero.

A simple conditioning mechanism (the Least Mean Square rule [45]) is able to
associate the visual features with the internal state. A sensory-motor architecture
learn online to recognize facial expressions if and only if we suppose that the
robot produces first facial expressions according to his internal emotional state
and that the parents imitate the facial expression of their robot allowing in
return the robot to associate these expressions with his internal state.

Arbitrary, a limited amount of time is fixed for the visual exploration of one
image. The system succeeds to analyse 10 local views on each image. It is a
quite small number of points but since the system usually succeeds to take 3 to
4 relevant points on the face (mouth, eyebrow).Yet, it is enough in most cases
and it allows to maintain real time interaction (3 to 5 images/second) in order
to test our model.

After learning, the robot head can imitate the human’s facial expression and
the focus points are associated to each facial expression i.e these focus points
vote for the recognition of a given facial expression. Each facial expression is
mainly characterized by a specific set of focal points corresponding to local ar-
eas on the face which are relevant for the recognition of that expression. For
example, some local view around the mouth (lip) characterize the “happyness”
facial expressions, some others around the eyebrows characterize the anger facial
expression. Figure 4 shows that the model can generalize to people who were
not present during the learning phase. A possible explanation for the bad result
concerning sadness is that the people have difficulties to display sadness without
a context. Each partner imitating the robot displays the sadness in a different
way.

Our robot learns thanks to the interaction with a human partner. Our model
has allowed us to show that in order to learn online to recognize the facial ex-
pressions, the learner must produce facial expressions first and be mimicked by
his/her caregiver [4]. The system proposed had no real interaction capability dur-

1 The local polar transform increases the robustness of the extracted local views to
small rotations and scale variations.
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Fig. 4. Generalisation to new faces: After 20 persons interacted with the robot head
(learning phase), the robot had to imitate new persons never seen

ing the learning phase since this phase was completely predefined. In conclusion,
this work suggests the baby/parents system is an autopoietic social system [27]
in which the emotional signal and the empathy are important elements of the
network to maintain the interaction and to allow the learning of more and more
complex skills as the social referencing2 [5].

4.4 Motherese: An Emotional Based Process for Sustaining
Mother-Infant Interaction

Given the role of motherese in early interaction of typically developing children
[13], we aimed to explore whether or not this emotional prosody was implicated
in a different way in early interaction of infant who will later develop autism.
To do so, we developed an automatic algorithm based on prosodic features to
classify motherese versus other speech in Home Movies (HM) [25]. We then
assessed the course of infants’ responses to parents’ vocalisation in the same HM
data base described earlier. We found: that parents of infants developing autism
displayed more intense solicitations rich in motherese; that motherese increased
infant responses towards people and infant receptive behaviours; that fathers
of infants developing autism assumed a greater part in vocalisations addressed
to infants, and appeared to increase infant intersubjective responses and active
behaviours. We conclude that parents of infants who will later develop autism
change their interactive pattern of behaviour by both increasing motherese and
father’s commitment as they improve infant’s social responses. Taken together

2 The ability to recognize, understand, respond to and alter behavior in response to
the emotional expressions of a social partner.



354 E. Delaherche et al.

these results stress that parents are aware of the pervasive development of their
child, and that they try to adapt long before diagnosis are given [7].

5 Conclusion

We conclude that SSP can help to address some of the issues related to the
study of early interaction. SSP can be used for several purposes such as mod-
elling, assessing synchrony between partners and characterizing specific sues that
participates to interpersonal exchanges. SSP may also be of interest for devel-
oping specific tools with human-like abilities to stimulate social behaviors in a
controlled context.
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Abstracts of the COST 2102 Final Conference Held in Conjunction with the 4th
COST 2102 International Training School on Cognitive Behavioural Systems, p.
23 (2011)

2. Ashenfelter, K.T., Boker, S.M., Waddell, J.R., Vitanov, N.: Spatiotemporal sym-
metry and multifractal structure of head movements during dyadic conversation.
J. Exp. Psychol. Hum. Percept. Perform. 35(4), 1072–1091 (2009)

3. Bernieri, F.J., Reznick, J.S., Rosenthal, R.: Synchrony, pseudo synchrony, and dis-
synchrony: Measuring the entrainment process in mother-infant interactions. Jour-
nal of Personality and Social Psychology 54(2), 243–253 (1988)

4. Boucenna, S., Gaussier, P., Andry, P.: What should be taught first: the emotional
expression or the face? In: epirob (2008)

5. Boucenna, S., Gaussier, P., Hafemeister, L., Bard, K.: Towards a new social refer-
encing paradigm. In: epirob 2009, pp. 201–202 (2009)

6. Cappella, J.N.: Behavioral and judged coordination in adult informal social inter-
actions: vocal and kinesic indicators. Pers. Soc. Psychol. 72, 119–131 (1997)

7. Cassel, R.S., Saint-Georges, C., Mahdhaoui, A., Chetouani, M., Laznik, M.-C.,
Muratori, F., Adrien, J.-L., Cohen, D.: Course of maternal prosodic incitation
(motherese) during early development in autism: an exploratory home movie study.
Interaction Studies (in Press)

8. Champagne, F., Diorio, J., Sharma, S., Meaney, M.J.: Naturally occurring varia-
tions in maternal behavior in the rat are associated with differences in estrogen-
inducible central oxytocin receptors. Proceedings of the National Academy of Sci-
ences of the United States of America 98, 12736–12741 (2001)

9. Delaherche, E., Chetouani, M.: Multimodal coordination: exploring relevant fea-
tures and measures. In: Second International Workshop on Social Signal Processing.
ACM Multimedia (2010)



Social Signal Processing and Developmental Psychology 355

10. Delaherche, E., Chetouani, M., Bigouret, F., Xavier, J., Plaza, M., Cohen, D.:
Assessment of communicative and coordination skills of children with pervasive
developmental disorders and typically developing children (submitted, 2012)

11. Delaherche, E., Chetouani, M., Mahdhaoui, M., Saint-Georges, C., Viaux, S., Co-
hen, D.: Interpersonal synchrony: A survey of evaluation methods across disciplines.
IEEE Transactions on Affective Computing (to appear, 2012)

12. Denenberg, V.H., Whimby, A.E.: Behavior of adult rats is modified by the experi-
ences their mothers had as infants. Science 142, 1192–1193 (1963)

13. Falk, D.: Prelinguistic evolution in early hominins: whence motherese? Behavioral
and Brain Sciences 27(4), 491–503 (2004)

14. Feldman, R.: Infant-mother and infant-father synchrony: the coregulation of posi-
tive arousal. Infant Mental Health Journal 24(1), 1–23 (2003)

15. Feldman, R.: Parent-infant synchrony and the construction of shared timing; phys-
iological precursors, developmental outcomes, and risk conditions. The Journal of
Child Psychology and Psychiatry and Allied Disciplines 48(3-4), 329–354 (2007)

16. Francis, D., Diorio, J., Liu, D., Meaney, M.J.: Nongenomic transmission across
generations of maternal behavior and stress responses in the rat. Science 286,
1155–1158 (1999)

17. Gaussier, P.: Toward a cognitive system algebra: A perception/action perspective.
In: European Workshop on Learning Robots (EWRL), pp. 88–100 (2001)

18. Goldstein, M.H., King, A.P., West, M.J.: Social interaction shapes babbling: Test-
ing parallels between birdsong and speech. Proceedings of the National Academy
of Sciences of the United States of America 100(13), 8030–8035 (2003)

19. Harrist, A.W., Waugh, R.M.: Dyadic synchrony: Its structure and function in chil-
dren‘s development. Developmental Review 22(4), 555–592 (2002)

20. Cappella, J.: Coding Mutual Adaptation in Dyadic Nonverbal Interaction, pp.
383–392. Lawrence Erlbaum (2005)

21. Kozima, H., Michalowski, M., Nakagawa, C.: Keepon. International Journal of
Social Robotics 1, 3–18 (2009)

22. Kuhl, P.K.: Early language acquisition: cracking the speech code. Nat. Rev. Neu-
rosci. 5(11), 831–843 (2004)

23. Liu, D., Diorio, J., Tannenbaum, B., Caldji, C., Francis, D., Freedman, A., Sharma,
S., Pearson, D., Plotsky, P.M., Meaney, M.J.: Maternal care, hippocampal gluco-
corticoid receptors, and hypothalamic-pituitary-adrenal responses to stress. Sci-
ence 277, 1659–1662 (1997)

24. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. International
Journal of Computer Vision 2, 91–110 (2004)

25. Mahdhaoui, A., Chetouani, M., Cassel, R.S., Saint-Georges, C., Parlato, E., Laznik,
M.C., Apicella, F., Muratori, F., Maestro, S., Cohen, D.: Computerized home video
detection for motherese may help to study impaired interaction between infants
who become autistic and their parents. International Journal of Methods in Psy-
chiatric Research (2011)

26. Marcelli, D., Cohen, D.: Enfance et psychopathologie. Masson (2012)
27. Mataruna, H.R., Varela, F.J.: Autopoiesis and Cognition: the realization of the

living. Reidel, Dordrecht (1980)
28. Meltzoff, A.N., Kuhl, P.K., Movellan, J., Sejnowski, T.J.: Foundations for a new

science of learning. Science 325(5938), 284–288 (2009)
29. Messinger, D.M., Ruvolo, P., Ekas, N.V., Fogel, A.: Applying machine learning

to infant interaction: The development is in the details. Neural Networks 23(8-9),
1004 (2010); Social Cognition: From Babies to Robots



356 E. Delaherche et al.

30. Morency, L.-P., de Kok, I., Gratch, J.: Predicting Listener Backchannels: A Proba-
bilistic Multimodal Approach. In: Prendinger, H., Lester, J.C., Ishizuka, M. (eds.)
IVA 2008. LNCS (LNAI), vol. 5208, pp. 176–190. Springer, Heidelberg (2008)

31. Oullier, O., de Guzman, G.C., Jantzen, K.J., Scott Kelso, J.A., Lagarde, J.: Social
coordination dynamics: Measuring human bonding. Social Neuroscience 3(2), 178–
192 (2008)

32. Ozkan, D., Sagae, K., Morency, L.-P.: Latent mixture of discriminative experts
for multimodal prediction modeling. Computational Linguistics, 860–868 (August
2010)

33. Prepin, K., Pelachaud, C.: Shared understanding and synchrony emergence: Syn-
chrony as an indice of the exchange of meaning between dialog partners. In:
ICAART 2011 International Conference on Agent and Artificial Intelligence, vol. 2,
pp. 25–30 (January 2011)

34. Ramseyer, F., Tschacher, W.: Nonverbal synchrony in psychotherapy: Coordinated
body movement reflects relationship quality and outcome. Journal of Consulting
and Clinical Psychology 79(3), 284–295 (2011)

35. Richardson, D., Dale, R., Shockley, K.: Synchrony and swing in conversation: Coor-
dination, temporal dynamics, and communication. Oxford University Press (2008)

36. Richardson, D.C., Dale, R.: Looking to understand: The coupling between speak-
ers’ and listeners’ eye movements and its relationship to discourse comprehension.
Cognitive Science 29(6), 1045–1060 (2005)

37. Richardson, M.J., Marsh, K.L., Isenhower, R.W., Goodman, J.R.L., Schmidt, R.C.:
Rocking together: Dynamics of intentional and unintentional interpersonal coordi-
nation. Human Movement Science 26(6), 867–891 (2007)

38. Saint-Georges, C., Mahdhaoui, A., Chetouani, M., Cassel, R.S., Laznik, M.-C., Api-
cella, F., Muratori, P., Maestro, S., Muratori, F., Cohen, D.: Do parents recognize
autistic deviant behavior long before diagnosis? Taking into account interaction
using computational methods. PLoS ONE 6(7), e22393 (2011)

39. Shockley, K., Santana, M.-V., Fowler, C.A.: Mutual interpersonal postural con-
straints are involved in cooperative conversation. Journal of Experimental Psy-
chology: Human Perception and Performance (29) (2003)

40. Sun, X., Truong, K., Nijholt, A., Pantic, M.: Automatic visual mimicry expression
analysis in interpersonal interaction. In: Proceedings of IEEE Int’l Conf. Computer
Vision and Pattern Recognition (CVPR-W 2011), Workshop on CVPR for Human
Behaviour Analysis, Colorado Springs, USA, pp. 40–46 (2011)

41. Thorisson, K.R.: Natural Turn-Taking Needs No Manual: Computational Theory
And Model, From Perception to Action, pp. 173–207. Kluwer Acedemic Publishers,
Dordrecht (2002)

42. Varni, G., Volpe, G., Camurri, A.: A system for real-time multimodal analysis of
nonverbal affective social interaction in user-centric media. IEEE Transactions on
Multimedia 12(6), 576–590 (2010)

43. Ward, N.G., Fuentes, O., Vega, A.: Dialog prediction for a general model of turn-
taking. In: INTERSPEECH, pp. 2662–2665 (2010)

44. Weaver, I.C., Cervoni, N., Champagne, F.A., D’Alessio, A.C., Sharma, S., Seckl,
J.R., Dymov, S., Szyf, M., Meaney, M.J.: Epigenetic programming by maternal
behavior. Nat. Neuroscience 7, 847–854 (2004)

45. Widrow, B., Hoff, M.E.: Adaptive switching circuits. In: IREWESCON, New York,
pp. 96–104 (1960); Convention Record



B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 357–365. 
DOI: 10.1007/978-3-642-35467-0_35     © Springer-Verlag Berlin Heidelberg 2013 

Emotion and Complex Tasks:  
Writing Abilities in Young Graders 

Michaël Fartoukh1, Lucile Chanquoy1,*, and Annie Piolat2 

1 BCL, University of Nice – Sophia-Antipolis, France 
{lucile.chanquoy,michael.fartoukh}@unice.fr 

2 PSYCLÉ, University of Aix-Marseille, France 
annie.piolat@univ-amu.fr 

Abstract. Writing processes depend on the development and the capacity of 
working memory. Their execution is highly costly in cognitive resources. Dur-
ing writing, emotions are potentially present. According to Ellis and Ash-
brook’s (1988) model, emotions are expected to cause interferences in working 
memory by creating extra cognitive load. Our main hypothesis was that emo-
tions should be compared to a secondary task, overloading working memory 
capacities. Two experiments using emotional induction procedures were carried 
out on two different writing tasks (text production and dictation) with young 
graders. Results showed that emotional content interfered as cognitive overload 
within the limited working memory resources and had an impact on orthograph-
ic abilities. In terms of computational intelligence, as emotions seem to have an 
impact on the availability of cognitive resources, this could lead to important 
theoretical and practical implications for the elaboration of interactive scenarios 
or modeling learning and processing procedures. 

Keywords: Emotion, cognition, working memory, writing processes. 

1 Introduction 

It is nowadays well known that emotions can modify and influence adults’ cognitive 
processing and performance during complex problem solving task. For example, sev-
eral models focus on the relationships between emotion and memory [5], information 
processing [11], processing capacity [14] or creative thinking [19]. However, there is 
little understanding on how emotions can influence cognition.  

2 Influence of Emotions on Cognition in Adults 

There is empirical evidence that cognitive performance may be improved or reduced 
according to emotional contexts. A positive emotional state can sometimes lead to a 
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better performance in decision making [20], problem solving [21], thinking flexibility 
[19], or during intuitive coherence judgments [1]. Conversely, in case of positive 
emotional states a reduction in cognitive performance leading to a decrease of cogni-
tive processing [8], a reduction in processing capacity [25], and sometimes a certain 
decline of motivation [4] has also been noticed.  

Similar effects have been reported for negative emotional states, with a benefit in 
the development of systematic, analytic and elaborate cognitive processing [11], [30]. 
However, negative emotional states are more generally associated to an increase of 
time processing and a decrease in cognitive performance, namely during problem 
solving and/or creative thinking activities [5], [14], [19], [25]. This reduction in cog-
nitive performance in case of negative emotional states has been explained, inter alia, 
by a decrease in information processing capacity. Indeed, according to Ellis and  
Ashbrook’s Resource Allocation Model [14], negative emotional states could be re-
sponsible for extra-task processing or task-irrelevant processing (intrusive thinking, 
ruminations). Nevertheless, some researchers consider that both positive and negative 
emotional states are resource consuming and are responsible for a decrease in cogni-
tive performance [15]. This effect could be mediated by an overload of working 
memory capacities. 

3 Influence of Emotions on Working Memory 

Emotion effects are noticeable on working memory capacities [13-14], [24], [28]. 
Positive and negative emotional states seem to have the same effect on storing and 
retrieving capacities in working memory. For example, Martin and Kerns [24] have 
shown a decrease in storage capacities in case of positive emotional state. Moreover, 
according to Oaksford, Morris, Grainger and Williams [25], a positive emotional state 
can impair the ability of planning (i.e., in a Tower of London task situation) in load-
ing the central executive resources. This had led some researchers to consider emo-
tions as an interfering task costly in attentional resources [15], [17], [25]. In this case, 
the effect of emotional states seems to be essentially negative and could be due to 
intrusive thinking and/or ruminations [14], [16]. 

Indeed, intrusive thinking is highly costly in working memory resources [29]. 
However, according to Phillips, Smith and Gilhooly [26], the effects of emotional 
states depend on working memory span or capacity. Participants with small capacities 
are more impacted by an emotional component and thus, children who are in the 
process of cognitive development could be more affected by emotions. 

4 Influence of Emotions on Cognition in Children 

Research on the interaction between cognition and emotion in children started more 
than 30 years ago. However, nowadays, there are still few papers on this issue. One of 
the first studies carried out with children was led by Bartlett and Sandtrock [2] and it  
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was about the recall of a story after a positive or negative emotional induction proce-
dure in five years-old children. Participants had to listen to a story and had to recall it 
without cues first and with cues afterwards. Results showed that the positive condition 
recall was better than the negative condition one. In another study [23], the learning 
capacities and the problem solving duration were also improved in case of positive 
emotional state whereas it was the opposite in case of negative emotional states. More 
recently, Rader and Hugues [27] have shown better results in a visual problem task in 
case of positive emotional states and Burkitt and Barnett [7] have shown that children 
drawings were richer in case of positive emotional state than in negative emotional 
states.  

In a more academic context, Bryan and Bryan [6] found that when children were 
under positive emotional induction they performed better when facing mathematical 
problem solving. Cuisinier, Sanguin-Bruckert, Bruckert and Clavel [12] have ob-
served an increase in the number of orthographic errors with an emotional content in 
5th graders. In their experiment, after an emotional induction procedure through the 
reading of three emotional content texts (neutral, positive or negative), children were 
asked to write a dictation from the text. It thus seems that emotional states could 
equally modify the writing processes. This was considered within the framework of 
Hayes’ model of writing [18]. 

5 Emotion and Writing  

According to Hayes’s writing model [18], many aspects of the human cognition inte-
ract with the different writing processes, such as long-term memory, working memo-
ry, but also motivation or affect. More precisely, working memory, due to its limited 
capacities, plays a very important role overall the writing activity. However, through 
the motivation and affect components, Hayes affirms that emotions are fundamental 
during writing.  

In parallel, learning how to write a text is a long and complex activity, more than 
ten years are necessary to become an expert [9]. The development of working memo-
ry would permit efficient information retrieval and storing by a more efficient cogni-
tive resource allocation and/or sharing during writing [3]. Slowly, some processes 
become automated and the control process – that controls the online distribution of 
processes – becomes more proficient; this leads to freeing up attention resources for 
other activities, mainly those that are not yet automated or that cannot be automated. 
Concerning spelling issues, as all the rules and procedures are not totally efficient or 
“fixed”, the associated cognitive cost is high and some weakly automated orthograph-
ic skills are easily concerned by a cognitive overload. For instance, Chenoweth and 
Hayes [10] have observed an increase in spelling errors with a resource-consuming 
secondary task.  

Depending on the goal, the potential reader, and/or the emotional state, a text pro-
duced by a writer could be affected in terms of length, orthographic accuracy or more 
generally, its content. A positive or negative emotional state, which could require  
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additional working memory capacities, could lead to an increase in the proportion of 
spelling errors during a sentence production task or a dictation. This was partially 
shown in the study carried out by Cuisinier and her collaborators [12].  

Thus, just as emotional states seem to be able to modify complex cognitive activi-
ties, more precisely working memory resources, writing processes being a complex 
task, could lead to cognitive overload. Hence, we hypothesize that the introduction of 
emotional content before or during the writing activity could be resource consuming. 
To test the effect of emotion on writing, two experiments were conducted using two 
different writing tasks: a text production and a dictation tasks. In agreement with the 
literature, we predicted that emotions could have an impact on text length and on 
orthographic accuracy, given the lack of cognitive resources available. 

6 Experiments 

The experiments were led in 4 classrooms (1 for experiment 1 and 3 for experiment 2) 
of French 4th graders, in their school. All the parents have given their written approval 
for their child to participate in these experiments.  

6.1 Experiment 1 

In the first experiment, the children (n = 20, 11 boys and 9 girls, mean age: 9 years 
and 10 months, ranking from 9 to 10.8 years-old) had to write a text under three emo-
tional conditions: positive (children had to write about the happiest day of their life), 
negative (the saddest day of their life), and neutral (their classroom activities of the 
morning before). To estimate each grader’s initial spelling level and working memory 
level, the spelling test from the “ECS-Cycle 3” scale [22] (a global assessment for the 
last years of French elementary school elaborated by Khomsi in 1998) and the Work-
ing Memory Index (WMI) of the Wechsler Intelligence Scale for Children [31] (4th 
edition, French version) were used (see Table 1). 

Table 1. Mean scores for orthographic and WM tests (standard deviations in italics) 

Spelling results WM index 
19.70 (7.91) 88.75 (12.23)

 
Participants were asked to produce a text in one of three conditions during three 

successive weeks. The average time for each writing session was approximately 45 
minutes. In parallel, the working memory test was individually administrated in a 
quiet room of the school.  

After evaluating the number of words in each text, the spelling correction of texts 
was made for both grammatical and lexical errors. Thus, both types of errors were 
estimated and a percentage of errors for each text was computed by dividing  
the total number of errors by the total number of words and multiplied by 100 (see 
Table 2).  
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Table 2. Mean number of words and percentages of spelling errors according to emotional 
instructions and error categories 

 Emotional instruction 
 Neutral Positive Negative 

Mean number of words 96.70 (8.84) 93.00 (7.95) 66.20 (5.74) 

Spelling errors 
Grammatical 11.23 (1.28) 13.46 (1.30) 14.14 (1.22) 

Lexical 5.14 (1.22) 4.91 (0.96) 6.03 (1.05) 

 
First of all, a qualitative analysis of the texts has shown that the children have res-

pected their writing instructions. The “positive emotion” instruction has led to autobi-
ographical texts with positive emotions, states or events. The “negative emotion” 
instruction has also led to autobiographical texts with negative emotions. Finally, for 
the “neutral emotion” instruction, all of the graders have more or less detailed those 
events concerning their morning in the classroom.  

To observe the effect of the emotional instruction on the writing processes, an 
analysis of variance with repeated measures (as all graders wrote 3 texts) was carried 
out on the number of words in the different texts. The emotional instruction had a 
significant effect on the number of words (F(2, 38) = 9.99, p < .001). Planned com-
parisons revealed that the difference between the number of words in texts written 
under neutral (96.7) and positive (93) conditions was not significant (F(1, 19) < 1) 
whereas the difference between negative (66.2) and neutral conditions and between 
negative and positive conditions were both significant (respectively: F(1, 19) = 19.01, 
p < .001 and F(1, 19) = 12.06, p < .01).  

Concerning spelling errors, a 3 (emotional instructions) x 2 (types of error: gram-
matical and lexical) analysis of variance with repeated measures was carried out on 
the percentage of spelling errors. There was an effect of the types of errors (F(1, 19) = 
57.94, p < .0001). Children make more grammatical (12.95%) than lexical errors 
(5.36%). There was no effect of emotional instruction on spelling errors (Neutral = 
8.18%; Positive = 9.18%; Negative = 10.08%; F(2, 38) = 1.95, p = .15) and the inte-
raction between emotional instruction and type of errors was not significant (F(2, 38) 
= 1.38, p = .27) 

Data from the working memory test were used to make simple regression analyses. 
These analyses were carried out to verify if spelling errors were linked to children’s 
working memory capacities. Results showed a significant effect of working memory 
span on previous orthographic test, and on the proportion of grammatical errors, only 
in neutral condition. However, regardless of positive or negative instructions, no sig-
nificant effect was reported and working memory capacity did not explain the propor-
tion of spelling errors. With positive or negative condition, it seems that there was 
interference within the spelling processing and, in these cases, children’s capacity 
became less predictable (see Table 3). 
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Table 3. Simple regression analyses for the spelling test (first line of the table) and for the 
grammatical spelling errors (SE) in written texts 

Explicative variable Explained variables R² B SE t p 
WM capacities Spelling test score 0.09 0.17 0.08 0.30 1.97  .05 
WM capacities SE in neutral condition 0.12 0.14 0.06 0.34 2.26 .02 

 SE in positive condition - - - - - > .05 
 SE in negative condition - - - - - > .05 

6.2 Experiment 2 

In this experiment, participants were 4th graders from 3 different classrooms (n = 77, 39 
boys and 38 girls, mean age: 10 years and 4 months, ranking from 9 years to 11.3 years-
old). For the emotional induction procedure, children were distributed within three in-
dependent groups, in which they had to listen to a story with positive emotion, negative 
emotion or neutral emotion. To estimate each grader’s initial spelling level and working 
memory level, the spelling test from the “ECS-Cycle 3” scale [22] and the “Letter 
Number Sequencing” subtest from the Working Memory Index [31] were used. Then, 
according to their experimental groups, three emotionally contrasted dictations [12] 
from three texts were proposed. During the experiment, working memory span was 
assessed three times: before reading the text, after reading and after text dictation. 

The impact of the emotionally induction procedure was evaluated on the number of 
correctly recalled items for the working memory test and on the number of ortho-
graphic errors (grammatical and lexical) on the same target words in the three dicta-
tions (see Table 4).  

Table 4. Mean number of correctly recalled items for the working memory test according to 
emotional induction and moment. Mean number of spelling errors according to emotional 
induction and error categories.  

 
 

Emotional induction 
Neutral Positive Negative 

WM test correctly recalled items 
Before text reading 24.28 (2.89) 22.75 (4.20) 25.45 (5.75) 
After text reading 26.00 (2.25) 22.33 (2.90) 24.54 (5.41) 

After dictation 27.00 (3.35) 28.50 (4.14) 27.72 (5.06) 

Spelling errors 

 

Grammatical 
 

6.40 (0.98) 
 

7.07 (1.32) 6.75 (1.71) 
Lexical 5.80 (1.26) 6.38 (1.75) 7.66 (1.92) 

 
A 3 (emotional induction) x 3 (moments: before text reading, after text reading, 

and after dictation) analysis of variance with repeated measures on the last factor was 
carried out on the number of correctly recalled items from the WM test. There was no 
significant effect of the emotional induction group (F(2, 34) < 1), as shown by the 
very similar means (neutral: 25.76, positive: 24.52, and negative: 25.90). Conversely, 
there was a significant effect of the moment (F(2, 68) = 27,32, p < .0001). The mean 
number of correctly recalled items increased with time, due to a learning effect (be-
fore text reading: 24.16, after text reading: 24.29, and after dictation: 27.74). The 
interaction between the two variables was significant (F(4, 68) = 4.65, p < .01). After 
text reading, children in neutral condition improved their performances whereas child-
ren’s results in negative or positive condition decreased (respectively: F(1, 34) = 5,70, 
p < .03 and F(1, 34) = 3,95, p < .05).  
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Concerning spelling errors, a 3 (emotional induction) x 2 (types of error: grammat-
ical and lexical) analysis of variance with repeated measures on the last factor was 
carried out on the number of spelling errors. There was no significant effect of the 
type of errors (F(1, 34) < 1), children made as many grammatical (6.73) than lexical 
(6.44) errors. Conversely, the emotional induction procedure had a significant effect 
on spelling errors (F(2, 34) = 4,11, p < .03). Planned comparisons showed that child-
ren in positive (6.79) and negative (7.09) conditions made more spelling errors (both 
types) than children in neutral (5.87) condition (F(1, 34) = 7,80, p < .01). The interac-
tion between the two variables was not significant (F(2, 34) = 3.00, p < .07).  

7 Conclusion 

In this paper, the impact of emotions on young graders’ written performance (text 
production and dictation) was explored. In experiment 1, the effect of emotion on 
writing fluidity was assessed. In emotional assignments, children seem to have more 
difficulties to write about negative emotional content than positive or neutral content. 
However, there was no effect of emotional instruction on spelling errors. These re-
sults provide consistent argument for Hayes model’s [18], even whether the chosen 
writing tasks seem to be not enough constraining in terms of rapid resource mobiliza-
tion to impact orthographic accuracy. Indeed, the time allotted for a writing task is 
generally longer and children can choose vocabulary, syntax and are able to revise 
their texts. However, it seems that a relationship between working memory span and 
spelling capacity exists but disappears when an emotional content is introduced. A 
decrease in attentional resources during “emotional” writing could explain this result 
[15], [17], [24-25], but, once again, the participants’ emotional state could be not 
sufficiently strong to induce a lack of WM resources leading to spelling difficulties 
and thus the orthographic accuracy was not significantly reduced. 

As already shown in adults [14], [16], results from experiment 2 showed an effect 
of the emotional induction procedure on the availability of attentional resources 
(working memory span) in children. Positive and negative emotions seem to interfere 
with working memory capacities in reducing the available cognitive resources [24-
25]. Moreover, there is an effect of the emotional induction procedure on spelling 
errors, resulting in an increase in case of positive or negative emotions. This result is 
comparable to previous results obtained with French children [12]. 

To conclude, after an emotion induction procedure, young graders’ spelling accu-
racy seems to be less predictable (Experiment 1) and, young graders’ working memo-
ry span and spelling accuracy decrease (Experiment 2). There is an impact of the 
emotional state on cognitive resources and sometimes emotion seems to act as a cog-
nitive overload in young graders’ working memory. In terms of computational intelli-
gence and learning models, as the emotional state dimension seems to have an impact 
on the cognitive resources available and on children’s abilities, this could lead to im-
portant theoretical and practical implications for the construction of experiments, 
models and also AI models. 
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Girona, Spain
josep.garre@ias.scs.es

3 SPLab, Department of Telecommunications, FEEC,
Brno University of Technology Brno, Czech Republic

j.mekyska@phd.feec.vutbr.cz
4 EHU (Basque Country University)

Donostia, Spain
karmele.ipina@ehu.es

5 IIASS (International institute for advanced scientific studies)
Vietri sul Mare, Italy
iiass.annaesp@tin.it

Abstract. In this paper we present preliminary results about on-line
drawings acquired by means of a digitizing tablet, and performed by
control population (left and right hand) as well as pathological subjects
using their dominant hand. Experimental results reveal a clear difference
between both groups, specially on the on-air movements. Although the
acquired samples are not enough to extract significant conclusions we
think that this preliminary results encourage the experimentation in this
research line. Thus, the main purpose of this paper is to attract the
attention of the scientific community.

Keywords: On-line handwriting, Drawings, Dementia.s

1 Introduction

Information and communication technologies are converging to health applica-
tions and a great improvement of health diagnose and recover will be possible if
the signal processing community collaborates with medical doctors. The authors
strongly believe that for the biometric security community this would be quite
straightforward, and this paper points out in this direction.

Biometrics has been successfully applied to security applications for some
time. However, the extension of other potential applications with the use of
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biometric information is a very recent development. This paper summarizes the
field of biometrics and investigates the potential of utilizing biometrics beyond
the presently limited field of security applications.

The term “biometric” originates from the Greek words Bio (life) and metron
(measure), and is defined as the science and technology of measuring and sta-
tistically analyzing biological data. Although many people consider biometrics
only relevant to security applications, in reality, the relevance of biometrics is
much more far reaching. This field has applications relevant to animals, plants
and human beings. Some examples are:

– Statistical methods for the analysis of data from agricultural field experi-
ments to compare the yields of different varieties of wheat.

– The analysis of data from human clinical trials evaluating the relative effec-
tiveness of competing disease therapies.

– The analysis of biometric characteristics for animal/human verification or
identification.

While some signals can be acquired from both human beings and animals (such
as images of iris and retina), others are specific to humans (such as speech,
handwriting, etc.).

This paper is focused exclusively on applications which are relevant only to
human beings, and more precisely on on-line handwritten drawings. Therefore,
we will limit discussion to only human specific signals. The set of these signals
can be split into two categories:

1. Behavioral biometrics: this category is based on the measurements and data
derived from an action performed by a user, and thus indirectly measures
some characteristics of the human body. Signature, gait, gesture and key
stroking recognition belong to this category.

2. Physiological biometrics: this category is based on direct measurements of
parts of the human body. Fingerprint, face, iris and hand-scanning recogni-
tion belong to this category.

The skill level of humans is strongly related to their health state. An important
example is the way our cognitive functions are related to the aging process.
Cognitive decline is a natural part of the aging process. However, the extent
of decline varies across subjects and across functions. For instance, handwriting
and speech production is a fine motor control performed by our brain. When
these signals are degraded, it is indicatory of health problems.

2 On-Line Handwriting

In the past, the analysis of handwriting had to be performed in an offline manner.
Only the writing itself (strokes on a paper) were available for analysis. Nowadays,
modern capturing devices, such as digitizing tablets and pens (with or without
ink) can gather data without losing its temporal dimension. When spatiotempo-
ral information is available, its analysis is referred as online. Modern digitizing
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tablets not only gather the x-y coordinates that describe the movement of the
writing device as it changes its position, but it can also collect other data, mainly
the pressure exerted by the writing device on the writing surface and also the
azimuth, the angle of the pen in the horizontal plane, and the altitude, the angle
of the pen with respect the vertical axis (Fig. 1).

A very interesting aspect of the modern online analysis of handwriting is that
it can take into account information gathered when the writing device was not
exerting pressure on the writing surface. Thus, the movements performed by the
hand while writing a text can be split into two classes:

a) On-surface trajectories (pen-downs), corresponding to the movements exe-
cuted while the writing device is touching the writing surface. Each of these
trajectories produces a visible stroke.

b) In-air trajectories (pen-ups), corresponding to the movements performed by
the hand while transitioning from one stroke to the next. During these move-
ments the writing device exerts no pressure on the surface.

Fig. 1. Azimuth and altitude angles of the pen with respect to the plane of the writing
surface

Fig. 2 shows the acquisition of the ten digits from 1 to 0 using an Intuos
Wacom digitizing tablet. The tablet acquired 100 samples per second including
the spatial coordinates (x, y), the pressure, and a couple of angles (see Fig. 1).
The pen-up information is represented in Fig 1 using “+” while the pen- down
is marked with “*”. Fig. 3 shows the temporal evolution of the signals acquired
while handwriting the digits in Fig. 2.

Our experiments on the biometric recognition of people reveal that these
two kinds of information are complementary [8] and in fact, contain a similar
discriminative capability, even when using a database of 370 users [7].

3 On-Line Drawings Applied to Health Analysis

In the medical field, the study of handwriting has proven to be an aid to diagnose
and track some diseases of the nervous system. For instance, handwriting skill
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Fig. 2. Example of handwritten numerical digits input onto a digitizing tablet. Aster-
isks (*) represent pen-down information and cross (+) the pen-up.

degradation and Alzheimer’s disease (AD) appear to be significantly correlated
[3] and some handwriting aspects can be good indicators for its diagnosis [4]
or help differentiate between mild Alzheimer’s disease and mild cognitive im-
pairment [10]. Also, the analysis of handwriting has proven useful to assess the
effects of substances such alcohol [1] [5], marijuana [2] or caffeine [9]. Aided by
modern acquisition devices, the field of psychology has also benefitted from the
analysis of handwriting. For instance in [6], Rosenblum et al. link the proficiency
of the writers to the length of the in-air trajectories of their handwritings.

Fig. 3. Temporal evolution of the acquired parameters when drawing the numbers
shown in Fig. 1
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Fig. 4. House drawing performed by four individuals with Alzheimer’s disease (one per
row). Each column corresponds to pen-down, pen-up and both simultaneously.

Table 1. Statistical analysis/descriptives from the drawings shown in Fig. 4, 5 and 6

Control Pathological
Measurement Dominant hand Non-dominant hand Dominant hand

Time in-air 8334 10927 61008
Time on-surface 9680 22177 31521
Total time 18014 33104 92259

In the Fig. 4 we present one complex drawing with three dimensions performed
by individuals with AD of different clinical severity. The visual inspection of
the pen down image suggest a progressive degree of impairment, where drawing
becomes more disorganized and the three dimensions effect is only achieved in the
mild case. The visual information provided by the pen up drawing between AD
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Fig. 5. House drawing performed by three control people (one per row). Each col-
umn corresponds to pen-down, pen-up and both simultaneously, performed with the
dominant hand.

individuals also indicates a progressive impairment and disorganization when
the individuals try to plan the drawing. It is also important to note that the
comparison of the pen-up drawing between the mild case of AD and the control
(Fig. 5 and 6) also shows important differences. Besides the increased time on air,
there is an increased number of hand movements before decide to put the pen
in the surface to drawn. We consider that these graphomotor measures applied
to the analysis of drawing and writing functions may be a useful alternative to
study the precise nature and progression of the drawing and writing disorders
associated with several neurodegenerative diseases. Table 1 summarizes some
experimental measures of the drawings shown in Fig. 4, 5 and 6.

Looking at the experimental results of Table 1 it is evident the higher time
for in-air movements for the AD group, which are around 7 times longer. On the
contrary, the time on surface is just around 3 times longer. Thus, there are more
differences between control and AD groups when looking at in-air movements.

When comparing the non-dominant movements performed by the control
group we obtained a 5.6 ratio and 1.5. Again, the in-air times are significantly
higher for the AD group than the control group.
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Fig. 6. House drawing performed by three control people (one per row). Each column
corresponds to pen-down, pen-up and both simultaneously, performed with the non-
dominant hand.

4 Conclusions

Although some pathological drawings may look “normal” according to pen-down
information, the pen-up information looks quite entangled and should permit
easier diagnose. This observation points out the convenience of online handwrit-
ing analysis, which can outperform the classic offline mode, mainly due to the
larger amount of available information.

The differences between control and pathological group do not seem to be
related to some physical problem, because the control group, even when using
the non-dominant hand performs less entangled pen-up movements.

Future work will include a more exhaustive experimental section, with a larger
database.
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Abstract. This paper presents a novel method for gender recognition
through anthropometric hand information. From a visual hand database
of a hundred users and distributed in an unbalanced way, contains more
men than women. It is designed a simple method to get some length and
width measurements from the hand. This information has been passed
through a quadratic discriminant classifier called Biometric Dispersion
Matcher (BDM) that provides relevant information. In a first step, a dis-
criminative threshold is applied in order to discard those measures which
do not have enough information for gender recognition. In a second step,
it provides a vector of the main measures. And, finally, it achieves per-
formance rates from 95%, with a train data set of only 18 men and 9
women, to 98%, with a higher training data set.

Keywords: Gender recognition, Hand image, Biometric dispersion
matcher.

1 Introduction

Gender recognition has not been widely studied in comparison with person iden-
tification. The reason becomes clear, as security applications are by far much
more interesting for industry, government agencies and business. However, in
the context of human computer interaction, gender recognition could play an
important role. There is also an interesting field where gender recognition ap-
plications can give some advice with intelligent advertising once your gender is
detected.

The process of gender recognition is straightforward for humans. We have
been trained for that task since we were children. And this task, sometimes made
unconsciously, is important for social activities. Actually, the gender recognition
using biometric physiological characteristics (such as face, hand, human shape)
remains a difficult task. The high variability present within genders, whatever
the characteristic, makes us use some of the algorithms and methods available
in general recognition applications.

This paper presents a gender recognition algorithm, using the classifier Bio-
metric Dispersion Matcher (BDM) [1]. This method is closely related to Dis-
criminant Analysis [2] and works pretty well for linear and nonlinear problems
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as well. The main idea is to build a discriminative function g(x) that makes
a decision depending on its sign. The details of the method are explained later
in section 3.

The data for gender recognition comes from right hand images. Our database
contains 104 users, with 10 samples from each user. So the full database contains
1040 hand images acquired in 5 different acquisition sessions.

The data has to be processed according to two main approaches:

– The first one, considers the whole image as a single high dimensional vector.
These methods are called Holistic Methods.

– The other ones are based on anthropometric measurements (i. e. lengths,
widths, angles) and are called Geometric Methods.

Our research uses the latter one.

2 Acquisition and Data Extraction

All hand images have been acquired with a simple visual optics camera with
a resolution of 640x480 pixels. This data need to be preprocessed in order to
obtain the desired anthropometric vector.

In order to get a coherent characteristic vector the hand image has been
segmented using Otsu’s method [3] (see Fig. 1). Once the image is segmented,
another method is used in order to get the key points within the hand.

Fig. 1. Example of right hand image, hand segmentation and edge and point detection

To correctly detect the tips and valleys of the fingers we use a method pre-
sented in [5] that uses radial distance with respect to a reference point around
the wrist region to detect finger key points. This sequence yields maximum and
minimum points that allow us to easily detect the desired key points.

Having located all key points by the previously analysis we compute the de-
sired distances between points. The main distance group computed across hand
key points can be seen in the next diagrams (see Fig. 2 and Fig. 3).

Basically the first 20 components (named V1 to V20) correspond to finger
length. These lengths are computed from the tip of each of the fingers to the
valleys and central part. Two variables in some of the arrows depicted can ob-
served. The reason is because we use two similar points that are not distant
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enough to be appreciate in Fig. 2. One of them is computed as an average point
from the two valleys of the finger. The other one is measured across the inter-
section point between the eigenvector directions defined by the fingers and the
two valley points related to finger.

The other group of distances is width (from V21 to V27). The next group (see
Fig. 3) of distances are mix of widths and lengths between the center point of the
finger (square points) and the center of the hand. These variables range from
V28 to V42. Observe that the last ones have not been represented for clarity
purposes.

Fig. 2. Hand Measures – I

We have highlighted the variables V26 and V27 because they will be the main
variables for gender recognition as we will show in the next results section. It is
coherent with what people can usually think, the greater the hand (hand width)
the greater the chance to be a man.

In addition, there is a couple of additional computed distances, not yet de-
picted because they are not significant enough.

3 Biometric Dispersion Method

This method [1] [2] has been proved in recognition biometric applications but
not in gender recognition. Its main advantage which is that it defines a selec-
tion criteria for all the attributes in order to select those who provide better
discrimination power.
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Fig. 3. Hand Measures – II

BDM is a simple method linked to Discriminant Analysis that works under
the construction of two groups:

– Equal group: where we have pairs of measurements of a characteristic related
to the same person.

– Unequal group: where we have pairs of measurements of a characteristic
related to different persons.

For a quick understanding of the method, let us suppose we want to use middle
finger length (V13 variable). We have different statistics behavior for this mea-
sure when computed across the same group than when it is computed across all
available data. These differences are used to build the classifier.

These distributions follow a Gaussian distribution with the following param-
eters:

p(x|U) = N
(
x|0.2

(
s2p + s2i

))
, (1)

p(x|E) = N
(
x|0.2s2i

)
, (2)

where σi is the variance of V13 from the same group (over its samples), and σp

is the variance of V13 across the whole user population.
The expression s2i /

(
s2p + s2i

)
is related to the discriminative power of the char-

acteristic component under consideration. BDM uses this expression to select the
best feature vector components. It is important to point out the way BDM will
conduct the selection criteria. Through a σthreshold all components greater than
this threshold will be discarded.
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The method performs the classification by applying a discriminative function
(3) that let us to define an easy rule to classify:

g(x) = ln

(
p(x|U)

p(x|E)

)
+ ln

(
p(U)

p(E)

)
. (3)

Then the decision is straightforward: U if g(x) > 0, E otherwise.

4 Experimental Results

This section provides the experimental rates of the algorithm proposed. It is
important to remark that there is an unbalanced design, because we have more
men (68%) than women (32%). Fig. 4 shows the distribution of genders.

Fig. 4. Gender Distribution

In order to observe how BDM works, a test increasing the size of the training
set will be perfomed. Starting with a training set of 27 hands (not necessarily
from different users) that was distributed between 18 Men and 9 Women. With
these initial conditions we train a BDM. Then a test analysis over the remaining
data set is applied. It means a total test set of 1013 hands. Then the training set
is increased with 36 men and 19 women and so on until we reach a maximum of
40% of the total data set.

Additionally we want to compare the results of the BDM method with other
well known methods like K- nearest neighbor and a logistic classifier. The last
two methods take the full characteristic vector as an input in order to performing
the gender recognition task.

Fig. 5 shows how the three different methods perform gender recognition
through the different number of women present in the training set. Logistic
regression does not perform good recognition when the training data set is not
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Fig. 5. Performance across different number of Women Present in Training Set

large enough. However, as training set increases, the recognition rate of the logis-
tic classifier improves. K Nearest Neighbor performs quite well across all applied
tests and has slightly better results than BDM.

Table 1. BDM Performance Rates

Training Data BDM
M W dim Ident.r Error.r
18 9 5 0.9519 0.0481
36 17 26 0.9189 0.0811
54 25 25 0.9116 0.0884
71 33 7 0.9498 0.0502
89 42 7 0.9516 0.0484
107 50 11 0.9434 0.0566
125 58 39 0.9405 0.0595
142 66 20 0.9639 0.0361
160 75 21 0.9652 0.0348
178 83 36 0.9589 0.0411
196 91 36 0.9575 0.0425
214 100 34 0.9656 0.0344
231 108 40 0.9700 0.0300
249 116 42 0.9748 0.0252
267 124 36 0.9707 0.0293
284 132 36 0.9776 0.0224

The main point is that BDM works in each situation presented with the best
variables according to its discriminant threshold. Table 1 shows how BDM works
across the different training data sets.

One of the advantages to work with BDM is that it is possible to check how
each feature component works. Table 2 is presented, which shows the importance
of the 15th most relevant features. As a summary:
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Table 2. Selected feature components

%Train 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
2.5 27 26 34 35 42 33 22 1 11 4 19 20 10 14 17
5.0 27 26 42 35 1 11 33 22 20 5 10 15 14 34 9
7.5 26 34 27 35 17 7 2 12 5 20 10 19 33 15 14
10.0 26 27 35 34 33 38 1 42 23 20 4 19 5 11 14
12.5 27 26 35 34 42 33 1 11 41 4 19 14 39 23 36
15.0 26 27 35 34 33 42 1 38 11 41 23 20 5 39 10
17.5 26 27 35 34 42 33 1 38 11 4 41 20 23 19 22
20.0 26 27 35 34 42 33 1 41 23 11 22 4 3 19 36
22.5 27 26 42 35 34 33 1 11 23 41 4 38 19 14 5
25.0 27 26 35 34 42 33 1 11 23 5 20 10 4 15 19
27.5 27 26 35 34 1 38 42 33 11 23 20 19 5 10 14
30.0 27 26 35 34 42 33 1 4 11 19 14 23 41 38 3
32.5 27 26 35 34 42 1 11 33 4 20 5 10 19 15 14
35.0 26 27 35 34 42 33 1 41 38 4 23 11 19 14 20
37.5 27 26 35 34 42 1 33 38 11 4 19 14 41 20 5
40.0 26 27 35 42 34 1 33 38 11 23 4 41 19 14 20

Fig. 6. Distributions with high discrimination

– Components V26, V27 and V35 related to hand width.
– Components V42 and V34 (V42 not depicted in Fig. 3 goes from pinky finger

square to the center of the hand), V34 goes from index finger square to the
center of the hand.
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Fig. 7. Distributions overlapped

– Components V33 and V38 equals to the length between index and middle
finger (V33) and between index and pinky finger (V38).

– Components V1, V11 and V4 lengths from thumb finger (V1 and V11) and
from index finger (V4).

Finally it is shown how the different feature components are distributed depend-
ing on gender. This distribution gives us a clear understanding of the way BDM
discard irrelevant data. For instance, components V27 and V35 (see Fig. 6) have
a clear distribution. It means it will be easier to classify gender according to
these feature components.

That is not the case when both distributions are overlapped as the distribution
of V48 shows (see Fig. 7). Across the measurements the mean of men group and
women group are the same. Thus, it is not possible to use this feature component
(alone) to separate gender.

5 Conclusions

This results have proved the reliability to use anthropometric measures of hand
images to recognize gender. Performance results are better than those coming
from face analysis [4] and are promising when using a combination with some
additional information. By means of a fusion algorithm it will be possible to
raise identification rates above 99%.

It has also been proved the suitability of BDM to detect the major feature
components. In this context, this classifier contributes to achieve a coherent
explanation of which component contain better information for the recognition
process.

Acknowledgments. This work has been supported by FEDER and MEC,
TEC2009-14123-C04-04.



Hand-Based Gender Recognition Using Biometric Dispersion Matcher 383

References
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Abstract. Combining information from multiple sources is a vivid field of re-
search. The problem of emotion recognition is inherently multi-modal. As auto-
matic recognition of the emotional states is performed imperfectly by the single
mode classifiers, its combination is crucial. In this work, the AVEC 2011 corpus
is used to evaluate several machine learning techniques in the context of informa-
tion fusion. In particular temporal integration of intermediate results combined
with a reject option based on classifier confidences. The results for the modes
are combined using a Markov random field that is designed to be able to tackle
failures of individual channels.

1 Introduction

For pattern recognition applications from multiple independent modalities one of the
most challenging issues is that often complete sensor information at any time cannot
be assumed. It is mandatory for a fusion architecture to deal with missing or uncertain
classifications which, in the worst-case, may be even conflicting. Such a scenario is
given by the Audio/Visual Emotion Challenge (AVEC) 2011 data collection. The data
set was recorded in natural and unrestricted conditions and labeled in four affective di-
mensions: arousal, expectation, power and valence [11]. The challenge was composed
of three sub-challenges: audio emotion recognition on audio-visual, prediction based
on the video channel for every frame and multi-modal emotion recognition.

The presented work studies a new design of a fusion architecture. Several machine
learning strategies such as reject options, temporal integration of intermediate results
and an information fusion architecture, which implements the concepts of sparse deci-
sion fusion are evaluated with the data at hand. Sparsity in this context means that a
prediction from one or more individual classifiers is not always available. This natu-
rally occurs in this context as e.g. audio processing makes only sense when the subject
is speaking. As a result the fusion has to cope with scattered decisions over time which
need to be interpolated appropriately. Methods on the implementing of the reject option
along with a newly developed method of temporal decision fusion using a Markov Ran-
dom Field (MRF) are presented. The proposed architecture is studied using the AVEC
2011 corpus.

B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 385–393.
DOI: 10.1007/978-3-642-35467-0_38 c© Springer-Verlag Berlin Heidelberg 2013
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2 Methods

2.1 Classification Using a Reject Option

As automatic classification using statistical models is often performed imperfectly,
hence it is crucial to deal with the possibility of misclassification. On the one hand,
it is common to define a loss function to minimize the cost of a misclassification. How-
ever, it may as well be convenient, especially when the cost of a falsely classified sample
is high, not to make any decision for a presented sample. This approach is called “clas-
sification with reject option” [5,6]. Rejection in this context means deciding (yes or no)
whether a certain confidence level has been achieved or not. A very intuitive way to
measure the confidence is to use a classifier with probabilistic output. Various attempts
have been made to introduce confidence based rejection criteria. However, the standard
approach is based on thresholds determined by heuristics on probabilistic classifier out-
puts [12].

2.2 Classifier Fusion Using Markov Random Fields

We propose to use Markov Random Field (MRF) [3] for the combination of multiple
decisions over time. Figure 1 shows an exemplary layout of the proposed MRF. The
variable x corresponds to the estimated decision obtained by the combination of multi-
ple sources. In order to model the dynamics of the classification over time, the variables
for each time step xt are connected to a chain. Within this figure two “streams of de-
cisions” y1 and y2 are connected to the chain whenever a classifier was able to give
a decision (these time steps are given by the sets L1 and L2). In case decisions are
missing, the information is propagated from the known decisions via the chain to the
imperfectly supported nodes.

Fig. 1. Graphical model of the Markov Random Field for classifiers fusion. The estimated
decision xt is influenced by the the available decisions ym,t of the modality m and t ∈ Lm and the
adjacent estimates xt−1 and xt+1.

The MRF is defined by two potentials Ψ and Φ . The potential Ψm of the modality m
forces the estimated outcome xt to take the same value as the available decisions ymt . It
is given by

Ψ =
M

∑
m

Ψm =
M

∑
m

∑
t∈Lm

km(ymt − xt)
2,
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where Lm is the set of time steps in which a decision for m is available and km is a
parameter describing the strength of its influence. The second potential Φ enforces the
lateral similarity and is given by

Φ =
T

∑
t=1

∑
i∈N(t)

wt+i(xt − xt−(1−2i))
2,

where w ∈R
T−1 is a vector weighting the smoothness between two adjacent nodes and

the set N(t) contains the value 0 in case xt has a adjacent node xt−1 and the value 1 in
case xt+1 exists. The parameter w can be set by external knowledge at design time, e.g.
to enforce similarity within on+e period of time.

The joint distribution of the estimated vector x given the decisions of the modalities
is defined by

p(x|y1, . . . ,yM) =
1
Z

exp
(
− 1

2
(Ψ +Φ)

)
.

If there one is not interested in the probability itself, but in minimizing the mode of the
log-posterior probability, the variable x can be determined using gradient descent [1].

3 “AVEC 2011” Data Collection

The data used in this study is the one provided within the Audio/Visual Emotion Chal-
lenge (AVEC) 2011 in the ACII 2011 workshop [11,9]. Over-all three sub-challenges
were proposed: an audio challenge on word-level, a video challenge on frame-level and
an audiovisual also on video frame-level.

The data was recorded in a human computer interaction scenario in which the sub-
jects were instructed to interact with an affectively colored artificial agent. Audio and
video material was collected in over-all 63 recordings from 13 different subjects. The
recorded data was labeled in four affective dimensions: arousal, expectancy, power and
valence. The annotations of the raters have been averaged for each dimensions result-
ing in a real value for each time step. Subsequently, the labels are binarized using a
threshold equal to the grand mean of each dimension. Every recording was annotated
by two to eight raters. Along with the sensor data and annotation, a word-by-word tran-
scription of the spoken language was provided which partitions the dialog into conver-
sational turns. For the evaluation of the challenge only arousal was taken into account
as classification of the other dimensions yielded poor results1.

3.1 Audio Features

In the following the three feature sets,that are calculated from audio signal are de-
scribed.

– The fundamental frequency values are extracted using the f0 tracker available in the
ESPS/waves+2 software package. Besides the f0 track, the energy and the linear
predictive coding (LPC) of the plain wave signal is extracted [10]. All three features
are concatenated to a ten-dimensional early fusion feature vector.

1 http://sspnet.eu/avec2011/
2 http://www.speech.kth.se/software/

http://sspnet.eu/avec2011/
http://www.speech.kth.se/software/
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– The Mel frequency cepstral coefficient (MFCC) representation is inspired by the bi-
ological known perceptual variations in the human auditory system. The perception
is modeled using a filter bank with filters linearly spaced in lower frequencies and
logarithmically in higher frequencies in order to capture the phonetically important
characteristics of speech. The MFCC are extracted as described in [13].

– The perceptual linear predictive (PLP) analysis is based on two perceptually and
biologically motivated concepts, namely the critical bands, and the equal loudness
curves. Frequencies below 1 kHz need higher sound pressure levels than the refer-
ence, and sounds between 2 - 5 kHz need less pressure, following the human per-
ception. The critical band filtering is analogous to the MFCC triangular filtering,
apart from the fact, that the filters are equally spaced in the Bark scale (not the Mel
scale) and the shape of the filters is not triangular, but rather trapezoidal. After the
critical band analysis and equal loudness conversion, the subsequent steps required
for the relative spectral (RASTA) processing extension, follow the implementation
recommendations in [7]. After transforming the spectrum to the logarithmic do-
main and the application of RASTA filtering, the signal is transformed back using
the exponential function.

3.2 Video Features

The features from the video channel were computed using the well-known computer ex-
pression recognition toolbox (CERT) [8] which is designed to recognize emotion related
facial processes (such as action units or basic emotions) but also general attributes of a
subject (e.g. gender, glasses present). The output of modules “Basic Emotions 4.4.3”,
“FACS 4.4”, “Unilaterals” and “Smile Detector” are extracted to infer the labels of the
AVEC corpus. Over-all a 36-dimensional vector for a frame was obtained. CERT only
delivers sound values in case the face of a subject is recognized. Due to the unrestricted
settings of the AVEC corpus (subjects may turn away or leave the visual range of the
camera) classification results are missing from time to time.

4 Experiments and Results

All experiments are conducted in a strict subject independent cross validation, i.e. the
subjects that are in the training set do not occur in the respective test set.

4.1 Spoken Utterances

To classify the speech, the available data was pooled in a word-level granularity and
an approach as described in [2] was conducted to overcome different lengths of the
data. The three different feature sets defined in Section 3.1 are separately transformed
into an uniform vector by sampling randomly reference sequences. Based on these sub-
sets three hidden Markov models (HMM) are constructed. The final feature vector of a
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sample sequence is then the concatenated log-likelihoods of the HMM. The three result-
ing new feature sets are then put together to a new data matrix. The final classification
was performed using a random forest per dimension [4].

The result of this word-wise classification is given in Table 1. The accuracies of the
classifications are given together with the F1 scores for each dimension and its comple-
mentary assignment3. While all accuracies are over 50% (up to 59.6% for arousal), the
F1 scores are relatively unbalanced for all labels but arousal.

Table 1. Accuracies and F1 scores for the different emotional categories for the audio classifica-
tion on a word basis. Also the standard deviation is displayed.

Label Accuracy F1 score variable set F1 score variable not set

Arousal 0.591 (0.040) 0.575 (0.220) 0.455 (0.233)
Expectancy 0.572 (0.032) 0.562 (0.196) 0.492 (0.161)
Power 0.528 (0.053) 0.506 (0.235) 0.440 (0.196)
Valence 0.615 (0.051) 0.579 (0.281) 0.418 (0.254)

In order to further improve the results, a temporal integration is evaluated which
exploits the turns of the human computer dialog. Since it can be assumed that the label
will not change within a turn, the decisions of a turn are combined by computing the
average of the probabilistic output of the classifier (i.e. the scores of the individual trees
of the random forest).

The result of this turn based classification is shown in Table 2. Here, a turn comprises
1–201 spoken words with an average turn size of 15 words. Generally, the pure accu-
racies are increased, but unfortunately only for the label arousal the F1 scores increase
symmetrically. For the other categories, the imbalanced values of the F1 score further
intensifies. Furthermore, the standard deviations increase.

Table 2. Accuracies and F1 scores for the different emotional categories for the audio classifica-
tion on a turn basis

Label Accuracy F1 score variable set F1 score variable not set

Arousal 0.661 (0.066) 0.578 (0.358) 0.395 (0.396)
Expectancy 0.597 (0.048) 0.540 (0.330) 0.453 (0.247)
Power 0.550 (0.146) 0.514 (0.348) 0.356 (0.394)
Valence 0.666 (0.076) 0.584 (0.398) 0.325 (0.357)

4.2 Facial Expressions

The feature vector to recognize the emotional dimensions from video were generated by
CERT. In about 8% of the video frames the toolbox was unable to locate the subject’s

3 The F1 score is given by the harmonic mean of the recall R and precision P. Since the F1 score
does not take the true negatives into account, the score for the true and the complementary
label assignments are listed.
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face, such that no features have been generated for these frames. The classification of
the four dimensions is conducted using a naive Bayes classifier based on a Gaussian
distribution [3].

In this experiment, accuracies up to 60% were achieved (compare Table 3). The F1

scores show similar behaviors like in Section 4.1: the arousal has a balanced F1 scores
for both, label is set and label is not set.

Table 3. Accuracies and F1 scores of the frame-wise classification of the facial expression using
the video channel

Label Accuracy F1 score variable set F1 score variable not set

Arousal 0.568 (0.041) 0.607 (0.048) 0.509 (0.094)
Expectancy 0.549 (0.042) 0.496 (0.096) 0.567 (0.108)
Power 0.559 (0.030) 0.576 (0.112) 0.490 (0.122)
Valence 0.600 (0.075) 0.670 (0.117) 0.439 (0.069)

As the classification for each frame appears to be relatively weak and it is not ex-
pected that the label alternates between two consecutive frames, it is intuitive not to
make a decision for all presented samples. Hence, a reject option strategy is imple-
mented. The classification of the frame is assessed with respect to the estimated poste-
rior probability.

Table 4 shows the result of this approach when 50% of the test samples are rejected.
In general, the accuracy increases when rejecting samples what indicates the reliability
of the confidence measure used. On the other hand one can observe already an increase
of the imbalances in the F1 scores. This means that the classifier is more certain when
deciding for one case than the other.

Table 4. Accuracies and F1 scores of the frame-wise classification of the facial expression using
the video channel with a reject option of 50% of the frames

Label Accuracy F1 score variable set F1 score variable not set

Arousal 0.608 (0.069) 0.678 (0.075) 0.471 (0.132)
Expectancy 0.575 (0.061) 0.509 (0.157) 0.572 (0.157)
Power 0.584 (0.043) 0.593 (0.145) 0.488 (0.157)
Valence 0.667 (0.128) 0.747 (0.146) 0.379 (0.083)

Table 5 summarizes the classification when 99% of the testing samples are rejected.
This high portion can be justified as a video channel delivers relatively quick informa-
tion compared to the observed emotional phenomena. Accuracies of more than 80% can
be achieved. However, the rejection also enforces the issue, that emerged before: when
the labels arousal or valence are not set it can happen that the rejection mechanism does
not allow to classify a single frame into this category.
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Table 5. Accuracies and F1 scores of the frame-wise classification of the facial expression using
the video channel with a reject option of 99% of the frames

Label Accuracy F1 score variable set F1 score variable not set

Arousal 0.812 (0.056) 0.886 (0.025) 0.224 (0.410)
Expectancy 0.614 (0.077) 0.493 (0.335) 0.455 (0.383)
Power 0.566 (0.140) 0.499 (0.333) 0.315 (0.344)
Valence 0.862 (0.099) 0.924 (0.060) 0.025 (0.050)

Table 6. Accuracies and F1 scores for the different emotional categories for the fusion using MRF
word-level fusion

Label Accuracy F1 score variable set F1 score variable not set Rejection rate

Arousal 0.651 (0.047) 0.696 (0.031) 0.586 (0.089) 99%
Expectancy 0.573 (0.048) 0.438 (0.087) 0.645 (0.075) 0%
Power 0.572 (0.042) 0.624 (0.101) 0.453 (0.115) 0%
Valence 0.607 (0.076) 0.695 (0.091) 0.392 (0.050) 50%

Table 7. Accuracies and F1 scores for the different emotional categories for the fusion using MRF
turn-level fusion

Label Accuracy F1 score variable set F1 score variable not set Rejection rate

Arousal 0.677 (0.067) 0.723 (0.050) 0.608 (0.114) 99%
Expectancy 0.574 (0.050) 0.436 (0.097) 0.644 (0.081) 0%
Power 0.571 (0.044) 0.626 (0.101) 0.446 (0.116) 0%
Valence 0.606 (0.091) 0.712 (0.096) 0.312 (0.081) 50%

4.3 Multi-modal Fusion

There are several challenges for a combiner that aims at returning a decision for the
smallest time granularity (i.e. a frame) in this setting. Classifiers may take advantage of
a reject option and hand over only confident decisions. The sensor sample rate, feature
extraction and classification may lead to significant time offsets between the classifier’s
decisions or sensors may fail due to various reasons (e.g. technical malfunction, person
is not in range etc.). As a result, the fusion needs to handle incomplete inputs over time
for every modality. For these circumstances, the proposed MRF (compare Figure 1) is
an intuitive selection. Furthermore, the ability to control the dynamics of the classifica-
tion over time is exploited: the lateral similarity of the over-all decision was enforced
within a turn, while changes between turns in the estimate were amplified. This in a
sense emulates the setting in Section 4.1 more flexible.

Table 6 and Table 7 show the results of the combination of the audio on word- and
turn-level decisions with different results of the video modality using different rejection
rates.

Since the results for the individual modalities in Section 4.1 and 4.2 are based on re-
jection or word and turn-level, it is difficult to compare them directly to the outcome of
the fusion step. In comparison to Table 3 (video channel without rejection) all accura-
cies are outperformed. The increase can be explained by the audio classification results
and to the averaging of the decisions by the MRF. The influence of the audio recognition
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is reflected by the slight decreases in the F1 score compared to results on video. Fur-
thermore, it can be seen that the benefits of the reject option and word- and turn-level
decisions is strongly dependent on the characteristics of the classifiers. For instance in
case of the dimension arousal, the audio classification performed well enough such that
only confident decisions of the video channel could improve the result. The classifiers
of the dimensions expectancy and power are both very weak, the combination of all
available information, however, did mitigate the imbalanced F1 scores for audio and
also improved the performance obtained on the video channel. The dimension valence
is improved using a compromise. Hereby only 50% of the decisions for the video chan-
nel are rejected. However, the audio recognition results along with the smoothing of the
estimation of the MRF could improve the performance.

5 Discussion and Conclusion

In this paper, the AVEC 2011 corpus was re-examined by evaluating different machine
learning techniques in order to improve classification. We used temporal integration
of intermediate results, reject options in individual classifiers based on the respective
confidence and a MRF for the combination of the classification of audio and video.
As the outcome of the channel shows, the accuracies on this data set are generally
relatively low. However, the increase of the performance was possible by conducting a
post processing step. The reject options in classifiers was applied such that they do no
longer contribute to the error statistics. The sparse decisions over time then were fused
using a MRF and it could be shown that the multi classifier system performance could
be improved using these approaches.

Combining the different outputs with a MRF is promising as the model is both stable
and flexible enough to handle missing values. Furthermore, it is beneficial that expert
knowledge is encoded, e.g. knowledge about the dynamics of the labels. Future work
will extend the information fusion architecture using a shifting a window approach to
handle on-line classification tasks.
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Technical Systems” funded by the German Research Foundation (DFG).
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Abstract. This paper intends to contribute to the research on the perception of 
emotion with a case study on the recognition of realistic vs. stylized facial 
emotional expressions in typical developing three and six-year-old children. In 
particular, it reports on two perceptual experiments aimed at evaluating 
children’s ability in identifying human and stylized male and female facial 
emotional expressions of happiness, anger and surprise. Results show that six-
years-old children are able to recognize facial expressions of happiness and 
anger exploiting stylized as well as realistic human figures, preferring stylized 
faces for the identification of surprise. Three-year-old children are not able to 
recognize surprise and are significantly better in recognizing happiness rather 
than anger, suggesting that the ability to recognize certain emotional faces 
emerges through experience. In addition, it also suggests that this ability is not 
affected by face gender. 

Keywords: Facial emotional expression, Recognition accuracy, Typical 
developing children. 

1 Introduction 

Emotion understanding plays an important role in many aspects of human 
communication and interaction. It is considered part of a general socio-cognitive 
competence, which concerns the ability to understand people's intentions, states of 
mind, beliefs, desires, and emotions [7], in order to respond adequately to social 
stimuli and communicate efficiently. Since facial expressions represent an important 
information of the individual’s inner state [5], children’s ability to decode them is 
crucial for successful social interaction and functioning [13].  

As emotion identification is an important predictor of the health in the 
development of children’s social competences [6], a consistent part of the research 
has been devoted to their ability to perceive and interpret facial expressions of 
emotion. Focus has been set on the association among anomalies in emotion 
recognition and socio-cognitive disorders, learning and medical disabilities [2, 4], and 
psychiatric disorders, including autism and schizophrenia [1, 3]. Recently Pons and 



396 A. Esposito, M.T. Riviello, and V. Capuano 

Harris [16] addressed the emotional perception ability in typical developing children 
in nursery and primary schools, creating an assessment tool which examines 
children’s understanding of emotion: the Test of Emotion Comprehension (TEC) [15]. 
The TEC consists of a picture book with a cartoon scenario on the top of each page. 
Below each scenario, are four emotional results represented as drawing figures of 
facial expressions. This instrument evaluates each child’s ability to: 1) recognize 
facial emotional expressions; 2) comprehend external causes; 3) understand desire-
based emotions; 4) understand belief-based emotions; 5) understand the influence of 
reminders; 6) comprehend the regulation of an experienced emotion; 7) understand 
the possibility of hiding an emotion; 8) understand mixed emotions; and 9) 
understand moral emotions. The TEC allows the measurement of children’s 
understanding of these different components between the ages of 3 and 12 years using 
a series of tests on forced choice items. 

The study presented in this article focuses on the first component of the emotion 
understanding and starts with the premise that children are capable of recognizing 
emotions through facial expressions [15-16]. In particular it investigates the ability to 
recognize facial emotional expressions in typical three and six-year-old children, 
exploiting both stylized and human faces in order to gauge possible variations in the 
recognition of emotions when more realistic expressions are examined. In addition, it 
explores possible developmental differences in the recognition of such emotional 
facial expressions that may depend on the emotion category, and finally possible 
influences of the face gender on the children’s performance. 

2 Material and Procedure  

In this study three and six-year-old children were involved in a recognition task with 
the goal to assess their ability to identify emotional facial expressions of happiness, 
anger and surprise (these emotions are considered as basic and universal by several 
theories on emotions [9-11, 14, 17-19]). The abovementioned emotional states were 
portrayed by photos of human faces and stylized ones. 

The main goal was to investigate possible developmental differences in the 
recognition performance when realistic/non-realistic emotional facial expressions 
were exploited. Influences of the face gender on the children’s recognition accuracy 
were also investigated.  

2.1 Participants 

The study was conducted on two different groups of Italian children, a group of three-
year-olds recruited from the 1° Circolo Didattico di Poggiomarino (Na), and a group 
of six-year-olds all first elementary school students from Maria Santissima di 
Casaluce in Frattamaggiore, Italy. The three-year-old children were initially 20 (10 
males and 10 females). However, not all of them were able to perform the task and 
the reported data were collected from 14 of them. In order to allow the three-year-olds 
to assign a label to the faces, a set of 10 questions was defined and presented as a joke 
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to the children for each facial expressions. The questions did not refer to the emotions 
under examination, in an attempt to allow the children to assign the correct emotional 
label through their own words. For each face, the experimenter proposed the 
questions until the child had given the correct answer, or until all of them had been 
asked. In this latter case, if the right label was not elicited, it was assumed that the 
child was not able to decode the emotional face. The six-year-olds were 28 (14 
females and 14 males) and the labeling procedure was the same. The questions, 
always the same for each child, were in Italian (see Appendix) and written on a grid 
paper where the experimenter also reported the collected answers. All participants 
were children with not known learning or language disorders problems, as well as no 
personality or behavioral problems. Family background ranged mainly from working 
to middle class. The parents gave their informed consent, and the ethic committee of 
the Second University of Naples granted the permission to conduct the experiments. 

2.2 Materials 

A total of 12 static facial expressions were used: 6 were photos of human faces, 
extracted from the Facial Action Coding System (FACS, [8]), and 6 were stylized 
faces, extracted from a comic book as reported in Esposito [12]. In each group, each 
emotion under consideration was expressed by a male and a female face. 

2.3 Procedure 

In order to verify whether the ability to decode facial emotional expressions is 
affected by the type of expressions exploited (human vs. stylized faces), participants 
were divided into two groups. The three-year-olds were split into a group of 6  
(3 males and 3 females) that was tested on the stylized faces and a group of 8 (6 
females and 2 males) that was tested on the human photos. Similarly, the six-year-
olds were divided into two groups of 14, each composed of 7 girls and 7 boys and 
tested on the human and the stylized faces respectively. The faces were randomly 
presented on a computer screen, and the children were requested to label the emotion 
expressed by them. In order to familiarize with the children, the experimenter spent 
two months with them, before starting the data collection. 

3 Results for the Six-Year-Olds 

Figure 1 illustrates the percentage of correct answers obtained by the two six-year-old 
groups, tested on the human and stylized facial expressions, respectively. The 
recognition accuracy was statistically assessed through a χ 2 test in order to investigate 
for significant differences in the recognition of human vs. stylized emotional faces.  

The χ 2 test is a statistic method used to evaluate whether two or more independent 
groups have the same proportion of categorical responses for one or more 
independent variables. The test exploits mxn contingency tables. In our specific case 
the data are reported in a 2 x 2 contingency table - 2 populations (1 for the stylized 
and one for the human faces) x 2 category levels (correct recognition/no correct 
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recognition) - and the null hypothesis states that each population has the same 
proportion of observations. 

The results of the test, along with the degrees of freedom (Df), are compared with a 
standard previously calculated χ 2 table of distributions (χ2

 Critique) in order to verify 
whether the p-value is less than the significance level α assumed a priori to reject the 
null hypothesis. To prevent overestimation of statistical significance for small data 
samples, as in our case, the Yates correction factor can be applied. This correction 
factor reduces the χ 2 value, and therefore, increases the resulting p-value (for a 
detailed description of the procedure see [22]) 

The χ 2 test on our data was computed separately for each of the abovementioned 
emotion categories. Results are displayed in Table 1. 
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Fig. 1. Percentage of recognition accuracy in the 6-year-olds for human vs. stylized emotional 
faces 

Table 1. Statistical assessment of the 6-year-old recognition accuracy in discriminating human 
vs. stylized emotional faces of happiness, anger, and surprise 

χ2 test Human vs. Stylized Faces 

  χ2 p-value Yates χ2 Yates p-value 

Happiness 0,583 0,445 0,146 0,702 

Anger 0 1 0,269 0,6 

Surprise 5,853 0,015 4,625 0,03 

  Df=1 χ2 Critique= 3,84 α=0,05 

 
There is a significant effect of the human vs. stylized faces only for surprise, which 

is better decoded in the stylized faces. In addition, as it is reported in Table 2, the χ2 

test comparing the child recognition accuracy in decoding happiness, anger, and 
surprise expressed by both human and stylized faces, shows that surprise is also the 
emotion which is less easily identified by the children. 
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A χ2 test comparing the significance of face gender shows that the children’s 
recognition accuracy is not affected by the gender of the face (male or female) both 
for the human and stylized stimuli (see Table 3). 

Table 2. Statistical assessment of the 6-year-old recognition accuracy in discriminating among 
happiness, anger, and surprise expressed by both human and stylized faces 

χ2 test Happiness/Anger/Surprise      

  Human Figures Stylized figures 

  χ2 p-value Yates χ2 Yates p-value χ2 p-value Yates χ2 

Yates  

p-value 

Happiness/Anger 1,469 0,225 0,653 0,419 0,22 0,64 0 1 

Happiness/Surprise 16,258 0 14,163 0 6,09 0,013 4,667 0,0307 

Anger/Surprise 24,257 0 21,636 0 8,11 0,004 6,411 0,0113 

  Df=1     χ2 Critique= 3,84     α=0,05 

Table 3. Statistical assessment of the 6-year-old recognition accuracy in discriminating male 
and female human/stylized emotional faces of happiness, anger, and surprise 

χ2 test for Face gender 

  Human Figures Stylized figures 

  χ2 p-value Yates χ2 Yates p-value χ2 p-value Yates χ2 Yates p-value 

Female/Male Happiness 2,191 0,138 0,974 0,324 0,373 0,5411 0 1 

Female/Male Anger 2,154 0,142 0,538 0,463 2,154 0,142 0,538 0,463 

Female/Male Surprise 0 1 0,175 0,675 1,348 0,245 0,599 0,438 

  Df=1     χ2Critique= 3,84     α=0,05 

4 Results for the Three-Year-Olds 

For the three-year-old children we only investigated on their ability to recognize 
emotions and the possible effects of the human vs. stylized faces, neglecting the 
gender of the faces given the small number of children involved. Figure 2 illustrates 
the percentage of the three-year-old recognition accuracy for each of the emotions 
under examination on both human and stylized faces.  

Figure 2 shows that at the age of three children are good at identifying emotional 
facial expressions of happiness both in human and stylized faces, less good in 
recognizing anger and not at all able to recognize emotional facial expressions of 
surprise. Moreover it appears clear that, at the age of three, children are able to 
decode anger expressed in human faces significantly better. This is confirmed by the 
χ2 test comparing the child performance for human vs. stylized faces (see Table 4), 
and showing that anger, when the Yates correction is applied, is similarly recognized 
in human and stylized faces, whereas happiness is decoded equally well in both types 
of stimuli.  
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Fig. 2. Percentage of the 3-year-old recognition accuracy for human vs. stylized emotional 
faces of happiness, anger, and surprise 

Table 4. Statistical assessment of the 3-year-old recognition accuracy in discriminating human 
vs. stylized emotional faces of happiness, anger, and surprise 

χ2 test  Human vs. Stylized Faces 

  χ2 p-value Yates χ2 Yates p-value 

Happiness 0,128 0,724 0,07 0,791 

Anger 4,72 0,0297 3,066 0,07 

Surprise 1,375 0,239 0,022 0,882 

  Df=1 χ2 Critique= 3,84 α=0,05 

 
In addition, as it is reported for the six-year olds also for the three-year-olds the χ2 

test comparing (see Table 5) their recognition accuracy in decoding happiness, anger, 
and surprise expressed by both human and stylized faces, shows that surprise is 
significantly less better identified than happiness in both human and stylized faces, 
and in human but not in stylized faces for anger, since at the aged of three anger is 
less poorly recognized in stylized faces (see Figure 2 also). 

Table 5. Statistical assessment of the 3-year-old recognition accuracy in discriminating among 
happiness, anger, and surprise expressed by both human and stylized faces. 

χ2 test  Happiness/Anger/Surprise      

  Human Figures Stylized figures 

  χ2 p-value Yates χ2 Yates p-value χ2 p-value Yates χ2 
Yates p-

value 

Happiness/Anger 0 1 0,286 0,592 5,042 0,024 3,227 0,072 

Happiness/Surprise 24,889 0 21,46 0 16,667 0 13,5 0 

Anger/Surprise 24,889 0 21,46 0 5,042 0,024 3,227 0,072 

  Df=1     χ2 Critique= 3,84     α=0,05 
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5 Conclusions 

The present study investigates the ability of typical developing three and six-year-old 
children to recognize human vs. stylized emotional facial expressions. It was found 
that at the age of three children are not able to recognize surprise, and for stylized 
emotional faces their ability to recognize anger is less accurate than in recognizing 
happiness. In addition, three-year-old children are significantly better at recognizing 
anger in human rather than in stylized faces. At the age of six children are quite 
accurate at recognizing emotional expressions of happiness and anger in stylized as 
well as human faces. This is not the case for their recognition accuracy of surprise 
which significantly differs according to the type (human versus stylized) but not the 
gender (males versus females) of the stimulus. In the latter case children prefer 
stylized faces. It is worth noticing that surprise is also less consistently recognized, 
and among the proposed emotions, its recognition accuracy is significantly lower. 

In general, surprise is a difficult emotion to recognize both for adults and children. 
In further published experiments [12] surprise obtained a lower recognition accuracy 
with respect to the other emotion categories, debating in part its role of basic emotion. 

Results also show that the emotion recognition accuracy in three and six-year-old 
children is not affected by the gender (male or female) of both stylized and human 
faces.  

Given the importance of emotional faces in human-human interaction the reported 
data may support the idea that specialization in recognizing human faces and in 
particular emotional faces emerges during development through experience (the 
experience hypothesis) allowing the gradual training of dedicated brain areas that may 
be devoted to both face and emotional face processing [20, 21]. Being the human face 
a recurrent focal attentional point since birth, children specialize faster on frequently 
repeated facial emotional stimuli (such as happiness since birth, and anger while 
growing, often used in approval vs. prohibition caregiver-child interactions). Facial 
expressions of surprise may be less experienced by children explaining the three-year-
olds’ inability to decode such emotional facial stimuli and the significant differences 
in six-year-olds to recognize them with respect to anger and happiness.  

These results may have implications for future developments of intelligent avatars 
and interactive emotional dialogue systems, since they suggest that at the age of six 
children’s ability to recognize emotional stylized faces (as those simulated by virtual 
agents) is as good (if not better for some emotion category, like surprise in this case) 
as their ability to recognize realistic ones.  

The fact that stylized expressions of surprise are preferred to the human ones can 
also be due to the nature of the FACS photos that being actor simulated emotional 
expressions could have been exasperated by the protagonists and may have produced 
confusion in the children due to the lack of spontaneity. However, since stylized, 
avatar and robotic faces have proved to be a simplified and preferential tool for 
teaching children with Autistic Spectrum Disorder to learn and recognize emotional 
facial expressions [23], the children’s preference may also be attributed to the 
easiness to decode such more predictable stylized expressions.  
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The data reported in this study are limited to only three basic emotions. It could be 
interesting to extend the research to more emotional categories and to a larger sample 
of subjects of different ages, as well as to exploit realistic stimuli of dynamic 
emotional facial expressions. 
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Appendix 

1. Come ti sembra questo/a signore/a? How does this woman/man appear to be? 
2. Cosa pensi stia facendo? What you think she/he is doing? 
3. Cosa pensi stia provando? How do you think she/he is feeling? 
4. Cosa provi quando anche tu ti vedi come lei/lui? How do you feel when you 

are like her/him? 
5. Cosa esprime? Can you guess what she/he is expressing?  
6. Ti piace questa faccia? Si/No? Perché? Do you like this face? Yes/No? Why? 
7. Pensi stia giocando? Do you think she/he is playing? 
8. Pensi stia litigando? Do you think she/he is arguing? 
9. Pensi stia piangendo? Do you think she/he is crying? 
10. Pensi che abbia visto qualcosa di inaspettato? Do you think she/he has seen 

something unexpected? 

For the experimenter: Has the child decoded the emotional face correctly?  
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Abstract. Authors present parts of the work on the development of multimodal 
HCI control interface targeted at paralyzed people. In this paper the proposed 
emotional status determination solution is presented based on the data gathering 
from eye tracking sensors. The participants were provided with an audiovisual 
stimulus (slides/videos with sounds) and the emotional feedback was deter-
mined by the combination of gaze tracking and artificial neural network 
processing. Some initial experimental analysis and the data of the recognition 
accuracy of the emotional state based on the gaze tracking are provided along 
with the description of implemented algorithms. 

Keywords: Emotions, HCI, paralyzed, gaze-tracking. 

1 Introduction 

A human-computer interaction (further HCI) system in principle could be designed 
for people with severe disabilities unable to move or control any parts of their bodies 
except for their eyes [1, 2, 3]. The cause of this is often cases of sever paralysis or 
diseases such as ALS, multiple sclerosis and similar. Usually the intellect and memo-
ry of these people remain not affected, sometimes neither are the senses of sight, taste, 
smell or hearing and touch, meaning that in principle it would be possible to provide 
the means to make the disability most “endurable”. A lot of aids exist to help the per-
son himself, to ease the work of physiotherapists and to support disabled people’s 
family. One of the more successful solutions is a head and eye tracking system capa-
ble of capturing the movements of the head and the eyes of the disabled person to 
establish the necessary HCI schemes or determine the user’s needs or status.  

Eye-tracking can be especially useful investigating the behavior of the individuals 
with physical and psychological disorders. Such studies typically focus on the 
processing of emotional stimuli, suggesting that eye-tracking techniques have the 
potential to offer an insight into the downstream difficulties of everyday social inte-
raction and integration which such individuals often experience [4, 5, 6]. Studies such 
as [7] describe how eye analysis can be used to understand human behavior, the rela-
tionship between pupil responses, various social attitudes and behaviors, and how it 
might be useful for diagnostic and therapeutic purposes. 
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Human – Computer interaction may be significantly improved by incorporating so-
cial and emotional processes [8], especially in those targeted at people with special 
needs. It is clear that vital emotional information might affect the human behavior in 
the context of information technology. It is considered that this area is somewhat still 
in its infancy despite the suggested positive effects of recognizing the emotional cues 
and further using that information in the development of HCIs. The emotional part 
closely correlates to the eye based HCIs. For example it is known, that the increase in 
the size of the pupil of the eye have been found to accompany the viewing of emo-
tionally toned or interesting visual stimuli [9]. Emotional stimuli may also be used to 
attract the user’s attention and then divert to a control scheme of a HCI. For example, 
eye tracking can be used to record visual fixation in nearly real-time to investigate 
whether individuals show a positivity effect in their visual attention to emotional in-
formation as in [10]. Different viewing patterns can be detected using strongly stimu-
lant pictures [11]. 

The text bellow presents parts of our work on the development of multimodal HCI 
control interface targeted at paralyzed people, concentrating on the recognition of 
emotions. The proposed ANN based emotional status determination solution is pre-
sented based on the data gathering from a gaze tracking system, while providing the 
participants with an audiovisual stimulus (strongly emotionally “stimulant” 
slides/videos with sounds). Some initial experiments and the data on the recognition 
accuracy of the emotional state based on the gaze tracking are provided along with the 
description of implemented processing algorithms. 

2 Our Implementation 

The motor apparatus of the eye, the so called muscles of the orbit, precisely and rapid-
ly, controls the eye movements for accurate alignment with fovea, because this area 
deals with sharp vision. When keeping the gaze on the small object, the eye constant-
ly compensates small head movements to keep the object in the area of sharp vision. 
Moreover, most eye movement is executed without awareness, i.e., there is no volun-
tary control. A sufficient amount of studies worldwide prove an interrelation between 
pupil size, pupil motions and a person's cognitive load or stress. The eye movements 
and the size of eye pupil strongly depend on the various factors of the environment 
and mental state of person. To recognize in which emotional state is the person, the 
authors of this article have developed an eye pupil analysis system that is based on 
application of gaze tracking and processing using artificial neural networks (ANN). 

Our gaze tracking algorithm finds the rough pupil center in the iterative manner 
and executes the logical indexing on the gray level image using certain threshold of 
grayness value, which is variable (adaptive). The center of eye image is used as start-
ing position for the region. All other positions are defined by locating a pupil center in 
the last frame. The values of all pixels which are higher than threshold are equalized 
to one, otherwise to zero. The threshold Θ is increased or reduced from the default 
gray level value Θ0 according to certain conditions which are defined by the current 
measured diameter r of the object of interest. The threshold Θ is increased by step 
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ΔΘ, when current diameter of the object is smaller than the possible limits of the pupil 
size [Rmin, Rmax] and otherwise Θ is decreased by step ΔΘ if these limits are exceed. 
The threshold value does not change if current measurement r is between limits. The 
rough pupil center (coordinates Cx and Cy) is computed in the next step. More about 
our eye tracking algorithm is published in [12]. The schematic algorithm of the pro-
posed eye tracking algorithm is shown in the table 1.  

Table 1. The proposed algorithms for eye pupil tracking and registration 

Pupil detection based on adaptive gray level 
threshold 

The accurate detection of the pupil center 

The rough center of the pupil is extracted from the 

grayscale image of the eye Γ(u, v), where u ∈ N, v ∈ M.  

while (flag = 0) do 

step 1 Collect candidate points 

1+= countcount  

0=k ; 

for u ∈ N do 

for v ∈ M do 

if Γ(u, v) ≤ Θ then 

1+= kk ; 

ukx = , vky = ; 

end if 

end for 

end for 

k ∈ K; 

for i ∈ K do 

for j ∈ K do 

2)(2)(),( jyiyjxixjid −+−= ; 

end for 

end for 

step 2 Make measurements of the point cloud 

))),((max(max jid
KjKi

r
∈∈

= ; 

)(),(, kykxyCxC ⇐  

step 3 Verify the conditions 

if Rmin ≤ r ≤ Rmax then 
1=flag ; 

else if Rmin > r then 

ΔΘ+Θ=Θ ; 

else if Rmax < r then 
ΔΘ−Θ=Θ ; 

end if 

if Θmin ≤ Θ ≤ Θmax OR count > countlimit then 
1=flag , 0Θ=Θ , ;∞=r  

end if 

end while

The explicit pupil center ),( yCxC ′′=′C  of the 

point cloud xk, yk is computed using nonlinear least 

squares approach.  

if r ≠ ∞ then 

step 1 Perform data filtration on the candidate 

points 
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end if 

end for 

step 2 Fit smallest surrounding circle to the fil-
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The following symbols are used in the above algorithms: N, M – are columns and 
rows of pixels of the analyzed eye image (“photo”); d(i,j) is the Euclid distance be-
tween the pixel candidates; σ is the dispersion of Euclid distance used for the filtra-
tion of data, x and y are the coordinates of pixel candidates, flag – is the “flag” used 
to stop the algorithm (works together with variable count). Count variable was used to 
limit the scanning of a photo in various grey scale levels (in total 255, in 8 bit color 
code table). 

Our experimental emotion detection system is illustrated in figure 1. In addition to 
the proprietary gaze tracking hardware/software the system runs the proprietary real-
time emotion analysis toolkit based on an Artificial Neural Networks.  

 

Fig. 1. The ANN model and hardware implementation of experimental setup 

We have implemented a 3 layer ANN: the first layer is made from of 8 neurons, 
the second of 3 neurons and the output layer of 1 neuron. ANN networks have a vari-
able input number and are trained based on 3 features: the size of the pupil, ant the 
position of the pupil (coordinates x, y) and speed ν. The artificial neural network can 
be described using the following formulas: … … … … ;                 (1) ∑ ;                                 (2) ∑ ;                                 (3) ∑ ;                                 (4) 

where t – is the current sample, X – the input vector of the artificial neural network, y 
– output,  – weights of the  neural network, d – is the diameter of the recognized 
pupil,  and  are the coordinates of the pupil’s center and  is the speed of eye 
pupil motion. 
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3 Experimental Investigation and Results 

At this initial stage of the evaluation we have chosen to analyze 4 very common emo-
tions: 1) neutral (regular, typical state); 2) disgust; 3) funny state; and 4) interest (to 
be interested in something) state. This prototype emotion analysis system was eva-
luated on 20 people (15 males, 5 females, age ranging from 24 to 42). All participants 
were presented with a close-up (field-of-view consisted mostly of the display) Power-
Point slideshow consisted of various photographs sorted on the type of emotion they 
were supposed to provoke (the playback time limit was 3 minutes for each of the 
emotional photo collection (same number of photos for each emotion)). After each set 
of emotional pictures there were 30 second pauses in the automated slideshow. Dur-
ing the experiment we have registered the size of the pupil, the coordinates of the 
center of the pupil in the video frame, as well as movement speed and acceleration.  

Figure 2 illustrates the experimental analysis (the fragment of 6 people) on the size 
variation of eye pupil based on a specific emotion (on the left) and size dispersion of 
eye pupil based on a specific emotion (on the right). The x axis shows the average 
normalized diameter of an eye pupil. The size of each participant’s eye pupil was 
different during the perception of each emotion, for example the size of the first per-
son’s pupil was ~17 % larger when being in neutral state vs being interested (0.075 
pixels vs 0.062 pixels). The chart on the right illustrates the variation of eye pupil size 
over time frame. The deviation data showed that it is important to note that the size 
can change quiet reasonably during a time period while still experiencing same or 
similar feelings or emotion. 

 

Fig. 2. The bar graph of relationship between average pupil size and the emotional reaction of 
the person (left), relationship between standard deviation of pupil size and emotional reaction 
(right) 

The results only confirmed the known fact that the “jump” from one emotion to 
another can be determined from the physical state and parameters of human’s eye 
pupil (though according to some data a person can be trained to conceal his emotional 
state – i.e. the fooling of a polygraph effect). We have notice that the actual eye size 
during each emotional stage was different for all of the 20 people that participated in 
our experiment. As people reacted differently to different emotional stimuli, and due 
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to a nature of a human, the visual data we showed could have been perceived diffe-
rently. For example, relaxing nature, neutral views were very interesting to one person 
with photographer’s background. The size of the eye pupil also varied due to many 
other factors, such as environmental lighting, stress, physiological state, emotional 
status before the experiment, etc. (these were somewhat limited in our laboratory 
testing, but still important to consider).  

Overall according to the data we got, we (at the time of writing, using the above 
system and algorithms) could not universally and subject independently determine 
what REAL emotion a human was experiencing based only on his eye pupil’s size. 
The parameter had to be added to a group of other companion parameters in the ma-
thematical model of artificial neural network. 

Figure 3 illustrates a variation of the center of eye pupil in the two dimensional 
space (measurement unit - pixels). Overall registration period of the center of eye 
pupil is divided into four parts based on the shown emotional stimuli. The movement 
trajectory of eye pupil is shown in normalized pixel units. 

 

Fig. 3. An illustration of the average variation of the center of eye pupil in a two dimensional 
space for each emotion analyzed 

Analyzing the overall changes of coordinate movements it is clear that the pupil 
moves quite different during the state of each of the emotion analyzed in the 2D 
space. The next obvious conclusion was that this data might be usable as one of the 
features to determine the current emotion. Another important factor noted was that the 
movement parameter also depended on the context of the emotional information 
shown on screen as well as the position and motion of the object on screen (especially 
during videos when the view is concentrated on the subject). For example all of  
the participants tried not to concentrate on the disgusting pictures, so the average 
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trajectory covered reasonably large 2D space (figure 3, emotion 2). A similar large 
overlap of the 2D space was noted when viewing neutral pictures (figure 3, emotion 
1) for most of the participants, as most viewed the content (views of nature) quite 
relaxed and weren’t concentrating much. During the viewing of other types of materi-
al the movement was somewhat more concentrated. Overall the analysis of movement 
means that as was in the case of eye pupil’s size – this parameter can only be used in 
combination with other parameters – and in no way only by itself. 

The above is also true for the average values of speed and acceleration of eye pupil 
as shown in figure 4, which illustrates the variation of the typical movement speed of 
eye pupil depending on the emotional stimuli shown (on the left) and the variation of 
acceleration of the eye pupil based on the current emotional stimuli (on the right). The 
speed of the eye pupil’s movement was measured in pixels per second (px/s) and the 
acceleration in pixels per squared second (px/s2). These parameters were also very 
individual to each of the participants and obviously depended on the initial emotional 
status before the experiment and the individual subjective interpretation of the data 
shown. A fragment of 6 people shown clearly illustrates this: the movement speeds 
were quite consistent and varied only ~10% for the first participant, while the varia-
tion was huge (46 %) for the sixth participant. The chart of the acceleration values 
shows the consistency in the movement of participant’s eye pupil. If our test subject 
perceived “strong” emotions or he was very interested in the information shown dur-
ing the time-frame on screen, the acceleration increased. For example the acceleration 
values for the third participant varied more than 50 %. 

 

Fig. 4. The bar graph of relationship between average speed of pupil motion and the emotional 
stimuli (left), relationship between average acceleration of pupil motion and emotional stimuli 
(right) 

The above initial real-life experimental evaluation confirmed that actual emotions 
of each of the participants were quite individual so the system must be adapted 
(trained) to each of the participants in order to reliably recognize the emotional state 
of the person. In the end to determine the actual effectives of the emotional recognizer 
and to train the ANN we have used the data gathered using 4 sets of emotional Po-
werPoint slideshows. We have used two for training, and then the remaining two were 
shown next day for evaluation. Two of the four sets were composed of pictures, the 
other two of videos, all were the same length. 
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Figure 5 illustrates the average functional relationship of the number of feature 
samples and the recognition accuracy of 4 different emotions analyzed. The overall 
best recognition accuracy performance rate (~90%) was achieved when we used 18 
samples per feature. This means that the system can determine the emotion with a 2 
second delay with approximately 10 % deviation.  

 

Fig. 5. The functional relationship between recognition accuracy and the number of samples 
per feature 

The overall recognition accuracy for each of the emotion is shown in figure 6. The 
use of parameters gained by gaze tracking combined with artificial neural network 
modeling allowed achieving the average subject dependent recognition of 87.35 %. At 
least in our limited evaluation the joyful emotions were recognized most accurately 
(90.27 %), and the recognition error for the neutral emotions was the largest (16 %). 

 

Fig. 6. The average recognition accuracy of each of the emotion 
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4 Conclusions 

Our initial real-life experimental evaluation of the gaze tracking data confirmed that 
the interpretation of actual emotions of each of the participants along with the para-
meters we measured (the size, the position, the speed, the acceleration of eye pupil) 
were quite different and dependent on each individual test subject. We think that gaze 
tracking based emotion recognition system must be adapted (trained) to the individual 
data of each of the participants in order to reliably recognize the current emotional 
state of the person.  

The implementation of Artificial Neural Networks was used for this purpose. The 
overall best recognition accuracy performance rate (~90%) was achieved when we 
used 18 samples per feature. This means that the system can determine the emotion 
with a 2 second delay with approximately 10 % deviation. 

The use of parameters gained by gaze tracking combined with artificial neural net-
work modeling and calculations allowed achieving the average subject dependent 
recognition of 87.35 %. At least in our limited evaluation the joyful emotions were 
recognized most accurately (90.27 %), and the recognition error for the neutral emo-
tions was the largest (16 %). 
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Abstract. Past research has demonstrated intercultural differences in
emoticon use with effects of the topic of discourse (e.g. science vs. poli-
tics) interacting with the culture of online postings (e.g. UK, Italy, Swe-
den, Germany). The current research focuses within a discourse, and
within a lingua franca for communication and attempts to assess whether
emoticon use varies as a function of user-type within the online context.
The online context is a web user-forum associated with a software tech-
nology company. The user categories are determined by a few orthogonal
classifications: employees, novice users, and experts; recipients of kudos
vs. non-recipients of kudos; etc. As part of a developing theory of presen-
tation of “professional” selves, and perceptions thereof, we test the hy-
potheses that kudo recipients deploy markedly fewer negative emoticons
than comparison categories and that non-employee experts use markedly
more emoticons in general than other categories of forum users. Also in-
teractivity across the different group of users and their correlation with
emoticon use was explored.

1 Introduction

Community forums are being increasingly used by companies as they provide a
channel of communication with consumers. In this paper we explore the forum
of a major software company in which participants discuss technical aspects of
products and services. Emoticons have been used in sentiment analysis systems
as clues for determining sentiment scores ([6]), for training sentiment classifiers
with domain independence [7] and for collecting training data for sentiment clas-
sification in micro-blogging systems [1]. Cross-cultural analyses of emoticon use
are also available [5,8]. Here, we compare emoticons and smilies usage in terms
of their relative frequency across three group of forum users.1 The distinction
between emoticons and smilies has emerged over time with the potential for
graphical user interfaces to depict them as composed from typographical char-
acters (e.g. “:-)”) or pictorally (e.g. ). In an example of synonymy avoidance
in natural language [2], the former have become known as “emoticons”, and the

1 The discussion in the forum analyzed tends to be monolingually English, although,
parallel forums exist.

B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 415–425.
DOI: 10.1007/978-3-642-35467-0_41 c© Springer-Verlag Berlin Heidelberg 2013
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latter as “smilies”; this terminology is adopted in the present work. The forum
users share the same language but have different levels of expertise, at least
in a nominal dimension (all in a forum may ask or respond to questions that
presuppose varying levels of expertise with the subject matter at hand, but are
classified in general within the system – a participant may be given the nominal
label “guru” without each posting illustrating this status). We are aware that
users in forums are likely conscious of how they are perceived, and desire to
be deemed as professional and expert as the employees who make contributions.
Thus, we anticipate a kind of convergence on linguistic and nonlinguistic features
in postings of employees as the amateur contributors participate (cf [4]).

In principle, we distinguish three groups of forum contributors, since they
represent distinct aspects of a consumer related forum scenario. Firstly, common
users (consumers) approach the forum in search of solutions to technical issues
arising from the use of software products.2 Secondly, gurus are facilitator-users
who may have been common users and were given this “badge” name because
their degree of contribution to the forum in terms of quality of answers, level
of engagement and level of knowledge they share with less expert users. Gurus
do not receive any financial reward for their services. The reward for them has
more a subjective character for which the main motive for their contribution
appears to be the prestige they can obtain, partly via feedback from other users
who may reward postings with “kudos” (by clicking on this nominal label in
evaluating a posting). Theories from social psychology giving accounts of this
kind of dynamic have been broadly described in [3]. Thirdly, employees who are
current or past workers: in contrast to the others, they may receive financial
reward for their contributions to the forum, i.e. as part of their position duties.
Additional details about our method are described in Section 2.

We explore the usage of emoticons and smilies as signals of emotion across
users categories. The set of emoticons and smilies will be further described in
Section 3 along with the dataset we used. We wanted to know the extent to which
emoticon and smilie usage is related to this user classification and whether this
usage was influenced by the prestige users obtain and their level of interactivity
in the forum. We use the notion of how many kudos (i.e. positive ratings) posts
are given as a clue of user prestige. Additional clues for determining level of
interactivity we use are: the ratio of the number of posters in a group with
relation to the total of posts, and the depth of readership, evidenced by the
depth that a post has in a thread. These metrics are detailed in Section 3.2. We
preset our results in Section 4 and finally we conclude with a discussion about
our main findings and future work in Section 5.

2 Method

We decided to split the common users group between ranked and unranked
users (aka, “not-ranked”). Rank is assigned to common users who have started
to show levels of contribution, but differently from the guru role, they can climb

2 We ignore short and long-term lurkers.
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a hierarchy of ranks according to certain quantitative thresholds. Gurus on the
other hand are assigned this role in a more subjective manner, taking into ac-
count quantitative and qualitative parameters. Therefore, the first categorization
based in roles includes: {guru, employee, ranked, not-ranked} users. The second
categorization is based on whether a user has received kudos: {kudoer user,
non-kudoer user}. The third categorization groups posts that received kudos in
one category and post that did not receive kudos in another one: {kudoer post,
non-kudoer post}. Surveying over the role-based categories allows us to explore
emotion expression in groups where the distinction based in levels of expertise is
more fine-grained as it is implemented by forum moderators. On the other hand
the kudo-based categorizations allows us to work over another dimension of user
and post classification, as kudos are given by any kind of user to posts they find
useful or outstanding.

We decide to work with emoticons (based on ASCII characters) and smilies
(based on pictures) as they both convey emotions and we evaluate our metrics
individually or jointly on both types of signals of emotion. The metrics of inter-
activity we evaluate are related to the volume of posts each user has created.
Aspects of volume of posts are the quantity and length. These metrics were in-
spired by previous research done over use of emoticons based on characters in
newsgroups in various languages discussing politics ([5,8]).

3 Data and Processing

The forum data was obtained from an academic alliance with the R&D depart-
ment of the software company whose forums we’ve analyzed. The provided data
comprises: actual post content in XML and HTML format (subject and body)
and metadata about posts and users. The metadata around posts comprises:
posting date, user id, thread id, post id, last edition time, last edition author,
kudos received, and views received. Metadata about user comprises: roles and
date of promotion to the guru role in case such a role applies. Body of messages
comprise the authors’ writing, but can also include two elements that are not
written by the author: quotes referring to previous posts which are embedded in
the text, either in part or entirely, and an edition field.

We used a set of 98 emoticons selected from previous research ([5,8]). Addi-
tionally, we included a set of 45 smilies (e.g. and ) that were provided by
the forum management system. Note that the smilies cover the same sorts of ex-
pressions of affect as the emoticons (e.g. smiles versus frowns), but also purport
to encode additional distinctions as well (such as gender: vs. ).

3.1 Treatment of the Data

The raw forum dataset consisted of 308,274 posts covering all the messages
posted between the creation of the forum and 2010-10-12T11:24:16+00:00. We
excluded posts and threads where only one or two groups of users could par-
ticipate, as well as posts from users belonging to the guru group before they
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were assigned this role. In related ongoing work, we examine the factors that
lead to such individuals ultimately becoming classified as gurus. The working
dataset has 208,284 posts. After isolating the text written by a single user, we
use regular expressions to count the occurrences of emoticons. Matching true
positives proved to be difficult since web text often contains symbols that can
be confounded with emoticons resulting in false positives such as the cases shown
in Fig. 1. We chose a conservative approach and only matched emoticons well
delimited by spaces, tabs or newlines characters.

FAT partition of (C:) and the old (F:) is now (E:)....
The storage Destinatioon was a Slave Drive (F:) ...

... 7) Selected Recover My Computer. 8) In the drop-list-box
above the list of recovery points, I selected ...

Can add URL or use mask (e.g. with ? or *)

Fig. 1. Cases of false matches for the emoticons :), 8) and *)

3.2 Forum Data Profile

In this section we explain the metric we used to measure interactivity. Later
calculated values will be used to explore a correlation between usage of signals
of emotion and level of interactivity. Table 1 shows the number of posts, users
and average ratio of posts per individual (APPI) across groups for the three
categorisations. The APPI gives a sense of how much interactivity is present in
each group: Guru users show the highest level of interactivity, ranked users show
the second highest ratio of posts, employees show less interactivity than these two
groups, and not-ranked users show the least traffic of posts (almost 1 per user).
Kudoer users have a high ratio of posts when compared to non-kudoer users. For
the third categorisation, the number of users who authored each kind of post was
counted; users from kudoer posts correspond with the number of kudoer users,
while the number of users for nonkudoer posts comprises nonkudoer users plus
users who have at least one post without kudos. From these figures, it can be
seen that 2007 kudoer users have also some nonkudoer posts and 295 users have
only kudoer posts. The APPI counts for kudoer and nonkudoer posts are not
significantly different, because 2007 of the 2302 kukoer users also contributed
posts that received no kudos.

Although illustrative, the APPI is a general measure of interactivity since
there is no way to determine whether users have read each other’s posts even
if the posts belong to the same thread. In some posts, authors included quotes
from previous posts, but this is not always the case. However, not including
quotes does not mean the poster has not read previous posts since we consider
it a default principle every reply to the thread is related to the post that started
the thread.3 These caveats understood, we explore two extra measures related
to volume of messages per thread: depth of a message and thread creation.

3 Even here, it is possible for users to contribute “off-thread” posts to a thread.
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Table 1. Posts per group for the three
categorisations

Role numposts numusers APPI

B
y
ro
le

employee 25,490 400 63.725
guru 27,489 15 1,832.60
notranked 50,456 19,462 2.593
ranked 104,849 2,273 46.128

U
se
r

C
a
t. kudoer 139,164 2,302 60.456

nonkudoer 69,120 19,848 3.482

P
o
st

C
a
t. kudoer 18,540 2,302 8.054

nonkudoer 189,744 21,855 8.682

Table 2. Average depth of post-
ings for the three categorisations

Role Mean sd

B
y
ro
le

employee 12.96 31.11
guru 9.75 18.48
notranked 18.49 51.14
ranked 16.46 34.84

U
se
r

C
a
t. kudoer 14.35 33.15

nonkudoer 17.94 43.47

P
o
st

C
a
t. kudoer 15.45 39.26

nonkudoer 15.34 36.05

The depth of a message in a thread signals levels of interactivity if we follow
the logic that a user posting the n-th message in a thread has read the previous
n− 1 posts. We assigned the first post in a thread a 0-depth, the next 1 and so
on. This intuition that a poster of a message at level n has read all the previous
n − 1 messages may, however, be wrong, especially cases where threads have
a high number of posts. Yet, the measure gives us an idea of the latency of
threads in terms of interactivity as it shows a user’s tendency to participate in
extant conversations. Table 2 shows the average and standard deviation of posts’
depths, for the three user classifications. The less experienced users: Not-ranked,
non-kudoers have the highest average of post’s depth, while the depth averages
for kudoer posts and non-kudoer posts are not significantly different.

The next measure we explore is whether a post is a new posting (creates a
new thread) or a reply (contributes to an existing thread). Posting new messages
is less interactive than replying, as a reply-poster responds at least one previous
post, while thread-creators at most invite reply, whether or not their new posts
engage with those of separate prior threads. Table 3 shows the number of new
posts in contrast to the number of replies and the ratio of new posts to replies
(NPRR) across groups.4 The numbers show that even posting a high number of
replies, non-ranked, non-kudoers and non-kudoer posts’ authors write more new
posts than the rest of users. Furthermore gurus are less likely to start a thread,
but they are highly interactive with 75 replies in average for each new post.

On the basis of these measures, there is every likelihood that the group of
gurus is the most interactive one, while for the kudo-categorisations, kudoers
and kudoer-post authors are the most interactive ones. Long threads point to
high interactivity because they reflect group discussion rather than bipersonal
conversations. However is not possible to measure the length of a thread per
group in our scenario, since threads are not exclusive to a specific group.

Table 4 shows averages of word-level tokens per post, that could help to find
out levels of interactivity if we hypothesise that the most interactive users tend
to write more content that could include a high use of emoticons, however this

4 In this case, we use a version of the dataset that includes posts made by gurus before
their promotion, for sake of integrity in the calculation of NPRR.
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Table 3. Ratio of new posts to replies per
role

Role NewPosts Replies NPRR

B
y
ro
le

employee 1,954 23,563 0.08
guru 637 48,109 0.01
notranked 16,729 33,730 0.50
ranked 11,868 93,186 0.13

U
se
r

C
a
t. kudoer 11,990 150,477 0.08

nonkudoer 19,198 48,111 0.40

P
o
st

C
a
t. kudoer 1,599 20,254 0.08

nonkudoer 29,589 178,334 0.17

Table 4. Average of tokens per post

Roles Tokens

B
y
ro
le

employee 58.63
guru 70.70
notranked 89.23
ranked 74.03

U
se
r

C
a
t. kudoer 70.24

nonkudoer 85.75

P
o
st

C
a
t. kudoer 99.38

nonkudoer 73.04

intuition is not correct in all the cases since sometimes users write their posts
copying/pasting logs from software tools. As we pointed in Sect. 3.1 we tried to
identify these elements to reduce them to one token, but it was not possible in
every case. Still from these tables we can deduce that not-ranked, non-kudoer
users and kudoer-post authors are the most prolific regarding post size.

That is, in this section we have profiled user categories according to proxy
measures of interactivity and forum-related expertise. We conjecture that use
of signals of affect, whether with emoticons or smilies, is a function of user-
interactivity and expertise. We expect the more expert users to lean towards
signals of positive affect, and greater levels of affect signalling with greater levels
of interactivity. In next section we relate the general findings in this section to
frequencies of signals of emotion usage.

4 Results

A table of the 10 most frequently used emoticons and smilies in each of the three
categories of affect considered is provided in Table 5.

4.1 Usage of Signals of Emotion Across Groups

We explored how frequently signals of emotion are used in relation to the amount
of messages posted by each group. The number of posts with and without signals
of emotion and the proportion of use of signals are shown in Table 6. In general
the use of either emoticon or smilies is low in our dataset (∼ 6%) across the three
categorizations, while the combined counts (emoticons plus smilies) show that
at most 10% of the posts use at least one signal of emotion when the authors
are ranked users. Combined proportions from kudoers and non-kudoers are not
very different, altough kudoers use signals of emotion more frequently.

Posts from gurus, not-ranked, non-kudoer users and non-kudoer-posts au-
thors include more emoticons than smilies when compared to the ones authored
by employees and kudoers. More than double the number of employees’ posts
containing emoticons contain smilies, kudoers use almost the same amount of
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Table 5. Most frequently used signals of affect via emoticons and smilies

Positive Negative Neutral

Rank E+ N S+ N E- N S- N E? N S? N

1 :) 2,692 3620 !!! 3,272 1057 () 30 851

2 :-) 1,157 2336 ??? 2,410 463 $$$ 21 11

3 ;) 779 1462 :( 597 428 (= 18 10

4 :D 588 421 !?!? 252 40 $$ 13 10

5 :P 223 37 :-( 123 25 (D) 11 0

6 ;-) 208 31 :/ 48 18 <= 5 0

7 =) 186 27 ;-( 6 18 :>) 4 0

8 8) 102 21 >; 3 18 (8x) 1 0

9 :-D 99 18 :-(( 3 11 :-< 1 - -

10 => 98 17 :X 2 5 |I 1 - -

emoticons as smilies. The ratio of usage of emoticons to smilies by gurus and
non-kudoer-posts’ authors is 1.12 and 1.25 respectively. In not-ranked and non-
kudoers’ posts this ratio raises to 2.6. Another observation is the disjoint use of
emoticons and smilies in posts, the combined count of posts using either emoti-
cons or smilies or both almost equates to the addition of the individual counts
of emoticons and smilies in all the groups (%C-(%E+%S) ≈ 0).

As non-employees, gurus, ranked and not-ranked users can be less formal than
users belonging to the company; it is the case that employees use the forum
to make formal announcements where the use of emoticons and smilies would
be less obviously appropriate than in more engaging posts. This observation is
supported by the fact that employees use less signals of emotion in their posts
when compared to the users from the other two role-based groups. Reading
Table 6 vertically shows that not-ranked, non-kudoers users and non-kudoer-
post authors are the ones who use emoticons with more frequency than their
counterparts in all the cases of emoticons; kudoers, ranked users and kudoer-
posts’ authors are the ones who more use smilies and combined signals of emotion
in their respective categorisations.

We show the average frequency and standard deviation of signals of emotion
per post for the three categorizations in Table 7, and token average per post
containing at least one signal of emotion in the last two columns.

The ratio of frequency of signals of emotion type {positive(+), negative(-),
neutral(?)} to overall frequency of signals of emotion per group is shown in
Table 8. More than half of the emoticons used by ranked and not-ranked users
were negative, although the difference between ratio of positive and negative
emoticons for ranked is not as big as for not-ranked users. There is no significant
difference between the use of positive and negative emoticons by ranked users
in comparison to other categories (p = .3039). Employees and gurus used a
significant amount of positive emoticons (more than 80%) compared to negative
emoticons. Their use of emoticons is not significantly different (p = .0887 for
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Table 6. Number of posts with and without (E)moticons, (S)milies and (C)ombined,
with percentage of posts containing these signals of emotion for three categorisations

Categories E> 0 No E %E> 0 S> 0 S= 0 %S> 0 C> 0 C= 0 %C> 0

B
y
ro
le

employee 244 25,246 0.96 572 24,918 2.24 810 24,680 3.18
guru 1,170 26,319 4.26 1,041 26,448 3.79 2,176 25,313 7.92
notranked 3,214 47,242 6.37 1,196 49,260 2.37 4310 46,146 8.54
ranked 5,795 99,054 5.53 5,896 98,953 5.62 11,334 93,515 10.81

U
se
r

C
a
t. kudoer 5,993 133,171 4.31 7,018 132,146 5.04 12,670 126,494 9.10

nonkudoer 4,430 64,690 6.41 1,687 67,433 2.44 5,960 63,160 8.62

P
o
st

C
a
t. kudoer 811 17,729 4.37 1,025 17,515 5.53 1,778 16,762 9.59

nonkudoer 9,612 180,132 5.07 7,680 182,064 4.05 16,852 172,892 8.88

Table 7. Average of signals of emotion per post and tokens per post containing at
least one signal of emotion across the three categorisations

Emoticons Smilies Combined Tokens
Category μ(E) σ(E) μ (S) σ(S) μ(C) σ (C) Mean sd

B
y
ro
le

employee 1.09 0.351 1.11 0.423 1.112 0.414 78.048 100.481
guru 1.418 1.076 1.336 0.771 1.402 1 76.622 91.991
notranked 1.231 0.654 1.144 0.53 1.235 0.673 115.004 143.601
ranked 1.269 1.619 1.292 1.15 1.321 1.446 92.002 128.743

U
se
r

C
a
t. kudoer 1.273 1.204 1.294 1.094 1.319 1.190 87.88 118.54

nonkudoer 1.265 1.449 1.143 0.517 1.264 1.303 109.88 145.45

P
o
st

C
a
t. kudoer 1.29 0.82 1.25 0.98 1.31 0.98 120.83 145.34

nonkudoer 1.27 1.35 1.27 1.01 1.30 1.25 92.19 125.93

positive and p = .1879 for negative). Neutral emoticons are rarely used in this
dataset by any user category. Non-kudoers use of negative emoticons is as much
as the double of positive, kudoers in the other hand used more positive emoticons
but not in the same magnitude as in the role-categorisation. Kudoer posts show
more positive emoticon use than non-kudoer posts.

Positive smilies are more used than negative smilies across all groups, with
employees using the greatest quantity of positive smilies and not-ranked and non-
kudoers, the least. Also employees usage of negative smilies is not significantly
different from guru’s case (p = .1129). Although the use of negative smilies is
small in each group, not-ranked and non-kudoer users have the highest ratio of
negative smilies, more than double than for gurus. Neutral smilies were rarely
used in this dataset.

According to combined signals of emotion ratios, the usage of positive signals
reaches more than 56% across employees, gurus, ranked, kudoer users and ku-
doer and non-kudoer posts, being particularly high in the employees and gurus;
their use of positive signals is not significantly different(p = .1271). Negative
signals usage is high in not-ranked and non-kudoer users compared to the other
groups. For ranked user there is no significant difference in their use of positive
and negative emoticons compared to other categories (p = .306). If not stated
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Table 8. Ratio of signals of emotion type to total of signals per group

Category E(+) E (-) E(?) S(+) S(-) S(?) C(+) C(-) C(?)

B
y
ro
le

employee 0.808 0.180 0.011 0.913 0.035 0.052 0.882 0.078 0.040
guru 0.851 0.147 0.002 0.875 0.052 0.073 0.862 0.104 0.034
notranked 0.316 0.673 0.011 0.618 0.334 0.048 0.394 0.586 0.020
ranked 0.480 0.512 0.008 0.709 0.202 0.090 0.596 0.354 0.049

U
se
r

C
a
t. kudoer 0.596 0.396 0.008 0.753 0.161 0.087 0.681 0.268 0.051

nonkudoer 0.332 0.660 0.009 0.625 0.326 0.050 0.407 0.574 0.019

P
o
st

C
a
t. kudoer 0.611 0.378 0.011 0.806 0.118 0.076 0.719 0.235 0.046

nonkudoer 0.473 0.519 0.008 0.720 0.199 0.081 0.583 0.377 0.040

otherwise, all the differences reported with relation to Table 8 are significant
(p < 0.05).

Table 9 shows the ratio of signals of emotion relativized by the number of
posts per group. Usage of positive signals of emotion is high in the group of
gurus, followed by ranked and kudoer users. Ratios are very small in the group
of employees due to their little usage of emoticons (cf. Table 6). Not-ranked
and non-kudoer users have the biggest ratio of negative emoticons compared to
positive emoticons (almost double). Positive and negative emoticons are used
almost in the same proportion by ranked users. Neutral emoticons usage is very
marginal when relativized to number of postings.

Positive smilies are mostly used across all the groups, this is particularly high
in guru, ranked, kudoer users and kudoer posts. Neutral emoticons usage is
marginal. Combined counts also show a high use of positive signals of emotion
than of negative signals of emotion by all groups but not-ranked and non-kudoers
where negative signals are mostly used. Nonetheless, the usage of negative emoti-
cons by ranked users is higher than in employees and gurus groups.

Table 9. Ratio of signal of emotion type to total of posts per group

Category E(+) E (-) E(?) S(+) S(-) S(?) C(+) C(-) C(?)

B
y
ro
le

employee 0.008 0.002 0.000 0.023 0.001 0.001 0.031 0.003 0.001
guru 0.051 0.009 0.000 0.044 0.003 0.004 0.096 0.011 0.004
notranked 0.025 0.053 0.001 0.017 0.009 0.001 0.042 0.062 0.002
ranked 0.034 0.036 0.001 0.051 0.015 0.007 0.085 0.051 0.007

U
se
r

C
a
t. kudoer 0.033 0.022 0.000 0.049 0.010 0.006 0.082 0.032 0.006

nonkudoer 0.027 0.054 0.001 0.017 0.009 0.001 0.044 0.063 0.002

P
o
st

C
a
t. kudoer 0.034 0.021 0.001 0.056 0.008 0.005 0.090 0.029 0.006

nonkudoer 0.030 0.033 0.001 0.037 0.010 0.004 0.067 0.044 0.005
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4.2 Correlation with Levels of Interactivity

As seen in Sect. 3.2, one metric of interactivity is the average of postings per
individual (APPI). Gurus and kudoers are significantly more involved in post-
ing than employees, not-ranked and non-kudoer users. The APPI values for
not-ranked and non-kudoer users are very low, the closest less active group (em-
ployees) differs from these values by factor of ∼20. Recall that more than 80%
of the emoticons and smilies used by gurus are positive. The use of negative sig-
nals per not-ranked users is always bigger than their counterparts (e.g. 59.7% in
comparison to 8.1 and 12.7% for employees and gurus respectively on combined
signals of emotion). Also, non-kuoder users show high use of negative signals
(58.6%) compared to kudoer users.

There is little correlation between number of positive emoticons and post
length (r = .05, p = .00018). The correlation of number of negative emoticons
and post length was positive but very weak: r = .28 (p < .0001, two-tailed),
while the correlation of number of neutral emoticons and post length was weakly
positive (r = .24) but significant (p = .02754), maybe due to small number of
posts that use neutral emoticons (N = 84). The correlation of number of positive
signals is small (r = .15, p < .0001). There is a weak positive correlation between
number of negative signals of emotion and post length (r = .30, p < .0001) and
for neutral emoticons the correlation is marginal (r = .15, p < .0001).

A horizontal forum is the one with more new posts than replies to old ones,
for instance newsgroups discussing politics (cf. [5]). The forum we explore here is
very vertical (more replies than questions) due to its nature: providing support
to customers; non-answered threads does not contribute to the image of the
forum as a support service mechanism.

5 Concluding Remarks

This exploration of emoticons and smilies has shown some trends according
to expertise-oriented user classifications in a technical community forum. Our
hypotheses are confirmed with regards to the positive sentiment shown by kudos-
receivers. This is directly related to the interactivity variable, since kudos are
given as a reward for valuable contributions in the forum. Differences in the
usage of two kinds of signals of emotion were found across the different user
groups. Negative emoticons are mostly used by common users that often use the
forum to expose their technical issues. The findings from this research will be
used to explore automatic identification of users deserving promotion.

We plan to explore additional metadata about users and their posts such as:
number of views, kudos given by each user, frequency of posting across time
and amount of message editing. Another dimension is to explore some intersec-
tions between groups, for instance there may be not-ranked users who receive
kudos. Also, we have not explored in depth the ranked and not ranked groups as
they are assigned ranks according to a hierarchy with promotion based on merit.
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As indicated above, we have excluded from this analysis assessment of which
posters will eventually be promoted and the extent to which use of signals of
affect provide reliable predictors of ultimate promotion.
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Abstract. Social interaction is one of the main channels to access re-
ality and information about people. In this last years there is a grow-
ing interest in community websites that combine social interaction with
music and entertainment exploration. Music is a language of emotions
and music emotional recognition has been addressed by different disci-
plines (psychology, cognitive science and musicology). Aim of this work
is to introduce a framework for music emotion recognition based on
machine learning and soft computing techniques. First, musical emo-
tional features are extract from audio songs and successively they are
elaborated for classification or clustering. One user can submit a tar-
get song, representing his conceptual emotion, and to obtain a playlist
of audio songs with similar emotional content. In the case of classifi-
cation, a playlist is obtained from the songs of the same class. In the
other case, the playlist is suggested by system exploiting the content of
the audio songs and it could also contain songs of different classes. Sev-
eral experiments are proposed to show the performance of the developed
framework.

Keywords: Music Emotion, Emotion Recognition, Audio Features, Ma-
chine Learning, Soft Computing.

1 Introduction

The Multimedia content (pictures, music, videos, e-mails, etc.) is one of the
main channels through which we access reality and information about people
and their social interaction [15]. To represent the content of multimedia mate-
rial in terms of the social interactions, they portray means to bring information
retrieval systems closer to our social intelligence, with potentially high improve-
ments in terms of retrieval performance. Music is a medium that helps to learn
and develop the necessary communication and social skills that are essential for
an independent adult life [1]. Emotions, usually, play a critical role in rational
decision-making, perception, human interaction, and human intelligence [16].
Music has an extraordinary ability to evoke powerful emotions [4]. This ability

B. Apolloni et al. (Eds.): Neural Nets and Surroundings, SIST 19, pp. 427–436.
DOI: 10.1007/978-3-642-35467-0_42 c© Springer-Verlag Berlin Heidelberg 2013
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is particularly intriguing because, unlike most other stimuli that evoke emotion,
such as smell, taste or facial expression, music has no obvious intrinsic biological
or survival value. Although, changes in certain physiological processes have been
characterized in response to music neural correlates of emotional responses to
music, their relation to music perception and their relation to other forms of
emotion have not been well studied.

Many issues for music emotion recognition have been addressed by different
disciplines such as physiology, psychology, cognitive science and musicology [12].
In many cases, the terms emotion and mood have been used interchangeably. It
is noted that, in most psychology related books and papers emotion usually has
a short duration (seconds to minutes) while mood has a longer duration (hours
or days).

For these reasons we observe that the issue of recognizing music emotions
based on acoustic music signal features to build an intelligent system for mu-
sic emotion recognition is challenging. In [16] the authors present a hierarchical
framework to automate the task of mood detection from acoustic music data,
by following some music psychological theories in western cultures. The hierar-
chical framework has the advantage of emphasizing the most suitable features
in different detection tasks. Three feature sets, including intensity, timbre, and
rhythm are extracted to represent the characteristics of a music clip.

In [23] the authors propose and compare two fuzzy classifiers to determine
how likely a song segment belongs to an emotion class. The music features are
analyzed considering an Arousal and Valence (AV) scheme. While, in [12] the
authors focus on a music emotion recognition system based on fuzzy inferences.
In particular music features are analyzed and mapped into AV values by a fuzzy
inference engine.

Recently, several community websites that combine social interaction with
music and entertainment exploration have been proposed. For example Stereo-
mood [18] is a free emotional internet radio that suggests the music that best
suits mood and daily activities of an user. It allows the users to create playlists
for different occasions and to share emotions through a manual tagging process.

In this paper we describe a system for music emotion recognition based on
machine learning and soft computing techniques. In our system the user formu-
lates a query providing a target audio song with similar emotions to the ones
he wishes to retrieve. The process is realized by using supervised techniques on
labeled data or unsupervised techniques on unlabeled data. In our experiments
we consider a dataset composed by songs belonging to 4 emotion classes. The
emotional classes are a subset of the Thayer model showed in Figure 1. In the
first case, the supervised techniques permit to automatically tag new songs using
the labels found in the dataset and the playlist is obtained by using a fuzzy sim-
ilarity measure. In the other case, a clustering approach (fuzzy based) is used to
automatically label the data. The vectors provided by the clustering techniques
are used to assign a target audio song to one of the clusters. We introduce an
appropriate technique, based on a combination of the k-nearest training sam-
ples, to build the membership functions. In this case the emotional information
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Fig. 1. Two-dimensional emotion representation in Thayers model

is suggested by the system and the approach can be considered a real alternative
to human based tagging systems (i.e. stereomood).

The paper is organized as follows. In Section 2 the music emotional features are
described. In Section 3 the overall system and the used techniques are described.
In Section 4 and Section 5 several experimental results and considerations are
proposed, respectively.

2 Emotional Factors from Music

To classify music emotions 5 musical features are considered. In particular, the
features extracted from the acoustic music signals are: intensity, rhythm, key,
harmony and spectral centroid. In detail, we have that intensity is represented
by loudness and its regularity, rhythm by tempo and standard deviation of beat
durations, scale by key, mode and tonality and harmony is represented by the
harmonic distribution [16,19,12,23]. In the following we describe the main aspects
of these techniques.

2.1 Intensity

The intensity of the sound sensation is related to the amplitude of sound waves
[10]. Usually, low intensity is associated to sadness, melancholy but also tender-
ness or peacefulness. High intensity is associated to positive emotions like joy,
excitement or triumph. While very high intensity with many variation during the
time could be associate to anger or fear.

To characterize the intensity of the sound we consider the regularity of the
volume in the song. First, we compute the mean energy of the signal as follows

AE(x) =
1

N

N∑
t=0

|x(t)|2, (1)
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where x(t) is the value of the amplitude at time t and N is the length of signal.
And then the standard deviation of AE according to the following equation

σ(AE(x)) =

√√√√ 1

N

N∑
t=0

(AE(x) − x(t))2. (2)

The value of σ(AE(x)) reflects the regularity of the volume in the song. That
is, if the volume is highm AE also has a high volume. Moreover, equation 2
computes the regularity of loudness. The more frequently the loudness appears,
the higher this value will become.

2.2 Rhythm

To describe the rhythm of a song, an analysis of beat and tempo is considered.
The beat is the regularly occurring pattern of rhythmic stresses in music. When
we count, tap or clap along with music we are experiencing the beat. Tempo is
the speed of the beat, usually expressed in Beats Per Minute (BPM). Fast music
causes blood pressure, heart and breathing rate to go up, while slow music causes
these to drop. Regular beats makes listeners peaceful or even melancholic, but
irregular beats could make some listeners feel aggressive or unsteady. In our
system, we used the algorithm proposed in [8] to track the beats. The beat
tracking algorithm returns an estimation of the beat locations. For each location
li the related tempo is computed as τi = 60/(li ∗ 0.0116) where 11.6ms is the
resolution of the onset detection function applied in the algorithm. The rhythm
is considered as the standard deviation of the values τi+1 − τi. The more the
beats are irregular, the higher this values will become. [7].

2.3 Key

A scale is a group of pitches (scale degrees) arranged in ascending order. These
pitches span an octave. Scale patterns can be duplicated at any pitch. Rewriting
the same scale pattern at a different pitch is called transposition. And a key is
the major or minor scale around which a piece of music revolves. To characterize
the scale in our system the Key Detection algorithm proposed in [14] is used.
The algorithm returns the estimated key for each key change. We consider the
key of the song as the key associated with the maximum duration in the song.

2.4 Harmony and Spectral Centroid

Harmonics can be observed perceptually when harmonic musical instruments
are performed in a song. Harmony refers to the way chords are constructed and
how they follow each other. To characterize the harmony we use an analysis of
the overtones. The analysis consists of the evaluation of the following function

HS(f) =

M∑
k=1

min(||X(f)||2, ||X(kf)||2), (3)
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where, f is the frequency, X is the Short Time Fourier Transform of the source
signal, and M denotes the maximum number of frequencies for which the mean
of X(f) is higher than a value θ 1 (only those frequencies are used in the com-
putation). At the end, the standard deviation of HS(f) is obtained.

The analysis of the harmony above does not consider the fundamental pitch
of the signal, hence, we also consider the spectral centroid [11].

3 System Architecture

The prototype of the emotion recognition system is described in Figure 2. It has
a perspective of social interaction and for this reason it has been designed for
the Web.

The purpose of the system is to provide a framework to retrive audio songs in
a database using emotional information. It is possible to have two cases. On one
hand, the songs into the database are emotional labeled by the users. On the
other hand, there is no information about the emotion information of the songs.
In the first case, a supervised approach is applied and a classifier is trained. In the
second case an unsupervised approach is applied and the emotional information
is automatically extracted by clustering the songs.

The query engine takes a target audio song as input and returns a playlist
of similar songs. However the query engine has a different behavior for the two
cases. In the first, the classifier is used to identify the class of the target song
and the results are the most similar songs in the same class. To identify the
most similar songs a fuzzy similarity measure based on the �Lukasiewicz product,
is used [20,21,5]. In the second, the membership of each song, computed by the
clustering algorithm, are compared to select the results. Thereafter, an appropri-
ate algorithm is proposed to compute the fuzzy memberships of a target audio
song.

We considered three techniques to classify the song in the supervised case:
Multi-Layer Perceptron (MLP), Support Vector Machine (SVM) and Bayesian
Network (BN) [3,9]. While, we considered Fuzzy C-Means (FCM) and Rough
Fuzzy C-Means (RFCM) for the clustering task [2,22]. Following we only describe
the techniques and the methodologies adopted in the clustering process to clarify
the assignment process of the fuzzy memberships.

3.1 Fuzzy and Rough Fuzzy C-Means

The Fuzzy C-Means (FCM) is a fuzzification of the C-Means algorithm, and it
was proposed by Bezdek [2]. It partitions a set of N patterns {xk} into c clusters
by minimizing the objective function

JFCM =
N∑

k=1

c∑
i=1

(μik)
m‖xk − vi‖2 (4)

1 In the experiment we used θ = 10× 10−3.
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Fig. 2. System archiecture

where 1 ≤ m < ∞ is the fuzzifier, vi is the i-th cluster center, μik ∈ [0, 1] is
the membership of the k-th pattern to it, and ‖ · ‖ is a distance between the
patterns, such that

vi =

∑N
k=1(μik)

mxk∑N
k=1(μik)m

(5)

and

μik =
1∑c

j=1(
dik

djk
)

2
m−1

(6)

with dik = ‖xk − vi‖2, subject to
∑c

i=1 μik = 1, ∀k. The algorithm to calculate
these quantities proceeds interativelly [2].

Based on the lower and upper approximations of rough set, the Rough Fuzzy
C-Means (RFCM) clustering algorithm makes the distribution of membership
function become more reasonable [22]. Moreover, the time complexity of the
RFCM clustering algorithm is lower by compared with the traditional FCM
clustering algorithm. Let X = {x1, x2, . . . , xn} be a set of objects to be classified,
the i-th class be denoted by wi , its centroid be vi, and the number of class be
k. Define Rwi = {xj |xj ∈ wi}, Rwi = {xj |‖xj − vi‖ ≤ Ai, Ai > 0}, we have

1. if xj ∈ Rwi, then ∀l ∈ {1, . . . , k}, l �= j, xj ∈ Rwi, xj ∈′ Rwl

2. if xj ∈ Rwi, then at least exist l ∈ {1, . . . , k}, make xj ∈ Rwi

Provided that Ai is called the upper approximate limit, which characterizes the
border of all possible objects possibly belonged to the i-th class. If some objects
do not belong to the range which is defined by the upper approximate limit,
then it belongs to negative domain of this class, namely, it does not belong to
this class. The objective function of RFCM clustering algorithm is:

JRFCM =

N∑
k=1

c∑
i=1,xk∈Rwi

(μik)
m‖xk − vi‖2 (7)



Methodologies for Music Emotion Recognition 433

where the constraints are 0 ≤
∑n

j=1 μij ≤ N ,
∑c

i=1,xk∈Rwi
μik = 1. We can also

get the membership formula of RFCM algorithm as follows

vi =

∑N
k=1(μik)

mxk∑N
k=1(μik)m

(8)

and

μik =
1∑c

l=1,xk∈Rwi
(dik

dlk
)

2
m−1

(9)

Also in this case the algorithm proceeds iteratively.

3.2 Fuzzy Memberships

After the FCM (or FRCM) process, we have that the i-th object in the c class
has a membership μic. In fuzzy classification, we assign a fuzzy membership μuc

for a target input xu to each class c (on C total classes) as a linear combination
of the fuzzy vectors of k-nearest training samples:

μuc =

∑k
i=1 wiμic∑k
i=1 wi

(10)

where μic is the fuzzy membership of a training sample xi in class c, xi is one of
the k-nearest samples, and wi is the weight inversely proportional to the distance
diu between xi and xu, wi = d−2

iu . With equation 10 we get the C×1 fuzzy vector
μu indicating music emotion strength of the input sample: μu = {μu1, . . . , μuC}
such that

∑C
c=1 μuc = 1. The corresponding class is obtained considering the

maximum of μu.

4 Experimental Results

In this section we report some experimental results. We consider, for simplicity, a
dataset of 100 audio songs belonging to 4 different classes: Angry, Happy, Relax,
Sad.

For the classification phase we compared 3 machine learning approaches: MLP,
SVM and BN. For this kind of data we obtain, with a 10-fold cross-validation
methodology [3], the results visualized in Table 1. We observe that the method-
ologies are comparable. In the case of clustering by using FCM and RFCM
approaches, we obtain, making a mean on 100 iterations, 61.36% and 66.14%
(A = 0.5) of perfect classification, respectively. For each iteration, the label of
the class is assigned by voting the samples belonging to it and a song is con-
sidered perfect classified if it is assigned to the right class. These results are
not comparable with those obtained with the supervised techniques. However
we highlight that in the first case the playlist is obtained from songs contained
in the same class. In the second case the emotional information is suggested by
the system.
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For example, we propose a query that has as target the “La domenica delle
salme” song of “De Andrè”, classified as Sad, and the results of the first 4 similar
songs are:

– “De Andrè” - Il suonatore Jones” (Sad)

– “Yann Tiersen - Comptine d’un autre été” (Relax)

– “BJork - Vespertine” (Relax)

– “De Andrè - Un blasfemo” (Sad).

We can consider that these songs are musically similar but they not belong to
the same class.

In a new experiment we used the “Musclemuseum” song of “Muse” labeled
as Angry. In this case the 4 similar songs are:

– “Helloween - My Life for One More Day” (Angry)

– “Negramaro - Mentre tutto scorre” (Angry)

– “Muse - Space Dementia” (Angry)

– “Muse - Hysteria” (Angry).

In this case we obtained 4 songs of the same class but they are not of the same
author and they are of different genre.

In the last experiment we query the song “L’angioletto in blue jeans” of the
“Zecchino d’oro” classified as Happy. The 4 similar songs are:

– “Zecchino d’oro - La sveglia biricchina” (Happy)

– “Per Cortese - Non capirò mai” (Happy)

– “Yann Tiersen - La Valse Des Vieux Os” (Relax)

– “Zecchino d’oro - Il topo zorro” (Happy).

Also in this last case we obtain songs of different authors and classes but we find
that they are similar from emotional point of view.

Table 1. Results for 10-fold cross-validation with three different supervised machine
learning approaches considered for the automatic song labeling task (TP, True Positive;
FP, False Positive)

Classifier TP Rate FP Rate Precision Recall

Bayes 65% 11% 66% 65%
SVM 72% 9% 73% 72%
MLP 70% 9 % 70% 70%
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5 Conclusions

In this work we introduced a music emotion recognition system based on machine
learning and soft computing techniques. The considered musical features were
intensity, rhythm, scale, harmony and spectral centroid.

The purpose of the system is to provide a tool to search songs in a database
using emotional information. The query engine takes in input a target audio
song provided by the user and returns a playlist of most similar songs. From
one hand a classifier is used to identify the class of the target song and the
results are the most similar songs in the same class. This is obtained by using a
fuzzy similarity measure based on the �Lukasiewicz product. On the other hand,
a clustering algorithm is used to automatically label the data. In this case an
appropriate algorithm is proposed to compute the fuzzy memberships of the new
songs.

The obtained results with clustering are not comparable with those obtained
with the supervised techniques. We, however, stress that in the first case the
playlist is obtained by songs contained in the same class and in the second case
the emotional information is suggested by the system. The approach can be con-
sidered a real alternative to human based classificator systems (i.e. stereomood).

In the next future the authors will focus the attention on a greater database
of songs, further musical features and the use of semi-supervised approaches.
Moreover they will experiment new approaches as the Fuzzy Relational Neural
Network [6], that permits to extract automatically memberships and IF-THEN
reasoning rules.
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Abstract. Since the ancient past, philosophers and scientists have developed a 
particular kind of representations aiming at describing the human nature. Many 
of these images could be considered as visual metaphors, so it is possible to 
study them using two different approaches. The first one aims at analysing the 
connection existing between these images, the scientific paradigms, and other 
elements of the cultural context within which they emerged. The second 
approach strives to underline some specific elements that characterise the 
inherent power of these visual metaphors, ensuring their success in scientific 
and cultural context. 

Keywords: visual metaphors, consciousness, machine metaphor, computer 
metaphor. 

1 Visual Metaphors 

Since the ancient past, philosophers and scientists, in different cultural contexts, have 
developed a particular kind of representations aiming at describing the human nature, in 
particular the relationship between mind and body, and the idea of consciousness. Many 
of these images could be considered as visual metaphors. The linguistic research stated 
that, since language is a sophisticated cognitive instrument through which human beings 
both communicate and elaborate the world around them, metaphors are representations 
that they produce in order to understand their inner and outer reality.  

In this way if the visual language, as production of images, could be considered a 
cognitive strategy, metaphors could be considered cognitive structures via which the 
less clearly delineated (and usually less concrete) concepts are partially understood in 
terms of the more clearly delineated (and usually more concrete) concepts, which are 
directly grounded in our experience [1] Since our ordinary conceptual system, in terms 
of which we both think and act, is fundamentally metaphorical in nature [2] the 
conceptual metaphors are cognitive structures via which we can understand and shape 
our whole reality. So, the use of conceptual metaphors ends up modeling all our world, 
the physical and the psychological one (see Fig. 1, Fig. 2 and Fig. 3). In other words 
representation reveals how the human brain carries out its work of transforming sensory 
knowing into conceptual knowing so that since concepts are mental forms, it follows 
that the form that knowledge assumes depends on the type of modeling used [3]. 
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Fig. 1. Fritz Kahn, Das Leben des 
Menschen, 1929. The machine as a visual 
and a conceptual metaphor of the human 
body. 

Fig. 2. Giuseppe Arcimboldo, Rudolph II, 
Holy Roman Emperor, painted as the God of 
the seasons Vertumnus, 1590. The nature as 
a visual and a conceptual metaphor of the 
human body. 

 

Fig. 3. Giovan Battista Della Porta, De  Humana Physiognomonia libri IIII, 1586. The animal 
as a metaphor for the human nature.  

Since the representations of human nature, developed within the philosophical and 
scientific fields, are devised to understand both physical and abstract experiences, as 
the interaction between mind and body is both physical and abstract, it is possible to 
study these visual metaphors using two different approaches. The first one, based on 
the historical perspective, aims at analysing the connection existing between these 
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images, the scientific paradigms, and other elements of the cultural context within 
which they emerged. The second approach strives to underline, from the perspective 
of visual semiotic, some specific elements that characterise the inherent power of 
these visual metaphors, ensuring their success in scientific and cultural context.  

Following the first approach, we will analyse the relationship between two 
particular kinds of representations: the machine-metaphor and its relationship with the 
scientific revolution of the 16th century, and the computer-metaphor related to the 
cybernetic revolution of the 20th century. Adopting the second approach we will 
analyse some data from a pilot study, based on the Jungian theory of the archetypal 
representations, on visual metaphors of consciousness. The study was intended to 
identify some specific iconographic elements that play an important role both in 
cognitive and in self-representation processes.  

Since a metaphor could be considered both a cultural product and a cognitive 
structure, it is necessary to study them following both approaches. Analysing these 
visual metaphors, by means of the two approaches, we will have the opportunity to 
highlight the role that both cultural and psychological elements play in collective 
representations.  

2 Machine Metaphor 

The machine metaphor was certainly not an invention of 17th century's scholarship. 
The Greek scientific thinking of the 3rd century BC already used, frequently, 
mechanical metaphors to describe human anatomy and physiology. Two anatomists, 
Herophilos (335-280 BC) and Erasistratus (304-250 BC), applied a lot of scientific 
terms borrowed from coeval Greek technology, especially from the fields of 
architecture and ship construction, describing the whole body as a mechanism 
activated by the most important principles of Alexandrian technology: torsion-spring 
artillery and pneumatic devices. It is very interesting to notice that there is a closer 
relationship between the machine metaphor and the progress of anatomical 
knowledge in those historical periods when anatomical studies had a central role in 
medical knowledge, namely in the Alexandrian Era and in 17th century. This suggests 
that the figurative requirement developed from the anatomical approach to the human 
body finds a useful means of expression in the machine metaphor1.  

The scientific revolution ideally begun in 1543 with Copernicus’s De 
revolutionibus orbium coelestium and Vesalius's De humani corporis fabrica, and 
ended with the publication of Newton’s Philosophiae naturalis principia mathematica 
in 1687. Philosophers and scientists, in about 150 years, completed the elaboration of 
classical physics and mechanics producing the premises of a mechanical description 
of Nature and of Man. However, the machine metaphor began to look attractive to 
collective imagination well before the emergence of quantitative science. Indeed, 

                                                           
1 Indeed the figurative needs encouraged the encounter, in the 16th century, between artists and 

anatomists. Lucio Russo stated that, in that period, the anatomical knowledge's improvement 
was simplified by three strategic elements: the retrieval of ancient texts, the transformation of 
anatomical practice, and the introduction of illustration [4]. 
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during the second period of the 16th century the machine metaphor was used to 
describe many aspects of human nature and life. For example, the relationship 
between God and the world was depicted as the relationship between a Great 
Clockmaker and his Clock, while the absolute monarchy, as the relationship between 
the King, the State, and the subjects, was illustrated as a Great Clock in which all the 
parts collaborate to the general functioning. In that period the production of automata 
grew significantly thanks to technological advances and the recovery of the ancient 
treatises on mechanics.  

 

Fig. 4. Automaton figure of a monk, probably attributable to Giovanni Torriano. South 
Germany or Spain, c. 1550. This automaton walk, strikes his chest with the right arm, rises and 
lowers a cross and a rosary with the left arm and also turn his head rolling the eyes and moving 
his mouth. 

It was also strongly encouraged by the sovereigns of Europe, as they saw in the 
automata the perfect metaphor for the subject. It is well known, in fact, that the 
emperor Charles V (1516-1556), in the last years of his life loved to spend time 
contemplating the automatons constructed by his clockmaker Giovanni Torriano 
(1450-1510?). The automatons, which attracted the curiosity of courts all over 
Europe, were not only a perfect metaphor for the subject or for the government of the 
State: through these mechanical puppets men began to look at themselves as in a 
mirror. An example of this kind of thinking is a treatise written by Bernardino Baldi 
(1553-1617), an Italian humanist who translated Heron's treatise on the automata2. 
Baldi stated that the automatons are not only an ingenious toy, useful to understand 
the principles of mathematics and mechanics. He argued that humans were spending a 
lot of time, motionless, watching these simulacra of life moving, because the 
automatons were a kind of mechanical mirror of human nature. Meaning that 
watching the mechanical puppets, men were meditating on themselves (see Fig. 4). 
So, long before the scientific revolution was accomplished, the automata became the 

                                                           
2 Baldi, B.: Discorso di chi traduce sopra le macchine semoventi. In: Erone Alessandrino, De 

Gli Automati, ovvero Macchine se moventi. pp. 4-13. Girolamo Porro, Venezia (1589). 
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mechanical self-portrait of the man. It seems that the collective imagination 
developed, through the figure of the automaton, the new figurative needs of human 
reality, well before science had furnished the complete theoretical basis.  

A decisive step towards the development of the human-machine metaphor was 
made in 1633 when Descartes finished writing the treatise Le Monde of which 
L’Homme, the most carefully written and sophisticated part of Cartesian biology, was 
the conclusion. The news of Galileo’s sentence persuaded the French philosopher to 
give up the publication of L’Homme that was published posthumous, in 1662 in Latin 
and in French, first in 1664 and then in 1677. Through this treatise, Descartes realized 
what Carlo Sini has called the first mental experiment in the history of modern 
science: the experiment of the automaton, aimed at explaining the human body as if it 
were a machine. According to Sini this is the very first formulation of Descartes’s 
great intuition, an intuition to which Lamettrie in his Homme machine reverted one 
hundred years later. Descartes's main aim was to free the emerging modern science, 
and the research on human nature, from the restrictions imposed until then by 
theology and the whole apparatus of superstitions that Christianity inherited from the 
classical world and further developed. With such an image, originated in order to 
provide an interpretation of the human body inspired exclusively by the principles of 
Galilean and Cartesian mechanics, the Automaton and the Clockwork became the 
metaphors essential to the development of medicine [5]. The automaton of Descartes 
is a theoretical model, a metaphor of the human nature in every sense: it is as a means 
by which to understand through what is well-known (the working of a machine) what 
is obscure (the working of the human body)3. The idea of Man expressed in the Traité 
via that mental experiment of the automaton, first extraordinary intuition of 
something cybernetic, is the result not only of his studies on mechanics but, above all, 
of the experience Descartes had in anatomy. Writing L'Homme Descartes aimed at 
two objectives: to free the soul, placing it on the metaphysical level, from all the 
superstitions connected with the body, and to explain the whole functioning of the 
human body through sensory and motorial phenomena. That is, through movement 
and sensible perception which are, still nowadays, the two core questions of every 
speculation about the automaton.  

Descartes was not the only promoter of that mechanist view of the human body to 
which we owe the great development of medicine in the 17th and 18th centuries. 
However, thanks to his extraordinary clarity the theoretic machine-body model 
proposed by the French philosopher had an exceptional influence especially in the 
field of medicine. The unavoidable reference, in this case, is to the development of 
iatromechanics and to the work of Giovanni Alfonso Borelli (1608-1679). The 
mechanist approach, which is the basis of his treatise De motu animalium (1680-81), 
allowed him to mathematize the working of the body by means of quantifying 
precisely the forces involved in movement. The idea of a machine-body emerges, as 
Restelli underlines, not only through lexical choices but also through the illustrative 
tables (see Fig. 5) in the treatise which Borelli carried out with the help of the  
 

                                                           
3 It is very interesting, regarding the use of the machine body metaphor, to notice that at the end 

of the treatise Descartes said what was implicit from the very beginning: it is not the machine 
which artificially imitates man, it is the human body which is made exactly as a machine 
shows [6]. 
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Fig. 5. Giovanni Alfonso Borelli, De motu animalium, t. I, plate. IV, 1680-81 

physician Lorenzo Bellini (1643-1703). Within Discorsi di anatomia we can find an 
extraordinary evidence of his idea that automatons may act as models for the concept 
of the human body [7]. Through the description of a series of sequences such as the 
perfectly coordinated movements of a galley’s rowers, or that of the interaction 
between singers and instrumentalists within an orchestra, and eventually the one of 
some hydraulic automatons in a garden, Bellini intended to explain by analogy the 
working of some functions in the human body system. The machine-body metaphor, 
thus, proved to be in this period the most effective one to support the efforts of 
medical science, as we can notice by considering the approach used by Giorgio 
Baglivi (1668-1707) in his work De praxi medica (1696). In it he enunciated the 
reasons why he agreed with the mechanist idea of the body and, arguing that the body 
is just a combination of chemical and mechanical movements, he made up analogies 
between bodily organs and levers, bellows, and water pipes just as Descartes had done 
in his Traité de l’homme. 

Therefore in the 18th century finally emerged a new notion of Nature and Man, 
especially thanks to observations in medical science. An ever increasing number of 
acquisitions in medicine showed how not only perceptions and emotions, but also 
intellect faculties such as memory, imagination, and intelligence were closely 
connected with certain organs, to their more or less pathologic states, to their 
anatomic structure. The materialism of the 18th century reached its peak with La 
Mettrie’s and d’Holbach’s philosophies. They rejected the metaphysical idea of a res 
cogitans separated from the res extensa and claimed the close causal dependence of 
the mind’s activity from matter. The notion of the human body as a machine which 
winds up by itself the springs that make it move, living image of the perpetual motion 
[8] was so coherent with the shared scientific pattern that the greatest automaton 
makers of that time such as Jacques de Vaucasson (1709-1782) and Pierre Jacquet-
Droz (1721-1790) were often encouraged by physicians and surgeons who believed 
their work to be useful to improve the research upon human biology. From then on, 
and for a very long time, the Machine was considered as something Other from Man, 
something to which to relate, something through which to define reality and the 
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human identity itself: thus machine became metaphor of human nature (see Fig. 6). 
According to Descartes the automaton is a mental experiment, a theoretical model 
which can explain the assumptions connected with the body and its principles, while 
La Mettrie stated that Man is, by all means, an organic machine.  

 

Fig. 6. A picture from the movie Metropolis by Fritz Lang, 1927. The machine as the Other 
from the Man, the alter-ego of the man. 

3 Computer Metaphor 

The idea, suggested by La Mettrie, that all the faculties of the soul depend so much 
obviously on the peculiar organization of the brain and of the whole body that they 
associate themselves with it, was further developed during the revolution in the field 
of the philosophy of science which took place in the 1940s. In this period the research 
upon Nature and the physical basis of human intelligence through the alterity of 
machine was accomplished through the birth of cybernetics within that research 
program, started by von Neumann (The Computer and the Brain, 1954) nowadays 
known as artificial intelligence. This could be considered the extreme radicalisation of 
Cartesian dualism: the Cartesian res cogitans/res extensa binomial was transformed in 
the hardware/software binomial where the hardware stands for the brain, while the 
software stands for the mind. 

The notion of feedback, introduced by the mathematician Norbert Wiener in the 
1940s, soon shifted from its use in computer science to use in the psychological field, 
and in particular it became the core of cognitive science. Hence we can infer how 
deeply the philosophy of science based upon cybernetics has influenced the notion of 
consciousness. The best example of how the cybernetic research has greatly 
influenced the evolution of the studies of the human mind is the Turing machine. This 
theoretical device is supposed to manipulate symbols and in performing this supposed 
activity, it apparently simulates that typically human ability to operate with signs and 
upon signs which represents the action as well as the human realm of mind [9]. 
However, the most revealing image is the one posed by the neuronal metaphor 
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introduced by von Neumann. The parallel between the neuron and the working of 
logical circuits in computers is implied in the title of his work: The Computer and the 
Brain. The comparison is based upon a symmetry: the computer is a kind of brain and 
the brain is a kind of computer, one is the simulation of the other. Such a statement is 
so powerful that even today, as Porush underlines, we usually describe the neuron as a 
simple on/off switch [10].  

The mechanical portrait of the nature of individual neurons: their conception as 
mere binary devices (so much similar to those logic switches conceived by the 
scientist for the realization of ENIAC and EDVAC calculators), recalls in many 
respects the portrait of the human body explained using bellows, water pipes, and 
springs in the machine-man imagined by Descartes. 

 
 

  

Fig. 7. Fritz Kahn, Das Leben des 
Menschen, vol. 4, plate VIII, 1929. A 
metaphor of the cognitive processes. 

Fig. 8. A picture of a cyborg from the novel 
The planet of the Double Sun by N. R. 
Jones, 1967. 

Another interesting case of the interaction between the cybernetic paradigm and 
psychological research is Eric Berne's transactional analysis. Berne's work was 
largely influenced by the development of both the communication theory and the 
game theory. In fact, in his article Concerning the nature of communication, 
published in 1953 on The Psychiatric Quarterly, he analysed the relationship between 
psychiatry and cybernetics as well as the meaning of communication in both fields 
[11]. In that article Berne also illustrated, through analogy, the role of  noise and 
information in the study of communication from both the psychological and the 
cybernetic point of view. He stated that, as opposed to what happens for the machines, 
in human communication  noise is of more value than information since it is the 
noise, and not the information, which signals the state of the communicants. The 
analogy with the mathematical approach to the study of the communication is carried 
out by means of both explicit references to cybernetics, and the use of such words as 
receiver, signal, transmission. In that article Berne also put the bases of the 
psychological games that will further develop in Games People Play published in 
1964 [12].  

So, after the fascination generated by the exceptional achievements in the 
technological field, the idea of the human mind as an epiphenomenon of the organic 
structure of the brain was developed within the collective imagination as well as 
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among scientists, neurologists and psychologists (see Fig. 7). The icon of the new 
scientific pattern is the image of the cyborg: a man-machine hybrid that, since 1930s, 
populated the collective imagination, offering a wide variety of versions. As in the 
case of the automaton's metaphor, the collective imagination seems to perceive by 
intuition, trough the cyborg's visual metaphor, the subsequent development of 
scientific research. Indeed the cyborg, as picture of collective imagery, appears in 
literature and figurative arts around the 1930’s, though the acronym for this cross-
breed man-machine was created only in 1960 by two physicians, Clynes and Kline, 
engaged in advanced studies aimed at the exploration of Space. The word cyborg 
means cybernetic organism, and being an acronym reminds us of the dualism mind-
body. The image itself of a cyborg reintroduces this dualism, suggesting the analogy 
between the mind-machine binomial against the body-organism one. It is an image 
which reintroduces in a radical form the res cogitans/res extensa Cartesian dualism, 
following the interpretative pattern joined to the cybernetic perspective. In this case, 
too, we are facing a representation of the human mind; indeed the cyborg is an image 
of consciousness coherent with the current scientific pattern. However, analysing the 
cyborg metaphor we have detected some elements, common to other mythological 
figures, much older than the cyborg.  Many of these elements suggest that there is 
more than the mere relation with the cultural and scientific context that produced it, 
behind the function of this figure. The analysis of these elements could provide an 
answer to the acute observation of Domenico Gallo: for centuries man has built 
machines and then wondered what they were [13]. 

4 A Pilot Study on Consciousness Visual Metaphors 

So far we analysed how elements related to both the scientific and cultural contexts 
interact in the development of a collective representation of human nature. These 
representations synthesise Mankind's identity in the common perception and are 
translated, by the collective visual language, into particular images. However, there 
are other elements playing a role in the development of this type of representations. 
Many of this elements have long been the subject of the psychoanalytic debate. Visual 
language, shaping the collective representations, could translate some elements 
related to the psychological experience in iconographical data. Some of this 
iconographic elements end up to integrate the collective representation of human 
nature, allowing the interaction between cultural, scientific, and psychological 
instances.  

 

Fig. 9. The Uroboros from Theodoros Pelecanos, Synosius, 1478 



446 M. Maldonato and I. Anzoise 

Jungian psychology focused on analysing a particular group of images whose main 
characteristics are being common to many different cultures and carrying, constantly, 
similar meanings. Most of these images are related to mythological and religious 
contexts but, according to Jungian theories, their significance does not allude only to 
religious contents. We are generally led to think of myth as something archaic, linked 
to old forms of religion, at times to superstition. However several studies have shown 
that myth and myth-making are something different from a folkloric and primitive 
attempt to explain natural phenomena. One definition of the myth could be a 
narrative-iconographic structure, whose elements have great symbolic value. Since 
these elements allow, because of their symbolic value, the projection of certain 
contents, it is possible to consider the myth as a metaphorical network. So myth-
making could have an elaborating function aiming at understanding universal 
contents, via metaphorical images working as cognitive structures. The Jungian 
psychoanalyst Eric Neumann stated that the main function of the myth is to codify 
psychic dynamics in the form of representation typical of the unconscious: an 
aggregation of symbols that circumscribes what must be explained, understood and 
interpreted thus allowing a glance at what the symbols point at or try to express [14].  

 

Fig. 10. The “Venus of Willendorf” statuette of a female figure, maybe a Great Goddess, 
Willendorf, Austria, 24,000-22,000 B.C 

Studying the evolution of certain myths and archetypal figures, he argued that they 
might be referred to the representation of consciousness in the different phases of its 
evolution. In The Origins and History of Consciousness, Neumann maintains that 
different types of representations, both iconographic and narrative, correspond to 
different phases of individual consciousness's development. In other words, certain 
myths, whose protagonists are some specific archetypal figures, are metaphors of 
those psychic dynamics, belonging to all human beings, through which to the 
consciousness is developed. Neumann identifies four macro stages in the development 
of consciousness. Specific representations, iconographic themes and narrative 
structures of mythological character correspond to these stages. 
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Fig. 11. Gautier de Moap, Livre de Messire Lancelot du Lac, 1470. Sir Lancelot could be 
considered one of the best examples of the archetype of the hero. 

The 1st stage is the uroboric stage (approximately age 1 to 5) is the first phase of 
man's evolving ego consciousness. Human consciousness feels itself embryonic, for 
the ego feels fully contained in the primordial symbol [15]. Corresponding to this 
stage are the following themes: the uroboros: the ancient symbol depicting a snake 
swallowing its own tail and forming a circle: it represents the total identity between 
consciousness and unconscious; the primordial egg rising from primordial water (see 
Fig. 9). The 2nd stage is the Great Mother stage (approximately age 5 to puberty) in 
that stage the rising consciousness feels itself separated from the unconscious, but not 
yet independent: like the young child, whose life still depends on his mother. 
Corresponding iconographic and narrative mythological motifs are: Great Mother-
type goddess (see Fig. 10); Motherhood theme; Paredrotype characters. The 3rd stage 
is the Divine Child stage (or the Hero stage) (from youth onwards) when the ego-
consciousness needs, to reach its complete self-determination, to accomplish the 
emancipation from the relationship with the unconscious: this is the state of self-
consciousness. Corresponding narrative and iconographic themes are: the Hero of the 
light characters, dragons, snake-like monsters, and the fight against the monster (see 
Fig. 11).  

The 4th stage was defined by Neumann the Great Individual (age undefined not 
everyone achieves this level of development). Consciousness have outrun the fear of 
the loss of its autonomy and its individuality, now it can assert its own subjectivity. 
This category of Great Individuals serves as a model for the development of 
individuality in humankind generally. The individual fate of the hero – and the 
creative Great Individual is indeed a hero – may be exception, but he is also the 
exemplar of a process which subsequently affects all individuals in varying degree 
[16]. The best example of the Archetype of the Great Individual, in Neumann's 
opinion, is the myth of the Egyptian God Osiris. However, there are many motifs, 
both iconographical and narrative, related to the Archetype of the Great Individual 
that characterise the cyborg figure. 

 



448 M. Maldonato and I. Anzoise 

 

Fig. 12. The Egyptian God Osiris 
represented as a spine (the Djed pillar) and 
the spine motif in some cyborg 
representations 

Fig. 13. The eye motif in a Osiris 
representation and in some cyborg 
representations 

The most relevant are: the body-prosthesis, the motifs of the overcoming of death 
and of the disintegration of the body, the accentuation of iconographic details of the 
head, and eyes as a metaphor of a superior intelligence (see Fig. 12 and Fig. 13). 
Some of these iconographical elements were included in a questionnaire aimed at 
knowing how people, using visual metaphors, employ archetypal images to describe 
the concept of consciousness as self-awareness. 

 

Fig. 14. Consciousness visual metaphors quest.: scores in percentage for the 2nd part. 

In a pilot study on consciousness's visual metaphors based on Neumann theory, a 
questionnaire consisting of 15 sets of images, each one composed of 5 images, was 
administered to 30 students, 24 female and 6 male, aged between 22 and 43 years. 
Each set of images was composed by images related to the different representations of 
the stages of consciousness, according to Neumann's theory.  

The images selected were divided for typology, so that each set presented 
iconographic elements related to the different archetypes organized by topic: for 
example the topic of the 2nd set was face's parts, the topic of the 6th set was famous 
people, the topic of the 9th set was stylised representations etc. The questionnaire was 
divided in tree parts: the first part was dedicated to the verbal metaphors, while the 
second and the third to visual metaphors. In the second part, constituted by 10 sets of  
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Fig. 15. Consciousness visual metaphors quest.: scores in percentage for the 3rd part. 

 

Fig. 16. A page of the questionnaire (part 2, set 9) with the score for each picture 

images, the subject had to chose an image, only 1 out of 5, that best depicted,  
in his opinion, the idea of consciousness. In the third part, constituted by 5 sets  
of images, the subject had to put the images in order of relevance to the concept of 
"consciousness" giving a value from 1 to 5 (5 for the  image that better depicted  
the concept of consciousness, 1 for the one that represented it less). The main result of 
the second part of the study was that images related to the 3rd and 4th stages are 
predominant: 21,7% for the first stage; 102.34% for the 2nd stage (48,16% Great 
Mother-type images + 54,18% Young Goddess-type images);  83% for the third stage, 
and 90 % for the fourth stage. The main result of the third part of the questionnaire 
was the predominance of the visual metaphors related to the 3rd and the 4th stage: 
18% for the first stage; 40% for the 2nd stage (21% Great Mother-type images + 19%  
Young Goddess-type images);  20% for the third stage, and 22% for the fourth stage 
(see Fig. 14 and Fig. 15). However, the most significant data pertain to some images 
of the 7th, 9th, and 14th sets. It is very interesting, in particular, to notice that the  
first image of the 9th set: a human head in which, instead of the brain there are 
depicted the wheels of a complex gear, has obtained more preferences than the others 
(see Fig. 16).  
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Fig. 17. A page of the questionnaire (part 2, set 7) with the score for each picture 

While the third image of the 7th set: the picture of Terminator, a humanoid robot, 
has obtained only one preference (see Fig. 17). These results are even more 
interesting when we consider the entire set of images. Indeed, in the 9th set 10 
students chose the brain-machine picture and 6 chose the plain brain one, while in the 
7th set only 1 student, out of 30, selected the picture of a robot. This observation can 
be confirmed by the results of the 14th set that show how the picture of the cyborg 
Darth Vader, presented in comparison with those of other characters, obtained the 
lowest score (see Fig. 18). This suggests that the analogy with the machine-brain 
metaphor does not work when other factors enhancing the meaning of the metaphor 
are involved in the image. So, we can deduce that the machine metaphor can be used 
in different ways within the same cultural context. Indeed, it is frequently used, in an 
absolute sense, to describe concepts such as mental process or mental activity. While 
if it is accompanied by other elements that extend its meaning, it appears to be 
insufficient to describe the complexity of human nature.  

 

Fig. 18. A page of the questionnaire (part 3, set 14) with the score for each picture 

Thus, apparently men create their mechanical self-portraits only to prove that they 
do not resemble to them. Therefore, apart from being images of man seen through the 
mirror of science and technology, these artificial others seem to have also a 
reassurance function for the human identity. 
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