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Abstract. In this paper, we present a key-recovery attack on the on-
line authenticated encryption scheme McOE-X proposed by Fleischmann
et al. at FSE 2012. The attack is based on the observation that in
McOE-X the key is changed for every block of message that is encrypted
in a deterministic way. This allows an adversary to recover the key by
using a standard time-memory trade-off strategy. On its best setting the
attack has a complexity as low as 2 - 2*/2, while this should be 2" for
a good scheme. Taking AES-128 as an example this would result in an
attack with complexity of 265,
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1 Introduction

Motivation. Authenticated encryption is an important part in information
security. Whenever two parties communicate over a network an authenticated
encryption algorithm might be used to provide both privacy and authentication
of the data. In most applications, there is not much value in keeping the data
secret if they are not authenticated. Authentication of data is often of more value
than their confidentiality.

Authenticated encryption can be generically constructed by combining an
encryption scheme and a MAC. In [3], Bellare and Namprempre analyzed the
three generic compositions of these two primitives: MAC-then-Encrypt (MtE),
Encrypt-then-MAC (EtM), and Encrypt-and-MAC (E&M). They showed that
the strongest notion of security for authenticated encryption can only be achieved
by the EtM approach. However, schemes built from generic composition have
some disadvantages. Besides that two different algorithms with two different
keys are needed, the message needs to be processed twice, making the scheme im-
practical for some applications. Therefore, ISO /IEC specifies, next to the generic
composition EtM, five authenticated encryption modes for block ciphers, namely
OCB, SIV (Key Wrap), CCM, EAX, and GCM. Most of them are much faster
than any solution which uses generic composition. All of them are proven to be
secure against nonce-respecting adversaries assuming that the underlying block
cipher is ideal. However, as pointed out in [8J9] all these schemes, excluding SIV,
are vulnerable to nonce-reusing adversaries. SIV has been explicitly designed
to resist nonce-reuse attacks, but it has the disadvantage that it is inherently
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offline. For encryption one must either keep the entire message in memory or
read the message twice.

Therefore, Fleischmann et al. proposed a new family of authenticated encryp-
tion schemes in [8J9] that are on the one hand secure against nonce-reusing ad-
versaries and on the other hand are online. The construction extends the online
encryption scheme TC3 by Rogaway and Zhang [16] to a provable secure nonce-
reuse resistant online authenticated encryption scheme. The family consists of
three members: McOE-X, McOE-D and McOE-G.

Our Contribution. In this paper, we present a key-recovery attack on McOE-X.
The basic idea of the attack is very simple. Since in McOE-X the key is changed
for every block of message that is encrypted, an adversary can recover the key
by keeping the message input of some block cipher operation fixed and using a
time-memory trade-off strategy. In its best setting the attack has a complexity
as low as 2 - 2"/2 with similar memory requirements, while this should be 2" in
the ideal case. Our attack allows a free trade-off between memory (precompu-
tation) and time (online phase), and as such can be tailored to different attack
scenarios. In all variants, it is significantly more efficient than Hellman’s generic
time-memory trade-off.

Note that this is close to the security bound of the McOE family. In more de-
tail, Fleischmann et al. provide a formal security proof, which guarantees CCA3
indistinguishability up to about 2"/2. Since our key-recovery attack on McOE-X
matches this bound (and from a theoretical point of view it even invalidates the
proof), we took a detailed look at their security proof and identified a severe
mistake that causes this gap: at a high level, Fleischmann et al. use ideal cipher
results as if they were standard model results. These issues with the proof can,
however, be resolved by explicitly considering the ideal cipher model.

Outline. The remainder of the paper is organized as follows. Section Pl describes
the generic McOE construction and in particular McOE-X. In Section[3], we recall
the security claims of the McOE construction respectively McOE-X. We present
our key-recovery attack on McOE-X in Section [l and discuss its relation to the
security proof of McOE-X in Section [l Finally, we discuss how McOE-X might
be fixed in Section

2 The McOE Family

The McOE construction is a new family of online authenticated encryption
schemes recently proposed by Fleischmann et al. [8I9]. It consists of three mem-
bers: McOE-X, McOE-D and McOE-G. The general structure follows the online
permutation approach described by Bellare et al. in [I] and is based on the
Tweak Chain Hash construction [I2] that is adapted from the Matyas-Meyer-
Oseas construction. To be more precise, the construction itself is built on the
online encryption scheme TC3 recently proposed by Rogaway and Zhang in [16]
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that is based on a tweakable block cipher E. With an additional overhead of
only two invocations of the tweakable block cipher E the authors extend it to an
online authenticated encryption scheme that is also secure against nonce-reusing
adversaries. Both the encryption/authentication and the decryption/verification
operations are described in Figure [l

Encryption/Authentication £(K,V, M) Decryption/Verification D(K,V,C,T)

1: Partition M into M; --- My, 1: Partition C into C1---CL

2: U+ 0" 2: U+ 0"

3: 7+ E(K,U,V) 3: 7+ E(K,U,V)

4: U+ 180V 4: U+—160V

5: for i=1 to L do 5: for i=1 to L do
C; + E(K,U, M) M; +— E~YK,U,C)
UecMiaCi U+« M;®C;

6: T+ E(K,U,7) 6: T' <+ E(K,U,T)

7. C+Cy---CpL T: M <+ My---Mn,

8: return (C,T) 8: if T=T' return M
else return FAIL

Fig. 1. Encryption/Authentication and Decryption/Verification operation of the
McOE construction, where E(K ,U,-) is a tweakable block cipher with key K and
tweak U. Furthermore, M denotes the message, C' denotes the ciphertext, V' denotes
the nonce and 7 is the authentication tag.

Additionally, Fleischmann et al. proposed a second scheme to provide length
preservation using tag-splitting. The concept of tag-splitting is very similar to
ciphertext stealing. We refer to the specification [9] for a detailed description of
this method, since we do not need it for the attack described in this paper.

The generic construction of the McOE family with and without tag-splitting
is depicted in Figure B where E denotes a n-bit tweakable block cipher and V
is a nonce. Due to the current lack of a dedicated n-bit block cipher with an n-
bit tweak, Fleischmann et al. proposed three different constructions to convert
an ordinary block cipher into a tweakable block cipher resulting in the three
members of the McOE family: McOE-X, McOE-D and McOE-G.

2.1 McOE-X

In this instance of the McOE family the tweak U (i.e. the chaining value) is
xored to the key K to turn the block cipher F into a tweakable block cipher

E(K,U,"):=E(KaU,-) (1)

As noted by the designers for McOE-X related-key security is needed for the
block cipher E. However, this requirement is not needed for the other two in-
stances of the McOE family.
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Fig. 2. Outline of the generic McOE construction (a) with and (b) without tag-
splitting [9]

2.2 Other Members of the McOE Family

In addition to McOE-X, Fleischmann et al. proposed two other members of the
McOE family not requiring related-key security, McOE-D and McOE-G. The
first uses two block cipher invocations per message block to update the chaining
value similar to the TCH-CBC construction as described in [5]. The second is
based on the HCBC2 construction described in [2] and uses a universal hash
function to update the chaining value. For a detailed description of the two
schemes we refer to the specification [9].

3 Security of the Schemes

Fleischmann et al. [9] analyze their McOE schemes with respect to CCA3 se-
curity, a security notion for authenticated cryptosystems proposed in [I5]. We
informally describe the security definitions, referring to [9] for a more formal
treatment. For an authenticated cryptosystem IT = (K, &, D), where K denotes
the key derivation function, we denote by Adv%CA3(q, £,t) the CCA3 security of
IT against any nonce-reusing adversary A, where ¢ denotes the number of total
queries an adversary A is allowed to ask to £ and D, ¢ the total length in blocks
of the queries, and ¢ the running time of A.

They derive the following result for the McOE schemes without tag-splitting.
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Theorem 1 (Thm. 2 of [9]). Let IT = (K,&,D) be a McOE scheme based on
a tweakable block cipher E. Then,

3(q+0(qg+L+1)+4q+ 3¢

Advf(q 1) < S

+ 30.

Here, 6 = Ad'v%ND(q +£0,0(t)) denotes the advantage of distinguishing E from
an ideal tweakable block cipher, where q + { denotes the number of queries an
adversary A is allowed to ask to E and E~1 and O(t) the running time of A.

A significantly worse bound is obtained for McOE with tag-splitting. We refer
to [9] for more details.

For the McOE-X construction without tag-spitting, they generalize this re-
sult as follows. Note that in this case J refers to the related-key advantage of
distinguishing F from an ideal block cipher.

Theorem 2 (Thm. 4 of [9]). Let IT = (K,E,D) be a McOE-X scheme based
on a block cipher E. Then,

3(g+0)(g+L+1)+4q+ 3¢

Ado§ (g, 1) < S

+ 34.

Here, § = Advi™(2q+¢,0(t)) denotes the related-key advantage of distinguish-
ing E from an ideal block cipher, where 2q + ¢ denotes the number of queries an
adversary A is allowed to ask to E and E=1 and O(t) the running time of A.

Again, the bound is slightly worse in case of tag-splitting and we refer to [9] for
more details.

4 Our Attack on McOE-X

In this section, we propose our simple key-recovery attack on McOE-X. The
attack consists of two phases: an offline (precomputation) phase and an online
phase. It is a chosen plaintext attack and in its best setting it has a complexity
as low as 2 - 2/2 with similar memory requirements.

4.1 Basic Attack

The basic idea of our attack can be explained as follows. The McOE-X mode
changes the key for every block of plaintext that is encrypted. By keeping the
plaintext input of some block cipher operation fixed, the adversary can exploit
a basic time-memory trade-off strategy.

Let E(k,x) denote the raw block cipher encryption operation with key &k and
plaintext x, and denote by K the target key we want to recover. Since the nonce
plays no role in our attack, we omit it from the notation. The attack goes as
follows.
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Offline Phase (Precomputation)

1. Choose an arbitrary value a.
2. Repeat r times:

(a) Choose a new value for k.
(b) Compute b = E(k,a) and save the pair (b, k) in a list L;.

Online Phase
Repeat 2™ /r times:

1. Choose a new value for z and set m = z||a.
2. Ask for the ciphertext/tag pair (¢,T) = McOE-X(K,m), with ¢ =
C1||Ca, and save the pair (z @ C1,C2) in a list Lo.

Every match between a b-value in the list L; and a Cs-value in the list Ly gives
a candidate key K = k ® = @ C;. We have set the number of iterations such
that the expected number of matches between the two lists equals 1. Since the
expected number of false alarms is small, we can state that the algorithm finds
the correct key with a total complexity of approximately r 4+ 2™ /r encryptions.

Note that the queries in the online phase can be grouped. The adversary
can ask for the encryption of m = z|alla]...||la and save in Ly the pairs
(x ® C1,Ca), (a® Co,C3), (a® C3,Cy),....Inthis way the total number of block
cipher encryptions is reduced.

Obviously by choosing r = 2"/2 the attack has the best overall complexity,
considering both the offline and the online phase, resulting in a final attack
complexity of about 2-2"/2 and similar memory requirements. We want to note
that in the online phase of the attack we do not need to store the values in a list
Lo which reduces the memory requirements of the attack.

Sometimes an attacker wants to recover more than only a single key. In these
cases only the second phase of the attack has to be repeated, while the precom-
putation phase has to be done only once. In such settings, in particular if the
number of attacked keys is large, other values of 7 might result in a better overall
complexity. In Table [Il we give the complexities and memory requirements for
different choices of r.

Table 1. Complexities and memory requirements for both phases of the attack with
different choices of r

log,(r) offline phase online phase memory  total

n/4 2n/4 2%n/4 n/4 25n/4
n/3 on/3 22n/3 on/3 22n/3
n/2 on/? on/? on/? 2.2n/2
2n/3 2°n/3 2n/® 2°n/3 /3

371/4 23n/4 2n/4 23n/4 23n/4
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4.2 A Memory-Less Variant of the Attack

In practice, there is a profound imbalance between the cost of storage and the
cost of computations. Hence, the high memory requirements of the attack could
be seen as the bottleneck of the attack. It is therefore important to note that the
attack with r = 2"/2 can be implemented with negligible memory requirements
and only a small increase in runtime by using a memory-less variant of the
meet-in-the-middle attack introduced by Quisquater and Delescaille [I4].

4.3 Comparison to Hellman’s TMTO Attack

In [I0] Hellman described a generic cryptanalytic TMTO attack on DES. Even
though the attack was specifically designed for DES, it is applicable to any block
cipher. For a block cipher with a key size of n bits and a precomputation with
time complexity of about 2", Hellman’s method has an (online) time complexity
of T = 2?"/3 and memory requirements of M = 22"/3, In more detail, it allows
a time/memory trade-off curve of M - /T = 2". Since we are only interested in
attacks with 7 < 2" (faster than brute force), M has to be at least 2"/2. We want
to note that the attack described in this paper is on a much better time/memory
trade-off curve, i.e. M -T = 2", and does not require a 2" precomputation.

5 Relation of the Attack to the Security Proof

Fleischmann et al. [9] derive a security proof for McOE, which they also gen-
eralize to McOE-X. They derive security up to approximately 2*/? queries (see
Thm. 2]). Although we want to stress that our attack is a key-recovery attack,
which is much stronger than a distinguishability attack, it does not seem to di-
rectly invalidate the security proof of [9]. Yet, it turns out to expose a critical
weakness in the security proof.

In short, the proof is technically invalid due to the fact that the authors
(implicitly) consider security in the standard model. The security advantage is
expressed in terms of parameters ¢, £, and t. A critical observation is that ¢ only
denotes the number of queries made by the adversary to the full evaluation of
McOE-X (€ or D), and in fact, the queries made in the offline phase of our attack
do not count as queries. The adversary is considered to have free access to the
underlying block cipher E' and this offline phase only influences the variable ¢.

In this respect, for our attack we have parameters ¢ = 2"/r, £ = 2. 2"/r,
and t &~ r + 22" /r. Now, considering the security claims of [9] for McOE-X
in more detail (see Thm. [ of this work), we see that the first part of the
bound is independent of tl] As the authors claim, this part of the bound is
determined by the event that a collision for the keyed compression function
f(K,UM)=E(K®U,M)® M occurs, and the bound is obtained by applying
the results of Black et al. [67] for the PGV compression functions [I3]. However,

! When we apply our attack for r = 2", this part of the bound misleadingly suggests
an almost zero advantage.
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the authors oversee that these results do not apply: Fleischmann et al. consider
the standard model where the underlying block cipher FE is freely accessible by
the adversary, while the results of Black et al. hold in the ideal model, where
FE is an idealized block cipher to which the adversary has query access only.
Note that in our attack, the success probability of a collision (between L; and
L,) increases if more offline computation is done: we could for example choose
r = 237/4 and recover the key with ¢ = 2"/4 queries (see Table[). In fact, (con-
trived) examples are known where the results of Black et al. do not apply when
the PGV compression functions are instantiated with a CCA secure block cipher
[11]. In [4], Biryukov et al. present an attack on the Davies-Meyer compression
function f(U, M) = E(M,U)® U when instantiated with the AES block cipher.
In order to restore the proof of Thm. Il as given in [J], one needs to consider
the ideal cipher model for E. This means that an adversary has query access to
F and E~! (next to the query access to € and D). In this way, the results of
Black et al. do apply. Additionally, the second part of the bound of Thm. [l gets
superfluous: an ideal cipher is obviously perfectly indistinguishable from an ideal
cipher, and hence § = 0. The same remarks apply to Thm. 2l Note that in this
model, the evaluations in the first phase of our attack are counted as queries,
and the attack corresponds to parameters ¢ = r+2"/r and £ =r +2-2"/r.

6 How to Fix McOE-X

As an alternative to McOE-X one can always use McOE-D or McOE-G which are
not vulnerable to the attack presented in this paper. However, both constructions
have some drawbacks. In McOE-D two block cipher invocations are needed per
message block processed and in McOE-G a universal hash function is used to
update the chaining value.

The main problem of McOE-X construction is that the tweak U (i.e. the
chaining value) of n bits is xored to the key K of also n bits to turn the block
cipher F into a tweakable block cipher. This allows generic TMTO attacks on
the construction with complexity as low as 2-2"/2 in its best setting as described
in Section @ For instance in the case of AES-128 this could be as low as 26°.
One option to fix the construction with still using only a single block cipher
invocations per message block processed is to use a block cipher with a key
input of 2n bits instead of n bits.

E(K,U,") = B(K||U,") (2)

For instance AES-256 seems to be natural choice and the performance overhead
compared to AES-128 is not so large, only about 40%.
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