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Preface

This volume contains the papers presented at SocInfo 2012, the Fourth In-
ternational Conference on Social Informatics, held on December 5–7, 2012 in
Lausanne.

SocInfo 2012 provided an interdisciplinary venue for researchers from com-
puter science, informatics, social sciences and management sciences to exchange
ideas, opinions and original research work. After a year of hard work on the part
of authors, reviewers and conference organizers, we were delighted to share with
you a strong technical program at the conference.

There were 69 submissions to the research track of SocInfo 2012, of which 21
full length presentation papers and 18 short presentation papers were accepted.
Each submission was reviewed by at least 1, and on average 2.9, program com-
mittee members. The acceptance decision was carefully made based on both
reviews and online PC discussions. Our sincere thanks to all our colleagues who
volunteered to serve as program committee members and reviewers on this year’s
program committee. We want to especially acknowledge the hard work of the
PC Co-chair, Jie Tang, who took on the relentless task of driving the SocInfo
2012 review process to a conclusion.

We are also extremely grateful to General Co-chairs Karl Aberer and Andreas
Flache for their leadership, and to Surender Yerva from EPFL, who provided
outstanding assistance and help to the program co-chairs with respect to the
EasyChair system.

We trust that you enjoyed this year’s technical program and the unique op-
portunity to exchange ideas and research results with researchers in computer
science, informatics, social sciences and management sciences.

October 2012 Wander Jager
Ling Liu
Jie Tang

Andreas Flache
Karl Aberer

Christophe Guéret
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Somya Joshi, Timo Wandhöfer, Vasilis Koulolias,
Catherine Van Eeckhaute, Beccy Allen, and Steve Taylor

Namelings: Discover Given Name Relatedness Based on Data from the
SocialWeb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 531

Folke Mitzlaff and Gerd Stumme

SocialTrends: A Web Application for Monitoring and Visualizing Users
in Social Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 535

Maurizio Tesconi, Davide Gazzé, and Angelica Lo Duca
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A System for Web Widget Discovery Using Semantic 
Distance between User Intent and Social Tags 

Zhenzhen Zhao1, Xiaodi Huang2, and Noël Crespi3 
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Zhenzhen.zhao@it-sudparis.eu 
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xhuang@csu.edu.au 
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Abstract. Social interaction leverages collective intelligence through user-
generated content, social networking, and social annotation. Users are enabled 
to enrich knowledge representation by rating, commenting, and tagging. The 
existing systems for service discovery make use of semantic relation among so-
cial tags, but ignore the relation between a user information need for services 
and tags. This paper first provides an overview of how social tagging is applied 
to discover contents/services. An enhanced web widget discovery model that 
aims to discover services mostly relevant to users is then proposed. The model 
includes an algorithm that quantifies the accurate relation between user intent 
for a service and the tags of a widget, as well as three different widget discov-
ery schemes. Using the online service of Widgetbox.com, we experimentally 
demonstrate the accuracy and efficiency of our system. 

Keywords: content discovery, folksonomy, service discovery, social tagging, 
algorithm, widget. 

1 Introduction 

Social web extends the concept of collective intelligence. Such intelligence is hidden 
in the Web 2.0. The intelligence is distributed over user activities, such as user-
generated contents in YouTube, Flickr, Wikipedia, and Blogs for socializing and 
knowledge sharing; user-enhanced social relationships through social networking 
such as Facebook, Myspace, and LinkedIn; and user-enriched knowledge representa-
tion through social annotation like social tagging, rating, and commenting. 

Nowadays, a huge number of web services keep appearing. This makes it more and 
more difficult to discover services and resources. Traditional methods for web dis-
covery use the WSDL and UDDI [1]. However, this technique has difficulties in 
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achieving the precision rate of searching. For improving the accurate rate, the seman-
tic search was introduced, which uses the similarity and relations of queries and re-
sources. Furthermore, advanced languages such as OWL-S [2], WSDL-S [3], and 
WSMO [4], have been developed. The semantic web ontology has two contradicting 
features. First, current ontology language models perform well for particular service 
models in particular situations. But the number of the services based on the semantic 
web and the ontology language are limited. Second, semantic web ontologies are 
consistent, but also relatively static and inflexible [5]. Their consistence is because 
they are often created by a small number of experts.  

Social tagging can be seen as a complementing approach to ontology building, 
termed as Folksonomy [6]. Compared with the traditional meta-data organization, 
folksonomy enriches meta-data resources collaboratively by all web users in lowering 
barriers to cooperation [7].  

This paper attempts to answer the question as to how to support the discovery of 
web content/service using social intelligence. In particular, how social tagging is used 
in discovering services in the Internet? By investigating the current web, the service 
discovery is based mainly on the keyword-matching algorithms, which accept users’ 
input keywords to look for elements that would contain information of the input 
words. Social tagging can help in improving the accuracy of retrieved results. How to 
relate hidden, implicit tag information to user intention becomes the key issue. 

In particular, we quantify the semantic relation between an input keyword that in-
dicates the user intent on services and tags that are associated with services in a multi-
faceted way. Social tagging has its own problems as uncontrolled vocabulary and 
non-hierarchical structure [7]. Previous research has addressed some issues on the 
ambiguity of tags. However, the ambiguities of user information need and how to 
build a relation between the ambiguous user intent and ambiguous tags have been 
ignored. A user who is looking for a service issues a query of a keyword to search for 
a service, for example. In some cases, the user cannot describe exactly what services 
she wants due to her ambiguous information need. On the other hand, the keyword 
cannot accurately describe the service she wants due to the ambiguous meaning of the 
keyword. In order to accurately retrieve services, we make use of an n-m multiple 
relations among an input keyword, its synonyms, and the tags, instead of a 1-m rela-
tion between the keyword and tags. 

There are abundant researches on web content and service discovery using folk-
sonomy. This paper reviews the state of the art of research work in social tagging. 
Two comparison tables are presented to compare the different approaches of tag rela-
tionship discovery and content/service discovery. 

As the important contribution of this paper, an enhanced mathematical model of 
web widget discovery is proposed, together with an implemented system. In our mod-
el, the relation between user intent and tags is measured, and such a relation is then 
used to discover widgets. To evaluate its performance, we implement the model in our  
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system. The results demonstrate the efficiency of our proposed model by comparing 
to the current algorithm used in an online service of Widgetbox.com. 

The remainder of the paper is organized as follows. Section 2 reviews the litera-
tures on content/service discovery through social tagging. Section 3 presents the pro-
posed enhanced widget discovery model. System design and prototype are described 
in Section 4 and the relevant results are discussed in Section 5. Finally, we conclude 
this paper with the future work in Section 6. 

2 Related Work 

In this section we present the relevant approaches and systems on discoveries of tag 
relations, and services.  

2.1 Tag Relationship Discovery 

Many web services such as Del.icio.us and Flickr.com allow users to tag their desire 
keywords to an element in the web site. As the service grows bigger, the number of 
users increases and the number of tags in the system also increases. This raises a 
question as to how tags are related to each other. The relations maybe exist in terms of 
synonyms (Chukmol et al. [8]), or through the resource they are notated with (Wu  
et al. [11] & Dubinko et al. [10]), or even through a word ontology (Li et al. [12], 
Zhou et al. [7]). 

Many researchers have investigated and attempted to implement a number of  
methods for discovering tag relations. Most of the studies tend to use the information 
from the existing services like Flickr (Dubinko et al. [10]), and Del.icio.us (Zhou  
et al. [7]). This could be because implementing existing information is better than 
creating new one, and using tag relations is more efficient using the large scale of 
information data (Li et al. [12]). Many researches have provided a great perspective 
on revealing the possibility of discovering tag relations using different kinds of algo-
rithms, models, and methods. This is done from many different fields of studies such 
as the semantic network, and information retrieval.  

Other research can be classified in terms of ideas, different types of implementa-
tion methods, and how each of them looks at the problem differently. For example, 
some papers present tag ontology (Li et al. [12]), others focus on tag clustering (Wu  
et al. [11]), and the rests consider both (Zhou et al. [7]). In addition, several works are 
concerned about the evolution of tag relations over a time window (Dubinko et al. 
[10]). 

Our work here is different from existing works in that we examine the relation be-
tween user information intent and tags. We argue that user intent [20] should be accu-
rately described in the first instance, and then we are able to retrieve the services that 
mostly satisfy user requirements. 
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Table 1. Comparison on tag relationship discovery 

Author(s) Paper Goal Methods 

Li et al. 

Towards Effective 

Browsing Large 

Scale Social Annota-

tion 

− Tag semantic 

− Hierarchy 

creation 

− Tag concept similarity using the 
term frequency and inverse doc-
ument frequency in Information 
Retrieval  

− Find father-tag by the coverage 
rule, and sub-tag by intersect rule 

Zhou et al. 

An Unsupervised 

Model for Exploring 

Hierarchical Seman-

tics from Social 

Annotation 

− Hierarchical 

cluster 

− KL-Divergence for finding tag 
relationship creating cluster of 
tags 

− DA Algorithm to create the 
hierarchical structure 

Dubinko et al. 
Visualizing Tags over 

Time 

− Tag relation 

evolution 

− Finding the tag relation, using 
term frequency and inverse doc-
ument frequency, in accordance 
to defined time frame 

2.2 Content/Service Discovery 

There are few research carried on in discovering resources using social tagging. 
Aurnhammer et al. [9] use users’ resource preferences to recommend more resources, 
while Chukmol et al. [8] implement a web service, WordNet, to find word synonym 
and resource containing the synonyms of tags. In their paper, Ding et al., 2010 [13], 
introduce their own technique of QEBT and QPBT for service discovery. 

Table 2. Comparison on content/service discovery 

Author(s) Paper Goal Methods 

Aurnhammer  

et al. 

Augmenting Naviga-

tion for Collaborative 

Tagging with Emer-

gent Semantics 

− Navigation Map 
− Combine Image 

Properties and 
User’s Queries 

− Oriented Gaussian Deriva-
tive and Euclidean Dis-
tance for image distances 

− Uses nearest neighbour 
classifier to find the near-
est related image 

Chukmol et al. 

Enhancing Web 

Service Discovery by 

using Collaborative 

Tagging System 

− Service discov-
ery through no-
tated tags 

− Word’s synonym compar-
ing using WordNet finding 
word’s synonym 

Ding et al. 

A Web Service Dis-

covery Method Based 

on Tag 

− Discovering 
service using us-
er’s query 

− QEBT and QPBT algo-
rithms 

2.3 Systems 

Several researchers have built up systems to investigate how social tagging can im-
prove the performance of the systems. Bouillet et al. [14] develop a system on auto-
mated web service composition using social tagging. They later expand this method to 
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facilitate the design and development of compostable services. They also propose a 
novel approach for service design and composition by meeting faceted, tag-based 
functional requirements provided by end-users. Using examples from a case study in 
the financial services domain, they demonstrate the performance of their approach for 
services that can be composed into myriad workflows based on end-user goals. The 
authors [5] use tag-based descriptions to describe individual services. 

Liu et al. [15] conduct research on automated service composition. The authors in-
troduce a user-oriented approach, which aims to simplify service composition. They 
leverage the plentiful information residing in service tags, from both service descrip-
tions (such as WSDL) and the annotations tagged by users. Based on Web browsers, 
they develop a user-friendly prototype so that the users are enabled to accomplish 
service composition in an interactive way.  Later in their work [16], they propose an 
approach to composing data driven mashups, based on tag-based semantics. Mashup 
developers including end-users can easily search for desired services with tags, and 
combine several services by means of data flows. Being equipped with the graphical 
composition user interfaces in their system, developers are allowed to iteratively mod-
ify, adjust, and refine their mashups. 

Gomadam et al. [17] presents a faceted approach that searches and ranks Web APIs 
by taking into consideration the attributes or facets of APIs found in their HTML 
descriptions. In their paper, the concept of “Facet tag vector” is introduced to define 
the union of tags that have been assigned to the APIs by users, according to the cate-
gories grouped under the facets. The authors evaluate classification, search accuracy, 
and ranking effectiveness using available APIs. In order to provide more meaningful 
search results to users, Arabshian [18] presents a framework that performs context-
aware search for tagged data by using a tag ontology that includes context informa-
tion, as well as tagged keywords.  

To our best knowledge, no system in discovering widgets through social tagging, 
however, has been reported. Our system is the first attempt in discovering widgets by 
using social tagging. 

3 Our Algorithm and Model for Web Widget Discovery  

In this section, we define the methodology that is used to implement in our experi-
ment in the Widget domain. A widget is a light-weight application or a component of 
an interface, which enables a user to perform a function or access a service. Widget-
Box.com, a widget provider, which allows users to share, tag, and rate their created or 
preferred widgets.  

3.1 Tag Discovery by Measuring Semantic Distances 

The user information need for wedges is called an event in this paper, which is  
characterized by a user input keyword. Normally, the user intention for the require-
ments of wedges cannot be accurately described. The implicit information from the 
number of synonyms of the user input keyword can remedy this. These synonyms 
describe the user information need from multi-faceted aspects. However, each  
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synonym of the user input keyword may be associated with a number of widgets, 
which each associated widget is also assigned with various numbers of tags. In other 
words, the synonym of an input keyword and the tags are in an n-m relation via a 
number of widgets. Different widgets are regarded as different dimensions that meas-
ure the semantic similarities between the synonyms and tags. In order to quantify such 
a diverse relation between a user information need and tags, we make use of the Kull-
back-Leibler (KL) Divergence metric. As such, we can discover the mostly relevant 
tags to the user input.  The algorithm is given below: 
 

Input: an event 
Output: the top 10 tags associated with the event. 
 
Accept the keyword input of an event  where  is a universal set of events. 
Find the synonyms of the event keyword to form a set of S of event e 
for each  

Retrieve all widgets that contain tag    
Store the retrieved widgets into a set W 

end 
for each  

 Retrieve all tags associated with  
 Reduce the number of the tags by removing stop words 
  Store the rest of tags into a set T 

end 
// Calculate the semantic distance of the relation between each synonym and each 

tag 
for each  

for each  , ∑ | ||| |       (1) 

end  
end 

 //calculate the average distance between event s and each tag , ∑ ∑ | ,| || |       (2) 

Extract the nine tags with the highest DA scores. 
 

As an example, we assume that a user wants to look for widget on travel. She may 
input the keyword is ‘Travel’. From WordNet, Miller [22], the algorithm receives a 
set of synonym words of “travel” such as “travelling”, “change of location”, “locomo-
tion”, “go”, “move”, “locomote”, “journey”, “trip”, “jaunt”, and “move around”. 
These words are stored in a set of S. There words are used for retrieving the widgets, 
the tags of which are also retrieved. The tags with suffix of ‘-ing’, ‘-s’, and ‘-ed’ are 
considered to be the same tag. The basic idea of Eq.(1) in the algorithm is that the 
semantic distance between a synonym of an input keyword and a tag is measured by 
the distributions of their associated widgets. The smaller the distance is, the closer 
their relation is. The DA value in Eq.(2) quantifies the average degree of a relation 
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between a tag and an event. In other words, the value implies the closeness between 
user intent for a wedge (an event) and each tag. The user intent is represented as an 
event, which is described by an input keyword, as well as its synonyms, rather than 
just the keyword. 

Only the top ten tags associated with an event are selected for experiments. The 
reasons for this are as follows. 

• Tackle the problem of overflowing tags for widgets. A number of widgets are at-
tached with too many tags. The use all of the tags in the set T may result in retriev-
ing the widgets that do not have the greatest relevance to the event. As an example, 
Fig. 1 illustrates a widget with 15 tags that results from issuing an event of “travel-
ling”. Note that we use all 15 tags for this example. It is obvious that the retrieved 
result is quite different from the user input of an event. This is because the tags 
have the diverse meanings.  

• Reduce the computation time for retrieving widgets. By reducing the size of the set 
to only ten tags from more than ten thousands will speed up the algorithm. 
 

 

Fig. 1. An example of a widget with overflowing tags 

3.2 Widget Discovery by Ranking 

As a list of top tags has been extracted, the next step is to use them to discover wid-
gets. In this process, three schemes are considered. Three schemes assign a different, 
respect value to a tag for ranking. The three schemes are described as follows: 

1. Assign the same value to each top tag, say 1. 
2. Assign its calculated DA score to each top tag. This score has been calculated by 

the proposed algorithm. 



8 Z. Zhao, X. Huang, and N. Crespi 

 

3. Assign its ranks to each top tag, i.e., the value depends on its ranking in the list. 
For instance, if the rank of a tag is 1, its value is 11; the rank 2, the value 10, and 
so on until the rank is 11(value = 1). 

The three schemes follow the same procedure. One of three proposed schemes could 
be selected as the main one, or all of them would be combined together. This selection 
depends on experimental evaluation result. The steps of the procedure are as follows: 

1. As the value of each tag is available to the system depending on each schemes is 
used, this first steps is to go through each widget and determined their total tags 
value. Note that at this stage some widget might not have any value at all, which is 
considered as being irrelevant to the solution. 

2. The system rearranges the list of widgets in descending order starting from the 
highest value of the total sum to the smallest one. 

3. The threshold value is set as 1000, which is used to determine whether a widget is 
selected in the final list or not. This threshold value is currently set as 1000 to get 
rid of the widgets that are considered as unpopular, and may not be useful to the 
social. This could also means that they would not be useful for users. 

4. Starting from the top of the list, the system extracts the widgets that have the instal-
lation number higher than the threshold number. This step continues until the final 
list has ten widgets, or all of the widget in the list is empty. 

5. The final list of widgets is the combination of all three lists of widgets. To create a 
final combination of the widgets, the system multiples the widget values as the 
widget installation number, of which will give out the final widget result. This 
widget result is used to rank the widgets in order to get the widgets that are mostly 
useful. 

After this procedure, there are in total 30 widgets in the list at the end, whereas the list 
is in the order of the total tag summation. This list is used in the future at the stage of 
final widget discovery. Fig. 2 illustrates the method flow.  

4 System Design 

This section presents the developed system and architecture. This system is imple-
mented as a web application. The system makes use of the widget services from Wid-
getBox.com. The main objective of the system is automatic in that it can discover  
services that would match with a user’s requirement and tolerance the social adaptability. 

4.1 System Flow 

There are two main flows in this system: back-end side and front-end side. On the 
back-end side, the system uses scraped widgets and their information from Widget-
Box.com, while the front-end calculates the input information and creates a final wid-
get discovery. Fig. 3 illustrates the flow diagram of the back-end system. Note that 
this process flow has to be repeated each time when a user enters a keyword. The 
input of this flow is the keyword entered by the user. In the case of this research, the 
keyword is ‘travelling’. The output of this process is a list of widgets that is the most 
relevant to the input keyword. 
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Fig. 2. Calculation schemes of the widget values  Fig. 3. Flow diagram of the back-end system 

4.2 System Interface 

Fig. 4 is one of screenshots of the system. The four inputs are as follows: 

Event title: the name of an event that a user selects; 
Event Type:  This is provided by the system currently. 
Place: this is the location of a service. As mentioned before, it can be either abstract 
or specific locations 
Party involved: Name of person involving in the event. 

After all required information are filled and submitted, the system will generate a list 
of discovered widgets by running our algorithm and schemes. 

 

Fig. 4. A screenshot of the system 

List  of  Top 
Tags

Assign Value of 
each Tag as 1

Assign Value of 
each Tag depend 

on DA Value

Assign Value 
Depend on the 
Ranking of Tag

Find Widget 
Value

Find Widget 
Value

Find Widget 
Value

Retrieve Top Ten Widget from each Method

List of Widgets

Create List of Widget in Order 
of their Installation Number

Start

Find synonyms of 
user input using 

WordNet

Find widgets 
having Tags = 

Synonym

Use KL algorithm to 
find the relation 

between each tag 
and each synonym

Compute DA value 
for each tag

Select ten tags with 
the highest DA value

Find a list widgets 
based on three 

different methods

Store the widget list 
including their 

information

System 
Database
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5 Experimental Results and Discussion 

In this section, in terms of retrieved results, we compare our system with the Widget-
Box.com system, which is based on the keyword matching discovery. 

5.1 Datasets 

In this research all of the data is retrieved from WidgetBox.com. The data and  
information are taken from that website using the scraping technique. The data are 
retrieved and stored in the database for computing the information and the future ref-
erences. Table 3 lists the number of data that are used in this research. Note that the 
number of widgets in this system counts the only widgets that have relations with the 
input keyword of ‘Travelling’. 

Table 3. Dataset information 

Total # Widgets in Widget-

Box.com 
# Widgets in Database # Tags Average # Tags per Widgets 

234, 944 2, 924 29, 748 10.2 

5.2 Tag Discovery Results 

After following the methodology presented in Section 3, the final result of the tag 
discovery is a final list of ten tags that have the highest relation values with the input 
term. From the experiments, the top ten tags can best make use of tags information. 
More tags make no much difference because they include redundant information. 
Table 4 displays the result, which is ordered from the most related tag to the least one. 
Again, the data is generated as a result of the enquiry keyword of ‘travelling’. 

Table 4. Top 10 tags retrieved 

Tag DA Value 

Blog 0.020015 

Hotel 0.020577 

Culture 0.020877 

Vacation 0.021136 

Photography 0.0216759 

Entertainment 0.0225166 

Life 0.0248366 

Food 0.0249321 

Art 0.0254775 

Photo 0.0254775 

The list in Table 4 shows that term ‘blog’ has the strongest relationship with the 
event ‘travelling’. It has to be pointed out that the synonym may exist in the list. As 
might be noticed, the tag ‘Photo’ and ‘Photography’ have the similar meaning and the  
content is generally the equal. However, the system cannot separate them from each 
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other, on one hand to reduce the affect of ambiguous from the system of trying to 
detect the word with similar meaning from each. On the other hand, since the objec-
tive is to have the system running dynamically it would be more realistic and stick to 
the tag retrieved dynamically.  

5.3 Widget Discovery Results 

Table 5 gives 10 widgets that have been retrieved using the tag retrieved and through 
the widget discovery method. The underlined words in the table are the top tags re-
trieved. 

Table 5. Top 10 widgets retrieved 

Widget Name Tag Installation
Rating 

 (Out of 5) 

Been-Seen:  

Travel By Design 

travel, travel blog, hotel, world, travelling, travels, 

travel tips, travel photos, blog, blogging, blogosphere, 

culture, design, entertainment, film, widget, art, blo-

gosphere beenseen, travel by design, writing 

7,693 3.5 

USA Smarts 

learning, geography, usa, quiz, us quiz, blog, communi-

ty, culture, education, entertainment, marketing, 

reference, social networks, travel, web20 

1,676 4 

French Word-A-

Day 

france, french, language, paris, provence, europe, 

culture, life in france, european, travel, wordaday, 

french words, pronunciation, books, food, interests, 

photography, pictures, writing, widget 

4216 4 

Forbes.com:  

Lifestyle 

life, travel, art, beauty, celebrities, diet, fashion, fitness, 

food, home, real estate, shopping, style, sports, trends, 

women, forbes, interests, info 

1,591 5 

Britannica Blog 

britannica, ideas, blogging, books, culture, entertain-

ment, events, film, internet, leadership, reference, 

religion, science,  social, travel 

1,286 1.5 

Trip Countdown 
college, student, travel, widget, organize, plan, vaca-

tion, countdown, clock, uk, us, sta travel, interests, info 
20,712 4 

Live TV/Radio 

live tv, radio, radio stations, worldwide, entertainment, 

humor, music, online, politics, religion, rss, video, 

videos, travel, technology, sports, social networks 

13,448 3.5 

The Bargainist 

Deals, Sales & 

Coupons 

shopping, deals, bargains, coupons, discount, fashion, 

food, gadgets, internet, movies, travel, tech, sports, 

software 

13,337 3.5 

Trippermap - 

mapping Flickr 

mapstraffic, photo, map, flickr, travel, photos, journey, 

world, google, earth, maps 
2,206 4.5 

Been-Seen: Travel 

By Design 

travel, travel blog, hotel, world, travelling, travels, 

travel tips, travel photos, blog, blogging, blogosphere, 

culture, design, entertainment, film, widget, art, blo-

gosphere beenseen, travel by design, writing 

7,693 3.5 
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5.4 Comparison 

In the current WidgetBox.com system, the widget discovery is based on keyword 
matching. If a user inputs ‘travelling’, for example, it would find only the widgets that  
have the tag travelling. Table 6 reports the comparisons of the information from both 
systems based on the input of “Travelling”. 

By comparing the data in the table, our algorithm clearly achieves a better perfor-
mance. In particular, there are in total 78,416 installations (the number of users) for the 
proposed algorithm, while there are 8,055 installations in the keyword matching algo-
rithm. Further, the installation average is 7,841.6 installations of the new algorithm, 
which is almost 10 times that of the keyword matching algorithm. This result clearly 
reflects the popularity of the widgets in the list. In other words, this reflects that the 
discovered widgets by the new algorithm capture a way better social popularity. 

Table 6. Comparisons between key word matching and our algorithm 

Algorithm Total Number of 
Installation 

Average  
Number of 
Installation 

Total Number of 
People Rating 

Average Rating 
per Widget 

(Out of 5) 
Keyword Match-

ing Algorithm 
8,055 805.5 7 1.45 

Our Algorithm 78,416 7,841.6 121 3.75 

 
Moreover, the number of user ratings on the widgets retrieved by the new algo-

rithm is 121, which is much higher than 7 by the keyword algorithm. The higher 
number indicates that the number of users participating in rating the widgets is higher. 
In other words, the widgets discovered by the proposed algorithm are more popular 
among users than those by the keyword algorithm. 

In Table 6, the average rating of the tag relation algorithm is 3.75 out of 5, which is 
more than 3 times higher than that of the keyword algorithm. This validates that not 
only there are more participants, but also users are more satisfied with the widgets 
retrieved by the tag relation algorithm. 

From the above comparison, it could be concluded that the retrieved widgets using 
the tag relation algorithm is better than those using the keyword algorithm. 

6 Conclusion and Future Work 

This paper has presented an overview on the use of social tagging in discovering con-
tents and services. A new system that retrieves and ranks widgets from the Widget 
domain has been described. The proposed algorithm implemented in the system is 
able to rank the most relevant tags to a user query, and then to retrieve the best wid-
gets. Together with the algorithm, a metric has been presented that quantifies the rela-
tion between user intent and the tags associated with widgets. By comparing with the 
keyword matching algorithm, our system has demonstrated its accuracy and efficien-
cy. For the future work, we plan to test the quality of tags associated with widgets in 
order to make better recommendation to users. 
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Abstract. By augmenting conventional techniques of topic modeling
with unigram analysis and community detection, we establish an auto-
mated method that generates a comprehensive and meaningful summary
of forum conversations over time that also sheds light on patterns of user
behavior. We combine these methods to obtain a multiscale representa-
tion of what topics are being discussed, what the users are saying about
each topic, how the conversation is evolving over time, and how friend-
ships relate to content. As an example of our methodology, we examine
discussion boards on Cafemom–an online hub for women to share their ex-
periences and discuss their views on issues pertinent to child rearing. We
apply the method with a focus on the issue of vaccination- a subject mat-
ter which has become controversial in recent years. We demonstrate how
our methodology provides valuable insights into the evolution of conver-
sations and highlights similarities in attitudes of socially connected users.

Keywords: Topic Modeling, Community Detection, Content Analysis,
Vaccination, Forums.

1 Introduction

Fostering spaces for discussion and exchange of ideas is one of the central func-
tions of the web. Discussion forums, social network messages, youtube comments,
and social news services are examples of these spaces and the study of charac-
teristics and dynamics of these environments has fueled an increasing amount of
research in recent years.

While there is a common mental and emotional layer driving users to interact
with content in various ways (user-content relations), online spaces also foster
connection and interpersonal relationships (user-user relations). These two pro-
cesses work together to create a dynamic environment of conversations where
different topics become prominent at different times, are talked about in different
ways, and where user friendships may resonate with emergence of some themes
in the topic domain. Therefore, a fundamental need in the study of such spaces
is to have at our disposal a fully automated method that provides a compre-
hensive summary of the dynamics of conversations without being cumbersome.
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In this paper we achieve this goal using a multi-layered approach, considering
both the temporal variations in content as well as friendship connections in the
network. Since these dynamics can be observed at different granularities, we will
also use a multi-scale approach utilizing different tools at different scales to reach
a meaningful picture of these dynamics.

1.1 Related Work

A number of studies relevant to the current work center on mining and tracking
opinions in product review websites.The goal of this family of literature is to
extract summaries of online reviews, track user sentiment, or compare products
(some examples are [18] [13] and [9]). In contrast with the data in the current
paper, product reviews are often more structured, and there are known features
of a product (such as the resolution of a camera) which users express positive
or negative sentiment with respect to, so extracting and tracking feature-based
opinion and sentiment is the focus of this family of studies.

Tracking topics, detecting events, and creating summaries of news content is
the subject of another set of studies (e.g. [1]). News datasets are often curated
and tagged, and are usually created by experts. In contrast, the current paper
takes user-generated content in a public forum. Consequently, the data is ex-
tremely noisy and users are quite loosely self-organized around certain topics.
Therefore the task of indexing and creating a granular summary of content and
users becomes more challenging.

Finally, a number of papers aim at tracking changes in content across time by
finding topics at consecutive time slots in the data and mapping them together
[14] [20] [2] [5]. In the current paper, we instead detect topics over the whole
corpus and use these topics to separate all posted content into topic categories.
We then dial in to consecutive time-slots and get a more fine-grained perspective
using unigram analysis in each of the topically separated categories of content.
Although there are recent papers that propose more sophisticated topic evolu-
tion methods (e.g. incorporating temporal evolution in the definition of a topic
[16]), in the end the current paper produces a simpler and more comprehensible
summary and thus we believe is more readily usable. Our method demonstrates
that simple tools used in proper succession can create a comprehensive multi-
scale overview of a large forum with noisy data and that one can index this data
at a highly granular level, indexing temporally, socially and content-wise.

1.2 Overview and Approach

We propose an automated methodology that provides a granular representation
of content over time and reveals patterns of user behavior. The steps of this pro-
cess are demonstrated in Figure 1. Using Latent Dirichlet Allocation topic mod-
eling [6] on the text of forum posts, we generate a set of distinct themes prevalent
in user discussions. These topics establish an initial framework by which we can
classify conversations. Within the context of these topics we observe how conver-
sations evolve over time. We find that subsequent sub-topic modeling of each time
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Fig. 1. Flowchart for general methodology used. Figure shows the interplay of content-
driven and socially driven approaches employed to study the evolution of conversations
and the patterns of user behavior.

segment produces an insufficient characterization of conversations. However, un-
igram analysis of the segments used in conjunction with topic modeling provides
the depth and granularity needed to extract meaningful information. This method
provides the right amount of detail without becoming too convoluted.

Concurrently, we perform community detection on the friendship network of
users and find that there are clear ties between friendship communities and
topics, implying that user connections are highly related to common topics of
interest. Finally, we find similarities between topics in terms of user communities
that participate in them and we find that some topics are highly correlated.

We implemented this methodology on an online platform called Cafemom, a
forum for mothers to connect and discuss their views on a variety of issues. In
this paper we focus our attention on conversations around vaccination and immu-
nization. Vaccination has become an increasingly prominent topic in the public
sphere and speculation about its adverse effects and concerns about safety have
been on the rise[4, 21, 23]. These concerns range from short-term vaccine side
effects to more serious ones such as the much discussed link between immuniza-
tions and autism[17, 12]. Consequently, public health officials are worried about
public opinion leading to a drop in vaccination rates, exposing the population
to dangerous epidemics.

Applying topic modeling to this dataset, we found areas such as Religion,
Autism, Government, Birth, and Food with different levels of prominence at dif-
ferent times. Further unigram analysis within each topic created the next level
of granularity; for example within the topic of Government the method was ca-
pable of capturing external events such as the 2008 presidential election as well
as the 2011 tsunami in Japan and the resulting nuclear crisis. We then used the
Cafemom friendship network to detect communities and sub-communities and
found that a heatmap of communities and topics (Fig. 4) shows strong corre-
lations among the two. Furthermore, a comparison among topics showed that
some topics have positive or negative correlations based on the user communities
active in them. For example, Birth and Religion correlate, whereas Birth and
Autism are inversely correlated (more details in Section 5.2).
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1.3 Outline

The rest of this paper is organized as follows: in Section 2, we describe the
dataset, in Section 3 we discuss topic modeling and illustrate the temporal vari-
ation of topics. In Section 4, we compare sub-topic detection with unigram anal-
ysis in progressive time windows and show that simple unigram analysis provides
more meaningful results at this granularity. In Section 5, we find communities
in the friendship network and show that there is a high correlation among com-
munities and topics and that some topics are highly correlated based on the
communities of users who generate them. Section 6 discusses the findings and
concludes the paper.

2 Data Characteristics

The dataset for this paper is obtained from forum posts in cafemom.com, a US-
based online space where mothers discuss and exchange ideas on a variety of
issues. Cafemom’s discussion boards are divided into groups (which are in turn
divided into forums containing threads of individual posts), and while some
portions are open to the public, a majority of the groups are private. Therefore,
to access the complete data we create a membership profile and crawl all data
from the discussion groups that appear in a keyword search for the relevant issue,
i.e vaccination. We obtain a corpus consisting of 139,457 threads spanning 18
discussion groups with a total of 1,700,086 posts from 27,790 users over a span
of around 5 years –Feb 6th 2007 to Apr 24th 2012. During this time, there were
a total of 18,498,306 thread views (by users and non-users).1

3 Topic Generation

We employ Latent Dirichlet Allocation (LDA), an unsupervised method of topic
discovery[6], to generate topics for this dataset . These topics help categorize the
threads of the forum into distinct themes, and are the basis by which we study
the evolution of user interests and concerns over time. In LDA, each document
(in this paper we use threads as documents) is comprised of a mixture of topics
and each word in a document can be ascribed to one of the topics generated.
Listed in Table 1 are the top words for each of the ten sets of topics in the
corpus. Note that topic names are assigned by the authors for the purpose of
understandability and they are based on the inspection of the words in each
topic.2 In the next section we will describe the levels of prominence of each topic
over time [15, 22].

1 More details about data characteristics and activity on the site are available on
http://rostam.ee.ucla.edu/mediawiki/index.php/

An Automated Multiscale Map of Conversations: Mothers and Matters
2 We also perform sub-topic modeling on these topics to get a deeper insight on how
these topics branch down to more granular sub-topics. Results for topic modeling
and sub-topic modeling are available on
http://rostam.ee.ucla.edu/mediawiki/index.php/

An Automated Multiscale Map of Conversations: Mothers and Matters
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Table 1. Top 19 words generated for 10 distinct topics found using LDA Topic
Modeling

Topic # Top Words Topic

0 people god post group life make person agree read things time
point understand women good wrong word feel thing

Religion and
Ethics

1 love girl watch dog fun good show hair year pretty day life funny
thought mom great big movie f**king

Love and Fun

2 time day son back things kids night put room good sleep thing
bed home house times work car feel

Day to Day

3 vaccine vaccines children health autism flu disease research mer-
cury study medical vaccination vaccinate risk cancer parents
shots immune vaccinated

Vaccination

4 child kids children parents people life husband family time make
feel things mom mother care school kid good thing

Family

5 baby group months birth doctor babies time give mother child
born hospital moms mom good weeks pregnant feel breastfeed-
ing

Birth and Ba-
bies

6 food eat water make milk good eating diet foods oil organic
drink free buy made add weight stuff natural

Food

7 money home work free pay people make business job time com-
pany insurance month team working paid join check family

Money and
Work

8 state government people law country public states news case
obama american court america world rights health military po-
lice president

Government

9 autism school son child kids children year good autistic spe-
cial admin teacher things pdd group great daughter asperger
spectrum

Autism

3.1 Topic Characteristics

LDA topic modeling using Mallet [19] produces a set of proportions associated
with each topic for every document (i.e each thread)[6]. In other words, for each
thread, we have a list of all ten topics in Table 1 along with the proportion or
strength of each topic in that thread. Using these values, we categorized each
thread under a topic in the following manner: In a thread, if the topic with the
highest proportion has a proportion greater than 0.3, then the thread is catego-
rized under that topic. The threshold is chosen as 0.3 because all such threads
were found to have relatively low proportions for the other topics associated
with that thread. 65.63% of the total threads fall under this criteria and are
clearly associated most with one topic, and thus are used for further analyses.3

By only considering the threads that have a high topic proportion, we can map
each thread to exactly one of the 10 topics.

Figure 2 shows the histograms of number of users and number of posts per
topic. It can be observed that topics such as Love and Fun and Family in general

3 In the rest of the paper , we use only those 91,528 threads containing 1,339,250 posts
that have a topic proportion greater than 0.3 for further findings.
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have a greater volume of posts consistent with our intuition about these topics.
On the other hand, a larger number of users post in topics such as Autism.
Examining the growth of conversations over time as shown in Fig. 3, we find
that topics such as Autism and Vaccination started receiving more attention
from early 2007 lasting till 2009. From 2010 onwards, the activity levels declined
and remained relatively constant. For Autism, there are peaks from around July
to October 2007 and peaks around early 2008 for Vaccination.
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Fig. 2. a) Number of posts in Cafemom about each topic found in Table 1 . b) Number
of unique Cafemom users who posted on each topic.
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4 Evolution of Conversations

Unigram analysis can be used to create meaningful representations of the flow
of information over time, especially in discovering the effect of external events
on forum conversations. In the following sections we show how unigram analysis
of posts categorized under each topic provides a more comprehensive depiction
of user conversations than sub-topic modeling over time.

4.1 Unigram Processing

Tables 2 and 4 demonstrate the results of unigram analysis on topics of Govern-
ment, and Money respectively. As described previously, forum posts are catego-
rized under different topics and divided into 6-month time slots beginning from
Feb 6th 2007. For all posts within a time slot, we perform tokenization using
appropriate regular expressions, filter out the stop words, and create a bag of
words. The term weight w(t, d) for each unigram (or term) t in a time slot d is
defined as

w(t, d) =
tf(t, d)

maxt tf(t, d)
− tf(t)

maxt tf(t)
. (1)

where tf(t, d) is the term frequency of term t in time slot d, maxt tf(t, d) is the
maximum term frequency of all terms in time slot d, tf(t) is the term frequency
of term t in all time slots, and maxt tf(t) is the maximum term frequency of all
terms in all time slots. We then sort the unigrams in the order of decreasing term
weight, filter out words that contribute as noise and select the top 20 unigrams
for each time slot.

Looking at the results across the entire time span for two of the topics in
Tables 2 and 4, we see many references to major external entities and events.
Beginning in the August of 2008 for Government (Table 2), names of political
candidates appear, capturing the Presidential Elections of 2008. Then in the
first half of 2009, the discussion shifts to the topic of swine flu epidemic and the
health issues relevant to the pandemic at that time. In Table 4, terms related
to numerous major corporations and organizations such as Verizon, Walmart,
and the Food and Drug Administration (FDA) are cited. Furthermore, concerns
among moms about finance reflect the economic downturn when words such as
poor and bankruptcy gain strength around the end of 2011, lasting till early
2012.

One can see that this simple yet fully automated approach provides a picture
of the prominence of issues during different time periods while also establishing
the context and showing how different topics are talked about.4

4 Top 20 unigrams for all 10 topics are available on
http://rostam.ee.ucla.edu/mediawiki/index.php/
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Table 2. Timeline of unigrams of content categorized under topic- ’Government’

Feb ’07-
Aug ’07

Aug ’07-
Feb ’08

Feb ’08-
Aug ’08

Aug ’08-
Feb ’09

Feb ’09-
Aug ’09

Aug ’09-
Feb ’10

Feb ’10-
Aug ’10

Aug ’10-
Feb ’11

Feb ’11-
Aug ’11

Aug ’11-
Feb ’12

Feb ’12-
May ’12

Autism,
Bill,
Brigid,
Chil-
dren,
Edu-
cation,
Vac-
cines,
Immu-
niza-
tion,
Confer-
ence,
Cali-
fornia,
Mer-
cury,
Alert

Autism,
School,
Press,
State,
Health,
Medical,
Vac-
cines,
Ser-
vices,
Special,
Edu-
cation,
Law

Autism,
Drugs,
Medical,
Vaccine,
Savage,
Health,
Mari-
juana,
Hemp,
Legal,
Cali-
fornia,
FDA

Obama,
McCain,
Palin,
Bush,
Pres-
ident,
Act,
Vaccine,
War,
Iraq,
Health,
Vote,
Tax,
Cam-
paign,
FDA

Autism,
Swine
Flu,
Mexico,
Health,
Rights,
States,
North,
Public,
Illegal,
Virus,
Gun,
Mili-
tary,
Ticker

CPS,
Health,
Swine
Flu,
Emer-
gency,
H1N1,
Al-
tamira,
School,
Pan-
demic,
Prison,
Haiti,
Nascar,
Pot

Israel,
Oil,
System,
Land,
Ein-
stein,
Fetus,
Ronald
Reagan,
Immi-
gration,
Pales-
tinians,
Abor-
tion

CPS,
School,
CMSD,
Polit-
ical,
Slavery,
County,
Smoke,
CCD-
CFS,
Black,
Court,
Book,
South,
Separa-
tion

Gun,
Home,
Women,
Japan,
Abor-
tion,
Radi-
ation,
Death,
Police,
Sex,
Nuclear,
Reactor,
Scien-
tology,
Water,
Jail

Police,
Ticket,
Speed,
Reli-
gious,
Limit,
Student,
Traffic,
Sticker,
Afraid,
File

Exemption,
Reli-
gious,
Immu-
niza-
tion,
School,
Gov,
Santo-
rum,
State,
Law,
Hos-
pital,
Zimmer-
man,
Board,
Medical

Table 3. Comparison of sub-topics with unigrams for the time period Feb 2011 to Aug
2011 for content categorized under topic- Government. Sub-topic modeling exhibits
lesser granularity and clarity of important information aspects due to formation of
overlapping topic clusters.

Sub-Topic # Top 5 words

0 case home child gun court

1 news found time water stu-
dents

2 state public government sys-
tem school

3 people states slavery food
south

4 people country time things
war

Feb ’11-
Aug ’11

Gun,
Home,
Women,
Japan,
Abortion,
Radiation,
Death,
Police,
Sex,
Nuclear,
Reactor,
Scientology,
Water,
Jail

Table 4. Unigrams timeline for content categorized under topic- ’Money and Work’

Feb ’07-
Aug ’07

Aug ’07-
Feb ’08

Feb ’08-
Aug ’08

Aug ’08-
Feb ’09

Feb ’09-
Aug ’09

Aug ’09-
Feb ’10

Feb ’10-
Aug ’10

Aug ’10-
Feb ’11

Feb ’11-
Aug ’11

Aug ’11-
Feb ’12

Feb ’12-
May ’12

SSI,
Autism,
Income,
Med-
icaid,
Dis-
ability,
Qualify,
Insur-
ance,
Applied,
Family,
Job

Walmart,
Autism,
SSI,
United,
Tupper-
ware,
Family,
Ac-
count,
Med-
icaid,
Middot,
Ther-
apy,
PCP,
Medical

Business,
GBG,
Ameri-
plan,
Pros-
perity,
Prod-
uct,
Down-
line,
Train-
ing,
Well-
ness,
Oppor-
tunity,
Vita-
mins

Tally,
Free,
Secret,
Parties,
Work,
Can-
dles,
Ebay,
Risk,
Inven-
tory,
Vacci,
Trial,
Con-
sultant,
Woomer,
United,
Shopper

Pay,
Income,
Food,
Job,
Bills,
Free,
Check,
Insur-
ance,
Avon,
Ac-
count,
Tax

Insurance,
Pay,
Med-
icaid,
Welfare,
Health,
Bill,
Private,
Ser-
vices,
Credit,
Taxes,
Food,
Money,
Afford,
Cover,
Tip,
EIC

Pay,
Job,
School,
Prop-
erty,
Neces-
sity,
Gro-
cery,
Ar-
bonne,
Tip,
Prod-
ucts,
House,
Unem-
ploy-
ment,
Food

Baskets,
Gift,
Moms,
Sales,
Card,
Money,
Inter-
net,
Free,
Buy,
Gold,
Cards,
Train-
ing,
Holiday,
Debt

Tax,
Money,
House,
Food,
Job,
Tip,
Stamps,
Kids,
Welfare,
Credit,
Service,
Loans,
Car

Tax,
School,
Poor,
Job,
Wealth,
Email,
Coun-
try,
Wal-
mart,
Mili-
tary,
Rich,
Face-
book,
Mort-
gage

Insurance,
Health-
care,
College,
Train-
ing,
Cus-
tomers,
Travel,
Costs,
Edu-
cation,
Com-
pany,
Verizon,
Bankruptcy
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4.2 Sub-topic Modeling vs Unigram Analysis

Here we demonstrate the advantages of using unigrams over sub-topics to study
the evolution of user generated content. We perform further topic modeling on
content categorized under each topic at every time period and find several draw-
backs. Table 3 compares these two methods during the time period –February
to August 2011– for the topic of Government. The table lists the top 5 words
in each of the five sub-topics (amounting to a total of 25 words). We can see
that these 25 words not only have a great deal of overlap, but also bear no value
in providing a concrete sense of what is being discussed. In contrast, the top
20 unigrams provide a much more detailed and diverse account of discussions
during that period. Therefore, if we wish to create an efficient summary of the
forums with as little human involvement as possible, the unigram approach is
superior. We immediately see that within the topic of Government, the users
were discussing issues of sex, abortion, and Japan’s nuclear crisis (a significant
external event that happened during that time period).

Producing more topics (e.g 10 sub-topics instead of 5) in each time window
and considering more words in each sub-topic (e.g top 20 words instead of top 5)
will produce more reasonable results for sub-topic modeling method. However,
this would require the study of an order of magnitude greater number of words
(e.g 200 words) per time slot in order to extract any meaningful results. In
contrast, considering even the top 10 words of the unigram analysis provides a
picture that correlate well with external events.

Our methodology provides a simple, yet descriptive view of matters important
to users. There are two main inferences drawn through these granular findings:
(1) Study of temporal trends of references to external entities and the study
of their recurrence and prominence, highlight the importance of latent admin-
istrative and governing bodies. (2) The interplay and intersection of topics of
interest such as health, education, finance, politics, and law as evident from Ta-
ble(s) 2 and 4 are indicators of the complexity with which certain topics behave
on discussion forums.

5 Friendship Network Communities

In addition to the online discussion boards, Cafemom has an underlying friend-
ship network. Out of 27,790 users, 16,731 (60% of all users) have friends on
the site, which forms the underlying friendship network in our dataset. We use
a greedy agglomerative community detection approach to cluster users in our
network dataset. [8, 10].

The method used for community detection (described in [8]) optimizes the
modularity –a measure of the distinctness of communities– across the entire net-
work. The vertices (users) are clustered dendrogrammatically, with each vertex
initially categorized as its own community. The communities are then itera-
tively joined until modularity is maximized[8]. The algorithm is fast, using data
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structures suited specifically for sparse networks, making it an efficient clustering
algorithm for a friendship network of this size. We wish to see how the community
structure relates to user content in the context of topic modeling. The method of
partitioning networks into sub-networks and the identification of themes based
on unique characteristics have also been employed in other fields such those of
neural networks [7].

5.1 Network Characteristics

After performing community detection on 16,731 users, we eliminate users be-
longing to communities having sizes less than 100, leaving us with 15,332 users.
Community detection on this set of users produces 88 communities with a modu-
larity of 0.5. We perform sub-community detection on the 5 biggest communities
to break them down into smaller communities having sizes less than 1000 to make
all communities comparable in size. The top 5 biggest communities have sizes
4030, 3508, 2572, 2546 and 1314 respectively. Further community detections on
these 5 large communities yield modularities 0.53, 0.47,0.65,0.39 and 0.77 re-
spectively. Our aim was to break down larger communities into smaller chunks
in order to find more meaningful groups.5

5.2 Communities and Topics

We choose communities with sizes greater than 100 for topic tagging. There
are 33 such communities comprising of 11,365 users. To tag communities based
on the topic most discussed by that group of users, we calculate a weight for
each topic belonging to a community. Every community has users who post in
different topics. We assign each topic a count 1 if a user from that community
posted for that topic and 0 if not. Topic weight w(t, g) is defined as

w(t, g) =
tc(t, g)

maxt tc(t, g)
− tc(t)

maxt tc(t)
. (2)

where tc(t, g) is the topic count for topic t in community g, maxt tc(t, g) is the
maximum topic count of all topics in community g, tc(t) is the topic count for
topic t in all communities, and maxt tc(t) is the maximum topic count of all
topics in all communities.

Comparing the topic scores within the community, we are able to identify
the most popular topics for that community. Comparison of the topic scores
among different communities (communities and sub-communities) provides a
clear picture of the topic prominence for each community. Figure 4 is a heatmap
generated for these 33 communities and shows which topics are more prevalent in
a community. We find 15 communities that discuss Autism more than any other
topic. Similarly all sub-communities for community 1 (10 communities) discuss

5 Graphs for the entire friendship network and the 5 biggest communities is available
on http://rostam.ee.ucla.edu/mediawiki/index.php/
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Birth and Babies more than anything else. From these findings we can speculate
that friends on Cafemom share strong similarities around topics of interests. In
fact, related work on user similarity suggest that these characteristics also affect
user evaluations of each other [3].
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Fig. 4. Topics of interest among different friendship communities detected by a fast-
greedy community detection algorithm based on modularity. Heatmap shows how
certain communities are topic centric. Communities 6 and 3 along with its sub-
communities show high affiliation for topic- Autism whereas community 1 and its
sub-communities show high affiliation for topic- Birth and Babies.

Finally, we investigate the correlation between topics based on preference
among different communities to discuss them. We calculate the pairwise corre-
lation for all topics as follows. For each topic, we take a vector of its weights
w(t, g) over all communities. We compute the correlation matrix for these topics
as cor(u, v) where u and v are topic weight vectors. Table 5 shows the computed
correlation matrix. Most notably, communities that post most often in Birth and
Babies also post more in Religion and Ethics, with a 0.91 correlation index, and
post the least in Autism (-0.22). The strong correlation between these two topics
as dictated by user behavior reflects our intuition about the birthing process.
Many issues in the birthing process have ethical or religious implications, rang-
ing from issues of a natural birth to abortion (Refer top words for these topics
stated in Table 1). It also stands to reason that women who are concerned about
issues of birth have just or have yet to give birth and since autism is diagnosed
usually only after 2 years of age [11], the topic will be of less importance to
women in their gestation period or moms with new born babies. Similarly, com-
munities with a high affiliation with Autism also post more frequently in Day
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Table 5. Correlation matrix for topics based on topic weights per community i.e.
community/sub-community. Matrix shows communities that are affiliated highly with
one topic, also correlate with other topics. This correlation can be verified by examining
the heatmap in Fig. 4. For example communities that post most in topic- Birth and
Babies, also post highly in topic- Religion and Ethics and much less in topic- Autism.

Topics 0 1 2 3 4 5 6 7 8 9

0 1 0.75 0.38 0.73 0.81 0.91 0.78 0.19 0.88 -0.22

1 0.75 1 0.7 0.3 0.94 0.65 0.6 -0.12 0.78 0.01

2 0.38 0.7 1 0.17 0.58 0.29 0.52 -0.45 0.48 0.6

3 0.73 0.3 0.17 1 0.4 0.79 0.81 -0.06 0.71 -0.17

4 0.81 0.94 0.58 0.4 1 0.76 0.66 0.01 0.83 -0.11

5 0.91 0.65 0.29 0.79 0.76 1 0.85 0.11 0.81 -0.36

6 0.78 0.6 0.52 0.81 0.66 0.85 1 -0.19 0.82 -0.05

7 0.19 -0.12 -0.45 -0.06 0.01 0.11 -0.19 1 0.01 -0.41

8 0.88 0.78 0.48 0.71 0.83 0.81 0.82 0.01 1 -0.15

9 -0.22 0.01 0.6 -0.17 -0.11 -0.36 -0.05 -0.41 -0.15 1

to Day(0.6). Intuitively, parents with autistic children will have more questions
and discussions concerning the daily happenings and challenges of caring for an
autistic child. These findings give a qualitative evaluation of interests of friend-
ship communities as well a quantitative evaluation of topic relationships based
on user inclinations. Correlation of topics helps reveal patterns of user behavior
and commonality of conversation interests shared among friends.

6 Concluding Remarks

In order to obtain a better understanding of user content and interactions on
online forums, we propose an automated methodology that generates a com-
prehensive and multi-layered depiction of how forum conversations evolve over
time and how friendships within a network highlight particular patterns in user
conversations. By integrating unigram analysis and topic modeling temporally,
we achieve a degree of detail and granularity of user content that efficiently cap-
tures external events such as the 2008 presidential election, the 2011 tsunami
and nuclear disaster in Japan as well as references to major corporations and
organizations such as Verizon and the Food Drug Administration. The level of
specificity enables us to track how conversations progress over time. Further-
more, analysis of topic correlations based on friendship communities reveals how
user-user interactions reflect inclinations of interest. We identify a strong positive
correlation between topics of Birth and Babies and Religion and Ethics as well as
between Autism and Day to Day. Correspondingly, we also see a strong negative
correlation between Birth and Babies and Autism. By employing a methodology
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that takes into account both the content-driven and socially driven aspects of
forum conversations, we are able to efficiently generate a detailed summary of
the dynamics of conversations as well as the similarities in interest among so-
cially connected users. These results are exciting and present a path for future
work where some of the issues in the current paper can be improved -for example
choosing the number of topics was somewhat arbitrary. While we don’t expect
major shifts in the results, nevertheless the individual steps taken can be made
more rigorous.
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Abstract. Blogging is a popular activity with high impact on market-
ing, shaping public opinions, and informing the world about major events
from a grassroots point of view. Influential bloggers are recognized by
businesses as significant forces for product promotion or demotion, and
by oppressive political regimes as serious threats to their power. This
paper studies the problem of identifying influential bloggers in a blog-
ging community, BlogCatalog, by using network centrality metrics. Our
analysis shows that bloggers are connected in a core-periphery network
structure, with the highly influential bloggers well connected with each
others forming the core, and the non-influential bloggers at the periph-
ery. The six node centrality metrics we analyzed are highly correlated,
showing that an aggregate centrality score as a measure of influence will
be stable to variations in centrality metrics.

Keywords: social networks, influence, network centrality, blogosphere.

1 Introduction

The new age of participatory web applications commonly known as Web 2.0 has
enabled the transition of the traditional information consumers into information
producers in a form of grassroots journalism [1]. This kind of web applications
include blogs, wikis, social annotation and tagging, and media sharing.

Blogging, in particular, distinguishes itself through both popularity and im-
pact. For example, WordPress alone, a free and open source blogging tool, is
used by over 14.7% of Alexa Internet’s “top 1 million” websites and as of Au-
gust 2011 manages 22% of all new websites [2]. Citizen journalism had high
impact in major events such as South Asia tsunami, London terrorist bombings,
and New Orleans Hurricane Katrina [1]. The blogosphere, the virtual universe of
the blogs on the web, provides thus a conducive platform for different aspects of
virtual and real life, such as viral marketing [3], sales prediction [4, 5], business
models [6], and counter terrorism efforts [7].

A blog (also referred to as a “web log”) is a personal journal published on
the World Wide Web consisting of discrete entries (“posts”) typically displayed
in reverse chronological order. Blogs are usually the work of a single individual,
occasionally of a small group, and are often themed on a focused topic. A con-
ventional blog may combine text, images and links to other blogs and to web
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pages. Blogging platforms allow the creation of online profiles in which links to
other bloggers are specified. This blogger to blogger ties specify the blogger’s
interest and endorsement of other bloggers, creating a social network through
which blog updates are automatically disseminated.

The influence bloggers have on forming public opinions is significant. First,
bloggers influence other bloggers’ opinions: in 2011, 68% of bloggers claimed to
be influenced by the blogs they read [8]. Second, they can influence the opinions
of the masses: 38% of bloggers talk about brands positively and negatively on
their blogs. Studies [9] show that 83% of people prefer consulting family, friends
or an expert over traditional advertising before trying a new restaurant, 71% of
people do the same before buying a prescription drug or visiting a place.

The advantages of identifying influential bloggers are already evident: influen-
tial bloggers are often market-movers. Identifying these bloggers can help com-
panies better understand key concerns, identify new trends, and smartly affect
the market by targeting influential bloggers with additional information to turn
them into unofficial spokespersons [10]. About 64% of the companies are shifting
their focus to blogging [11].

This paper investigates the position of influential bloggers in the BlogCatalog
blogging community. Based on previous research [12, 13] that correlated a node’s
position in the network to its influence, we conjecture that the influence of a
blogger is represented by its location in the blogging network.

The contributions of this work are the following. First, we propose a method
that aggregates different network position measurements into an overall influence
score and demonstrate quantitatively that variation in one metric is not likely
to significantly affect the aggregate score. Second, we discover that the overall
pattern of the BlogCatalog community is that of a core-periphery structure, in
which the highly influential bloggers are tightly connected to each others and
the non-influential bloggers form the periphery.

The remainder of this paper is organized as follows: Section 2 presents the
methodology of our quantitative study. Section 3 presents empirical results and
analysis. Section 4 describes related work. We conclude in Section 5 with a
discussion of the consequences of our results.

2 Methodology

The influence a node has on other nodes in the network can be represented in so-
cial network analysis by different centrality metrics. For example, the larger the
number of direct neighbors, the larger an audience the node has for direct com-
munication. Alternatively, the larger the number of paths between other pairs
of nodes a node is part of, the more it can control the communication between
distant nodes. Based on this intuition, we conjecture that a blogger’s influence
is determined by and manifests via its centrality in the blogging community.

We propose to aggregate different representative centrality metrics into a fi-
nal influence score. We define the influence score of a node as the average of
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the positions of that node in decreasing order of centrality scores over various
centrality metrics. Specifically, each centrality metric assigns each node a score
that can be used to order nodes in decreasing order of importance (according
to that centrality). This allows each blogger to receive a rank according to each
centrality metric: the first ranked blogger will be the most central one, the last
ranked will be the one with the lowest centrality score. Bloggers having the same
centrality score are given the same rank. A blogger’s final rank is the average rank
over all centrality measures. We selected six representative centrality metrics as
the focus of our study: degree, betweenness, closeness, eigenvector, hub, and
communicability centrality.

Degree centrality is defined as the number of links that a node has. Although
simple, degree centrality intuitively captures an important aspect of blogger’s
potential influence: bloggers who have connections to many others are read by
more people, have access to more information, and certainly have more prestige
than those who have fewer connections. High degree centrality bloggers can reach
many bloggers directly.

Betweenness centrality, which measures the extent to which a node lies on the
shortest paths between other nodes, was introduced as a measure for quantifying
the control of a human on the communication between other humans in a social
network [14]. Bloggers with high betweenness centrality may have considerable
influence within a network by virtue of their control over information passing
between others: they can comment, annotate, re-interprete the posts originating
from a distant blogger and these altered views can be seen by other remote
bloggers. The nodes with highest betweenness are also the ones whose removal
from the network will most disrupt communications between other nodes because
they lie on the largest number of paths taken by messages [15]. Formally, the
betweenness centrality of a node is the sum of the fraction of all-pairs shortest
paths that pass through :

C(v) =
∑
s,t∈V

σ(s, t|v)
σ(s, t)

(1)

where v is the set of nodes, σ(s, t) is the number of shortest (s, t) paths, and
(s, t|v) is the number of those paths passing through some nodes v other than
s, t. If s = t, σ(s, t) = 1, and if v ∈ s, t, σ(s, t|v) = 0. Our implementation of
betweenness for this research is based upon the Brandes algorithm [16].

Closeness centrality measures the mean distance from a node to other nodes,
assuming that information travels along the shortest paths. Formally, the close-
ness centrality (C(x)) of a node x is defined as follows:

C(x) =
n− 1∑

y∈U,y �=x d(x, y)
(2)

where d(x, y) is the distance between node x and node y; U is the set of all
nodes; d is the average distance between x and the other nodes. In our blogging
network this centrality measure estimates the amount of information a blogger
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may have access to compared to other bloggers. Specifically, a blogger with lower
mean distance to others can reach others faster.

To account for the fact that not all communications take place along the short-
est path, we also consider communicability centrality. This centrality measure
is defined as the sum of closed walks of all lengths starting and ending at the
node [17].

The centrality of a node does not only depend on the number of its adjacent
nodes, but also on their relative importance. Eigenvector centrality allocates rel-
ative scores to all nodes in the network such that high-score neighbors contribute
more to the score of the node. Formally, Bonacich [18] defines the eigenvector
centrality C(v) of a node v as the function of the sum of the eigenvector cen-
tralities of the adjacent nodes, i.e.

C(v) = 1/λ
∑

(v,t)∈E

c(t) (3)

where λ is a constant. This can be rewritten in vector notation, resulting in an
eigenvector equation with well-known solutions.

Hubs and authorities are other relevant centralities for the blogging commu-
nity context. Authorities are nodes that contain useful information on a topic of
interest; hubs are nodes that know where the best authorities are to be found [15].
A high authority centrality node is pointed to by many hubs, i.e., by many other
nodes with high hub centrality. A high hub centrality node points to many nodes
with high authority centrality. These two centralities can play a significant role
also in our work of finding influential bloggers. They can infer that the bloggers
that have high hub and authority centrality are not only influential but also they
are connected with influential bloggers.

3 Quantitative Analysis

We computed the centrality metrics presented before on a real dataset from the
BlogCatalog blogging community. We implemented the algorithms in Python
2.7 with the NetworkX library for graph processing, and used awk for result
processing.

3.1 Dataset

For our experiments we used the declared social network of bloggers on BlogCat-
alog (www.blogcatalog.com) available at [19]. BlogCatalog is a blogging service
that allows its members to create online profiles, post their blogs, and auto-
matically receive blogging updates from the BlogCatalog users with whom they
have declared “friend” relationships. At the time of data collection, BlogCatalog
relationships were symmetrical; at the time of this writing, however, BlogCata-
log maintains directed relationships, similar to follower–followed relationships in
Twitter. The dataset thus represents an undirected social graph. Where needed
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Table 1. Average path length, radius, diameter and clustering coefficient of the Blog-
Catalog network compared to other networks

Network Nodes Avg. path len. Radius Diameter Clustering coefficient

BlogCatalog 10, 312 2.38 3 5 0.460
Orkut 3, 072, 441 4.25 6 9 0.171
LiveJournal 5, 284, 457 5.88 12 20 0.330
Erdös-Renyi 10, 312 2.65 3 3 0.006
Web 200M 16.12 475 905 0.081

for centrality metrics computations, we treated an undirected edge as two di-
rected edges, as it is typically done and supported by the meaning of an edge
in our dataset. The network size is 10, 312 nodes and 333, 983 edges (average
degree 64.78 and density 0.00628). The structural properties of the network are
presented in Table 1.

For a brief characterization, we compare the BlogCatalog network proper-
ties with other networks from diverse domains: the LiveJournal blogging net-
work [20], the Orkut online social network [20], the Web graph [21], and the
Erdös-Renyi random graph of the same size as the BlogCatalog dataset (|V | =
10, 312, p = 0.00628). Table 1 shows the average path length, radius, diameter
and clustering coefficient of all five networks. A notable characteristic of the blog-
ging communities is the high clustering coefficient compared to other networks.
Given a network G = (V,E), the clustering coefficient Ci of a node i ∈ V is the
proportion of all the possible edges between neighbors of the node that actually
exist in the network [15]. A high clustering coefficient in both blogging networks
implies that a blogger’s connections are interconnected and have a greater effect
on one another. The small average path length (2.38), comparable with that of
the corresponding random graph (2.65), together with the high average cluster-
ing coefficient, places the BlogCatalog network in the category of small-world
graphs [22]. As in many other real networks [23], BlogCatalog exhibits scale-free
properties. Figure 1 shows the complementary cumulative degree distribution of
bloggers. The distribution fits a power-law distribution with exponent α = 2.52.
Most real-world networks with power-law degree distributions have values of α
in the range 2 ≤ α ≤ 3 [15]. The most notable characteristic of a scale-free
network is the occurrence of hubs, which hold a much higher number of links
than the average node. As hubs control the “connectedness” of the network, we
expect that influential bloggers also will be hubs in BlogCalatog.

3.2 Centralities and Influential Bloggers

As described in Section 2, we use centrality metrics to rank blogger’s impor-
tance in the network. Figure 2 shows cumulative distributions of various ranks.
One of the objectives of plotting these distributions is to show how granular the
ranks are, more specifically, how successful these centrality metrics are in as-
signing distinct scores to different nodes in the network. To this end, analyzing
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Fig. 2. Distribution of ranks of degree, closeness, betweenness, eigenvector, hub and
communicability centralities

the distributions we get these facts: 5% of the bloggers cover the top 64% of
the ranks in degree centrality scores, 12% of the bloggers correspond to top
12% ranks in closeness centrality, 10% of the bloggers correspond to top 10.80%
ranks in betweenness centrality, 10% of the bloggers rank within 10.20% rank on
eigenvector, hub rank distribution and 10% bloggers within top 10.19% rank on
communicability rank distribution. So, we observe that all centrality measure-
ments except degree centrality show granular scale of ranking, that is, they are
typically capable of assigning a distinct score to each blogger (e.g., 10% bloggers
within top 10.20% rank).

Bloggers that appear among the top 15 in multiple centrality metrics are
represented in color in Table 2. The average rank of the top 10 most influential
bloggers considering all centralities are shown in Table 3.
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Table 2. The IDs of the top 15 bloggers according to each centrality measurement,
sorted in increasing order by rank from left to right. DC: degree centrality, BC: between-
ness centrality, CC: closeness centrality, EC: eigenvector centrality, HC: hub centrality,
CoC: communicability centrality. Blogger IDs common to all centralities are colored
the same. Black colored IDs represent bloggers who do not appear in the top 15 central
bloggers from other centralities.

DC 4839 176 4374 8157 1226 4997 4984 8859 645 446 7098 7806 3198 2521 667
BC 176 4839 4374 8859 8157 645 1226 7806 233 446 3198 1932 4997 4984 7098
CC 4839 176 4374 8157 1226 4984 4997 8859 7098 645 7806 446 3198 2521 233
EC 4839 176 4374 1226 4984 8157 3198 4997 446 645 7098 2521 667 8859 4669
HC 4839 176 4374 1226 4984 8157 3198 4997 446 645 7098 2521 667 8859 4669
CoC 4839 176 4374 1226 4984 8157 3198 4997 446 645 7098 2521 667 8859 4669
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Table 3. Average rank of the top ten
bloggers

Bloggers’ ID Average Rank

4839 1.17
176 1.83
4374 3.00
1226 4.83
8157 5.17
4984 7.00
4997 8.33
645 9.17
3198 9.17
446 9.83

3.3 Correlation of Centralities

Out of the 15 most influential bloggers listed on each centrality, 12 bloggers
(80%) are common in all the centralities. To better understand the correlation
between these centrality measures, we run the following experiment.

We incrementally select the top bloggers according to each centrality metric
(in increments of 0.2%, from 1 to 20%) and compute the fraction of bloggers who
are common. The fraction of common top bloggers according to all centrality
measures is shown in Figure 3. This fraction ranges from 0.65 to 0.83, showing
that all centrality metrics considered tend to identify about the same individuals.
More interestingly, the overlap is higher at the beginning, more specifically for
the top 1% most central bloggers.

To observe more closely, we plot the ranks of top 1% of the bloggers assigned
by all centralities, showed in Figure 4. As expected, a blogger’s assigned ranks
from centralities form clusters and together with all the clusters we can visualize
a straight line. This show that all the centralities tend to rank the same bloggers
in the top.
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Table 4. The correlation matrix of six centralities

Degree Betweenness Closeness Eigenvector Hub Communicability

Degree 1.00 0.67 0.65 0.68 0.68 0.67
Betweenness 0.67 1.00 0.85 0.89 0.89 0.88
Closeness 0.65 0.85 1.00 0.98 0.98 0.97
Eigenvector 0.68 0.89 0.98 1.00 1.00 0.98
Hub 0.68 0.89 0.98 1.00 1.00 0.98
Communicability 0.67 0.88 0.97 0.98 0.98 1.00
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Fig. 4. Assigned rank of top 1% most
influential bloggers from all centralities

Fig. 5. The subnetwork of the top 1% most
influential bloggers, considering only ties
among them. Node size is proportional to
clustering coefficient.

We consider the blogger ranks as assigned by each centrality and calculate
the Pearson correlation coefficient between each pair of centralities, as shown in
Table 4. An entry (i, j) in the matrix denotes the correlation coefficient between
Centralityi and Centralityj. The values of the correlation coefficients are high,
ranging from 0.65 to 1.00. The high values of correlation coefficients indicate
a strong correlation among the centralities in terms of finding influential blog-
gers. This phenomenon has been observed by other studies: for example, Valente
et al. [24] observed high correlation between four centralities: degree, between-
ness, closeness, and eigenvector in a network of 58 users. Our study validates
their findings using a significantly larger network and a larger set of centrality
metrics.

3.4 Interrelations of Influential Bloggers

The average clustering coefficient of influential bloggers is low in BlogCatalog.
For 1% of the influential bloggers the average clustering coefficient is 0.07, where
the overall network average is 0.46. Figure 6 shows the clustering coefficients of
the top 1% influential bloggers. The low clustering coefficients of the influential
bloggers imply that they work as network ‘hubs’ in the BlogCatalog network.
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However, if we consider only the ties among influential bloggers, then the
average clustering coefficient is very high, as shown in Figure 7: above 0.75,
for an average of 0.81, thus significantly higher than the average of the entire
network. Figure 5 depicts the sub-network of the most influential bloggers by
representing the size of a node proportional to its clustering coefficient. More-
over, average path length of these bloggers is 1.22, where the network average is
2.38. This analysis show that influential bloggers in BlogCatalog are highly con-
nected, similar to the way influential users cluster in other communities (such as
Facebook [13]). We define the subnetworks of the bloggers and compute assorta-
tivity coefficient as shown in Table 5. The assortativity coefficient is a measure
of the likelihood for nodes with similar degree to connect to each others, and it
ranges between −1 and 1. A positive assortativity coefficient implies that nodes
tend to connect to nodes of similar degree, while a negative coefficient implies
the opposite. From the negative assortativity −0.25 of the entire network we
can infer that nodes likely connect to nodes with very different degree from
their own. Furthermore, exclusion of top 1% most influential bloggers from the
network increases this trend of likelihood even more, which implicitly implies
positive assortative mixing among influential bloggers. This implication is sup-
ported by the assortativity coefficient of +0.07 of the subnetwork of top 1% most
influential bloggers, considering only ties among them. As such, the subnetwork
of the top 1% most influential bloggers has negative assortativity (although less
than the entire network) as they are connected with non-influential bloggers also.
Along with the high clustering coefficient, we conclude that influential bloggers
form a tightly-connected “core”, while the non-influential bloggers are located
on the fringes of the network. A visualization of this phenomenon can be seen
from Figure 8.
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Fig. 8. Summary of interrelations of
influential Bloggers

Table 5. Assortativity coefficient of
different subnetworks

Subnetwork Definition Assortativity

Entire network −0.25

Subnetwork of bloggers ex-
cluding top 1% most influ-
ential bloggers

−0.67

Subnetwork of top 1% most
influential bloggers

−0.16

Subnetwork of top 1% most
influential bloggers, consid-
ering only ties among them

+0.07

4 Related Work

User influence is empirically elusive in social networks. Manski [25] states that
user influence is difficult to identify in social observational data because influence
is domain specific, thus domain-specific prior information is required. He argues
that even if this information is available, the prospects for inference depend criti-
cally on the relationship between the variables defining the population. Inference
is difficult to measure if these variables are statistically independent. In a similar
vein, Aral et al. [26] observe diversity-bandwidth tradeoffs. The bandwidth of
a tie is defined as the information transmission rate. Homophile nodes are con-
nected by strong ties and interact more often, therefore have high bandwidth,
but exchange little new information, whereas weak ties interact infrequently but
are known to exchange new information. Both diversity of users and diversity of
bandwidth are thus important for the diffusion of novel information. Since they
are anti-correlated, there has to be a tradeoff to reach an optimal point in the
propagation of new information.

Several approaches to identifying influential users have been proposed, includ-
ing structural models [27], actor-oriented models [28], peer effects models [29],
instrumental variable methods based on natural experiments [30], and ad hoc
approaches based on specific data characteristics [31]. Our approach fits with
structural models, as we used topological position as a measure of influence.

The problem of identifying influential bloggers in a blogging network has been
studied empirically in BlogCatalog [32]. The authors compute a blogger’s influ-
ence score based on four measures: activity, recognition, novelty, and eloquence.
The study finds that influential bloggers are not necessarily active bloggers,
thus, only considering a blogger’s activity (e.g., number of posts or comments
generated) may not reflect the blogger’s influence in the network. Our approach,
instead, considers only the bloggers’ position in the network.

Domain-specific information has been used in other studies. Trusov et al. [33]
identified influential users in online social networks based on longitudinal records
of user log-in activity. They consider a user “influential” if her activity level, as
captured by site log-ins over time, has a significant effect on the activity levels
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of other users. They found that on average, approximately one-fifth of a user’s
friends actually influence the user’s activity level on the site. By using users’ real
time activity correlated to that of their neighbors (thus, local network topology),
this approach captures the local influence and disregards potential distant in-
fluences. Aral et al. [13] conducted an experiment to measure influence in the
product adoption decisions of a representative sample of 1.3 million Facebook
users. The experiment involved the random manipulation of influence-mediating
messages sent from a commercial Facebook application. The application lets
users share information and opinions about various social contexts. As users
adopted and used the product, automated notifications of their activities were
sent to randomly selected users of their social contacts. The study shows that
influential individuals are less susceptible to influence than non-influential indi-
viduals and that they cluster in the network, while susceptible individuals do
not. Influence in Twitter has been measured with TwitterRank [34], a vari-
ant of PageRank that also considers the topical similarity between users. Tang
et al. [35] propose the UserRank algorithm which combines link analysis and
content analysis techniques to identify influential users in an online healthcare
forum. Han et al. [36] identify influential users in mobile social networks using
fixed-length random walks.

New topology-aware centrality metrics have been proposed for measuring in-
fluence. Ilyas et al. [37] introduce the principal component centrality metric for
identifying influential neighborhoods. The authors take eigenvector centrality as
the de facto measure of node influence and identify influential nodes in Orkut
that are not discovered by eigenvector centrality. This approach takes eigenvector
centrality as the sole influence measure, while we consider multiple measures.

Customized ranks and topological similarities have been also studied in iden-
tifying influential users in different networks. Subbian el al. [38] propose the su-
pervised Kemeny ranking aggregation method that combines different influence
measures to produce a composite ranking mechanism. Ghosh and Lerman’s [39]
influence model use geodesic-path based distance measures and topological rank-
ing measures. They introduce a normalized α-centrality algorithm that takes as
input the score of a node (in this case, number of votes on Digg.com). This
centrality measurement is domain dependent and can only be used in networks
where voting feature is enabled.

Shetty et al. [40] proposed an entropy model for determining most influential
nodes. Their social graph encodes nodes as persons or organizations and edges
as the actions they are involved in. Influential nodes are those who affect the
graph entropy most when they are removed from the graph (similar to hubs in
our case). Zhang et al. [41] use PageRank or HITS link analysis algorithms for
expert finding in a closed domain, assuming that the importance of a web page
reflects the influence of its author in the social network. Our approach makes
similar assumptions in that we also assume bloggers gain influence by virtue of
staying structurally important in the network.
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5 Summary

The blogging community has established itself as a fast growing and effective
social media platform. Understanding influence within a blogging network is a
problem with increasing relevance to marketing and information retrieval. We
proposed a centrality aggregation method to measure relative influence scores
of bloggers in the network. We apply our methodology to the BlogCatalog blog-
ging community and learn the following: (1) some bloggers span significant in-
fluence on fellow bloggers due to their strategic location in the network; (2) the
six network centrality metrics we studies (degree, betweenness, communicabil-
ity, closeness, eigenvector and hub) are highly correlated in this community;
and (3) influential bloggers form a densely connected core, while non-influential
bloggers remain at the periphery of the network, less likely to connect to each
other.

The core-periphery structure of the bloggers social network allows us to state
the following hypothesis for future research: the structure of any discourse space
will tend over time to a core-periphery pattern in which a small subset of con-
tributors to the discourse will exercise hegemonic influence over the remaining
vast majority of contributors. This hypothesis could apply, among others, to
scientific disciplines viewed as discourse spaces.
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Abstract. In this paper, we have developed an agent-based simulation model to 
study the influence of social media on consumers’ inclination towards on-line 
shopping. Social media includes web-based and mobile based technologies 
which are used to turn communication into interactive dialogue between 
organizations, communities, and individuals. Building upon the Transaction 
Cost Economics theory, the objective of our study is to examine the effect of 
social media on the “perceived transaction cost” of an individual, which 
determines his/her inclination to buy online. Transaction cost economics (TCE) 
theoretically explains why a transaction subject favors a particular form of 
transaction over others. Since purchasing from online stores can be considered a 
choice between the internet and traditional stores, it is reasonable to assume that 
consumers will go with the channel that has the lower transaction cost. Using 
agent-based models, we have studied the rate of adoption of on-line shopping 
by consumers and found it to be exponential, not linear. 

Keywords: Transaction Cost, Social Network, Online shopping, Consumer 
Behavior. 

1 Introduction 

Since the advent of the internet, online shopping has progressively been gaining 
primacy throughout the world, drastically altering the established structure of markets 
[1,2,3]. This ascent of online stores is taking a toll on traditional markets. Amazon, 
one of the most successful online firms, is currently valued at over $79 billion, which 
is 40 percent higher than the combined value of two large and successful offline 
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retailers, Target and Kohl’s, who have 2800 stores between them. Barnes & Noble, 
while still large, has also seen diminish of its market share [4]. 

Consumers interact, through processes such as imitation and conditioning, by 
means of individuals and groups of individuals (friends, family, etc.), which comprise 
the “social contacts” of the consumer [5, 6]. These contacts, according to their 
cohesion degree, influence more or less the consumer’s purchase behavior. The online 
social network, which is a direct consequence of the same technological boom of the 
90s that brought about the dominance of e-commerce, has revolutionized the way 
consumers interact with and influence each other. These interactions tend to change 
the “transaction cost” individuals associate with online shopping. A transaction cost 
is a cost incurred in making an economic exchange, i.e, it is the cost of participating 
in a market [7]. Transaction cost economics (TCE) is most commonly associated with 
the work of Oliver Williamson [8, 9, 10]. Using this transaction cost economics 
perspective, Teo, et al. [11] presents an empirical study for understanding consumers’ 
on-line buying behavior. The results indicate that consumers’ willingness to buy 
online is negatively associated with their perceived transaction cost.  

In this paper, our objective is to demonstrate the adoption process of a consumer 
with regard to on-line shopping using an agent-based simulation model. We have 
studied the interaction among three entities to model this phenomenon:  (i) Online 
Stores (STOREonline) (ii) online consumers (CONSUMEROnline) and (iii) brick-and-
mortar consumers who may be influenced into shopping online (CONSUMERB&M) 

 

Fig. 1. An Interaction Model illustrating the adoption process 

The influencing patterns between entities are illustrated below: 

 CONSUMEROnline influences CONSUMERB&M to move towards online shopping 
using online social networks. Thus, more consumers become online consumers 
(early majority); As this happens, these consumers in turn influence traditional 
consumers in their social circle, eventually turning them into online consumers 
(late majority). 
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 On some occasions online stores (STOREonline) may generate negative impacts 
through unacceptable service quality (delayed delivery, unacceptable product 
quality, etc) that may force some consumers in CONSUMEROnline to go back to 
B&M shopping methods. 

We will show how a consumer’s perceived transaction cost is influenced through 
these interactions. Transaction cost economics (TCE) theoretically explains why a 
transaction subject favors a particular form of transaction over others. Since 
purchasing from online stores can be considered a choice between the internet and 
traditional stores, it is reasonable to assume that consumers will go with the channel 
that has the lower transaction cost. In this context, we study how online social 
networks accelerate this adoption process by constantly altering the transaction costs 
attached with online shopping, as perceived by individuals. The transition between 
CONSUMERB&M, to CONSUMEROnline is covered in a considerably shorter period of 
time than it would have been in the absence of the social media. 

To study these effects, agent-based simulation model is an invaluable tool [12].  
Agent-based modeling is a bottom-up approach to understanding and analyzing 
complex, non-linear markets [13]. The method involves creating artificial agents 
designed to mimic the attributes and behaviors of their real-world counterparts. Using 
such a model, we may incorporate factors of social influence, heterogeneity, erratic 
rationality and in general present a fairly realistic picture of the consequences of inter-
agent interaction. Agent-based simulations [14, 15] have offered during the last 
decade  an interesting methodological issue and  an  innovative  tool  for  specifying  
and validating behavioral individual models that are believed to be at the origin of 
emergent social and organizational phenomena. Using agent-based models, we create 
virtual populations including several hundreds of artificial consumers to study the rate 
of adoption of on-line shopping behavior by consumers.  

2 A Transaction Cost Based Model 

Transaction cost economics (TCE) theoretically explains why a transaction subject 
favors a particular form of transaction over others. The basic principle of TCE is that 
people like to conduct transactions in the most economic way. Since purchasing from 
online stores can be considered as a choice between the internet and traditional stores, 
it is reasonable to assume that consumers will go with the channel that has the lower 
transaction cost. Therefore, TCE becomes a viable theory for explaining the internet 
shopping decision of consumers. Specifically, whether a consumer would buy a 
product through the Internet is determined by the perceived transaction cost of the 
consumer [11]. Using this transaction cost economics perspective, Teo, et al. [11] 
shows that consumers’ willingness to buy online is negatively associated with their 
perceived transaction cost. 

Each consumer assigns a perceived transaction cost T to online shopping based on 
a set of factors like product uncertainty, convenience, economic utility, etc. The 
performance uncertainty of products bought online is one of the consumers’ major 
concerns [11]. Thus, consumers’ initial perception about high product uncertainty in 
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on-line shopping increases perceived transaction cost. Online buying, as an alternative 
to physical shopping, offers more convenience to consumers because they can save 
time and effort in searching for product information. Therefore, consumers perceive 
that convenience is high in on-line shopping and therefore perceived transaction cost 
is low in this respect. Also, the consumers perceive that economic utility is high in on-
line shopping thus making perceived transaction cost low in this respect. Based on 
these factors, a consumer assigns an overall perceived transaction cost T to online 
shopping. The social interactions of a consumer will influence the values of T. A 
consumer becomes a CONSUMEROnline, once perceived transaction cost goes below a 
certain threshold value TH.  

Process of Influence and Adoption 

Positive Influence. The adoption process is initiated when a consumer X, belonging 
to CONSUMEROnline , interacts with his/her friends within his/her social network 
framework. This process of interaction will influence another consumer Y, (who 
belongs to CONSUMERB&M and is a friend of X,) to alter his/her transaction cost.  
The nature of this interaction between the two is illustrated as follows: 

Let T(Y) is Y’s perception of Transaction costs associated with online shopping. 
Let us also assume that S is the flexibility factor of an individual (0<S<1) that 
determines how easily an individual can be influenced. S is closer to 0, when an 
individual is stubborn; on the other hand, S is closer to 1, when an individual is 
flexible and can easily be influenced. 

After influence, each component of Y’s transaction cost will be reduced as follows: 

T(Ynew)  = T(Y) – S* T(Y) 

So, when S is closer to 1, transaction cost of Y will reduce faster. Once T(Y) < 
[threshold TH ], Y “crosses over” to become a member of the CONSUMEROnline 
community. Gradually, the number of members in CONSUMEROnline  rises in the 
population.  

Negative Influence. As indicated earlier, members belonging to the 
CONSUMEROnline community have a perceived transaction cost below the threshold 
TH that makes them inclined towards online shopping. However, this is not a static 
scenario. As indicated in figure 1, some on-line consumers may also experience 
negative influences from some on-line stores (delayed delivery, unacceptable product 
quality, etc) that may force them to go back to B&M shopping. 

Let us assume that any consumer X belongs to CONSUMEROnline community and 
let us assume that T(X) =  X’s perception of Transaction cost associated with online 
shopping. Let us also assume that F is the negative Impact Factor s that depends on 
the nature of impact of the negative influence of STOREOnline on X.  After randomized 
influence (with a probability P) of STOREOnline as stated above, X’s transaction cost 
will be increased as follows: 

T(Xnew)  = T(X) + F * T(X) 

For example, let us assume that X has received a product of unacceptable quality 
through on-line shopping and X associates an impact factor F = 0.5 for this event. So, 
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X’s perceived transaction cost associated with online shopping (T(X)) will change as: 
T(Xnew)  = T(X) + 0.5* T(X). If this happens multiple times, T(X) will eventually be 
greater than [threshold TH ] and X “crosses over” to become a member of 
CONSUMERB&M community. 

3 Agent Based Modeling and Simulation 

Agent-based modeling and simulation (ABMS) is a new approach to modeling 
systems comprised of interacting autonomous agents [16]. Agents are autonomous 
decision-making entities or self-directed objects. Agent-based models are made up of 
agents and a framework for agent interactions. Agent-based modeling allows the 
behavior of system components (i.e., the agents) to be used to forecast the behavior of 
the overall system [17]. 

Economics is experiencing a paradigm shift in response to agent-based modeling. 
The field of Agent-based Computational Economics (ACE) has grown up around the 
application of ABMS to economic systems [12]. Some of the classical assumptions of 
micro-economic theory are: (1) Economic agents are rational; and, (2) Agents are 
homogeneous, having identical characteristics and rules of behavior. These 
assumptions are relaxed in ABMS applications to economic systems.  Behavioral 
economics is a relatively new field that incorporates experimental findings on 
psychology and cognitive aspects of agent decision making to determine people’s 
actual economic and decision making behavior. Thus, agent-modeling is a promising 
basis for modeling social life as interactions among adaptive agents who influence 
one another in response to the influences they receive [6].  

The Simulation Framework 
Using agent-based models, our goal is to create a virtual population of interacting 
Consumers and Stores to study the rate of adoption of on-line shopping by consumers. 
A variable transaction cost T(n) is associated with each consumer n, which indicates 
his/her perception of the transaction cost associated with on-line shopping. When T(n) 

< TH (where TH is the threshold transaction cost), the consumer will decide to 
purchase on-line. 

Initially, there is a set of consumers CONSUMEROnline with  T(n)  < TH. They 
are the early adoptors of on-line shopping. During the course of interaction, they 
reduce the transaction cost of consumers CONSUMERB&M, as described in section 
2. As a direct consequence of this, a consumer CONSUMERB&M is now classified 
under CONSUMEROnline. Gradually, the number of CONSUMEROnline rises in the 
population. However, some on-line consumers may also experience negative 
influences from some on-line stores that will increase their perceived transaction cost 
towards online shopping and may force them back to B&M shopping methods 
(depending on the value of the resultant transaction cost). The agent based simulation 
model that we develop will demonstrate the gradual changes in perceived transaction 
cost of an individual towards online shopping and will help us study this back and 
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forth movement between CONSUMERSonline and CONSUMERSB&M and its 
dependence on a set of specified parameters. 

The proposed scheme is evaluated on a simulated social network environment 
under a variety of conditions to estimate the rate of adoption (of on-line shopping) 
against time. We present simulations for networks with 1000 and 10000 artificial 
consumers (the agents). Each consumer has an average number of friends Nn which is 
a variable simulation parameter. Also, we vary the initial number of online consumers 
(Early Adopters) who will act as influencers in the system. The adoption process is 
initiated when an agent CONSUMEROnline interacts with its friends in the network. 
This process of interaction will influence an agent CONSUMERB&M (provided 
they are friends) to reduce its transaction cost in favor of on-line shopping, as 
depicted in section 2. 

These results are, of course, indicative and not validated by empirical studies. To 
demonstrate the usability of the model, we have generated T values randomly.  For an 
initial set of agents CONSUMEROnline, the random values are chosen in such a 
fashion that T for each is less than the threshold TH (=10).  For CONSUMEROnline we 
choose random values between 1 to 10, while for CONSUMERB&M, random values 
between 11 to 50(>10) are chosen. 

We have studied the growth in number of online consumers against time as a 
function of following six parameters: 

• Population Size participating in given social network environment (i.e total 
number of consumers under consideration, N) 

• Average number of friends Nn per consumer  
•   Number of Early Adopters (i.e. initial number of online consumers), I, in given 

social network 
• Flexibility factor, S (0 <S<1) [section 2] 
• Impact Factors F denoting magnitude of negative impact of  STOREOnline on  

CONSUMEROnline (figure 1),  
• Probability P of impact mentioned above. For example, P=0.05 means that for 

every 100 transactions, online stores create 5 negative impacts on online 
consumers with impact factor F. 

4 Results and Discussions 

4.1 Effect of Nn on Growth-Rate of Online Consumers 

Figure 2 shows the growth-rate of online consumers against time with I=10 and 
average number of friends per consumer, i.e. Nn = 10, 50 and 100 respectively, where 
Impact Factors F=1.0 and Probability P of negative impact =0.04. The growth in 
number of online consumers depends on number of friends Nn per consumer. The 
growth saturates at 700 (70% of total population) at Nn = 5. This means that, under 
the given circumstance, the negative influence of STOREOnline on consumers will hold 
back dynamically 30% consumers (300 out of 1000 on the average ) towards B&M  
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shopping, when Nn =5. The fluctuating portion of the graph (between label B and C in 
figure 2) indicates dynamic transitions of consumers from CONSUMEROnline to 
CONSUMERB&M, and vice versa, as shown and explained in figure 1. 

But, as the number of friends per consumers increases to 10 and 15, the saturation 
point shifted up at 85 to 90%,  (figure 2), indicating that stronger the influence of 
social network (more the number of friends), more will be the inclination towards 
online shopping. 

Also, the growth-rate in figure 2 becomes sharper with increase in number of 
friends. Similarly, the starting point of the adoption process (point A in the graph) 
also decreases with increase in Nn, since a larger number of friends increases the 
probability of much faster adoption. For the same reason, positive influence of a large 
number of friends offsets the negative impact of online stores on consumers. As a 
result, the saturation point depends on the number of friends. However, the negative 
influence of STOREOnline on consumers will always hold back dynamically a certain 
% of consumers towards B&M shopping.  

 

 

Fig. 2. Growth-rate of online consumers with I=10 at different Nn  

4.2 Effect of F on Growth-Rate of Online Consumers  

Negative Impact factor F and probability of negative impact P are responsible for 
increasing the transaction cost of an online consumer with respect to online shopping 
and consequently, pushing him/her back to B&M shopping method (when transaction 
cost > TH ). Fig 3 analyses the effect of F at P=0.04. As expected, when the negative 
impact factor of STOREOnline is high (3.0), the number of consumers fluctuating 
between CONSUMEROnline and CONSUMERB&M, and vice versa is quite high and 
both the growth-rate and saturation point are quite low (40%) compared to those at 
F=1.0 (where saturation point is at 70%).  

 
 

N=1000,  S=0.5, 
F=1.0 and P=0.04. A 

B 
C
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Fig. 3. Growth-rate of online consumers with P=0.04 at different F 

4.3 Effect of  P on Growth-Rate of Online Consumers  

As indicated earlier, on-line consumers may experience negative impact from some 
on-line stores (delayed delivery, unacceptable product quality, etc) that may force 
them to go back to B&M shopping methods. P is the probability of such an impact. 
For example, P=0.05 signifies that online consumers suffer a negative impact once 
every 20 transactions. Fig. 4 depicts the effect of P at F=1.0. As expected, lower the 
probability of negative impact, higher will be the number of consumers inducted 
towards online shopping. So, at P=0.01, saturation level i.e. number of online 
consumers is almost 90% of the total population. 

However, in the given situation, it is very interesting to note that if P=0.05 or 
higher, the entire population will move towards B&M shopping. Even the early 
adopters will not be  able to tolerate the increased frequency of negative impacts 
(more than once in every 25 transactions) and they will become B&M shoppers.  

 
Fig. 4. Growth-rate of online consumers with F=1.0 at different P  

N=1000, S=0.5, 
Nn=5 and I=40.

N=1000, S=0.5, 
Nn=5 and I=40.
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4.4 Effect of N on the Growth Rate of Online Consumers 

In order to test the scalability of our model, we have fixed all other parameters except 
N. Figure 5 shows the growth-rate of online consumers against time with N=1000, 
3000, 5000 and 10000, where Nn=5, I=0.4%, , S=0.5, P=0.04 and F=1.0. 
 

 

Fig. 5. Growth-rate of online consumers at different N 

As shown, the growth in number of online consumers does not depend on N; it 
saturates at 70% of total population in all cases under the given circumstances. Hence, 
in the given scenario, the negative influence of STOREOnline on consumers will always 
hold back dynamically 30% consumers on the average towards B&M shopping and it 
is independent of total number of consumers N. 

4.5 Discussions 

From the above observations, the following conclusions can be deduced: 

 Social media accelerates online shopping adoption by constantly altering the 
transaction costs individuals associate with it. The transition between the 
“early adopters” (of online shopping) and the “early majority” is covered in a 
considerably shorter period of time than it would have been in the absence of 
the social networking effect. This is evident from fig 2 where the growth-rate 
becomes sharper with increase in number of friends and on-line social media is 
instrumental in increasing the average number of friends per consumer. 

 However, the long-term success of online stores depends on their sustained 
performance. To keep up with the growing popularity, on-line stores will have 
to make constant upgradations to their services, and minimize errors as far as 
practicable. Otherwise, any negative impact they might generate will take a 
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heavy toll on their success, making it short lived. If they commit mistakes or 
fail to give sufficient attention to customers’ needs, the negative Impact factor 
F and probability of negative impact P of online stores will increase the 
transaction cost of existing online consumers with respect to online shopping 
and consequently, will push them back to B&M shopping, as shown in fig.3 
and fig. 4.  Social media will propagate this negative impact much faster than it 
would have been without the presence of social media. 

5 Conclusion 

Several researchers have predicted the gradual growth in shares of online retailers to 
be linear [18]. However, those analyses have not considered the impact of on-line 
social networks, which is exerting a heavy influence on consumer purchase behavior 
and diffusion (from offline to online). Most on-line retailers are endeavoring to tie-up 
consumers’ shopping activities with their presence in social networks (such as 
Facebook or Twitter). Thus, neutral consumers are quickly getting influenced in favor 
of shopping online. Hence, the predicted growth rate is exponential, and not linear. 
Brick-and-mortar firms, i.e conventional retailers must thus pursue a strategy of 
omnichannel retailing—an integrated approach that combines the advantages of 
physical stores with the experience of online shopping [18]. Only then can they 
survive the paradigm shift we have exemplified here. 

It is to be noted that this is a model building exercise. However, once equipped 
with suitable empirical data, we can supply each of these values individually. By 
examining the parameters and altering them, we can obtain different trends to 
illustrate how fast influence takes over, how trends vary with country/ town/ 
population, etc.  
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Abstract. Groups – social communities are important components of entire 
societies, analysed by means of the social network concept. Their immanent 
feature is continuous evolution over time. If we know how groups in the social 
network has evolved we can use this information and try to predict the next step 
in the given group evolution. In the paper, a new aproach for group evolution 
prediction is presented and examined. Experimental studies on four evolving 
social networks revealed that (i) the prediction based on the simple input 
features may be very accurate, (ii) some classifiers are more precise than the 
others and (iii) parameters of the group evolution extracion method 
significantly influence the prediction quality. 

Keywords: social network, group evolution, predicting group evolution, group 
dynamics, social network analysis, GED. 

1 Introduction and Related Work 

In most fields of science, researchers struggle to predict the future: the future  
consumption of power in electric network, future load of network grid, future con-
sumption of goods etc. Social networks are no different. Recently, the main focus is 
on the link prediction [13], but there are also papers on (i) entire network structure 
modelling [18], (ii) modelling social network evolution [12], [15], or (iii) churn pre-
diction and its influence on the network [10], [19]. However only few researchers 
have considered groups in the prediction process. Some of them like Zheleva et al. 
are using communities only for link prediction [20], the others like Kairam et al. tries 
to identify and understand the factors contributing in the growth and longevity of 
groups within social networks [9]. Unfortunately, there is no research directly re-
garding prediction of the entire group evolution. Probably, the main reason behind 
this is the fact that the methods for determining group history have not been good 
enough so far. 

The approach presented in this paper, involves usage of the results produced by the 
GED method [3] to predict group evolution. The assumption is that using the informa-
tion about preceding changes of a given group and its characteristic in the past, as the 
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input for the classifier, which was previously trained based on the historical changes 
of other groups in the social network, we can try to predict the next step in the given 
group evolution. Based on this assumption, a new approach for group evolution pre-
diction was develop and it is presented and examined in this paper. The results of the 
first experiments on four evolving social networks revealed that (1) the prediction 
based on the proposed input features may be very accurate, (2) some classifiers like 
C4.5 decision trees or random forests are more precise than the others and 
(3) parameters of the group evolution identification method (GED) [3] significantly 
influence on the prediction quality. 

2 GED Group Evolution Discovery 

The concept of GED method and its full evaluation was presented in [3]. In this paper 
only the most important elements are presented, in order to help the reader understand 
the next chapters. 

2.1 Temporal Social Network and Groups 

Temporal social network TSN is a list of following timeframes (time windows) T. 
Each timeframe is in fact social network SN(V,E) where: V – is a set of vertices and E 
is a set of directed edges <x,y>:x,y∈V 
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2.2 Group Evolution 

Group evolution is a sequence of events (changes) succeeding each other in the con-
secutive time windows (timeframes) within the social network. Possible events in 
social group evolution are: 

1. Continuing (stagnation), when groups in the consecutive time windows are identi-
cal or when groups differ only by few nodes and their size remains the same.  

2. Shrinking, when nodes has left the group, making its size smaller than in the previ-
ous time window. Like in case of growing, a group can shrink slightly as well as 
greatly. 

3. Growing (opposite to shrinking), when new nodes has joined to the group, making 
its size bigger than in the previous time window. A group can grow slightly as well 
as significantly, doubling or even tripling its size. 
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4. Splitting occurs, when a group splits into two or more groups in the next time win-
dow. Like in merging, we can distinguish two types of splitting: equal and unequal, 
which might be similar to shrinking. 

5. Merging, (reverse to splitting) when a group consist of two or more groups from 
the previous time window. Merge might be (1) equal, which means the contribu-
tion of the groups in merged group is almost the same, or (2) unequal, when one of 
the groups has much greater contribution into the merged group. In second case 
merging might be similar to growing. 

6. Dissolving, when a group ends its life and does not occur in the next time window. 
7. Forming of new group, which has not exist in the previous time window. In some 

cases, a group can be inactive over several timeframes, such case is treated as dis-
solving of the first group and forming again of the second one. 

2.3 GED – A Method for Group Evolution Discovery in the Social Network 

To discover group evolution in the social network a method called GED (Group Evo-
lution Discovery) was used [3]. The most important component of this method is a 
measure called inclusion. This measure allows to evaluate the inclusion of one group 
in another. Therefore, inclusion I(G1,G2) of group G1 in group G2 is calculated as 
follows: 
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where )(
1

xNIG  is the value reflecting importance of the node x in group G1. 

As a node importance )(
1

xNIG  measure, any metric which indicate member posi-

tion within the community can be used, e.g. centrality degree, betweenness degree, 
page rank, social position etc. The second factor in Equation 2 would have to be 
adapted accordingly to selected measure. 

The GED method, used to discover group evolution, respects both the quantity and 
quality of the group members. The quantity is reflected by the first part of the inclu-
sion measure, i.e. what portion of members from group G1 is in group G2, whereas the 
quality is expressed by the second part of the inclusion measure, namely what contri-
bution of important members from group G1 is in G2. It provides a balance between 
the groups that contain many of the less important members and groups with only few 
but key members. The procedure for the GED is as follows: 
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Input: Temporal social network TSN, in which groups are extracted by any 
community detection algorithm separately for each timeframe Ti and any node im-
portance measure is calculated for each group. 

1. For each pair of groups <G1, G2> in consecutive timeframes Ti and Ti+1 inclu-
sion I(G1,G2) for G1 in G2 and I(G2,G1) for G2 in G1 is computed  

2. Based on both inclusions I(G1,G2), I(G2,G1) and sizes of both groups only one 
type of event may be identified: 

a. Continuing: I(G1,G2) ≥ α and I(G2,G1) ≥ β and |G1| = |G2| 

b. Shrinking: I(G1,G2) ≥ α and I(G2,G1) ≥ β and |G1| > |G2| OR  I(G1,G2)  < α 
and I(G2,G1) ≥ β and |G1| ≥ |G2| OR I(G1,G2) ≥  α and I(G2,G1) < β and 
|G1| ≥ |G2| and there is only one match between G1 and groups in the next time 
window Ti+1 

c. Growing: I(G1,G2) ≥ α and I(G2,G1) ≥ β and |G1|<|G2| OR I(G1,G2) ≥ α and 
I(G2,G1) < β and |G1| ≤ |G2| OR I(G1,G2) < α and I(G2,G1) ≥ β and |G1| ≤ |G2| 
and there is only one match between G2 and groups in the previous time win-
dow Ti 

d. Splitting: I(G1,G2) < α and I(G2,G1) ≥ β and |G1| ≥ |G2| OR I(G1,G2) ≥  α and 
I(G2,G1) < β and |G1| ≥ |G2| and there is more than one match between G1 and 
groups in the next time window Ti+1 

e. Merging: I(G1,G2) ≥ α and I(G2,G1) < β and |G1| ≤ |G2| OR I(G1,G2) < α and 
I(G2,G1) ≥ β and |G1| ≤ |G2| and there is more than one match between G2 and 
groups in the previous time window Ti 

f. Dissolving: for G1 in Ti and each group G2 in Ti+1  I(G1,G2)   < 10% and  
I(G2,G1)  < 10% 

g. Forming: for G2 in Ti+1 and each group G1 in Ti   I(G1,G2)   < 10% and 
I(G2,G1)  < 10% 

For more detailed description of GED Method and its evaluation see [3]. 

3 The Concept of Using the GED Method for Prediction  
of Group Evolution 

Presented approach, involves usage of the results of GED method. The assumption is 
that using a simple sequence, which consists only of several preceding groups’ sizes 
and events, as an input for the classifier, the learnt model will be able to produce very 
good results even for simple classifiers. 

The sequences of groups sizes and events between timeframes can be extracted 
from the GED results. In this paper 4-step sequences were used (Figure 1). Obviously, 
the event types varied depending on the individual groups, but the time frame num-
bers were fixed. It means that for each event four group profiles in four previous time 
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frames together with three associated events were identified as the input for the classi-
fication model, separately for each group. A single group in a given time frame (Tn) 
was a case (instance) for classification, for which its event TnTn+1 was predicted. 

The sequence presented in Figure 1 was used as an input for classification. The 
first part of the sequence was used as 7 input features (variables), i.e. (1) Group size 
in Tn-3, (2) Event type Tn-3Tn-2, (3) Group size in Tn-2, (4) Event type Tn-2Tn-1, 
(5) Group size in Tn-1, (6) Event type Tn-1Tn, (7) Group size in Tn. A predictive 
variable was the next event for a given group. Thus, the goal of classification was to 
predict (classify) Event TnTn+1 type – out of the six possible classes: i.e. (1) growing, 
(2) continuing, (3) shrinking, (4) dissolving, (5) merging and (6) splitting. Forming 
was excluded since it can only start the sequence. 

Group 
size in   

Tn-3 

Event 
type Tn-

3Tn-2 

Group 
size in   

Tn-2 

Event 
type   

Tn-2Tn-1 

Group 
size in  

Tn-1 

Event 
type   

Tn-1Tn 

Group 
size in  

Tn 

Event type 
TnTn+1 

Fig. 1. The sequence of events for a single group together with its intermediate sizes (descrip-
tive input variables) as well as its target class - event type in TnTn+1. It corresponds to one case 
in classification 

4 Experiment Setup 

As mentioned before, the notion, which was checked during the experiments, was that 
using the information about preceding changes of a given group as well as its descrip-
tion in the past as the input for the classifier, trained based on the historical transitions 
of other groups, we can try to predict the next step in the given group evolution.  

To check this four temporal social networks TSN have been extracted from four 
different datasets to perform and evaluate prediction of group evolution.  

1. The first network was extracted from Wroclaw University of Technology email 
communication. The whole data set was collected within the period from February 
2006 to October 2007 and consists of 5,845 nodes (distinct university employees’ 
email addresses) and 149,344 edges (emails send from one address to another). The 
temporal social network consisted of fourteen 90-days timeframes extracted from 
this source data. Timeframes have the 45-days overlap, i.e., the first timeframe be-
gins on the 1st day and ends on the 90th day, the second begins on the 46th day and 
ends on the 135th day and so on. 

2. The third social network was extracted from the portal www.salon24.pl, which is 
dedicated especially to political discussions, but also some other subjects from dif-
ferent domains may be brought up there. The network consists of 3,775 nodes and 
77,932 edges. There are 12 non-overlapping timeframes representing 12 months of 
the 2009 year. 
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3. The forth one is the well-known Enron e-mail network with 150 nodes and 2,144 
edges. The network was split into twelve, 90-days timeframes without overlap. 

4. The fifth network was extracted from the portal extradom.pl. It gathers people, 
who are engaged in building their own houses in Poland. It helps them to exchange 
best practices, experiences, evaluate various constructing projects and technologies 
or simply to find the answers to their questions provided by others. The data covers 
a period of 17 months and contains 3,690 users and 34,082 relations. 
33 timeframes were extracted, each of them 30 days long with 15 days overlap, 
similarly to the first data set. 

For each timeframe social communities were extracted using CFinder [16] and for 
each TSN the GED method [3] was utilized to extract groups evolution. The GED 
method was run 36 times for each TSN with all combination of α and β parameters 
from the set {50%, 60%, 70%, 80%, 90%, 100%}. As a node importance measure the 
social position measure [21] (measure similar to page rank) was utilized.  

Next, the 4-step sequences where separately extracted from the GED results for all 
networks and every combination of α and β parameters, see an example sequence in 
Figure 1.  

Experiment was performed in WEKA Data Mining Software [7]. Ten different 
classifiers were utilized with default settings: (see Table 1). For the method of valida-
tion 10-fold cross-validation was utilized as the most commonly used [14]. In WEKA, 
this means 100 calls of one classifier with training data and tested against the test data 
in order to get statistically meaningful results. 

Table 1. WEKA classifiers used 

WEKA name Name 
BayesNet Bayes Network classifier [7] 
NaiveBayes Naive Bayesian classifier [8] 
IBk k-nearest neighbor classifier [1] 
KStar Instance-Based classifier [4] 
AdaBoost Adaboost M1 method [6] 
DecisionTable Decision table [11] 
JRip RIPPER rule classifier [5] 
ZeroR 0-R classifier 
J48 C4.5 decision tree [17] 
RandomForest Random forest [2] 

5 Results  

All classifiers were utilized for each of 4 networks and each combination of α and β 
parameters. The measure selected for presentation and analysis of the results is 
F measure which is the harmonic mean of precision and recall. 

At the beginning, the classifiers were compared for each dataset separately in order 
to indicate which one is the best. The results are presented in Table 2 and Figures 2-5. 
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Table 2. The classifiers comparison for each dataset 

Data set Classifier Max F measure Min F measure Diff. 
sa

lo
n2

4.
pl

 

BayesNet 1.00 1.00 0.00 
NaiveBayes 1.00 1.00 0.00 
IBk 1.00 1.00 0.00 
KStar 1.00 1.00 0.00 

AdaBoostM1 1.00 0.70 0.30 
DecisionTable 1.00 0.90 0.11 

JRip 1.00 0.97 0.03 

ZeroR 0.82 0.60 0.23 
J48 1.00 0.99 0.01 
RandomForest 1.00 1.00 0.00 

E
nr

on
 

BayesNet 0.83 0.69 0.15 

NaiveBayes 0.81 0.72 0.08 
IBk 0.79 0.71 0.08 
KStar 0.79 0.72 0.07 
AdaBoostM1 0.51 0.32 0.20 
DecisionTable 0.78 0.64 0.14 
JRip 0.80 0.73 0.07 

ZeroR 0.27 0.15 0.11 
J48 0.92 0.80 0.13 
RandomForest 0.89 0.76 0.13 

ex
tr

ad
om

.p
l 

BayesNet 0.87 0.54 0.32 
NaiveBayes 0.87 0.50 0.37 
IBk 0.88 0.55 0.33 

KStar 0.88 0.52 0.36 
AdaBoostM1 0.83 0.50 0.33 
DecisionTable 0.88 0.48 0.39 
JRip 0.88 0.35 0.53 
ZeroR 0.88 0.33 0.54 
J48 0.88 0.33 0.55 

RandomForest 0.88 0.40 0.48 

W
rU

T
 e

m
ai

ls
 

BayesNet 0.86 0.76 0.10 

NaiveBayes 0.86 0.73 0.13 

IBk 0.88 0.79 0.09 

KStar 0.88 0.81 0.08 

AdaBoostM1 0.68 0.54 0.14 

DecisionTable 0.88 0.74 0.14 

JRip 0.83 0.78 0.05 

ZeroR 0.53 0.21 0.32 

J48 0.91 0.84 0.07 

RandomForest 0.90 0.82 0.08 
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Table 2 clearly indicates that for each dataset the best two classifiers are J48 (C4,5) 
decision trees and Random Forest ensemble of decision trees, thus, both classifiers 
were used for further analyses. Additionally, the results for these two classifiers are 
quite impressive since F measure for both of them is always around 0.8-0.9. 

Now, it is necessary to analyse how the α and β parameters affect the classification. 
This was done for the WrUT dataset. The first analysis was for J48 and is presented in 
Table 3 and Figures 6, 7. 

Table 3. The weighted average of F-measure measure (weighted by the contribution of the 
class–event in the dataset) for F48 decision tree for all six possible classes 

β\α [%] 50 60 70 80 90 100 

50 0.881 0.85 0.887 0.889 0.884 0.888 

60 0.884 0.879 0.898 0.885 0.883 0.91 

70 0.886 0.89 0.897 0.902 0.897 0.884 

80 0.879 0.885 0.889 0.91 0.886 0.882 

90 0.87 0.882 0.871 0.913 0.892 0.887 

100 0.852 0.869 0.848 0.907 0.869 0.841 

 

 

Fig. 6. F-measure values in relation to β and α 
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Fig. 7. F-measure values in relation to α and β 

While analysing Figures 6 and 7 for the constant α, we can observe the best results 
are when β is around 80%. However, for the constant β, it is hard to see any regular 
pattern. In general, the highest F-measure is for α = 80%. So, if the J48 decision tree 
is used as a classifier, it is recommended to use α = 80% and β from the set {70%, 
80%, 90%} for the GED method parameters. The reason behind such a result can be 
quite simple. If we look at results presented in [3] we can see that the high α and β 
reduce the number of split and merge events. Thus, the number of those events is 
similar to the number of other events. On the other hand, for the low α and β the num-
ber of splits and merges overshadow the number of the other events. It means that 
value of about 80% appears to be the best with respect to classification quality evalu-
ated by the F-measure. 

Quite similar results were achieved by the Random Forest classifier. The parameter 
α can be from the set {80%, 90%, 100%} and β from {60%, 70%, 80%, 90%}. Hence, 
the conclusion is: the GED method with the high α and β produces better input fea-
tures for classification, also if applied to the Random Forest classifier. The evaluation 
of α and β influence with the Random Forest classifier was presented in Table 4, Fig-
ure 8 and 9. Not like for J48 tree, for Random Forest tree a specific pattern can be 
found for both α and β.For the constant α the best results are if β is equal to 60%, 70% 
or 80, see Figure 5.8, and for the constant β the best results are when α is equal to 
80%, 90% or 100%, see Figure 9. 
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Table 4. The weighted average of F measure for Random Forest tree for all six classes 

β\α [%] 50 60 70 80 90 100 

50 0.846 0.848 0.857 0.874 0.868 0.87 

60 0.848 0.852 0.865 0.881 0.875 0.899 

70 0.846 0.853 0.872 0.891 0.879 0.897 

80 0.849 0.854 0.862 0.893 0.882 0.867 

90 0.843 0.848 0.849 0.896 0.872 0.887 

100 0.828 0.824 0.828 0.869 0.869 0.849 

 

Fig. 8. F-measure values in relation to β and α 

 

Fig. 9. F-measure values in relation to α and β 
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6 Conclusions and Future Work 

It was shown that using a simple sequence which consists only of several preceding 
groups’ sizes and events as an input for the classifier, the learnt model is able to pro-
duce very good results even for simple classifiers. It means that such prediction of 
group evolution can be very efficient in terms of prediction quality. The experimental 
analyses on six evolving social networks have revealed that decision tress and random 
forest as classifiers usually provide the most accurate results. Additionally, we can 
observe that the GED method used for change identification can be successfully used 
as a right indicator. However, its two parameters α and β significantly influence on 
the classification quality and the best results can be achieved for their values at the 
level of about 80%.  

Of course, many questions remain unsolved, in particular: 

• Are similar prediction results achievable for every kind of network? 
• What would happen, if we use different classifiers or more advanced classification 

concepts like competence areas (clustering of groups and application of separate 
classifiers to each cluster)? 

• What would be the influence of adding more input features (measures) describing 
the group like its diameter, average degree, percentage of network members which 
are in this group, the number of core members etc. as well as their various aggrega-
tions, e.g. average size for last 6 time frames? 

• What would be the results, if we use shorter/longer sequences (more preceding 
events and group measures)? 

• What would happen, if we use different node importance measure used in GED? 

All above questions will be addressed in future research. This paper however, aimed 
only to present that predicting group evolution using the GED method with some 
common classifiers is both possible and effective. 
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Abstract. General models of network navigation must contain a deter-
ministic or drift component, encouraging the agent to follow routes of
least cost, as well as a random or diffusive component, enabling free wan-
dering. This paper proposes a thermodynamic formalism involving two
path functionals, namely an energy functional governing the drift and an
entropy functional governing the diffusion. A freely adjustable param-
eter, the temperature, arbitrates between the conflicting objectives of
minimising travel costs and maximising spatial exploration. The theory
is illustrated on various graphs and various temperatures. The resulting
optimal paths, together with presumably new associated edges and nodes
centrality indices, are analytically and numerically investigated.

1 Introduction

Consider a network together with an agent wishing to move (or wishing to move
goods, money, information, etc.) from source node s to target node t. The agent
seeks to minimise the total cost or duration of the move, but the ideal path
may be difficult to realise exactly, in absence of perfect information about the
network.

The above context is common to many behavorial and decision contexts,
among which “small-word” social communications (Travers and Milgram 1969),
spatial navigation (e.g. Farnsworth and Beecham 1999), routing strategy on in-
ternet networks (e.g. Zhou 2008, Dubois-Ferrière et al. 2011), and several others
(e.g. Borgatti 2005; Newman 2005).

Trajectories can be coded, generally non-univocally, by X = (xij) where xij =
“number of direct transitions from node i to node j”. The use of the flow matrix
X is central in Operational Research (e.g. Ahuja et al. 1993) and Markov Chains
theory (e.g. Kemeny and Snell 1976); four optimal st-paths have in particular been
extensively analysed separately in the litterature, namely the shortest-path, the
random walk, the maximum flow (Freeman et al. 1991) and the electrical current
(Kirchhoff 1850; Newman 2005; Brandes and Fleischer 2005).

This paper investigates the properties of st-paths resulting from the min-
imisation of a free energy functional F (X), over the set X ∈ X of admissible
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solutions. F (X) contains a resistance component privileging shortest paths, and
an entropy component favouring random walks. The conflict is arbitrered by a
continuous parameter T ≥ 0, the temperature (or its inverse β := 1/T ), and
results in an analytically solvable unique optimum continuously interpolating
between shortest-paths and random walks. See Yen et al. (2008) and Saerens
and al. (2009) for a close proposal, yet distinct in its implementation.

Section 2 introduces the formalism, in particular the energy functional (based
upon an edge resistance matrixR, symmetrical or not) and the entropy functional
(based upon a Markov transition matrix W , reversible or not, related to R or
not). Section 2.5 provides the analytic form of the unique solution minimising
the free energy. Section 4 proposes the definition of edge and vertex betweenness
centrality indices directly based upon the flowX . They are illustrated in sections
3 and 5 for various network geometries at various temperatures.

2 Definitions and Solutions

2.1 Admissible Paths

Consider a connected graph G = (V,E) involving n = |V | nodes together with
two distinguished and distinct nodes, the source s and target t. The st-path
or flow matrix, noted Xst = (xst

ij ) or simply X = (xij), counts the number of
transitions from i to j along conserved unit paths starting at s, possibly visiting
s again, and absorbed at t. Hence

xij ≥ 0 positivity (1)

xi• − x•i = δis − δit unit flow conservation (2)

where δij is the Kronecker delta, the components of the identity matrix. Here
and in the sequel, • denotes the summation over the values of the replaced index,
as in xi• =

∑n
j=1 xij . In particular, xs• = x•s + 1. Also,

xt• = 0 absorbtion at t (3)

entailing xtj = 0 for all j, and x•t = 1. Normalisation (2) can be extended to
valued flows

xi• − x•i = v(δis − δit) conservation for valued flow (4)

where v ≥ 0, the amount sent through the network, is the value of the flow.
Further familiar constraints consist of

xij ≤ cij capacity, where cij ≥ 0 (5)

xij ≥ bij minimum flow requirement, bij ≥ 0 (6)

x•j0 = 0 forbidden node j0 (7)

xi0j0 = 0 forbidden arc (i0j0) . (8)
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2.2 Mixtures and Convexity

Any of the above constraints (1) to (8) or combinations thereof defines a convex
set X of admissible st-paths: if X and Y are admissible, so is their mixture
αX + (1 − α)Y for α ∈ [0, 1]. Mixture of paths are generally non-integer, and
can be given a probabilistic interpretation, as in

• x•• = “average time (number of transitions) for transportation from s to t”
• xij/xi• = “conditional probability to jump to j from i”.

From now on, one considers by default unit flows X , generally non-integer, obey-
ing (1), (2) and (3).

2.3 Path Entropy and Energy

Let W = (wij) denote the (n× n) transition matrix of some irreducible Markov
chain. A st-path constitutes a random walk (as defined by W ) iff xij/xi• = wij

for all visited node i, i.e. such that xi• > 0. Random walk st-paths X minimise
the entropy functional

G(X) :=
∑
ij

xij ln
xij

xi•wij
=

∑
i

xi•Ki(X ||W ) = x••
∑
i

xi•
x••

Ki(X ||W )

where Ki(X ||W ) :=
∑

j
xij

xi•
ln

xij

xi•wij
≥ 0 is the Kullback-Leibler divergence

between the transition distributions X and W from i, taking on its minimum
value zero iff

xij

xi• = wij . Note G(X) to be homogeneous, that is G(vX) = vG(X)
for v > 0, reflecting the extensivity of G(X) in the thermodynamic sense.

By contrast, shortest-paths and other alternative optimal paths minimize re-
sistance or energy functionals of the general form

U(X) :=
∑
ij

rijϕ(xij)

where rij > 0 represent a cost or resistance associated to the directed arc ij,
and ϕ(x) is a smooth non-decreasing function with ϕ(0) = 0. In particular,
minimizing U(X) yields

• st-shortest paths for the choice ϕ(x) = x, where rij is the length of the arc
ij

• st-electric currents from s to t for the choice ϕ(x) = x2/2, where rij is the
resistance of the conductor ij (see section 2.8).

As in Statistical Mechanics, we consider in this paper the class of admissible
paths minimizing the free energy

F (X) := U(X) + T G(X) . (9)

Here T > 0 is a free parameter, the temperature, controlling for the importance
of the fluctuation around the trajectory of least resistance or energy (ground
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sate), realised in the low temperature limit T → 0. In the high temperature
limit T → ∞ (or β → 0, where β := 1/T is the inverse temperature), the path
consists of a random walk from s to t governed by W . Hence, minimising the free
energy (9) generates for T > 0 “heated extensions” of classical minimum-cost
problems minX U(X), with the production of random fluctuations around the
classical, “ground state” solution.

Derivating the free energy with respect to xij , and expressing the conservation
constraints (2) through Lagrange multipliers {λi} yields the optimality condition

T ln
xij

xi•wij
+ rijϕ

′(xij) = λj − λi (10)

that is
xij = xi•wij exp(−β[rijϕ

′(xij) + λi − λj ]) . (11)

The multipliers are defined up to an additive constant (see 15). In any case,
xij = 0 when wij = 0 or i = t.

2.4 Minimum Free Energy and Uniqueness

Multiplying (10) by xij and summing over all arcs yields an identity involving
the entropyG(X) of the optimal pathX . Substitution in the free energy together
with (2) demonstrates in turn the identity

min
X

F (X) =
∑
ij

rij [ϕ(xij)− ϕ′(xij)xij ] + λt − λs . (12)

The first term is negative for ϕ(x) convex, positive for ϕ(x) concave, and zero
for the heated shortest-path problem ϕ(x) = x, for which minX F (X) = λt−λs.

Also, the entropy functional is convex, that is G(αX +(1−α)Y ) ≤ αG(X)+
(1 − α)G(Y ) for two admissible paths X and Y and 0 ≤ α ≤ 1. The energy
U(X) is convex (resp. concave) iff ϕ(x) is convex (resp. concave).

When a strictly convex functional F (X) possesses a local minimum on a
convex domain X , the minimum is unique. In particular, we expect the optimal
flows for ϕ(x) = xp to be unique for p > 1, but not anymore for 0 < p < 1, where
local minima may exist; see Alamgir and von Luxburg (2011) on “p-resistances”.

In the shortest-path problem p = 1, the solution is unique if T > 0 (Section
2.5); when T = 0, local minima of U(X) may coexist, yet all yielding the same
value of U(X).

2.5 Algebraic Solution

Solving (11) is best done by considering separately the target node t. Define vij :=
wij exp(−βrijϕ

′(xij)) as well as the (n− 1)× (n− 1) matrix V = (vij)i,j �=t. Also,
define the (n− 1) dimensional vectors

ai := xi• exp(−βλi)|i�=t bj := exp(βλj)|j �=t (13)

qi := vit|i�=t ej := δjs|j �=t
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Summing (11) over all i (for j �= t, resp. j = t), then over all j for i �= t yields,
using (2) and (3)

V ′a = a− exp(−βλs) e a′q = exp(−βλt) V b+ exp(βλt) q = b

Define the (n− 1)× (n− 1) matrix M = (mij) and the (n− 1) vector z as

M := (I − V )−1 = I + V + V 2 . . . z := Mq (14)

Then a and b express as

ai = exp(−βλs)msi bj = exp(βλs)
zj
zs

= exp(βλj)

implying incidentally

λj = T ln zj + C
(Section 2.6)

= T ln zj + λt . (15)

Finally

xi• = msi
zi
zs

xij = msi vij
zj
zs

(i �= t) (16)

xit = msi
qi
zs

x•• =
(Mz)s
zs

=
(M2q)s
(Mq)s

. (17)

In general, V , M , q and d depend upon X . Hence (16) and (17) define a recursive
system, whose fixed points may be multiple if U(X) is not convex (Section 2.4),
but converging to a unique solution for p > 1.

In the heated shortest-path case p = 1, the above quantities are independent
of X . Hence the solution is unique, and particularly easy to compute in one
single O(n3) step, involving matrix inversion, as illustrated in Sections 3 and 5.

2.6 Probabilistic Interpretation

In addition to the absorbing target node t, let us introduce another “cemetery”
or absorbing state 0, and define an extended Markov chain P on n + 1 states
with transition matrix

P =

⎛⎜⎜⎝
i �= t, 0 t 0

i �= t, 0 V q ρ
t 0 1 0
0 0 0 1

⎞⎟⎟⎠
where ρi = 1−∑n

k=1 vik is the probability of being absorbed at 0 from i in one
step.

M = (mij) is the so-called fundamental matrix (see (14) and Kemeny and
Snell 1976 p.46), whose components mij give the expected number of visits from
i to j, before being eventually absorbed at 0 or t. Also, zi (with i �= t, 0) is the
survival probability, that is to be, directly or indirectly, eventually absorbed at
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t rather than killed at 0, when starting from i. The higher the node survival
probability, the higher the value of its Lagrange multiplier in view of (15).

Extending the latter to j = t entails the consistency condition zt = 1, making
λt ≥ λi for all i. In particular, the free energy of the heated shortest-path case
is, in view of (12),

F (Xst) = −T ln zs(T ) ,

increasing (super-linearly in T ) with the risk of being absorbed at 0 from s.

2.7 High-Temperature Limit

The energy term in (9) plays no role anymore in the limit T → ∞ (that is
β → 0), and so does the absorbing state 0 above in view of ρi = 0. In particular,
zi ≡ 1 and xst

ij = msiwij for i �= t.
Also, xst

•• is the expected number of transitions needed to reach t from s. The
commute time distance or resistance distance xst•• + xts•• is known to represent a
squared Euclidean distance between states s and t: see e.g. Fouss et al. 2007, and
references therein; see also Yen et al. (2008) and Chebotarev (2010) for further
studies on resistance and shortest-path distances.

2.8 Low-Temperature Limit

Equations (11), (16) and (17) show the positivity condition xij ≥ 0 to be au-
tomatically satisfied, thanks to the entropy term G(X). However, the latter
disappears in the limit T → 0, where one faces the difficulty that the optimality
condition (10) rijϕ

′(xij) = λj −λi is still justified only if xij is freely adjustable,
that is if xij > 0.

For the st-shortest path problem ϕ(x) = x, one gets, assuming the solution to
be unique, the well-known characterisation (see e.g. Ahuja et al. (1993) p.107):{

rij = λj − λi if xij > 0
rij > λj − λi if xij = 0

occurring in the dual formulation of the st-shortest path problem, namely “max-
imize λt − λs subject to λj − λi ≤ rij for all i, j”. Here λi is the shortest-path
distance from s to i.

For the st-electrical circuit problem ϕ(x) = x2/2, one gets rijxij = λj − λi

if xij > 0, in which case xji > 0 cannot hold in view of the positivity of the
resistances, thus forcing xji = 0. Hence{

xij =
λj−λi

rij
> 0 if λj > λi

xij = 0 otherwise

expressing Ohm’s law for the currrent intensity xij (Kirchhoff 1850), where λi

is the electric potential at node i.
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3 Illustrations and Case Studies: Simple Flow and Net
Flow

Let us restrict on st-shortest path problems, i.e. ϕ(x) = x, whose free energy is
homogeneous in the sense F (vX) = vF (X) where v > 0 is the value of the flow
in (4).

Graphs are defined by a n × n Markov transition matrix W together with
a n × n positive resistance matrix R. Fixing in addition s, t and β, yields an
unique simple flow xst

ij , computable for any W (reversible or not) and any R
(symmetric or not) - a fairly large set of tractable weighted networks.

An obvious class of networks consists of binary graphs, defined by a symmetric,
off-diagonal adjacency matrix, with unit resistances and uniform transitions on
existing edges (i.e. a simple random walk in the sense of Bollobás 1998).

Such are the graphs A (Figure 1) and B (Figure 2) below. Graph C (Figure
3) penalises in addition two edges forming short-cut from the point of view of
W , but with increased values of their resistance.

Fig. 1. Graph A is a square grid with uniform transitions and resistances. The result-
ing (high values in black, low values in light grey) simple flow xst

ij and net flow νst
ij

from s (black square) to t (white square) are depicted respectively on the left and
middle picture with β = 0 (random walk) and on the right with β = 50 (shortest-path
dominance). Note the simple flow and net flow to be identical at low temperatures.

Among the wide variety of graphs defined by a (W,R) pair, the plain graphsA,
B and C primarily aim at illustrating the basic fact that, at high temperature,
reverberation among neighbours of the source may dramatically lengthen the
shortest path - an expected phenomenon (Figure 4).

Another quantity of interest is the net flow

νstij := |xst
ij − xst

ji | (18)

discounting “back and forth walks” inside the same edge, as discussed by New-
man (2005): as a matter of fact, the presence of such alternate moves mechani-
cally increases the simple flow inside an edge or node, especially near the source



Interpolating between Random Walks and Shortest Paths 75

Fig. 2.Graph B consists of two cliquesK4 joined by two edges, with uniform transitions
and resistances. Again, the resulting (high values in black, low values in light grey)
simple flow xst

ij and net flow νst
ij from s (black square) to t (white square) are depicted

respectively on the left and middle picture with β = 0 (random walk) and on the right
with β = 50.

Fig. 3. Graph C consists of two cliques K5 joined by two paths: the upper one consists
of five edges, each with unit resistance, while the upper one contains two edges, each
with resistance tenfold larger. The resulting (high values in black, low values in light
grey) simple flow xst

ij and net flow νst
ij from s (black square) to t (white square) are

depicted respectively on the left and middle picture with β = 0 (random walk) and on
the right with β = 50.

at high temperature (Figures 1, 2 and 3, left), giving the false impression the
behaviour is more entropic (that is, random-walk dominated) around the source,
which is erroneous.

The net flow “filters out” reverberations and hence captures the resulting
“trend” of the agents within their random movements, who rarely go back along
the edge from where they came if there is another way; cf. the circulation of “used
goods” as defined in Borgatti (2005) along trails exempt of edges repetition. At
low temperatures, the simple flow is directed in one way and hence converges to
the simple flow (Figures 1, 2 and 3, right).
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Fig. 4. The average time xst
•• to reach t from s is minimum for T = 0, and decreases

with the inverse temperature β. Solid line: graph A; Dashed line: graph B; Dotted line:
graph C.

4 Edge and Vertex Centrality Betweenness

Several flow-based indices of betweenness centrality have been proposed ever since
the shortest-path centrality pioneering proposal of Freeman (1977). In particular,
random-walk centrality indices have been discussed by Noh and Rieger (2004) and
Newman (2005). In this paper, we study the (unweighted) mean flow betwenness,
defined for edges and vertices respectively (with complexity O(n5)) as

〈xij〉 := 1

n(n− 1)

∑
s,t|s�=t

xst
ij 〈xi•〉 :=

∑
j

〈xij〉 = 〈x•i〉 (19)

where the latter identity results from the conservation condition (2). Definition
(19) is intuitive enough: an edge is central if it carries a large amount of flow
on average, that is by considering all pairs of distinct source-targets couples,
thus extending the formalism to flows without specific source or target, such as
monetary flows.

A more formal motivation arises from sensitivity analysis, with the result

∂F (X(R))

∂rij
=

∑
kl

∂F (X(R))

∂xkl(R)

∂xkl(R)

∂rij
+ xij(R) = xij

where F (X(R)) =
∑

ij rij xij(R) + TG(X(R)) is the minimum free energy (9)
under the constraints of Section 2.1 and rij the resistance of the edge ij.



Interpolating between Random Walks and Shortest Paths 77

Note that 〈x••〉 :=
∑

j〈x•j〉 represents the average time to go from a vertex
s to another vertex t and to return to s, averaged over all distinct pairs st. One
can also define the relative mean flow betwenness as

cij :=
〈xij〉
〈x••〉 ci :=

〈xi•〉
〈x••〉

with the property cij ≥ 0,
∑

ij cij = 1 and ci = ci• = c•i.

Another candidate for a flow-based betweenness index is the mean net flow,
again defined for edges and vertices as

〈νij〉 := 1

n(n− 1)

∑
s,t|s�=t

νstij 〈νi•〉 :=
∑
j

〈νij〉 = 〈ν•i〉 (20)

Middle pictures in Figures 5, 6 and 7 below demonstrate how the mean net
flow “substracts” the mechanical contribution arising from back and forth walks
inside the same edge, in better accordance to a common sense notion of centrality.

Also, the sensitivity of the trip duration with respect to the edge resistance

σij :=
∂〈x••(R)〉

∂rij

constitutes yet another candidate, amenable to analytic treatment, whose study
is beyond the size of the paper.

5 Case Studies (Continued): Mean Flow and Mean Net
Flow

Figures 5, 6 and 7 depict the mean flow betweenness and the mean net flow
betweenness (19) for the three graphs of Section 3, at high temperatures (left and
middle) and low temperatures (right). Here 〈xij〉 = 〈xji〉 due to the symmetry
of R and the reversibility of W . Visual inspection confirms the role of the mean
flow as a betweenness index, approaching the shortest-path betweenness at low
temperatures.

At high temperatures, the mean flow 〈xij〉 turns out to be constant for all
edges ij, a consistent observation for all “random-walk type” networks we have
examined so far. As a consequence, the mean flow centrality of a node 〈xi•〉 is
proportional to its degree for β → 0, and identical to the shortest-path between-
ness for β → ∞. The former simply measures the local connectivity of the node,
while the latter also takes into account the contributions of the remote parts
of the network, in particular penalising high-resistance edges in comparison to
low-resistance ones (Figure 7).

At low temperature, the net mean flow converges (together with the simple
flow) to the shortest-path betweenness (Figures 5, 6 and 7, right). At high tem-
peratures, the net mean flow betweenness is large for edges connecting clusters,
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Fig. 5. Graph A: mean flow 〈xij〉 and mean net flow 〈νij〉, with β = 0 (left and middle)
and β = 50 (right); high values in black, low values in light grey

Fig. 6. Graph B: mean flow 〈xij〉 and mean net flow 〈νij〉, with β = 0 (left and middle)
and β = 50 (right); high values in black, low values in light grey

Fig. 7. Graph C: mean flow 〈xij〉 and mean net flow 〈νij〉, with β = 0 (left and middle)
and β = 50 (right); high values in black, low values in light grey

but, as expected, small for edges inside clusters. Hence an original kind of cen-
trality, the “net random walk betweenness”, differing from shortest-path and
degree betweeness, can be identified (Figures 5, 6 and 7, middle). As suggested
in Figure 8 (right), contributions of both origins manifest themseves in the mean
flow node centrality, for intermediate values of the temperature.
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Fig. 8. Left: mean net flow centrality for the vertex in the “high-resistance path” (solid
line) of network C, and for one of the nodes in the “low-resistance path” (dashed line)
of network C. Right: inter-nodes correlation between the mean net flow centrality with
itself at β = 0 (net random walk centrality; dashed line) and at β = ∞ (shortest-path
node centrality; dotted line), in function of the inverse temperature β, for graph C.
The sum of the two lines (solid line) is maximum for β = 0.04, arguably indicating a
transition between an high- and a low-temperature regime.

6 Conclusion

The paper proposes a coherent mechanism, easy to implement, interpolating
between shortest paths and random walks. The construction is controlled by a
temperature T and applies to any network endowed with a Markov transition
matrix W and a resistance matrix R. The two matrices can be related, typically
as (componentwise) inverses of each other (e.g. Yen et al. 2008) or not, in which
case continuity at T = 0 and T = ∞ however requires wij > 0 whenever rij < ∞.

Modelling empirical st-paths necessitates to defineW andR. The “simple sym-
metric model”, namely unit resistances and uniform transitions on existing edges
(Section3) is, arguably, alreadymeaningful in social phenomenaandotherwise.For
more elaborated applications, one can consider a possible model of tourist paths
exploring Kobe (Iryio et al. 2012), consisting in choosing street directions as W
with a bias towards “pleasant” street segments identified by low entries in R. Or
the situation where a person at swishes to be introduced to another person at t, by
moving over an existing social network (defined byW ) of friends, friends of friends,
etc., where the resistance rij can express the difficulty that actor i introduces the
person to actor j.One canalso consider general situationswhereW expresses anav-
erage motion, mass circulation, and R captures an individual specific shift, biased
towards preferentially reaching a peculiar outcome t, such as a specific location, or
an a-spatial goal such as fortune, power, marriage, safety, etc.

By contrast, the construction seems little adapted to the simulation of repli-
cant agents (such as viruses, gossip or e-mails) violating in general the flow
conservation condition (2).
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The paper has defined and investigated a variety of centrality indices for edges
and nodes. In particular, the mean flow betweenness interpolates between degree
centrality and shortest-path centrality for nodes. Regarding edges, the mean net
flow embodies various measures ranging from simple random-walk betweenness
(as defined in Newman 2005) to shortest-path betweenness, again. The average
time needed to attain another node, respectively being attained from another
node

T out

s :=
1

n− 1

∑
t | t�=s

xst
•• T in

t :=
1

n− 1

∑
s | s�=t

xst
••

constitute alternative centrality indices, generalising Freeman’s closeness cen-
trality (Freeman 1979), incorporating a drift component when T > 0.

Maximum-likelihood type arguments, necessitating a probabilistic framework
not exposed here, suggest for W and R fixed the estimation rule for T

U(Xst) = U(Xst(T ))

where U is the energy functional in Section 2.3. Here Xst is the observed, em-
pirical path, and Xst(T ) is the optimal path (16, 17) at temperature T . Alter-
natively, T could be calibrated from the observed total time, using Figure 4 as
an abacus.
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Abstract. Online human interactions take place within a dynamic hi-
erarchy, where social influence is determined by qualities such as status,
eloquence, trustworthiness, authority and persuasiveness. In this work,
we consider topic-based Twitter interaction networks, and address the
task of identifying influential players. Our motivation is the strong de-
sire of many commerical entities to increase their social media presence
by engaging positively with pivotal bloggers and Tweeters. After dis-
cussing some of the issues involved in extracting useful interaction data
from a Twitter feed, we define the concept of an active node subnetwork
sequence. This provides a time-dependent, topic-based, summary of rel-
evant Twitter activity. For these types of transient interactions, it has
been argued that the flow of information, and hence the influence of a
node, is highly dependent on the timing of the links. Some nodes with
relatively small bandwidth may turn out to be key players because of
their prescience and their ability to instigate follow-on network activity.
To simulate a commercial application, we build an active node subnet-
work sequence based on key words in the area of travel and holidays.
We then compare a range of network centrality measures, including a
recently proposed version that accounts for the arrow of time, with re-
spect to their ability to rank important nodes in this dynamic setting.
The centrality rankings use only connectivity information (who Tweeted
whom, when), but if we post-process the results by examining account
details, we find that the time-respecting, dynamic, approach, which looks
at the follow-on flow of information, is less likely to be ‘misled’ by ac-
counts that appear to generate large numbers of automatic Tweets with
the aim of pushing out web links. We then benchmark these algorith-
mically derived rankings against independent feedback from five social
media experts who judge Twitter accounts as part of their professional
duties. We find that the dynamic centrality measures add value to the
expert view, and indeed can be hard to distinguish from an expert in
terms of who they place in the top ten. We also highlight areas where
the algorithmic approach can be refined and improved.
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1 Motivation

Centrality measures have proved to be extremely useful for identifying important
players in an interaction network [1]. Although the fundamental ideas in this area
were developed to analyse a single, static network, there is a growing need to
develop tools for the dynamic case, where links appear and disappear in a time-
dependent manner. Key application areas include voice calls [2, 3], email activity
[4, 3], online social interaction [5], geographical proximity of mobile device users
[6], voting and trading patterns [7, 8] and neural activity [9, 10].

This work focuses on the use of centrality measures to discover influential
players in a dynamic Twitter interaction network, with respect to a given topic,
with the aim of finding suitable targets from a marketing perspective. In this
social interaction setting, the idea of key players, who influence the actions of
others, is intuitively reasonable. Emperical evidence is given in [11] for discussion
catalysts in an on-line community who are “responsible for the majority of mes-
sages that initiate long threads.” Further, Huffaker [12] identifies on-line leaders
who “trigger feedback, spark conversations within the community, or even shape
the way that other members of a group ‘talk’ about a topic.”. Experiments in
[13] on email and voice mail data found evidence of individuals “punching above
their weight” in terms of having an ability to disseminate or collect information
that cannot be predicted from static or aggregate summaries of their activity.
These people were termed dynamic communicators, and an explanatory model,
based an inherent hiererchy among the nodes, was suggested. Such concepts
make it clear that the dynamic nature of the links plays a key role—the tim-
ing and follow on effect of an interaction must be quantified if key players are
to be identified. A recent business-oriented survey [14, Section 4] lists network
dynamics as a key technical challenge, and the authors in [15] argue that “the
temporal aspects of centrality are underepresented.”

Several recent articles have addressed the issue of discovering important or
influential players in networks derived from Twitter data. The work in [16]
focused on how a shortened URL is passed through the network. Using the
premise that a person who passes on such a URL has been influenced by the
sender, it studies the structure of cascades. Related work in [17] looked at large
scale information spread on the Twitter follower graph in order to measure global
activity. The authors in [18] studied a large scale Twitter follower graph and
compared three measures that quantify types of influence: number of followers
(out degree), number of retweets and number of mentions, finding little overlap
between the top Tweeters in each category. Similarly, [19] also ranked users by
the number of followers and compared with ranking by PageRank, finding the
two measures to be similar. By contrast, they found that the retweet measure
produces a very different ranking. We note that none of the influence measures
considered in [18, 19] fully respect the time-ordering of Twitter interactions. For
example, reversing the arrow of time does not change the count of followers,
retweets or mentions. In this sense, they overlook a crucial aspect of the in-
teraction data. Our work differs from that described above by (a) focussing on
subject-specific Tweets of interest in a typical business application, (b) building
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the interactions between Tweeters on this topic and recording them in a form
that we call the active node subnetwork sequence, and (c) comparing a range
of centrality measures in this dynamic setting, including one that respects the
arrow of time, against independent hand curated rankings from social media
experts exposed to the same data.

2 Building the Active Node Subnetwork Sequence

The Twitter business home page at https://business.twitter.com/basics/what-is-twitter/

explains that

“Anyone can read, write and share messages of up to 140 characters on
Twitter. These messages, or Tweets, are available to anyone interested
in reading them, whether logged in or not. Your followers receive every
one of your messages in their timeline—a feed of all the accounts they
have subscribed to or followed on Twitter. This unique combination of
open, public, and unfiltered Tweets delivered in a simple, standardized
140-character unit, allows Twitter users to share and discover what’s
happening on any device in real time. ”

The number of active Twitter users currently exceeds 140 Million, with over 340
Million Tweets generated per day. Of direct relevance to our work, the business
home page adds that

“Businesses can also use Twitter to listen and gather market intelligence
and insights. It is likely that people are already having conversations
about your business, your competitors or your industry on Twitter. ”

Twitter is a means to send out information over a well-defined network. This
brings to life a scenario that social scientists have for many years been using as
a theoretical tool to develop concepts and measures. In particular, given only a
network interaction structure, perhaps describing social acquaintanceship, it has
proved extremely useful to imagine that information flows along the links and
thereby to identify important actors [20, 1]. In this setting, most centrality mea-
sures are defined through, or can be motivated from, the idea of studying random
walks along the edges [21], or deterministically counting geodesics, paths, trails
or walks [22]. These ideas have been extremely well accepted and widely used,
despite the obvious simplifications that the methodology involves. For example,
even if we accept that social acquaintanceship is a reasonable proxy for the links
along which information flows, there are issues concerning

Link Types: if A and B are acquainted professionally and A passes on some
work-related news to B, then it is reasonable to expect that B is more likely
to pass this news on to professional colleagues than other friends. So we could
argue that some A→B→C paths have a greater chance of being traversed
than others.
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Link Dynamics: if A and B meet only on a Sunday evening, and B and C
meet only on a Monday morning, then we could argue that even though the
undirected path A ↔ B ↔ C exists in the network, the route A→B→C is
a more likely conduit for news than C→B→A. This is because B meets C
soon after an A→B exhange, and hence is more likely to (a) remember and
(b) regard as topical, any information received from A. This gives another
sense in which paths are not created equal.

By exploiting features of the Twitter data, we can, to some extent, sidestep the
shortcomings above while retaining the elegance and simplicity of the network-
based view:

Link Types: each link represents a physical exchange of information that is
known to have taken place (rather than a proxy such as social acquain-
tanceship), and moreover, by filtering based on Tweet content, we can, in
principle, record only links that are relevant to a specific topic of interest,

Link Dynamics: the Twitter data gives us access to the time at which each
piece of information was disseminated.

Twitter’s follower graph, where nodes represent users and a directed link con-
nects a user to a follower, has been studied, for example, in [18, 19, 17]. In our
work, we wish to focus on users who are engaging with a particular topic, so a
natural first step is to look at those who send Tweets containing a predefined
set of phrases. In principle, the followers of all such users are exposed to the
information in those Tweets. However, in practice we do not know if or when
a follower reads a Tweet or acts upon it outside the Twitter platform. In this
work, we focus on clearly active nodes, that is, users who send out at least one
Tweet on the required topic. We then focus on directed user-to-follower connec-
tions that involve these active nodes. As well as ruling out those Tweets that
land on ‘stony ground’ this pruning exercise generally has the effect of reducing
the size of the network considerably; an issue that is of importance if we wish to
consider global Tweets about popular topics over long time scales.

To be precise, we use the Twitter feed to construct an active node subnetwork
sequence as follows.

Definition 1. The active node subnetwork sequence:

– Start the clock at time tstart
– Listen to all Tweets that contain the required phrase(s)
– Each time a new Tweet is recorded, make sure the sender and all the sender’s

followers are nodes in the network (i.e. add them if necessary), and add a
time-stamped directed link from the sender node to all follower nodes.

– Stop the clock at time tend
– Post-process the network by removing all nodes that have zero aggregate out

degree, i.e., remove those people who did not send out any relevant Tweets.
– Slice the data into M windows of size Δt = (tend − tstart)/M . We will let

tk = tstart + (k − 1)Δt. Then, for k = 1, 2, . . . ,M , the kth window covers
the time period [tk, tk+1] and is represented by an integer-valued matrix A[k].
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Here (A[k])ij records the number of links from node i to node j that appeared
in this time period.

– Binarize each (A[k])ij , that is, set all positive integers to the value 1. (See
the remark below for a discussion of this step.)

Implicit in this definition is the simplifying assumption that a Tweet has an
influence over a fixed period of time, Δt. It may be argued that a Tweet, once
sent, exists for ever and should create a permanent link that perpetuates across
all subsequent time windows. However, we believe that a more compelling ar-
gument is that Tweets are time-sensitive and fairly rapidly disappear down a
typical follower’s timeline. The choice of Δt then quantifies the typical “read
and respond” time.

We emphasize in particular that reducing Δt does not necessarily give a more
accurate representation of reality—although we know the precise time that the
Tweet was sent, we do not know if or when each follower digests the content.
On the other hand taking Δt too large (e.g. one giant window) causes us to lose
information about the time-ordering of the Tweets.

We constructed an active node subnetwork sequence by listening to Tweets
containing the phrases city break, cheap holiday, travel insurance, cheap
flight and two phrases relating to specific travel brands. This simulates a typi-
cal client-driven investigation on behalf of a travel company wishing to improve
its social media presence. The collection took place from 17 June 2012 at 14:41
to 18 June 2012 at 12:41. We took Δt equal to 66 minutes, producing 20 time
windows. The total number of Tweeters and followers associated with this data
set is 442, 948. Restricting attention to active nodes, with nonzero out degree,
reduced the network size to N = 590.

We observed that some accounts can Tweet a lot in a short space of time. One
account Tweeted 104 times in timeframe 10 and a further 23 times in timeframe
11. This account released a total of 127 Tweets in 68 minutes. This motivates our
decision to binarize the data within each window—in this way we have not taken
account of how many times an account Tweets, but rather we represent the fact
they did Tweet in that timeframe. This is done to try to stop the overall result
being influenced by accounts using a high volume of automated Tweets. This
choice is a balance between allowing a “noisy” account broadcasting automated
Tweets to score higher than we would like in our calculations against our ability
to pick out influential people by observing a natural increase in the rate of
conversation because something interesting or relevant is happening.

To give a feel for the data, Figure 1 visualizes two portions of the the network
at the end of the first time window. We will return to this data set in section 4
when we compare centrality meaures.

3 Centrality Measures

In the case of a single time point, with binary adjacency matrix A ∈ R
N×N , the

resolvent matrix (I−αA)−1 was proposed by Katz [23] as a means to summarize
pairwise “influence” under “attenuation through intermediaries.” Here the fixed
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Fig. 1. Two details from the active subnode network sequence at the end of the first
time window; in particular, showing the existence of an isolated community

parameter α governs the strength of the attenuation, and for 0 < α < 1/ρ(A),
where ρ(A) denotes the spectral radius of A, we have

(I − αA)−1 = I + αA+ α2A2 + α3A3 + . . .

Using the fact that (Ap)ij records the number of distinct walks1 of length p from
node i to node j [20], we see that the (i, j) element of (I−αA)−1 counts the total
number of walks of all possible length, with walks of length p downweighted by
αp. The idea of attaching less importance to longer walks is intuitively reason-
able, and Katz [23] also points out that α may be intepreted probabilistically, as
the chance that a message successfully traverses an edge. It follows that the row
sums and column sums of the resolvent quantify the ability of nodes to broadcast
and receive information, respectively. Rather than inverting I − αA, it is more
efficient and numerically accurate to solve a linear system. Hence in our tests we
will compute vectors Kb and Kr in R

N satisfying

(I − αA)Kb = 1, (I − αAT )Kr = 1, (1)

where 1 ∈ R
N is the vector with all entries equal to one. In this case the ith

components of Kb and Kr measure the ability of node i to broadcast and receive
messages, respectively, across the static network represented by the binary adja-
cency matrix A, in the sense of Katz. The nodes may then be ranked according
to these scores.

In the limit α → 0, longer walks make a negligible contribution in (1), and,
ignoring uniform shifts and scalings that do not alter the rankings, the measures
collapse to out degree and in degree, respectively, that is,

(degout)i =

N∑
j=1

aij , (degout)j =

N∑
i=1

aij . (2)

1 A walk of length w from node i to node j is characterized by a sequence of w edges
i → i1, i1 → i2,. . . , iw−1 → j. There is no requirement for the edges, or the nodes
that they connect, to be distinct.
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We note that these two quantities are also widely used as centrality measures in
their own right [20, 1].

In recent years, several authors have pointed out that concepts such as geodesics,
paths and walks can be extended to the case of a time-ordered sequence of net-
works [24–26, 8].We focus here on the dynamicwalk notion from [3] which produces
generalizations of the Katz centrality measures (1) that are feasible for large-scale
network computations. Using the notation introduced in section 2, the following
definition was made in [3].

Definition 2. A dynamic walk of length w from node i1 to node iw+1 consists
of a sequence of edges i1 → i2, i2 → i3, . . . , iw → iw+1 and a non-decreasing

sequence of times tr1 ≤ tr2 ≤ . . . ≤ trw such that A
[rm]
im,im+1

�= 0.

Dynamic walks are easily counted by forming appropriate matrix powers. For
example, with the (i, j) component relating to walks from node i to node j,

– A[1]A[2] counts all dynamic walks of length two that use one edge at time t1
followed by one edge at time t2,

– A[5]A[5]A[9]A[10] counts all dynamic walks of length four that use two edges
at time t5, and then an edge at time t9 and finally an edge at time t10.

Following the Katz idea of downweighting walks of length w by αw, this leads
to the expression(

I − αA[1]
)−1 (

I − αA[2]
)−1

· · ·
(
I − αA[M ]

)−1

as a summary of the number of dynamic walks that exist between each pair of
nodes. In this case, α should be chosen below the reciprocal of max1≤k≤M ρ(A[k]).

Expressing these computations in terms of sparse linear systems, rather than
matrix inversions, and normalizing to prevent underflow and overflow, we arrive
at the dynamic broadcast and receive centralities from [3] given by

Db := Db[1], Dr := Dr[M ], (3)

where the vector sequence {Db[r]}M+1
r=1 is computed iteratively by setting

Db[M+1] = 1 and then solving(
I − αA[r]

)
Db[r] = Db[r+1]

and normalizing

Db[r] �→ Db[r]

‖Db[r] ‖2
,

for r = M,M − 1, . . . , 1.
Similarly, receive centralities may be computed by transposing the adjacency

matrices.
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4 Experimental Results

4.1 Comparison of Network Centrality Measures

Using the holiday travel based active node network sequence described in sec-
tion 2, we now compare the six centrality measures outlined in section 3. In
order to apply the measures designed for static networks, we formed a single
thresholded binarized network, B. To do this, we first formed the time-aggregate
matrix Asum :=

∑M
k=1 A

[k]. Then we thresholded based on a value θ, so that

(B)ij =

{
1 if (Asum)ij ≥ θ,
0 otherwise.

Here θ is chosen so that the number of edges in B

matches, as closely as possible, the average number of edges in {A[k]}Mk=1. For
convenience, we use the following descriptors:

– Katz broadcast and Katz receive denote the centrality measures in (1)
applied to the thresholded binarized network. We used α = 0.9/ρ(B).

– Dynamic broadcast and dynamic receive denote the centrality measures
(3) on the active node subnetwork sequence. We used α = 0.9/maxk ρ(A

[k]).

– Out degree and in degree denote the row sums and column sums of Asum

respectively; the rankings based on these measures are equivalent to the
α → 0 rankings from dynamic broadcast and receive.

Because our aim is to indentify influential Tweeters, we intuitively expect the
three broadcast-based measures (out degree, Katz broadcast and dynamic broad-
cast) to be more useful than the three receive-based measures (in degree, Katz
receive and dynamic receive) in this context.

Each of these six centrality measures produces a vector in R
590, which can be

used to determine (up to ties) a ranking, that is, a permutation of the integers
1 to 590. There are, of course, many ways to compare these different measures.
The upper panel in Table 1 shows the Kendall tau and Spearman rho correlation
coefficients for each pairwise combination of measures. In the context of using the
measures to identify important nodes, rather than looking at correlation across
the entire set of centralities it is perhaps more meaningful to focus on those
nodes that are identified as important. The lower panel in Table 1 therefore
shows the overlap, that is, the number of common nodes, among the top ten
and and top twenty lists in a pairwise manner. The tables indicate a slightly
higher match within, rather than across, the broadcast-based meaures and the
receive-based measures, although this is not completely consistent; for example
Katz broadcast and Katz receive have the highest pairwise correlations.

For a visual overview, Figures 2 and 3 scatter plot the dynamic broadcast cen-
trality against each other measure. In Figure 2 we see that dynamic broadcasting
and dynamic receiving are quite different achievements. One node comes top in
both measures, and from Table 1 we see that 16 nodes appear in both top 20
lists. However, the orderings within the top twenty are clearly different. Perhaps
most noticably, the fourth highest dynamic broadcaster ranks relatively poorly
according to dynamic receive. Further investigation revealed that this account
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Table 1. Upper panel shows Kendall tau correlation across pairs of node rankings in
upper triangle and Spearman rho correlation across pairs of node rankings in lower
triangle. Lower panel shows overlap between top 10 across pairs of node rankings in
uppper triangle and overlap between top 20 across pairs of node rankings in lower
triangle.

out degree in degree
Katz

broadcast
Katz
receive

dynamic
broadcast

dynamic
receive

out degree 0.48 0.34 0.35 0.60 0.46
in degree 0.48 0.43 0.46 0.47 0.64

Katz broadcast 0.31 0.42 0.87 0.34 0.42
Katz receive 0.33 0.47 0.88 0.36 0.45

dynamic broadcast 0.69 0.52 0.32 0.35 0.49
dynamic receive 0.47 0.73 0.41 0.45 0.54

out degree in degree
Katz

broadcast
Katz
receive

dynamic
broadcast

dynamic
receive

out degree 2 5 2 6 3
in degree 6 1 1 2 2

Katz-broadcast 11 3 3 6 3
Katz-receive 4 7 4 3 9

dynamic broadcast 6 4 7 15 4
dynamic receive 4 5 5 18 16

belongs to a travel insurance brand. The account (id = 342) appears to supply
automated Tweets on the subject of insurance. (In the exercise reported in sub-
section 4.2, the social media experts ranked this account as mid-range because
the Tweets generated were not personalised according to best practice.)
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Fig. 2. Dynamic broadcast against dynamic receive for the active nodes

In the upper left picture of Figure 3 the second highest dynamic broadcaster
stands out as having a relatively low Katz broadcast measure. This account (id =
398) Tweets stories about travel. As with account 34 discussed above, there were a
lot of automatedTweets. This appears to be an account that is looking to send out,
rather than receive, links, andmost Tweets contain links to websites—however the
content of the Tweets was felt to be relevant to the topic, which is why the account
appears in third place in the overall expert summary of subsection 4.2 (Table 4).

2 The id numbers are local to this experiment and have no further significance.
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Fig. 3. Dynamic broadcast against: upper left: Katz broadcast, upper right: Katz re-
ceive, lower left: out degree, lower right: in degree, for the active nodes

In the upper right picture of Figure 3 the first and third best Katz receivers (id
= 388 and 394, respectively) are seen to be poor dynamic broadcasters. These
accounts belong to news aggregators Tweeting about travel and other news.
They passed on similar information and have a similar follower profile.

The fourth higest out degree node is seen in the lower left picture of Figure 3 to
be a very poor dynamic broadcaster. This unusual account (id = 341370) Tweeted
about lots of different topics but has only 35 followers. This case caused an inter-
esting split between the social media experts during the exercise discussed in sub-
section 4.2. Two experts rated the account as mid range and three rated it lowest
of those considered. On closer inspection, we found that the accounts which were
subsequently retweeting exhibited some strange behaviour that was not obvious at
first glance. Figure 4 illustrates one set of retweets, suggesting that an automated
process is at work in the retweeting operation, in an effort leverage influence.

More generally, it is clear from Figure 3 and Table 1 that high out degree nodes
can have very poor dynamic broadcast centrality—generating a high bandwidth
does not directly translate into effective communication in this sense.

In the lower right picture of Figure 3 there are three accounts with very high
in degree that are not good dynamic broadcsters. The highest in degree account
(id = 172) belongs to a holiday company based in Kauai, Hawaii, Tweeting about
holidays there. The account produces some automated Tweets but they do not ap-
pear to be designed simply to publicize links. The next (id = 158) was regarded by
the experts as the most heavily automated of those considered, generating Tweets
on a wide range of subjects, not focused in any area, with the apparent aim of link
distribution. The third (id = 31) was a news aggregator in the manner of accounts
388 and 394 discussed above.
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Fig. 4. Retweet times for a Tweet emerging from account id 341370

4.2 Results from Social Media Experts

In order to benchmark the centrality results, we enlisted the help of five profes-
sionals working in social media who have day-to-day experience of ranking and
targeting accounts based on Twitter data. It is not feasible to study by eye the
full set of dynamic interaction data across the 590 active nodes—indeed, this is
a key motivation for the use of automated tools. Hence, in collaboration with
social media professionals, and with the aid of the six centrality measures, we
focused attention on a list of 41 accounts that were felt to be highly relevant.
The five experts were then given access to the full details of the Tweets from this
list, including the content of their messages, and asked to rank them in order of
importance. They had no knowledge of the six centrality rankings.

Table 2 records the level of consistency between the five experts, in terms
of Kendall tau correlations across the 41 accounts and overlap between the top
10 in each list. We see that although the correlation is generally positive, there
is some considerable variation between the views. Hence, although we regard
this information as providing a very useful guide, we do not see it as a “gold
standard” with which to judge centrality measures in this context.

Table 2. Upper: Kendall tau correlation between rankings of the 41 Tweeters from
pairs of experts. Lower: overlap amongst top ten in rankings of the 41 Tweeters from
pairs of experts.

Expert 1 Expert 2 Expert 3 Expert 4 Expert 5
Expert 1 -0.10 0.93 0.19 0.33
Expert 2 5 -0.10 0.31 0.14
Expert 3 10 3 0.20 0.37
Expert 4 6 5 6 0.55
Expert 5 6 5 6 5

For Table 3 we merged the five different expert rankings of the 41 nodes,
giving equal weight to each, into a single list. We then compared this ‘average
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expert’ with the rankings of these 41 nodes produced by each of the six centrality
measures. We show the top ten overlap. Comparing with the results in Table 2,
it may be argued that at least three of the centrality measures are almost indis-
tinsguishable from experts in this sense. To give more insight, Table 4 shows the
top 10 list for the averaged expert and the three broadcast-based centralities.
We see that dynamic broadcast has a top three that includes two of the experts’
top three. Out degree and Katz broadcast have one such ‘correct’ answer in their
top three. We also note that the centrality rankings are closer to each other than
to the average expert, in terms of overlap.

Table 3. Overlap amongst top ten for each of the six centrality meaures against the
average over five experts

out degree in degree
Katz

broadcast
Katz
receive

dynamic
broadcast

dynamic
receive

Overlap 4 3 2 1 3 2

Table 4. Account ids in rank order from 1 to 10. Column 1: average over five experts.
Column 2: out degree. Column 3: Katz broadcast. Column 4: dynamic broadcast.

average expert out degree Katz broadcast dynamic broadcast
397 74 74 74
362 34 302 398
398 362 362 362
341 341370 358 34
289 358 375 358
345 71 34 302
462 345 341 397
212 398 352 352
71 352 200 373
18 484 409 380

5 Summary and Future Work

Our aim in this work was to investigate the use of network centrality mea-
sures on appropriately processed Twitter data as a means to target influential
nodes. We found that these measures can extract value, both in isolation and
when combined, especially when the time-dependent nature of the interactions
is incorporated. In particular, benchmarking against the views of five experts
in social media showed that the dynamic broadcast centrality results are, in
the sense of overlap at the important upper end, hard to distinguish from hand
curated expert rankings.

There are many open questions and remaining challenges in this area. Obvious
issues include the best way to choose algorithmic parameters, such as the time
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window size, Δt, and Katz downweighting parameter, α. For long time periods,
or real-time monitoring, it would also be of interest to consider downweighting
information over time, as described in [27]. A bigger challenge is detecting, cat-
egorizing and dealing with accounts that generate automated Tweets. Here, it
may be preferable to leave the elegant but simplified network viewpoint and dig
down into the precise correlations over time of account activity.
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Abstract. This paper discusses the impact of online social networks
as means to motivate people to become more physically active. Based
on a data set from 4333 participants we show that the activity level
of people that participated in the online community (for 14 weeks) is
significantly higher compared to people that choose not to become a
member of that community. Detailed analyses show that the number of
contacts in the online community does not have a significant effect on
the physical activity level while network density even has a significant,
negative effect. On the other hand, the activity level of a participant is
higher when his or her friends also have a high average activity level. This
effect is even higher when a participant’s amount of friends increases.
Theoretical and managerial implications concerning the impact of online
social networks on offline behavior are discussed.

Keywords: Physical activity promotion, social network analyses, moti-
vation.

1 Introduction

Physical activity is regarded as an important element of a healthy lifestyle. Abun-
dant scientific research connects physical activity to many psychological and
physical health benefits [26]. Physical inactivity increases the risk of develop-
ing several diseases such as diabetes, obesity, cardiovascular diseases, high blood
pressure and some cancers [25]. Adults are supposed to be physically active for at
least 30 minutes on five days a week, according to public health guidelines [38].
Unfortunately, only 48.1 percent of the U.S. population achieves these physical
activity recommendations [11]. In other industrialized countries, the percentage
is about the same [38]. Promoting physical activity is a cost-effective way to
reduce avoidable healthcare costs.

Over the last couple of years, there has been research on different intervention
strategies. Especially the role of the social networks - through mechanisms of
social support, social engagement, social influence, social pressure and access to

K. Aberer et al. (Eds.): SocInfo 2012, LNCS 7710, pp. 96–109, 2012.
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resources - is emphasized in the literature [39,19,4,23]. Moreover, the internet is
seen as an opportunity to promote physical activity to a wide range of people
[38]. Social networks play an important role in this. A fabric of social relations
is generally seen as a resource available to an individual. This resource can be
mobilized to steer or facilitate action and behavior [1,10]. Among others, this
is why McNeill, Kreuter and Subramanian [23] advocate a physical promotion
program which includes social environmental factors that are able to support
change in physical activity behavior.

Earlier studies did research on the influence of social networks on the behavior
of actors in the network. A recent study by Christakis and Fowler [14] noticed an
increase in obesity over the past 30 years in the United States. They investigated
whether we can speak of an obesity epidemic, i.e. obesity spreading throughout
the social networks of people. They found considerable evidence of the social
network influencing the weight of actors up to three degrees of separation. We
build on the research of Christakis and Fowler and advance it further by ground-
ing our work on objective measures of the physical activity level of people. The
data is collected through an activity monitor. Additionally, we rely on observed,
objective network data from which network characteristics can be calculated.

Vandelanotte et al. [38] reviewed fifteen studies focusing on online interven-
tions to improve physical activity. They conclude that 8 out of 15 studies found
an increase in the activity level of people. However, this effect was short lived
and when focusing on specific intervention mechanisms it turned out that the
number of contacts of the participants with others (in the form of emails, tele-
phone contact, discussion boards, chat sessions or contact with online coaches)
was the only factor that could be associated with an increase in the physical
activity level of people. Their most important recommendation is therefore in
line with earlier literature: Increased interactivity in physical activity promotion
programs or websites will enhance engagement and retention of the participants
in the physical activity program. However, Vandelanotte et al. focused mainly
on website based interventions, which is different from our study. Website based
interventions focus on interactions between the service and the user instead of a
social network in which people can become friends and observe the behavior of
other users. Additionally, website based intervention studies have a broad defi-
nition of interactions since email contact as well as online coaches and discussion
boards are included. Our research focuses specifically on the online community
attached to a promotion program. We examine the influence of peer’s activity
level and network structural characteristics on a person’s activity level.

Taken together, our study provides data-driving insights in the ways through
which online social networks can influence people’s offline physical activity be-
havior. Our research question is:

How does the introduction of an online community into an online physical activ-
ity promotion program influence the physical activity levels of its participants?
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2 Social Connectedness as a Motivator

Over the past decades many theories and models of health behavior change have
been introduced. These theories show that for an individual to engage in new be-
havior, that person first needs to build the motivation and then needs to translate
that motivation into behavior [32]. Motivation has been reported as an important
element in sports and physical activity [36].According to the Social Determination
Theory (SDT), motives associated with more self-determination are more pow-
erful in changing and maintaining behavior [30]. SDT claims that people have a
basic need for relatedness which motivates people to behave in a certain way. Peo-
ple have the basic psychological need to ’feel connected to others within a social
milieu’ [16] and have a sense of belonging with other people [22]. The higher the
extent to which the need for relatedness is fulfilled when people engage in certain
behavior, the stronger their motivation will be to continue this behavior.

How does the need for relatedness motivate people? In order to understand
the social network structures through which the behavior of people is influenced,
we draw on social network theory. According to social network theory actors are
part of a structure of interconnected relationships which offer possibilities and
constraints to the actor’s behavior [8]. The social network in which actors are
embedded has certain characteristics that flow from the interpersonal relation-
ships between actors. Degree centrality and density are two important structural
characteristics [29] and are the focus of this research.

Degree
Degree centrality concerns ’the extent to which a given individual is connected
to others in a network’ [33]. When talking about the degree of friends we mean
the amount of direct ties going to and from a person [29]. Prior research shows
that the higher the number of friends in a network, the larger the increase in the
physical activity level of people [23]. There are three ways through which the
amount of friends influences the physical activity behavior of people.

First, the amount of friends has an influence on the level of engagement of
participants. Burke, Marlow and Lento [9] state that Facebook users with many
friends are more engaged with the community. Additionally, Ellison, Steinfield
and Lampe [17] use the amount of Facebook friends as a measure for engagement.
Higher engagement in a community is connected to a higher sense of belonging-
ness in a community [37]. People with lots of friends are more engaged, feel
more related to, and identify more with the community. Social identity theory
states that if people identify themselves within a certain group, they will behave
according to the norms of this group [35].

Second, social pressure increases when people have more friends [17] and this
causes people to behave in a certain way [15]. The actor experiences a higher
pressure to conform to the group norms [35] and will be motivated to adapt
his/her behavior.

Third, more friends increases the amount of social support. Friends encourage
and motivate people to reach their goals and to change their behavior. ’Social
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support specific to physical activity may provide the initial motivation to increase
physical activity levels’ [18, p. 786].

Hence, having more friends increases engagement with the community, causes
higher social pressure which motivates people to conform to group norms and
lead to higher levels of social support which motivates participants to be more
physically active. We hypothesize:

H1: There is a positive association between the number of friends a person has
in the online community of a health promotion program and his/her physical

activity level

Density
Another structural characteristic of the network is density. Density ’describes
the general level of linkage among [people in a network]’ [31, p. 69]. There might
be two reasons for why density should influence people’s physical activity level.

First, a dense network might increase the feeling of attachment and belong-
ingness. This is because a dense network facilitates a common identity [21]. In
such networks, the participants’ friends are connected to each other and there-
with form a (sub) community which provides the feeling of attachment. A dense
network will influence the behavior of its members stronger than a less dense
network [21]. Haynie [21] argues that this is the case because the opportunities
to communicate and interact are higher and therefore it is more likely that views
on physical activity behavior are expressed more frequently. Moreover, Friedkin
[20] argues that if the network is dense, the likelihood that actors have influence
on each other increases, because people are more aware of each others’ opinions
in dense groups [20]. Additionally, a social identity is easier created in a dense,
small network rather than in a big network full of structural holes [28]. As said
earlier, social identity and feeling of belongingness causes people to conform to
group norms.

Besides the feeling of belongingness and the social identity that are created
through a dense network, the social pressure is also higher in a dense network.
When a participant’s friends are connected to each other they can exert more
pressure on the participant which causes participants to conform to group norms.
We expect a direct influence of density of the ego-network on the physical activity
level of the participant.

H2: There is a positive association between the density of a person’s network in
the online community of a health promotion program and his/her physical

activity level.

Friends Physical Activity Levels
Instead of looking at network characteristics such as the amount of friends and
density, the behavior of a participant’s friend is also of great importance. Berk-
man et al. [4] mention social influence as one of the potential mechanisms of so-
cial networks effecting physical activity behavior. They argue that people ’obtain
normative guidance’ when they compare their attitudes or behavior to that of the
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group [4, p. 849]. When the behavior or attitude is confirmed, the behavior
will not be changed, while it will be changed when it is not congruent with
the group’s behavior or attitude. Again, the norms and values of the group
are thus important. Previous research in other health contexts has found that
the behavior of peers is the most important predictor for the behavior of people
themselves [4]. Moreover, experimental research by Centola [12] confirms that the
healthy behavior of friends increases the level of a person’s engagement towards
healthy behavior. Through social interaction, attitudes and behavior are formed
[20]. Hence, people compare their own behavior with that of others and adapt
to the behavior of others. Drawing on these earlier insights, we therefore argue
that the average activity level of a person’s friends influences the person’s own
activity level.

H3: There is a positive association between the average physical activity level of
a person’s friends in the online community of a health promotion program and

his/her physical activity level.

Interactions
Earlier we discussed the ways through which social networks influence people’s
behavior. We argued that the amount of friends, the density of a network and
the behavior of friends all influence a person’s behavior. However, the behavior
of friends is considered as the most powerful influence [4]. It is important to have
a lot of friends, but it is even more important to have a lot of friends with a high
average physical activity level. Additionally the density of a network is impor-
tant. However, when the average physical activity of a participant’s friends is
high, the impact of the density of a network on a participant’s physical behavior
will be strengthened. Participants conform to the physical activity behavior of
their friends and if this is high, they will thus be motivated to increase their
activity level. This leads to the following two hypotheses:

H4: The average physical activity level of a person’s friends in the online
community of a health promotion program enhances the positive relationship
between the number of friends a person has and his/her physical activity level.

H5: The average physical activity level of a person’s friends in the online
community of a health promotion program enhances the positive relationship
between the density of a person’s network and his/her physical activity level.

3 Methods

Sample, Setting and Procedure
A multinational company offering a physical activity promotion program was
approached and they provided de-identified data from a subset of participants
who are between 18 and 65. Due to confidentiality reasons, we do not have access
to personal information except for gender and country of residence. The program
uses an activity monitor to measure activity energy expenditure [6]. The monitor
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has to be connected regularly to a computer, so that the data is uploaded to the
online system. The promotion program has three different phases. The first phase
is a one week assessment period. Its purpose is to evaluate the user’s activity
level during his/her daily routine. The assessment is followed by a 12 week plan
which aims to gradually increase the participants’ activity level towards an end-
goal. The goal is determined from the activity reported during the assessment
week. After the plan, the members of the program can opt to start a new 12 week
plan to further increase their activity level or simply continue with the activity
goal set during the last week of their program. The activity promotion program
provides an online community and joining this social network is optional for the
users. Each member of the community can connect and become friends online
with others, exchange messages and see the relative achievements of themselves
and of others(which are only visible after participants become friends).

We extracted all the information of 6291 participants, of which 2418 opted
into the community. Due to missing values we are left with a total of 4423
participants of which 1674 were community members. Including the cases with
missing values does not show significant differences in our key variables. The
participants are based in 9 different countries. All the data has been recorded
from 01-05-2010 to 01-08-2010. The starting day of our data collection is also
the day when the online community feature became available. We aggregated
the data on a per week basis.

33.9% of all the women in the sample opted into the community versus 39.7%
of the men.Members of the community login significantly more often and have
a significantly lower BMI than participants who did not opt into the commu-
nity. The average physical activity level (PAL) of all the participants (including
community and non-community members) is 1.60. 57.9% of the participants are
female, 42.1% are male. 78.5% are based in the US, 20.1% are in The Nether-
lands, 1.4% are in other countries.

Dependent Variable
Physical Activity Level (PAL) is measured on a per day basis and averaged
for a given week. PAL [27] is a standard unit for measuring the intensity of
one’s physical activity. Usually it is computed as PAL = TEE × BMR−1, where
TEE represents the total energy expenditure and BMR is the basal metabolic
rate, which is age dependent. A physical activity monitor was used for precise
measurement of PAL.

Independent Variables
Degree is operationalized as the number of connections which a member of the
online community has during a particular week.

Density measures the number of actual ties of a participant divided by the
number of possible ties [31]. in the ego-network. This means that only the ties
between ego’s friends are taken into account. Ego-network density is thus the
amount of existing ties between ego’s friends divided by the amount of total ties
possible between ego’s friends (UCINET [7]).
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Peer PAL is the average of the PAL of one’s peers (i.e., friends) in the online
community during a week.

Control Variables
Prior PAL is the lagged PAL value for a person. We control for prior PAL because
focal activity values might significantly be driven by peoples’ past behavior.
Ajzen and Madden [3] use past behavior as a control variable when testing the
theory of planned behavior and state that past behavior has an influence on the
contemporary behavior.

Furthermore, we control for Body Mass Index (BMI) as it might influence
how seriously people take the activity promotion program and therefore their
physical activity level. People with a high BMI can be more motivated to lose
weight than people with a lower BMI [5] and therefore display higher levels of
activity. We include the average BMI value of a person during the week since
people are able to adjust this value constantly. BMI is based on two self-reported
measures; weight and height and is calculated by dividing weight by the squared
height of a person [5].

As a further indication of involvement of people in the activity promotion
program we controlled for the number of times users logged into the online
system during a corresponding week. Logging in entails connecting the activity
monitor to a computer but not necessarily mean that the community was used.

Another variable that needs to be controlled for is the status of the participant.
Status refers to the phase of a participant in the program. Participants with
status ’plan’ might be more active since they want to achieve a certain goal,
different from after the plan when sustaining an activity level is more important.
Goal setting theory predicts that when a specific, quantified goal is set, this will
lead to a higher performance [34].

Additionally, we controlled for gender of the participant (self-reported), their
country and the number of weeks that have passed since the user joined the
online community (community week).

Analysis
We use a panel approach to model that each participant has multiple, non-
independent observations. To better account for unobserved heterogeneity, we
estimate random effects for panel models [2]. In doing so, we insert additional
participant related error terms that allow observations of the same participant
to be correlated. Before including the interactions we mean centered the main
effects.

4 Results

Tables 1 and 2 present summary statistics and the correlation matrix for the
combined data set and community data set, respectively.
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Table 1. Correlations Complete Data Set

Mean
Std.
Dev.

Min. Max 1 2 3 4

1. PAL 1.60 0.24 1.11 3.83
2. Prior PAL 1.60 0.24 1.11 3.83 0.75
3. Gender 1.58 0.49 1.00 2.00 -0.13 -0.13
4. Logins 2.38 3.78 0.00 95.00 0.32 0.25 0.00
5. BMI 28.67 6.47 6.80 86.63 -0.14 -0.13 0.01 0.02

Everything above r=0.00 is significant at P<0.05

Checking for variance inflation factors we observe that all stayed well below
the critical value of VIF = 10, so there is no concern of multicollinearity.

From Table 4 we can conclude that the community influences the physical
activity level of program participants. For this regression the data set containing
both community and non-community users was used. The regression contains the
control variables and the dummy variable for community. As we can observe from
Table 4, the dummy variable for community is significant. This indicates that
there is a difference between non-community and community users and their
physical activity level: Participants who are members of the community have a
significantly higher increase in PAL than non-community members.

From Table 3 we can observe the coefficients and significance of every variable.
The first model contains the direct effect of the control variables, the second
model adds the main effects of degree, density and peer PAL, the third model
contains the interaction effect of degree and peer PAL, the fourth model adds
the interaction effect of density and peer PAL and the fifth model contains all
variables and interaction effects. As can be observed from Model 2, degree has
a positive but non-significant effect on PAL. Hypothesis 1 is therefore rejected.

Density, however, has a negative, significant effect. This contradicts our Hy-
pothesis 2. We expected a positive and significant effect of density on PAL. The
findings illustrate that when the ego network of a participant becomes denser,
his/her physical activity level decreases.

Peer PAL has a positive and significant effect. This shows that if the average
PAL of a participant’s friends increases, the PAL of the participant himself will
also increase. Therefore Hypothesis 3 is confirmed.

Model 3 shows that the interaction of degree with peer PAL is significant and
positive. This confirms Hypothesis 4. The significant interaction effect is also
shown in Figure 1. The amount of friends together with a high average level
of physical activity of one’s friends is associated with an increase in a person’s
PAL.

The interaction of density and peer PAL is negative but non-significant. We
therefore reject Hypothesis 5.
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Table 4. Panel Regression Model of Physical Activity Level(PAL) - Complete Dataset

Model 1

Constant 0.64 *** (0.05)
Prior PAL 0.63 *** (0.00)
Gender -0.02 *** (0.00)
Logins 0.01 *** (0.00)
BMI 0.00 *** (0.00)
Community 0.01 *** (0.00)
Wald χ2 = 29000.05

N = 29516 observations of total 4423 adults.

Standard Errors in parantheses.

*P<0.05

**P<0.01

***P<0.001

Fig. 1. Interaction Degree and Peer PAL

5 Discussion

The purpose of this study was to examine the relationship between an online social
network and a person’s behavior. We can conclude that there is a positive relation
between the online community and the physical activity level that participants dis-
play offline. The online community therefore matters. Offline behavior is mainly
driven by the behavior of a person’s friends in the online network. People want to
conform to the norms of the group and therefore theymight bemotivated to change
their behavior [35].We founda positive effect of the behavior of people’s friends and
people’s own behavior. Additionally, we found a significant interaction effect of de-
gree and the behavior of friends being: Participants benefit more from the program
when they build relationships with people that are physically active. However, the
direct effect of degreewas not significant. This indicates that having a lot of friends
does notmatter per se, but that the amount of friends only matters in combination
with the behavior of the surrounding friends.
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We also formulated a hypothesis on the influence of a dense network on the be-
havior of people. However, we needed to reject Hypotheses 2 and 5. Density turned
out to have a significant, but negative effect on the behavior of people. This contra-
dicts our expectations which were that density would have a positive influence on
physical activity because of social control within the network and because of the
stronger feeling of belongingness to the network. Although we expected this social
control to be positive for the behavior of the person, it could also be that the per-
son experienced too much pressure from the network leading to a reduction in mo-
tivation. However, further research is needed to examine the mechanisms through
which density might negatively influence the behavior of people. The interaction
effect of density with friends’ behavior is also not significant. We expected that a
dense network together with a positive behavior of friends would influence a per-
son’s own behavior. This, however, was not the case in this study.

Practical Implications
According to our analyses, it is clear that when participants take the opportunity
to build online relations with other participants, positive effects for physical activ-
ity levels can be expected. The behavioral outcomes of people who participated in
the community online where significantly more positive than the results of people
who did not participate in the community. It is thus recommended to have online
community features added to activity programs. Moreover, the average physical
activity of a person’s friends seems to be an important network predictor for a per-
son’s own physical activity increase. In fact, being connected with a large group of
active people can really make a difference for the physical activity level of a par-
ticipant. Therefore, we also suggest that participants should form or be supported
to establish online relations with successful, active, participants from the commu-
nity. Our findings might also be relevant and can be applied at other online health
promotion programs, such as those focusing on weight or stress management.

Strengths, Limitations and Further Research
Our study suggests that participants in the program benefit from building online
relationships with people that are successful in the program. However, some may
argue that there is a concern for causality: Successful people might also like to
connect to others that are successful. We actually can make a difference between
selection and influence in this research since we have longitudinal data with the
increase in PAL as a dependent variable. Hence, we observe how the difference
in PAL between two weeks is caused by active friends. Moreover, the selection
argument stating that people chose their friends based on their behavior instead
of adapting their behavior to that of their friends [24] is not applicable in this
research since participants do not have insight into the activity level of their
peers until they decide to connect to them. This allows us to conclude that an
the average physical activity level of a person’s friends has a positive influence on
this person’s increase in physical activity from one week to the next. However, it
could be that certain personality traits - for which we do not control -cause people
to opt-in for the community. Future research should take this into account.
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In additional analyses (available upon request) we also tested the possibility
that homophily might play a role. Specifically, we tested whether active people
that have active friends become even more physically active over time. However,
we could not detect such an effect meaning that in our context, actors are not
more likely to be influenced by alters who are similar to them [13]. From this
we can conclude that being connected to active alters is important, also when
participants are not active themselves.

Although we describe the ways in which degree, density and behavior of friends
in the network can influence the behavior of a person, further research should
focus on mediating mechanisms in these relations. The degree of social identity
with the group could be of influence on someone’s behavior, since this could me-
diate the relation between the community structure and physical activity. While
the regression coefficients show small effect sizes, some of them are, however,
significant. Independent of effect size, our results thus provide evidence of the
influence of social networks on people’s physical activity behavior. Moreover, it
can be expected that the effects are even stronger when investigating the effect
of offline social networks on physical activity levels. An interesting direction for
future research is therefore also to take the influence of peoples offline networks
on their online networks and physical activity level into account.

Finally, in the program that we investigated, participants have the choice to
opt-in to the community. A follow-up study could also focus on what happens
when everybody is by default part of the community compared to a program
that does not have a community feature. These limitations notwithstanding,
our research illustrates how relationships in online social communities are an
important facilitator of offline physical activity.
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Abstract. With the recent surge of location-based social networks (LB-
SNs, e.g., Foursquare, Facebook Places), huge amount of digital
footprints about users’ locations, profiles as well as their online social
connections become accessible to service providers. Different from social
networks (e.g., Flickr, Facebook) which have explicit groups for users to
subscribe or join, LBSNs usually have no explicit community structure.
In order to capitalize on the large number of potential users, quality com-
munity detection approach is needed so as to enable applications such as
direct marketing, group tracking, etc. The diversity of people’s interests
and behaviors when using LBSNs suggests that their community struc-
tures overlap. In this paper, based on the user-venue check-in relationship
and user/venue attributes, we come out with a novel multi-mode multi-
attribute edge-centric co-clustering (M2Clustering) framework to dis-
cover the overlapping communities of LBSNs users. By
employing inter-mode/intra-mode features, the proposed framework is
able to group like-minded users from different social perspectives. The
efficacy of our approach is validated by intensive empirical evaluations
using the collected Foursquare dataset of 266,838 users with 9,803,764
check-ins over 2,477,122 venues worldwide.

Keywords: Community Detection, Overlapping Community, Edge-
Clustering, Location-Based Social Networks.

1 Introduction

With the wide adoption of GPS-enabled smart phones, location-based social net-
works (LBSNs) have been experiencing increasing popularity, attracting millions
of users. In LBSNs, users can explore places, write reviews, upload photos, and
share location and experiences with others. Check-ins are performed at physical
locations (i.e., venues), such as universities, monuments, or bars. The soaring
popularity of LBSNs has created opportunities for understanding collective user
behaviors on a large scale, which are capable of enabling many applications, such
as direct marketing, trend analysis, group search and tracking.

One fundamental task in social network analysis is to identify social subgroups
(communities) for users. A community is typically thought of as a group of users

K. Aberer et al. (Eds.): SocInfo 2012, LNCS 7710, pp. 110–123, 2012.
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with more and/or better interactions amongst its members than between its
members and the remainder of the network [1,2]. However, unlike social networks
(e.g., Flickr, Facebook) which provide explicit groups for users to subscribe or
join, the notion of community in LBSNs is not well defined. In order to capitalize
on the huge number of potential users, quality community detection approach is
needed.

It has been well understood that people in a real social network are naturally
characterized by multiple community memberships. For example, a person usu-
ally belongs to several social groups like family, friends and colleges; a researcher
may be active in several areas. Thus, it is more reasonable to cluster users into
overlapping communities rather than disjoint ones. Most of the community de-
tection approaches proposed so far are based on structural features (e.g., links)
[3], but the structural information of online social networks is often sparse and
weak, thus it is difficult to detect interpretable overlapping communities by con-
sidering only network structural information [4]. Fortunately, LBSNs provide
rich information about the user and venue through check-ins. Those information
makes it possible to cluster users with different preferences and interests into
different communities in LBSNs. In reality, for some applications (e.g., advertis-
ing and marketing) it is important to group users based on both their interests
as well as their social links with others.

By leveraging both network structural information (inter-mode) as well as
node attributes (intra-mode) to detect communities, we can naturally obtain
communities with richer and interpretable information, even though it is a highly
challenging task. Classical co-clustering is one way to conduct this kind of com-
munity partitioning [5]. However, the identified communities are disjoint which
contradicts with the actual social setting, where each user can belong to several
communities. Edge-Clustering has been proposed to detect communities in an
overlapping manner [6], but it did not take intra-mode features into consideration
and therefore cannot be directly applied to LBSNs.

In summary, the main contributions of this work are:

– We formulate the overlapping community detection problem in LBSNs as
a co-clustering issue which considers both the user-venue check-in network
structure as well as attributes of users and venues. To the best of our knowl-
edge, this work is the first attempt addressing the overlapping community
detection problem in LBSNs. Specifically, we detect overlapping communities
from an edge-centric perspective.

– We represent users and venues in LBSNs as two types of modes (nodes), and
select both inter-mode and intra-mode features for co-clustering, while exist-
ing multi-mode clustering methods mainly concern the inter-mode features.
We show that different perspectives of social communities can be revealed
by introducing different intra-mode features.

The rest of this paper is structured as follows. Section 2 presents the related
work. Section 3 formally defines the multi-mode multi-attribute overlapping com-
munity detection problem. The proposed community co-clustering framework is
presented in Sections 4, followed by empirical study and experimental evaluation
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in Section 5 and 6. We conclude our work and discuss possible future directions
in Section 7.

2 Related Work

In this section, we briefly review the related work which can be classified into
three categories.

The first category contains the research on understanding the collective user
behaviors based on LBSNs dataset. Scellato et al. [7] analyzed the social, geo-
graphic and geo-social properties of four social networks (BrightKite, Foursquare,
LiveJournal and Twitter). Noulas et al. [8] investigated the user check-in dynam-
ics and the presence of spatio-temporal patterns in Foursquare. Cheng et al. [9]
studied the mobility patterns of Foursquare users and revealed the factors af-
fecting people’s mobility. Vasconcelos et al. [10] analyzed how Foursquare users
exploited three features (i.e., tips, dones and to-dos) to uncover different behavior
profiles. Only two studies aimed at uncovering community structures in LBSNs.
Li et al. [11] proposed two different clustering approaches to identify user behav-
ior patterns on BrightKite. One approach exploited the update (i.e., check-ins,
photos and notes) of users to classify them into four disjoint groups according
to their mobility. The second approach clustered users based on attributes such
as total number of updates, social features and mobility characteristics, and led
to the identification of five disjoint groups. The second study was performed
on Foursquare. Noulas et al. [12] used a spectral clustering algorithm to group
users based on the categories of venues they had checked in, aiming at identify-
ing communities and characterizing the type of activity in each region of a city.
Although the aforementioned studies offer important insights into properties of
user interactions in LBSNs, none of them worked on overlapping community de-
tection using network links and node attributes. Our work aims to fill in this
gap by discovering overlapping communities.

The second category involves the work on community detection which is a
classical task in complex network analysis [1,2,13,14]. A community is typically
thought of as a group of nodes with more and/or better interactions amongst
its members than between its members and the remainder of the network [1,2].
To extract such sets of nodes, one typically chooses an objective function that
captures the intuition of a network cluster as set of nodes with better internal
connectivity than external connectivity, and then one applies approximation or
heuristics algorithms to extract node clusters by optimizing the objective func-
tion. In general, community detection methods can be classified into two types:
overlapping and non-overlapping methods. Some popular methods are modular-
ity maximization [13,14], Girvan-Newman algorithm [1], Louvain algorithm [15],
clique percolation [16], link communities [17], etc. As users in LBSNs have rather
weak and sparse relations [18], one cannot naively apply community detection
based solely on the links found in these social networks and expect to generate
interpretable communities.

The third category focuses on community detection by considering both link
and node attributes for social networks, which are the closest to our work. Several
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existing works on attributed graph clustering fall into this category. The main
idea is to design a distance/similarity measure for vertex pairs that combines both
structural and attribute information of the nodes. Based on thismeasure, standard
clustering algorithms like K-Medoids and spectral clustering are then applied to
cluster the nodes. A weighted adjacency matrix is used as the similarity measure
in [19], where the weight of each edge is defined as the number of attribute val-
ues shared by the two end nodes. The authors applied graph clustering algorithms
on the constructed adjacency matrix to perform clustering. The state-of-the-art
distance-based approach is the SA-Cluster proposed by Zhou et al [20] which de-
fined a unified distance measure to combine structural and attribute similarities.
Attribute nodes and edges are added to the original graph to connect nodes which
share attribute values, and a neighborhood randomwalkmodel is used to measure
the node closeness on the augmented graph.Afterwards, a clustering algorithmSA-
Cluster is proposed based on the K-Medoids method. However, all these works in
the last category attempted to optimize two contradictory objective functions and
intended to identify disjoint communities, thus the communities detected were not
optimal and had no clear semantic meanings.

In this work, we propose to leverage both the structure links between users
and venues as well as their attributes to discover the overlapping community
structure. Specifically, we formulate the overlapping community detection prob-
lem into an multi-mode multi-attribute edge-centric co-clustering issue, viewing
both inter-mode links and intra-mode attributes as unified features for cluster-
ing. With this novel representation, users, venues together with their attributes
are grouped in a natural way.

3 Problem Statement

In this paper, a community is defined as a cluster of edges (check-ins) with
user and venue as two modes, where the common attributes of users and venues
characterize the properties of the community. We use U = (u1, u2, . . . , um) to
represent the user set, and V = (v1, v2, . . . , vn) to denote the venue category
set, a community Ci(1 ≤ i ≤ k) is a subset of users and venue categories,
where k is the number of communities. On one hand, the check-in relationship
between users and venue categories form a matrix M, where each entry Mij ∈
[0,∞) corresponds to the number of check-ins that ui has performed over vj .
Therefore, each user can be represented as a vector of venue categories, and
each venue category can be denoted as a vector of users. On the other hand,
users and venue categories might have several independent attributes, denoted
as (ai1, ai2, . . . , aix), and (bj1, bj2, . . . , bjy) respectively. Normally, every attribute
reveals a certain social aspect of users or venue categories. For instance, a user
has a certain number of followers and followings, and a venue category has
a common operating time. Therefore, both user mode and venue mode have
two types of representations: an inter-mode representation as well as an intra-
mode representation. Based on the above notations, the overlapping community
detection problem in LBSNs can be formulated as a multi-mode multi-attribute
edge-centric co-clustering issue, which will be fully exploited in the next section.



114 Z. Wang et al.

4 Multi-mode Multi-attribute Edge-Centric Co-clustering
Framework

The observation that a check-in on LBSNs reflects a certain aspect of the user’s
preferences or interests enlightens us to cluster edges instead of nodes, as the
detected clusters of check-ins will naturally assign users into overlapping com-
munities with connections to venues. Specifically, after obtaining edge clusters,
overlapping communities of users can be recovered by replacing each edge with
its vertices, i.e., a user is involved in a community as long as any of her check-ins
falls into the community. In such a way, the obtained communities are usually
highly overlapped. The key idea of the proposed framework is shown in Fig. 1.

Data Crawling

Feature Fusion

Edge Clustering

Overlapping
Communities

Venues

Users

Community Profiling

Feature Selection

User/Venue
Metadata

LBSNs

Fig. 1. Community discovering framework

As indicated in Fig. 1, we first select features based on the characteristics of
the collected LBSNs dataset and then perform feature normalization and fusion.
Second, the overlapping community structure is detected by using the proposed
edge-centric co-clustering algorithm M2Clustering. Due to space limitation, in
this paper we mainly focus on the feature selection and community detection,
leaving the detailed elaboration of community profiling as a future work.

4.1 Edge-Centric Co-clustering

As stated in the introduction section, we define a community in LBSNs as a
group of users who are more similar with users within the group than users out-
side the group. Therefore, communities that aggregate similar users and venues
together should be detected by maximizing intra-cluster similarity rather than
maximizing modularity. This objective function is formulated as:

Obj = argmax
C

k∑
j=1

∑
ec∈Cj

sim(ec, Cj), (1)

where k is the number of communities, C = {C1, C2, . . . , Ck} is the detected
community set, ec denotes an edge of community Cj , and sim(ec, Cj) is the
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similarity between ec and Cj . With this formulation, the key is to characterize
the similarity between an edge and a community. To this end, we first introduce
the definition of edge similarity.

In a user-venue check-in network, each edge is associated with a user vertex
and a venue vertex. By taking an edge-centric view, each edge is treated as an
instance with its two vertices as features. In other words, the similarity between
a pair of edges can be defined as the similarity between the corresponding user
pair and venue pair as:

simedge(ei, ej) = F(simu(ui, uj), simv(vi, vj)), (2)

where simu(ui, uj) is the similarity between two users, simv(vi, vj) is the simi-
larity between two venues, and F represents the function used to combine these
two similarities, by balancing the weights of the user mode and the venue mode.
The formalism of F depends on the characteristics of the expected communities
as well as the targeted applications. Considering the similarity trade-off between
user mode and venue mode, two widely used formalisms of F are (simu+simv)/2
and

√
simu × simv. In this work, we adopt the second notion to ensure that a

pair of edges are of high similarity if and only if they are of high similarity in
both user-mode and venue-mode.

Meanwhile, since each community contains a set of edges, based on Equation
2, the similarity between an edge and a community can be calculated.

Inter/Intra-mode Features
The inter-mode feature describes the structure similarity between a pair of edges
based on the physical links between users and venues, and the intra-mode feature
depicts attributes similarity where each attribute corresponds to a certain social
aspect of users or venues. As we have mentioned, in many real applications, both
inter-mode links and intra-mode attributes are important.

Considering the characteristic of user-venue links (mainly check-ins) in LB-
SNs, we study two inter-mode features: 1) characterizing a user based on a vector
of venue categories, namely user-venue similarity; 2) characterizing a venue cat-
egory by using a vector of users, which is defined as venue-user similarity.

Meanwhile, by analyzing the available user/venue related metadata in LBSNs,
we identify three intra-mode features which are user social-status similarity,
user geo-span similarity and venue temporal similarity. All the above mentioned
features will be presented in detail in the empirical study section.

Feature Fusion
Due to the characteristic of various similarity features, different calculation
methods might be used which lead to different value ranges. Therefore, the
absolute values of different features must be normalized. To this end, we sim-
ply normalize each similarity measure simx into the interval [0, 1] as sim′

x =
{simx −min(simx)}/{max(simx)−min(simx)}, where sim′

x is the normalized
format of measure simx.
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Afterwards, another issue is to fuse different features. Considering that each
edge consists of two nodes, we first defined user similarity and venue similarity
as:

simu/v =
1

|fu/v|
∑

sim′
u/v∗, (3)

where |fu| and |fv| represent the number of selected features for user-mode
and venue-mode, respectively; sim′

u∗ and sim′
v∗ refer to the normalized similar-

ity. Then, based on Equation 2, the edge similarity is calculated as simedge =√
simu × simv.

Clustering Algorithm
Based on the above formulation, the multi-mode multi-attribute edge clustering
problem is converted into an ordinary clustering issue, which can be handled by
adjusting k-means as follows:

– While k-means selects the mean (i.e., geometric center) of all the instances
(i.e., edges) in a cluster as its centroid, we represent each centroid by using
the whole set of instances within the cluster. According to the definition of
the similarity between an edge and a cluster in Equation 2, if a set of multi-
mode multi-attribute edges are denoted by a single vector, the obtained
similarity will be significantly different.

– The similarity between a given pair of instances is not directly calculated but
based on the similarity between the corresponding pair of vertices. As each
edge includes two vertices and each vertex consists of multiple attributes
which are usually represented as feature vectors of different dimensions (i.e.,
length), it is difficult to define a unified distance measure to characterize the
similarity between a pair of multi-mode multi-attribute edges.

– While representing each centroid as a set of instances ensures the precision of
the obtained similarity, the computation complexity increases from O(k×N)
to O(N2). To improve the time efficiency, each centroid Cj is denoted as a
structure which consists of four components: a list of current instances within
the centroid (ECj ), a list of instances that are assigned to the centroid during
last iteration (EA,Cj ), a list of instances that are removed from the centroid
during last iteration (ER,Cj ), and the similarity array between the previous
centroid and the whole set of instances (sim(EP,Cj , E)).

Based on the above adjustments, the proposed k-means based clustering method
is presented in Algorithm 1. At the beginning, k edges are randomly selected
(line 1) based on which a set of initial centroids are constructed (lines 2-4). Af-
terwards, during the iteration, given a centroid Cj we compute the similarity
that each edge ei has obtained and the similarity it has lost (line 10) during
the last reassignment, based on which the current similarity between ej and Cj

is calculated (line 11). Edge ei is assigned to the centroid that is most similar
to itself, and the corresponding similarity is marked as maxsimi (lines 12-14).
Centroid updating is performed based on the reassignment of edges (line 17).
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At the end of each iteration, the current value of the objective function is cal-
culated (Objcur, line 24) to compare with the previous value Objpre (line 19).
The iteration terminates if and only if the absolute difference between these two
values is smaller than the predefined threshold ε (line 20). Experiments based
on our dataset show that the algorithm usually converges within 100 iterations.

Algorithm 1. M2Clustering Algorithm

Input: E, an edge list {ei|1 ≤ i ≤ n}; k, the number of communities; Mu,
the user-user similarity matrix; Mv, the venue-venue similarity
matrix;

Output: C, a set of detected communities;

1 k edges are randomly selected {ej |1 ≤ j ≤ k};
2 for each ej do
3 ECj = {ej}; EA,Cj = ECj ; ER,Cj = ∅; sim(EP,Cj , E) = zeros(|E|);
4 end
5 {maxsimi|1 ≤ i ≤ n} = 0;
6 repeat
7 Obj pre =

∑
maxsimi; reset {maxsimi};

8 for each Cj do
9 for each ei in E do

10 calculate sim(EA,Cj , ei); calculate sim(ER,Cj , ei);
11 sim(ECj , ei) = sim(EP,Cj , ei) + sim(EA,Cj , ei) - sim(ER,Cj , ei);
12 if sim(ECj , ei) > maxsimi then
13 maxsimi = sim(ECj , ei); assign ei to Cj ;
14 end

15 end

16 end
17 update the centroids;
18 Obj cur =

∑
maxsimi;

19 Δ = abs(Obj cur - Obj pre);

20 until Δ < ε;

5 Empirical Study Based on Foursquare

5.1 Data Collection

Foursquare API provides limited authorized access for retrieving check-in infor-
mation, therefore we resort to Twitter streaming API [2] to get the publicly
shared check-ins within Tweets. The data collection started from October 24th,
2011 and lasted for 8 weeks, which results in a dataset of more than 12 million
check-ins performed by 720,000 users over 3 million venues. Meanwhile, we also
crawled metadata related to users and venues, including every user’s Twitter
profile and every venue’s Foursquare profile.

Before community detection, we pre-process the collected dataset as follows.
First of all, we excluded check-ins that are performed over invalid venues. In this
paper, invalid venues refer to those that cannot be resolved by Foursquare API,
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and thus the detailed information of these venues is not available. Consequently,
about 7.52% of the check-ins are removed from the dataset. Secondly, we only
keep users who have performed at least one check-in per week on the average
(referred as active users), which means inactive users together with their check-
ins are excluded. Finally, users who used agent software conducting remote and
large scale automatic check-ins (with a check-in speed faster than than 1,200
km/h, which is the common airplane speed) are defined as sudden move users
[9], and check-ins from these users are eliminated. We observed a total number
of 9,276 sudden move users, which occupy about 3.36% of the active users.

After the above data cleansing, the remained dataset includes 266,838 users
and 9,803,764 check-ins which were performed over 2,477,122 venues.

5.2 Feature Description

Inter-mode Features: User-Venue Similarity
Foursquare classifies venues into 400 categories under 9 parent categories. We
identify 274 venue categories by merging those similar ones, and consequently
based on a user’s check-in venues, each user can be represented as a vector
of 274 dimensions. We build a 266,838×274 matrix to represent all the active
users within the collected dataset. Afterwards, this matrix is refined based on
principal component analysis, which is able to convert a set of observation of
correlated variable into a set of value of linearly uncorrelated variable under a
latent space. By applying principal component analysis on the raw matrix, we
obtain a 266,838×100 matrix which covers 95.62% of the total variance. After
the conversion, each user is represented as a vector of 100 dimensions in the
latent space.

Based on the above matrix, the user-venue similarity for a pair of users um

and un is calculated based on cosine similarity.

Inter-mode Features: Venue-User Similarity
As we have mentioned, each venue category of Foursquare can be denoted as a
vector by treating users as features as well. Following the same approach as the
above section, we obtain a 274×100 matrix by performing principal component
analysis on the original 274×266,838 matrix, which covers 95.34% of the total
variance. As a result, each venue category corresponds to a vector of 100 di-
mensions in the latent space. Similarly, the venue-user similarity is also defined
using cosine similarity.

Intra-mode Features: User Social-Status Similarity
There are two lists in each user’s Twitter profile, a follower list and a following
list. In this paper, we define a user’s social status as the ratio of her number of
followers to her number of followings. Specifically, the social status of a user um

is formalized as ss = nfollowers(um)/nfollowings(um).
According to the above definition, users with high social status are those who

have many followers and fewer followings. To some extent, these users act as
hubs of the social network.
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We introduce the first intra-user similarity feature namely user social-status
similarity based on the user social status metric. Given a pair of users um and un,
this feature is defined as simus(um, un) = min(ss,m, ss,n)/max(ss,m, ss,n), where
ss,m and ss,n represent the social status of um and un respectively. Apparently,
the value of user social-status similarity falls into the interval [0, 1].

Intra-mode Features: User Geo-Span Similarity
The user geo-span (a.k.a. radius of gyration) is another metric that can be used
to distinguish the life style of different users, which is defined as the standard de-
viation of distances between a user’s check-ins and her home location. In LBSNs,
a user’s home location is defined as the centroid position of her most popular
check-in region [21]. The user geo-span metric is able to indicate not only how
frequently but also how far a user moves. Generally, a user with low radius of gy-
ration mainly travels locally (with few long-distance check-ins), while a user with
high radius of gyration has many long-distance check-ins. The formal definition
for radius of gyration is as follows:

rg =

√√√√ 1

n

n∑
i=1

(ri − rh)2, (4)

where n is the number of check-ins made by a user, and ri − rh is the distance
between a particular check-in location ri and the user’s home location rh.

By using the radius of gyration metric, we introduce the second intra-user
similarity feature named user geo-span similarity. Specifically, for a pair of users
um and un, the calculation of this feature is similar as the user social-status.

Intra-mode Features: Venue Temporal Similarity
Generally, people visit and check in different kind of venues at different time,
such that different venue categories can be distinguished according to their tem-
poral check-in patterns [22]. In this paper, we divide a week into 168 (7×24)
time slots and each time slot corresponds to one hour in a certain day of the
week, reflecting the temporal characteristic of each user check-in. build a weekly
temporal check-in band for each venue category at the hour granularity, which
means each temporal band corresponds to a vector of 168 dimensions (7×24).
Since we have identified 274 venue categories, a 274×168 matrix is constructed
and then principal component analysis is performed on this matrix, producing a
new matrix of 274×20 which covers 99.92% of the total variance. Consequently,
the venue temporal similarity between a pair of venues can also be defined based
on cosine similarity.

6 Performance Evaluation

6.1 Experiment Setup and Overall Design

To evaluate the performance of the proposed framework, we chose three big cities
(i.e., Paris, New York and Tokyo) as the target societies. We first calculated the
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home location of all the active users, then a set of users for each city are selected
based on the distance between their home locations and the geometric center
of the corresponding city. Specifically, we set the distance threshold as 10km,
yielding 1,432, 3,503, and 2,674 users for Paris, New York and Tokyo, respec-
tively. Afterwards, all the check-ins produced by these users during the data
collection period are extracted, resulting 49,160, 108,451 and 120,494 check-ins,
respectively. Meanwhile, all the inter-mode and intra-mode features used in the
experiments are calculated. Based on the dataset of these three cities, we mainly
conducted experiments to evaluate the quality of the detected communities in-
directly by calculating the intra-community tip similarity.

6.2 Benchmark

In this work, we conduct a series of experiments to evaluate the performance
of the proposed community detection mechanism M2Clustering. Specifically, we
adopt Edge-Clustering [6] as the baseline, which is a state-of-the-art overlapping
community detection method.

Table 1. Different community detection methods evaluated in the experiments

Method Description
Edge-Clustering Used as the baseline method.

M2Clustering-I The first format of M2Clustering, which uses not only two inter-mode
features (i.e., User-Venue Similarity, and Venue-User Similarity) but
also the venue-mode feature (i.e., Venue Temporal Similarity).

M2Clustering-II The second format of M2Clustering, which uses not only two inter-
mode features but also two user-mode features (i.e., User Geo-Span
Similarity, and User Social-Status Similarity).

M2Clustering-III The last format of M2Clustering, which uses all the two inter-mode
and three intra-mode features introduced in this paper.

6.3 Co-clustering Results

Since the Foursquare data we use does not have the ground truth [23] about the
real communities, we resort to indirectly evaluating the proposed framework.
Intuitively, users belonging to the same community tend to share similar inter-
ests, hopefully they also share more common topics in their tips. Therefore, we
attempt to evaluate the proposed community detection framework by testing
whether the tips that posted by the same community are also of high similar-
ity, indirectly showing the effectiveness of the proposed community detection
mechanism.

In this paper, we define the average similarity among tips within a community
as community tip similarity. Intuitively, a quality community detection method
should achieve high community tip similarity, even though the tip information
has not been leveraged when clustering communities. Particularly, a tip tk, which
is left by user um at venue category vn, falls into community Cj if and only if
there is an edge eum,vn that belongs to Cj .
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To compute the similarity between a pair of tips, we first project each tip to
a latent topic space by using Latent Dirichlet Allocation (LDA), which is able
to mine higher level representations (i.e., topics) from a collection of documents
[24]. Specifically, LDA helps to explain the similarity of tips by grouping tips
into topics. A mixture of these topics then constitute the observed tips. We
use MALLET [25] to obtain the topic representation of each tip. Suppose that
tips are grouped into NT topics, then a tip tk can be formally represented as a
topic vector < tv1, tv2, . . . , tvi, . . . , tvNT >, where tvi is equal to the number of
words in tk that are projected to the ith topic. Consequently, the community tip
similarity can be defined by using cosine similarity.

In order to conduct the experiments, we first retrieve the tips that are left at
the 2,477,122 venues in our dataset, and get a collection of more than 6 million
tips. Afterwards, non-English tips are filtered out which leads to 369,083 tips
in English contributed by 66,843 users over 228,514 venues. Without loss of
generality, we set the number of topics as 100 in the experiment.
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Consequently, each tip can be represented as a 100 dimension topic vector. We
first perform community detection using the proposed framework on the Paris
dataset, and repeated experiments 10 times for each methods listed in Tab.
1. Then for each of the detected communities, we calculate its community tip
similarity. The average community tip similarity of different methods is shown
in Fig. 2.

According to Fig. 2, we have the following observation. Firstly, all the three
formats of M2Clustering achieve higher community tip similarity than the base-
line method Edge-Clustering. The reason should be that intra-mode features
are able to introduce useful information for community clustering. Secondly,
M2Clustering-III is the most competitive method while M2Clustering-II is the
next most competitive one, where the two user-mode features have been lever-
aged. This indicates that users who have similar geo-spans and social statues
are most likely to discuss similar topics. Similar results can be obtained based
on the Tokyo and New York dataset.

Based on this finding, we present the tag clouds of two Paris Foursquare user
communities as an example, where k is set as 50 and M2Clustering − III is
adopted. Accordingly, Fig. 3 shows a College community which is formed by
college students or staff, and Fig. 4 presents a Nightlife community.
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7 Conclusion

In this paper, by leveraging the user-venue check-in network and user/venue
attributes, we propose a multi-mode multi-attribute edge-centric co-clustering
(M2Clustering) framework to detect overlapping communities for LBSNs users.
Experimental results show that the proposed framework is able to better group
like-minded users into communities than the state-of-the-art approach Edge-
Clustering, and the detected communities have explicit semantic meanings.

The preliminary study suggests several interesting problems that are worth
exploring further. Characterizing and profiling the detected communities in a sys-
tematic manner is one direction. How to use the proposed community detection
framework helping the study of friend and place recommendation mechanism is
another direction.
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Abstract. Human computation systems are often the result of exten-
sive lengthy trial-and-error refinements. What we lack is an approach to
systematically engineer solutions based on past successful patterns.

In this paper we present the CrowdLang1 programming framework
for engineering complex computation systems incorporating large crowds
of networked humans and machines with a library of known interaction
patterns. We evaluate CrowdLang by programming a German-to-English
translation program incorporating machine translation and a monolin-
gual crowd. The evaluation shows that CrowdLang is able to simply
explore a large design space of possible problem-solving programs with
the simple variation of the used abstractions. In an experiment involv-
ing 1918 different human actors, we show that the resulting translation
program significantly outperforms a pure machine translation in terms
of adequacy and fluency whilst translating more than 30 pages per hour
and approximates the human-translated gold standard to 75%.

Keywords: CrowdLang, Programming Language, HumanComputation,
Collective Intelligence, Crowdsourcing, Translation Software.

1 Introduction

Much of the prosperity gained by the industrialization of the economy in the
18th century was the result of increased productivity after dividing work into
smaller tasks performed by more specialized workers. Wikipedia, Google, and
other stunning success stories show that with the rapid growth of the World
Wide Web and the advancements in communication technology, this concept
of Division of Labor can also be applied to knowledge work [1, 2]. These new
modes of collaboration—whether they are called collective intelligence, human
computation, crowdsourcing, or social computing2—are now able to routinely

1 This work was supported in part by the Swiss National Science Foundation (SNSF-
Project: 200021-143411/1). A short research note summarizing a part of the evalu-
ations in this paper was published at the ACM WebSci Conference 2012 [12].

2 A clear distinction between these concepts is an ongoing debate in the community
[3, 4, 2]. Relying on [4] this paper considers human computation as computation that
is carried out by humans and human computation systems as “paradigms for utilizing
human processing power to solve problems that computers cannot yet solve”.

K. Aberer et al. (Eds.): SocInfo 2012, LNCS 7710, pp. 124–137, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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solve problems that would have been unthinkably difficult only a few years ago by
interweaving the creativity and cognitive capabilities of networked humans and
the efficiency and scalability of networked machines in processing large amounts
of data [5]. The advent of crowdsourcing markets such as Amazon’s Mechanical
Turk (MTurk) further fosters this development. Hence, Bernstein et al. suggest
that we can view these systems as constituting a kind of a “global brain” [5].

Even though a plethora of human computation systems (HCS) exists, our
understanding of how to “program” these systems is still poor: human comput-
ers are profoundly different from traditional computers due to the huge moti-
vational, error and cognitive diversity within and between humans [5]. Hence,
HCSs are mostly used for parallel information processing (e.g., image label-
ing). These tasks share in common that they are massively (or embarrassingly)
parallelizable, have a low interdependence between single assignments, and use
relatively little cognitive effort. Many tasks, however, cannot be captured in
this paradigm. Consider, e.g., the joint editing of lengthy texts as accomplished
on Wikipedia. Here, a large number of actors work on highly interdependent
tasks that would be very difficult to cast into a bulk parallelization with low
interdependence. Hence, to harness the full potential of HCSs, we need power-
ful new programming metaphors and infrastructures that support the design,
implementation, and execution of human computation. Specifically, we need a
programming language that supports the whole range of possible dependencies
between single tasks, allows for the seamless reuse of known human computation
patterns incorporating both humans and machines to exploit prior experience,
and integrates multiple possible execution platforms (e.g., micro-task markets,
games with a purpose) to leverage a large ecosystem of participants. To move
from a culture of “Wizard of Oz” techniques, in which applications are the result
of extensive trial-and-error refinements, a programming language has to support
the recombination [6] of interaction patterns to systematically explore the de-
sign space of possible solutions. Recent research only partially addresses these
challenges by providing programming frameworks and models [7–9] for massive
parallel human computation, concepts for planning and controlling dependencies
[10, 11], and theoretical deductive analysis of emergent collective intelligence [2].

In this article, we present the CrowdLang human computation programming
language and framework for interweaving networked humans and computers.
CrowdLang supports cross-platform workforce integration, the management of
human computer latency, and incorporates abstractions for group decisions,
contests, and collaborative interaction patterns as proposed by Malone et al.
[2]. CrowdLang also supports the management of arbitrary dependencies among
tasks and workers, and not only asynchronous parallelization. We show Crowd-
Lang’s feasibility and strength by programming a collection of text translation
programs. The resulting translation programs are able to speedily translate non-
trivial texts from German to English achieving a significantly better quality
than pure machine translation approaches. Also, given the simple recombination
of patterns supported by CrowdLang, we were able to unearth a novel human
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computation pattern, which we call “Staged-Contest with Pruning,” that out-
performs all other known patterns in the translation task.

2 Background and Related Work

Relevant to this paper is research about frameworks for supporting the design
of HCS and the analysis of emergent collective intelligence.

A number of programming frameworks and concepts addressing the distinct
challenges in engineering human computation systems have been proposed re-
cently. Little et al. [7, 13] proposed the use of the imperative programming
framework TurKit. Investigating workflows composed by iterative and paral-
lel traditional programming constructs, they explored basic technical problems
caused by the high latency associated with waiting for a response from a human
worker when writing and debugging human computation code. They support the
idea of a “crash-and-rerun” programming model, which allows a programmer to
repeatedly rerun and debug processes without republishing costly previously
completed human computation.

Several programming frameworks inspired by the MapReduce [14] program-
ming metaphor have been proposed to coordinate arbitrary dependencies be-
tween interdependent tasks. These frameworks model complex problems as a
sequence of partitioning, mapping, and reducing subtasks. For example, Kittur
et al.’s CrowdForge programming framework [8] starts by breaking down large
problems into discrete subtasks either by using human or machine computers.
Then human or machine agents are used to collect a set of solutions. Finally,
the results of multiple workers are merged and aggregated into the solution of
the larger problem. Similarly, Ahmad et al.’s Jabberwocky programming envi-
ronment [9] extended this idea by providing an additional human and resource
management system for integrating workforces from different markets, as well
as a high-level procedural programming language. Finally, Noronha et al. [15]
suggest a “divide-and-conquer” management framework inspired by corporate
hierarchies.

These studies highlight the importance of designing new environments for pro-
gramming human computation systems but are restricted by the structural and
synchronous rigidness of the MapReduce programming metaphor when model-
ing workflows with arbitrary dependencies [16]. Further, they do not provide any
explicit treatment of cognitive diversity in and between human actors [5] or ab-
stractions for complex coordination patterns such as group decision procedures
[2]. Finally, they assume that computation can be fully specified ex-ante. In many
complex problem-solving tasks, however, processes are difficult to specify ex-ante
and only gain more specific definitions during execution or may start out as well-
defined tasks and then lose their specific definition due to some unexpected excep-
tions. Thus, it was proposed that processes move along a specificity frontier from
well defined and static to loosely defined and dynamic [10]. Zhang et al. [11], for
example, propose a system that exploits a self-organizing crowd to solve a plan-
ning under constraints problem. This system illustrates the crowd-based solution
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of a process somewhere in the middle of the specificity frontier. To harness the full
potential of human computation systems, we believe that programming languages
designed for this purpose should exhibit all these features.

Complementing these (empirical) explorations of possible patterns, several
studies [3, 4] taxonomize various aspects of HCSs.Malone et al. [1] examined about
250 differentHCSs and identified in theCollective IntelligenceGenome the charac-
teristics (“genes”) that can be recombined to the basic building blocks
(“genome”) of human computation systems.Their conceptual classification frame-
work suggests characterizing each building block by answering two pairs of ques-
tions. First, they considered staffing (Who is performing the task?) and different
kinds of incentives (Why are they doing it?). Second, they analyzed a specific sys-
tem by defining the goal of a task (What is being done?) and problem-solving pro-
cess (How is it being done?). We believe that this framework is not only suitable for
analyzing existing applications but also for designing new ones by recombining the
basic building blocks as Bernstein et al. [6] also proposed in the context of business
processes.

3 The CrowdLang Programming Framework

Conventional programming languages are developed to interoperate with deter-
ministic machines. When moving from programming pure machine computation
to hybrid machine-human or pure human computation systems, these languages
are not a good match as they lack abstraction for dealing with the cognitive,
error, and motivational diversity within and between humans [5] and the varying
degrees of detail in many human task definitions.

The objective of CrowdLang is to build a general-purpose programming lan-
guage and framework for interweaving human and machine computation within
complex problem solving. CrowdLang intends to incorporate explicit methods for
handling (cognitive, error, and motivational) diversity, complex coordination
mechanisms (and not only batch processing) and abstractions for human computa-
tion tasks such as group decision processes. In a future version, the framework will
also support the specificity frontier to allow unstructured, constraint-restricted
computation and for run-time task decomposition as well as the modeling of non-
functional constraints such as budget, completion time, or quality. Last but not
least, the CrowdLang engine has to address the technical challenges associated
with crowd worker latency (waiting for human response) [7].

The framework consists of three major components: (1) The CrowdLang Li-
brary simplifies the design of new human computation systems. It supports the
seamless reuse of existing interaction patterns by providing an extensible pro-
gramming library. The integrated intelligent discovery assistant supports the
exploration of the whole design space through simple pattern recombination.
(2) The CrowdLang Engine addresses the technical challenges of executing hu-
man computation algorithms by managing the crowd latency (waiting for human
response), debugging human computation code, and the re-executing of human
computation after exceptions. The CrowdLang Integrator integrates different ex-
ecution platforms such as micro-task markets and games with a purpose.
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4 The CrowdLang Programming Language

In accordance with Malone et al.’s empirical exploration [2], CrowdLang supports
operators for task decomposition and group decision processes.

4.1 Basic Operators, Task Decomposition and Aggregation

CrowdLang provides language constructs for defining basic operators, data items,
and control flow constructs (see Figure 1). A Task represents the transformation
of a given problem statement into a solution. The transformation is performed
either by humans (Human Computation) or machines (Machine Computation).
A Problem Statement defines a task in terms of a question and the required in-
put data. A Solution represents the computed results for a Problem Statement.
A Sequence Flow defines the execution order of single tasks and manages there-
fore classical producer/consumer relationships, where the produced output of a
previous task is consumed as an input in the next task.

Fig. 1. Basic CrowdLang Operators, Routing, Aggregation, and Task Decomposition

CrowdLang provides a set of routing operators to distribute computation and
aggregate results (see Figure 1). The Divide-and-Conquer operator decomposes
a problem statement into multiple parallelizable, distinct subproblems. The Ag-
gregate operator, in contrast, aggregates the results of several subtasks to a
solution of the initial problem statement.

A given problem can be distributed to actors in three different ways. The
Multiply control flow operator indicates that a given problem gets transformed
multiple times in parallel. Hence, copies of the original problem statement get
allocated to multiple independent actors potentially leading to different solutions
(in particular when performed by human actors). Hence, the result of such an
execution is a set of solutions. The Reduce operator takes a set of solutions
and determines the “best” solution candidate employing a decision procedure.
Together, the Multiply and Reduce are the building block for many parallelizing
crowd computing patterns. CrowdLang provides the established exclusive (XOR)
and parallel (AND) control flow operators. XOR is used to create or synchronize
alternative paths; AND can be used to create and synchronize parallel paths.
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4.2 Building Blocks of Collective Intelligence

In accordance to [2], CrowdLang defines a set of basic building blocks classified
as Create and Decide interaction patterns.

Create Interaction Patterns. The framework defines two variations of the
create interaction pattern: Collection and Collaboration.

A Collection occurs when actors independently contribute to a task. Malone
et al. [2] illustrated the Collection in terms of posting videos on YouTube. In
CrowdLang a Collection is defined as a multiplied independent transformation
of a problem statement into a proposed solution using the Multiply operator.
CrowdLang defines two variations of the Collection gene. First, A Job (see Figure
2a) is a simple Multiply-AND combination resulting in a set of solutions.

A Contest (see Figure 2b) is a Job followed by a Reduce selecting the Job’s
best solution based on a decision.

(a) (b)

Fig. 2. (a) Classical Collection and (b) Contest

A Collaboration occurs when actors cooperate either by contributing itera-
tively or by solving different parts of a problem. CrowdLang supports two varia-
tions of the collaboration gene (see Figure 3a). First, an Iterative Collaboration
models problem solving as an iterative process of interdependent solution im-
provement whereas the submitted contributions are strongly interdependent on
previous ones. It can be likened to the repeat ... until <condition> construct
of a typical programming language. A typical example of this process is article
writing in Wikipedia, iterative labeling, or OCR. Based on a problem statement,
a crowd worker builds an initial version of the solution followed by a decision
process where either the crowd or a machine decide whether the proposed solu-
tion needs further refinement. This procedure will be repeated until the decision
procedure accepts the solution.

Second, a Parallelized Interdependent Subproblem Solving represents the com-
bination between a divide-and-conquer of the initial problem, the parallel exe-
cution of the partial problems, and the aggregation of the results to the final
solution. The main advantage of this pattern is that it makes it possible to first
split a problem into a set of independent subproblems that can then be solved
in parallel. Open-source programming is an example of this pattern, where an
overall problem specification is divided into subsystems, each of which are pro-
grammed and then linked together to build the resulting system.
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(a) (b)

Fig. 3. (a) Collaboration and (b) Parallelized Interdependent Subproblem Solving

Decide Interaction Patterns. A Group Decision is defined as a mechanism
that determines the best solution by using multiple crowd workers in an inde-
pendent manner. Examples of group decisions are the evaluation of different
solutions by voting, forced agreement, or parallel guessing with aggregation. An
Individual Decision is a decision that is the result of an evaluation by a single
human or machine agent. Note that these specifications depart from Malone et
al.’s framework, under which a group decision is defined as a decision that a
group makes that subsequently holds for all participants (e.g., elections, bal-
lot questions for new laws, etc.). Our operationalization allows for group-based
decisions that affect only individual actors or affect all individuals differently.
This can be exemplified by the use of a recommendation system to aid movie
selection.

Fig. 4. The Decide Gene: Single Agent and Group Decisions

5 Design a New Application with CrowdLang

Using CrowdLang, we developed a family of 9 non-trivial text translation pro-
grams incorporating human crowd worker and machine translation.

5.1 Translating Text with CrowdLang

The development process— incorporating the CrowdLang Library and Intelligent
Discovery Assistant (IDA) for recombining different workflow refinements —
included the following five steps:

1. Identify the Core Activities: A programmer starts with the definition of an
abstract problem-solving algorithm by identifying abstract core activities
(operations) and Producer-Consumer dependencies [16] among them.

2. Define the Design Space: Then, (s)he selects a set of suitable interaction
patterns from the CrowdLang Library that can be applied as operators for
the abstract core activities.
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3. Generate the Recombinations: Then the IDA systematically generates a set
of alternative refinements by recombining the selected patterns.

4. Execution: The programmer executes the alternative refinements.
5. Evaluation: Finally, (s)he evaluates the generated variations and selects the

best algorithm among the set of alternative refinements.

1. Identify the Core Activities. We started by defining an abstract problem-
solving workflow for the translation task and modeled the core activities and
producer-consumer dependencies among them in Figure 5. This workflow starts
by first iteratively splitting the input—an article—into paragraphs and then sen-
tences (Task Decomposition); then processes the resulting sentences in parallel
by sequentially applying machine translation (MT) and crowd-based rewriting
(Rewrite) ; Then, using an aggregate operator (A), the sentences are combined
into paragraphs that are then assigned to crowd workers to improve the language
quality by enhancing paragraph transitions and enforcing a consistent wording
(Improve Language Quality). Finally, the grammatical correctness is improved
(Check Syntax) by eliminating syntactical and grammatical errors.

A DC

...

P DC S

...

MT M S' S'' P*A P' P'' A A*

...

...

...

... ...

...

Rewrite Improve
Language

Quality

Check 
Syntax

Processing of a single sentenceTask Decomposition Fluency of Paragraphs Grammar and Syntax
German
Article

English
Article

Fig. 5. Abstract translation algorithm

2. Define the Design Space. Then, we selected the following set of suitable
interaction patterns for the abstract core activities identified in the previous step.

Contest with Six Sigma Pruning (CP) uses an adapted contest pattern to generate
semantically correct sentences and improve text quality (see Figure 2). First, 3 dif-
ferent workers generate solutions. Then, these proposed solutions are pruned using
the Six Sigma rule [17, p. 320 - 330]. The Six Sigma rule—amethod originally used
in operations research—intends to improve the output quality of a process by min-
imizing variability. Specifically, we compared the crowd workers’ working time on
a task compared to a previously collected average. Defining the average work time
as ŵ we hypothesize that tasks should be accomplished within the interval ŵ± 3σ
with σ as the standard deviation of the normal distribution.Weminimize the num-
ber of “lazy turkers” (someone who tries to maximize his earnings by cheating) by
rejecting results of workers when the working time is shorter than the lower bound
ŵ− 3σ. We also eliminate so-called “eager beavers” (people who are going beyond
the task requirements) with the upper bound ŵ + 3σ. We select the best solution
among this remaining using a group decision. In particular, we ask 5 workers to
rank the proposed solutions and then apply the Borda rule [18] to determine the
winning solution.
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Iterative Improvement (II) uses a iterative collaboration interaction pattern to
generate semantically correct sentences and improve text quality. We define three
termination conditions: (1) two out of three crowd workers assess a sentence
as semantically correct, (2) the result of an iteration step is equivalent to the
previous one, or (3) we exceed the number of three iterations.

Iterative Dual Pathway Structure (DP) is an adaptation of [19]. We assign the
same problem (e.g., an initial translation) to two different paths. In each of the
two paths, a worker is asked to improve the translation CompH1 and CompH2.
At the end of this step the solutions of the two paths are compared. If the two
solutions are equivalent based on an individual decision by a third crowd worker
then we have a final result. If not, we iterate by sending each of the results back
along its path for additional improvements until they are judged equivalent.

Find-Fix-Verify (FFV) [20] checks the grammatical and syntactical correctness
of a text fragment by first asking crowd worker to find misspellings and gram-
matical errors. Then a group of crowd workers is asked to propose a solution for
the identified problems. Finally, the solutions are verified by three independent
crowd workers. Additionally, we adapted this pattern slightly by also introducing
also a spell-checking software CompM .

3. Generate the Recombinations. We systematically generated a set of 9
alternative refinements for the algorithm by recombining the previously selected
interaction patterns (see Table 5.1). For each refinement we chose 3 patterns for
both Rewrite and Improve Language Quality.

Table 1. Resulting pattern recombinations

CPxCP CPxII CPxDD IIxCP IIxII IIxDP DPxCP DPxII DPxDP

Rewrite CP CP CP II II II DP DP DP
Improve L. Quality CP II DP CO II DP CP II DP
Check Syntax FFV FFV FFV FFV FFV FFV FFV FFV FFV

5.2 Evaluation

We evaluated the different translation algorithms implemented with CrowdLang
along a number of dimensions. We compare the results of the 9 runs as well as a
pure machine translation with a gold standard human translation using an auto-
matic text analysis measure. The best two program combinations additionally get
compared to the gold standard by the crowd as well as professional translators.

Experimental Setup. The evaluation was conducted on a standard German to En-
glish translation task. Specifically, we generated translations for 15 different ar-
ticles from Project Syndicate3— a Web source of op-ed commentaries—totaling

3 http://www.project-syndicate.org/

http://www.project-syndicate.org/
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153 paragraphs with 558 sentences and 10’814 words translated from German
to English. As a baseline, we considered Google Translate.

Evaluation Aspects. First, we considered different performance metrics such as
average work time, throughput time (including waiting time), and cost per sen-
tence. Second, based on literature research [21], we judged the translation quality
along three different dimensions:

1. Adequacy: The meaning of the reference translation is also conveyed by the
output of a translation algorithm

2. Fluency: The translation being evaluated is judged according to how fluent
it is without comparing it against a reference translation.

3. Grammar: A translation segment is being evaluated according to its gram-
matical correctness without comparing it against a reference translation.

Evaluation Methodology. The crowd-based translation processes were evaluated
using automatic machine, non-professional, and professional human evaluation.

First, we approximated the translation quality with the METEOR [22] score,
which automatically estimates human judgment of quality using unigram match-
ing between a candidate and reference translation. We considered one reference
translation for each evaluation segment. Hence, a translation attains a score of
1 if it is identical to the reference translation.

Second, the translated text went through three stages of human evaluation.
A monolingual group consisting of 89 native and 194 non-native speakers of En-
glish recruited on MTurk judged a set of 3 randomly extracted sentences with
respect to adequacy on an ordinal scale from 1 (None) to 5 (All Meaning) [21]. A
monolingual group consisting of 283 participants (140 native and 143 non-native
speakers), was asked to judge a randomly extracted sentence with respect to
fluency on an ordinal scale from 1 (Incomprehensible) to 5 (Flawless English)
[21]. Finally, a bilingual group of 8 professional translators from the Swiss com-
pany 24translate (https://www.24translate.ch/) evaluated the translations by
comparing each version of a translation to the German source text.

5.3 Results

Automatic Evaluation. First, we compared the resulting quality of all 8 recom-
binations against the baseline. In direct comparison, two algorithms—CPxCP
and CPxII—outperformed the baseline (0.29) by reaching a METEOR score of
0.38 and 0.36 respectively as shown in Table 2. Note that we view the awful
performance of most other recombinations not as a failure of our approach but
as a desired result of a systematic exploration of the design space. Just like in
biologic gene recombination, many possible solutions are not viable. Nonethe-
less, an approach that explores all combinations (or if computationally infeasible
most combinations using some optimization approach) is more likely to uncover
good solutions such as the CPxCP algorithm than one that tries to apply some
kind of heuristic to immediately hone in on good ones.
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Table 2. Summary of METEOR evaluation

CPxCP CPxII CPxDD IIxCP IIxII IIxDP DPxCP DPxII DPxDP

METEOR 0.389 0.369 0.335 0.290 0.290 0.290 0.309 0.298 0.285
Precision 0.76 0.74 0.72 0.68 0.68 0.68 0.70 0.68 0.69
Recall 0.71 0.68 0.65 0.64 0.64 0.64 0.64 0.63 0.65

Quantitative Human Evaluation. 283 human non-professional evaluators rated
the crowd-based translations in respect to adequacy and fluency on average as
3.16 and 3.37 on the ordinal scale from 1 (Incomprehensible) to 5 (Flawless
English). In comparison, the professional reference translation scored on aver-
age 4.24 and 3.58. As such, the crowd-based algorithms outperform the baseline
machine translation and are outperformed by the reference translation. All dif-
ferences are significant at the 95% level using the non-parametric Friedman test
[23]. Furthermore, the 8 professional translators evaluated CPxCP as the best
of all non-professional translation algorithms (see Figure 6).
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Fig. 6. Mean evaluation scores for the evaluation of adequacy, fluency and grammar
by 283 English native speakers and 8 professional translators

Qualitative Evaluation. While these results show that the resulting translations
are far from perfect, they still make useful translations available at a fraction
of the time and cost of traditional solutions. In particular, the analysis of the
follow-up interviews with the professional translators and an in-depth analysis of
the adequacy, fluency and grammar score distribution (see Figure 7)4 show that
the differences in quality are mostly caused by a few challenges in the German
language morphology. For example, Translator-1 judges one of the translations
as a “Good solid translation that reflects exactly what the original says,” whereas
the pure machine translation failed, which was expressed by Translator-2 “Non-
sensical. [...]” However, in some cases the CPxCP algorithm failed totally.

Using the professional translators’ reviews, we were able to identify several
types of problem that had occurred in our experiments:

1. Word order and punctuation often lead to problems when the word order
provided by the machine translation reflects the morphology of the German

4 The question as to whether the Likert scale should be considered equi-distant or
ordinal is under debate in the social sciences. Here, we interconnected the data
points, for illustration purposes only without trying to take a stance on this issue.
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Fig. 7. Proportional score distribution per paragraph for the different translation pro-
grams in regard to adequacy and fluency

language. Translator-5 elucidates this in detail: “[...] reflects the German
original [...]Adverbs come after the verb ‘to be’ in English. [...]”

2. Some translations struggle in using appropriate tenses, as expressed by
Translator-1 “This would be fine except for two places that incorrectly use a
relative clause with ‘which’ [...] A reader could still understand it [...]”

3. In very few instances, problems where observed that should only occur when
non-native speakers or machines are editing a translation.

We subsequently found that installing text-improvement “subroutines” in the
program to address these specific challenges can significantly improve the results
while still keeping the throughput time and costs low. An empirical evaluation
of these subroutines is forthcoming.

On average, an article translation was completed within 24 minutes for CPxCP
or 35 minutes for CPxII. In terms of cost, the translation of a sentence cost 0.09$
with CPxCP and 0.12$ with CPxII.

6 Discussion, Findings, and Limitations

Our evaluation highlights a number of interesting findings.
(1) The translation programs illustrate that CrowdLang lends itself to the sim-

ple exploration of a large design space of possible program alternatives. Whilst
we cannot provide empirical proof that this feature generalizes to a large num-
ber of other applications, it does, however, indicate that a systematic exploration
of the design space of possible human computation programs based on known
and novel patterns may help to find good solutions. This technique promises
to help the transition from an era of “Wizard of Oz techniques,” where well-
functioning programs are the result of lengthy trial-and-error processes, to a
more engineering-oriented era - a goal first postulated by Bernstein et al. [20].
(2) The empirical evaluation shows that it is indeed possible to significantly im-
prove the quality of generated translations employing monolingual crowd workers
at astonishing speeds. Whilst the translations are far from perfect, they make use-
ful translations available at a fraction of the time and cost of traditional solutions.



136 P. Minder and A. Bernstein

Weare confident that the incorporation of further text improvement “subroutines”
in the program— such as the use of bilingual crowd workers for the most complex
German sentence structures only —can solve these kind of problems.
(3) Our adaptation of the Six Sigma rule to human computation allows us to run
the processes without any sophisticated pruning techniques. We could forgo any
use of “control questions”– a considerable saving in terms of effort. On the down-
side, our evaluation is limited in that the usage of such quality control measures
may have led to better results. An evaluation of this question is forthcoming.
(4) Our pairing of the systematic exploration of the design spacewith the empirical
evaluation helped us to find the novel human computation pattern Staged Contest
with Pruning (CPxCP). This best-performing pattern combined contests over sev-
eral stages by pruning the intermediate results using the Six Sigma rule and auto-
matic comparison with the input to uncover cut-and-pastes.

A major limitation is that our programs have so far only been evaluated in Ger-
man to English translation tasks. An evaluation using standard machine transla-
tion tasks (e.g., EU Parliament dataset), exploring the sensitivity of our programs
to different machine translation tools, and other language pairs is forthcoming.

7 Conclusion and Future Work

In this paper we introduced CrowdLang – a general-purpose framework and
programming language for interweaving human and machine computation. Using
the practical task of text translation, we illustrated that CrowdLang allows the
“programming” of complex human computation tasks that entail non-trivial
dependencies and the systematic exploration of the design space of possible
solutions via the recombination of known human computation patterns.

Our empirical evaluation showed that some of the resulting programs gener-
ate “good” translations indicating that the combination of human and machine
translation could provide a fruitful area of human computation. Finally, it un-
earthed a novel human computation pattern: the “Staged Contest with pruning.”

We hope that CrowdLang will be used by others to implement their human
computation programs, as it will allow them to easily compare different solutions.

References

1. Malone, T., Laubacher, R., Johns, T.: General management: The age of hyperspe-
cialization. Harvard Business Review 89(7-8), 56–65 (2011)

2. Malone, T., Laubacher, R., Dellarocas, C.: The collective intelligence genome. MIT
Sloan Management Review 51(3), 21–31 (2010)

3. Quinn, A., Bederson, B.: Human computation: a survey and taxonomy of a grow-
ing field. In: Proceedings of the 2011 Annual Conference on Human Factors in
Computing Systems, pp. 1403–1412. ACM (2011)

4. Law, E., Ahn, L.: Human computation. Synthesis Lectures on Artificial Intelligence
and Machine Learning 5(3), 1–121 (2011)

5. Bernstein, A., Klein, M., Malone, T.: Programming the global brain. Communica-
tions of the ACM 55(5), 1–4 (2012)



CrowdLang 137

6. Bernstein, A., Klein, M., Malone, T.: The process recombinator: a tool for generat-
ing new business process ideas. In: Proceedings of the 20th International Conference
on Information Systems, pp. 178–192. Association for Information Systems (1999)

7. Little, G., Chilton, L., Goldman, M., Miller, R.: Turkit: human computation algo-
rithms on mechanical turk. In: Proceedings of the 23nd Annual ACM Symposium
on User Interface Software and Technology, pp. 57–66. ACM (2010)

8. Kittur, A., Smus, B., Khamkar, S., Kraut, R.: Crowdforge: Crowdsourcing complex
work. In: Proceedings of the 24th Annual ACM Symposium on User Interface
Software and Technology, pp. 43–52. ACM (2011)

9. Ahmad, S., Battle, A., Malkani, Z., Kamvar, S.: The jabberwocky programming
environment for structured social computing. In: Proceedings of the 24th Annual
ACM Symposium on User Interface Software and Technology, pp. 53–64. ACM
(2011)

10. Bernstein, A.: How can cooperative work tools support dynamic group process?
bridging the specificity frontier. In: Proceedings of the 2000 ACM Conference on
Computer Supported Cooperative Work, pp. 279–288. ACM (2000)

11. Zhang, H., Law, E., Miller, R., Gajos, K., Parkes, D., Horvitz, E.: Human compu-
tation tasks with global constraints. In: CHI (2012)

12. Minder, P., Bernstein, A.: How to translate a book within an hour - towards general
purpose programmable human computers with crowdlang. In: ACM Web Science
2012, New York, NY, USA (2012)

13. Little, G., Chilton, L., Goldman, M., Miller, R.: Exploring iterative and parallel
human computation processes. In: Proceedings of the ACM SIGKDD Workshop
on Human Computation, pp. 68–76. ACM (2010)

14. Dean, J., Ghemawat, S.: Mapreduce: Simplified data processing on large clusters.
Communications of the ACM 51(1), 107–113 (2008)

15. Noronha, J., Hysen, E., Zhang, H., Gajos, K.: Platemate: crowdsourcing nutritional
analysis from food photographs. In: Proc. of the 24th Annual ACM Symposium
on User Interface Software and Technology, pp. 1–12. ACM (2011)

16. Malone, T., Crowston, K.: The interdisciplinary study of coordination. ACM Com-
puting Surveys (CSUR) 26(1), 87–119 (1994)

17. Chase, R., Aquilano, N., Jacobs, F.: Operations management for competitive ad-
vantage. McGraw-Hill/Irwin, New York (2006)

18. Young, H.: An axiomatization of borda’s rule. Journal of Economic Theory 9(1),
43–52 (1974)

19. Chen, Y., Liem, B., Zhang, H.: An iterative dual pathway structure for speech-
to-text transcription. In: Human Computation: Papers from the AAAI Workshop
(WS 2011), San Francisco, CA (August 2011)

20. Bernstein, M., Little, G., Miller, R., Hartmann, B., Ackerman, M., Karger, D.,
Crowell, D., Panovich, K.: Soylent: a word processor with a crowd inside. In: Pro-
ceedings of the 23nd Annual ACM Symposium on User Interface Software and
Technology, pp. 313–322. ACM (2010)

21. Papineni, K., Roukos, S., Ward, T., Zhu, W.: Bleu: a method for automatic eval-
uation of machine translation (2002)

22. Banerjee, S., Lavie, A.: Meteor: An automatic metric for mt evaluation with im-
proved correlation with human judgments. In: Intrinsic and Extrinsic Evaluation
Measures for Machine Translation and/or Summarization, 65 (2005)

23. Iman, R., Davenport, J.: Approximations of the critical region of the friedman
statistic. Technical report, Sandia Labs, Albuquerque, NM, USA, Texas Tech
Univ., Lubbock, USA (1979)



Experiments in Cross-Lingual Sentiment

Analysis in Discussion Forums

Hatem Ghorbel

Information and Communication Systems Lab (ISIC),
HES-SO, HE-Arc Ingénierie, St-Imier, Switzerland

hatem.ghorbel@he-arc.ch

Abstract. One of the objectives of sentiment analysis is to classify the
polarity of conveyed opinions from the perspective of textual evidence.
Most of the work in the field has been intensively applied to the English
language and only few experiments have explored other languages. In this
paper, we present a supervised classification of posts in French online fo-
rums where sentiment analysis is based on shallow linguistic features such
as POS tagging, chunking and common negation forms. Furthermore, we
incorporate word semantic orientation extracted from the English lexical
resource SentiWordNet as an additional feature. Since SentiWordNet is
an English resource, lexical entries in the studied French corpus should
be translated into English. For this purpose, we propose a number of
French to English translation experiments such as machine translation
and WordNet synset translation using EuroWordNet. Obtained results
show that WordNet synset translation have not significantly improved
the classification performance with respect to the bag of words baseline
due to the shortage in coverage. Automatic translation haven’t either
significantly improved the results due to its insufficient quality. Proposi-
tions of improving the classification performance are given by the end of
the article.

Keywords: Cross-Lingual Sentiment Analysis, Machine Translation,
Supervised Classification.

1 Introduction

Sentiment analysis is an emerging discipline whose goal is to analyze textual
content from the perspective of the opinions and viewpoints they hold. A large
number of studies have focused on the task of defining the polarity of a document
which is by far considered as a classification problem: decide to which class a
document should be attributed; class of positive, negative or neutral polarity.

Most of the work in the field has been intensively applied to the English
language. For this purpose, a large number of English corpora and resources
(such as MPQA [1], Movie Review Data [2], SentiWordNet [3] and WordNet-
Affect [4]) have been constructed to aid in supervised and unsupervised polarity
classification of textual data. We find however relatively very few works that have
explored sentiment analysis in a multilingual framework [5]. Basically, supported

K. Aberer et al. (Eds.): SocInfo 2012, LNCS 7710, pp. 138–151, 2012.
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by the advance of machine translation systems, researchers tend to translate the
target language into English at different levels of the analysis in order to reuse
existing English corpora, resources and tools.

In this context, we address in this paper the issue of polarity classification
applied to French online discussions forums. We used a supervised learning ap-
proach where we trained the classifier with manually annotated French forum
posts extracted from the web. As classification features, beyond the word un-
igrams feature taken as the baseline in our experiments, we extracted further
linguistic features including lemmatized unigrams, POS tags, simple negation
forms and semantic orientation of selected POS tags. The latter is extracted
from the English lexical resource SentiWordNet after translating from French
into English.

The main goal of our experiments is to address the problem of loss of preci-
sion in defining the semantic orientation of French words using English lexical
resources, mainly due to the intermediate process of French into English trans-
lation augmented with further issues such as word sense disambiguation.

In the rest of the paper, we commence by briefly describing the previous work
in the field of sentiment analysis and polarity classification in a multilingual
framework. Then we discuss the issue of sentiment analysis when applied to
spontaneous posts of discussion forums, moreover, we describe the extracted
data and the sentiment annotation process. Afterwards, we describe the set up
of extracted features and the process of French to English translation. Finally
we provide and discuss the obtained experiment results and end up by drawing
some conclusions and ideas for future work.

2 Previous Work

Much of the previous work focuses on defining the characteristics of conveyed
opinions on the basis of textual data with processing granularity ranging from
words, to expressions, sentences and documents. We mainly discern two types of
research approaches that aim at solving this problem: statistical and semantic
approaches. Statistical approaches make use of learning techniques to classify
the semantic polarity of conveyed opinion into positive and negative classes and
approximate the value of their intensity. These techniques vary from supervised
to unsupervised learning, typically probabilistic methods (such as Naive Bayes,
Maximum Entropy), linear discrimination (such as Support Vector machine) and
non-parametric classifiers (such as K-Nearest Neighborhood) as well as similarity
scores methods (such as phrase pattern matching, distance vector, frequency
counts and statistical weight measures).

Generally, semantic approaches improve sentiment classification by integrat-
ing features from common sense ontologies, sentiment and lexical-semantic re-
sources. For instance, [6–9] classify polarity using emotion words and semantic
relations from WordNet, WordNet Gloss, WordNet-Affect and SentiWordNet re-
spectively. [6] approach is based on acquiring synonyms and antonyms of a set of
seed sentiment words in WordNet. Similarly [10] use WordNet to obtain a syn-
onym set of the unseen word to determine how it interacts with the elaborated
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sentiment seed lists using Naive Bayes method. On the other hand Taboada et al.
[11] have developed a lexicon-based semantic orientation calculator (SO-CAL),
taking into account valence shifters (intensifiers, downtoners, negation, and ir-
realis markers). They have created dictionaries of words annotated with their
semantic orientation (polarity and strength) and made use of Mechanical Turk
to check their consistency and reliability.

In this context, a large number of annotated corpora and sentiment oriented
resources have been constructed among which we mention the MPQA [1], Movie
Review Data [2], SentiWordNet [3], WordNet-Affect [4]), Product Review [12],
Book Review [13], the Whissell’s Dictionary of Affect Language [14], Linguistic
Inquiry and Word Count Dictionary (LIWC2001)[15], in addition to the huge
amount of available raw sentiment oriented data found in forums, blogs, chat
rooms, review, debates and E-opinion web sites.

Most of the work in sentiment analysis was devoted to the English language,
an important number of resources and tools have been elaborated accordingly.
When addressing the same issue to other target languages, the reuse of such
existing English resources and tools came out as a plausible approach. In this
context, Banea et al. [16] have shown that automatic translation is a viable al-
ternative for the construction of resources and tools for subjectivity analysis in
a new target language. They have set up three experiments (i) machine trans-
lation of manually annotated English corpus for subjectivity (MPQA) to the
target language (ii) machine translation of SemCor, a raw English corpus being
automatically annotated using OpinonFinder [17] tool to the target language
and finally (iii) automatic annotation of a machine translation target language
corpus to the source language to be annotated using OpinonFinder. Annotations
here by are projected back into the target language. The obtained corpora in
the three experiments are then used for training a subjectivity classifier. All of
the experiments have shown interesting performance of the subjectivity classifier
with an F-measure of 71.83% for Romanian and 73.41% for Spanish.

Other approaches [9, 18] have used machine translation from target language
to English in order to reuse existing English polarity classifier tools already
trained with English resources. Balahur and Turchi [19] have set up polarity
classification experiments by translating the English data provided in the NT-
CIR 8 Multilingual Opinion Analysis Task(MOAT)1 to French, German and
Spanish using three different machine translation systems; Google, Bing and
Moses translator. Each obtained corpus was used for training a Support Vector
Machine (SVM) classifier. Additionally, a test corpus (called Golden Standard)
have been constructed using a machine translation with Yahoo system and then
manually corrected for all the languages. In the first set of experiments, different
combinations of training set and test set are taken (sets translated using the same
translation system or varying training sets and limiting test sets to the Golden
Standard). In the second set of experiments, all translated data are combined
together to form a unique vector model based on unigrams and bigrams fea-
tures for training. Tests are performed using the Golden Standard. Results have

1 http://research.nii.ac.jp/ntcir/ntcir-ws8/data-en.html

http://research.nii.ac.jp/ntcir/ntcir-ws8/data-en.html
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shown that machine translation systems are mature enough to produce reliable
training data for languages other than English, however, noise and sparseness in
the translated data should be reduced to improve classification performance.

Further cross-lingual sentiment analysis work motivated by the existing of
bilingual corpora has been proposed by Généreux and Poibeau [20] in the frame-
work of DEFT’09 workshop who used a parallel English/French corpus2 already
aligned at the sentence level. Once, English version of texts were annotated for
subjectivity using OpinonFinder tools, sentiment (objective or subjective) tags
are projected to the French parallel version and used as a training corpus for
subjectivity classifier. Authors reported an F-measure of 83%.

Similarly, Kim and Hovy [21] applied word alignment on bilingual corpora (The
EuropeanParliament corpus) in order to extract translation pairs of opinion bear-
ing words used as clues to determine the sentiment of a whole email. Mihalcea
et al. [22] proposed a cross-language projection method by translating the lexi-
con in OpinionFinder using two bilingual dictionaries (an authoritative English-
Romanian dictionary and the free the Universal Dictionary). They chose the first
sense in the bilingual dictionary in the case of ambiguity. The obtained translated
lexicon was used in a rule-based subjective classifier with a comparable perfor-
mance to the English OpinionFinder. Such a classifier was later on exploited to
create a Romanian subjective corpus used for training an automatic classifier.

Apart from the translation of training corpora and the use of parallel corpora,
researchers have translated sentiment dictionaries such as the Linguistic Inquiry
and Word Count (LIWC) dictionary [15] translated into several other language
(French [23] for instance) and used to boost a rule-based multilingual sentiment
analysis software.

3 Data Description

In this work we address the issue of sentiment analysis of posts in online dis-
cussion forums aiming to provide a platform that initiates debates on general
issues. The data is driven from the discussion forum of Infrarouge3, a TV French
program on Swiss TV (RTS) discussing different political, social and economic
issues in Switzerland. Posts are presumed to contain already opinionated text
holding the user’s viewpoint on the discussing subject.

Initially, and in order to evaluate the task of classifying posts in a positive,
negative or a neutral classes, we go through a manual sentiment annotation task4

2 Excerpts of Hansard corpus composed of Canadian parliament debates available
at http://www.cse.unt.edu/~rada/wpt/data/English-French.training.tar.gz

aligned by Ulrich Germann.
3 Infrarouge http://www.infrarouge.ch is a Swiss TV program (in French) that
weekly presents a direct debate on hot social, economic and political issues such
as issues related to popular votes, elections and national referendums. The debate
is initiated by invited participants related to the subjected and continued offline on
a dedicated web forum by different Infrarouge TV program viewers.

4 We use the term of sentiment annotation to denote the human task of classifying a
text as positive, negative or neutral according to the conveyed sentiment.

http://www.cse.unt.edu/~rada/wpt/data/English-French.training.tar.gz
http://www.infrarouge.ch
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as already performed in movie review classification [1, 24]. Movie review annota-
tion was a simple task in the sense that positive opinion means an opinion that
appreciates the movie and hence we talk about a positive position. Negative
position reveals a negative opinion that is seen as a form of depreciation and
devaluation of the movie. Positions where no final decision of appreciation or
depreciation was retained are said to be neutral. Nevertheless when it comes to
evaluate participant position towards a conflicting issue posted in online debates
for instance, things are not as simple as movie reviews. Conflicting issues are
often open questions dealing with everyday social, economic and political prob-
lems. Posts are elements of a conversation between participants on a such issues,
therefore, opinions are not quite explicit and mostly conveyed by the means of
strong argumentations, rhetorics and supports rather than merely as a for or an
against position.

For example, in Infrarouge forum , we have experienced some difficulties when
annotating debates such as ”Succession of Calmy-Rey : the four social candidates
come out !” or ”redundancies: the hemorrhaging until when?” or ”Criminality
: is-it the end of the suisse exception ?”. Indeed, it is hard in many cases to
detect a unique position since participants post may be mitigated and so doesn’t
necessarily converge to a clear and unique position. Participants may give mixed
arguments for and against without explicitly revealing their position or argue
someone else’s position or raise a further related issues in their posts. From such
puzzle of arguments it is often hard even to a human annotator to project the
post content to a single positive or negative position and therefore to settle on
a global polarity of the post. In order to evaluate the difficulty of the human
annotation task, we have calculated the kappa ratio between two separate human
annotations.

In a first experiment, we considered a three class annotation where two differ-
ent annotators should annotate each post with one of the three classes (positive,
negative and neutral). Results showed that only an agreement measured as a
kappa ratio of 0.59 is obtained, which reflects a certain disagreement between
the annotators. A simple analysis of the data shows that the conflict comes
mainly from the neutral class annotation, which is apparently perceived differ-
ently by the annotators. Indeed, the neutrality is often a quite subjective point
which seems difficult to be agreed on. For these reasons and in order to resolve
the problem of human annotators’ disagreement, we decided in a second exper-
iment to eliminate the class of neutral positions and we assumed that all the
posts are opinionated. Once neutral class is eliminated from annotation guide-
lines (posts which are classified as neutral by at least one of the annotators are
deleted from the corpus) we obtain an acceptable kappa ratio of 0.77.

From a discursive viewpoint, an issue can be considered as a yes/no question
that generally prefers an affirmative or a negative answer over other alterna-
tives. For conversation analysts, this is known as the preference structure where
sequences such as adjacency pairs are forwarded as organization units consist-
ing of a first turn (the question) followed by a second turn (the answer) [25].
According to Schegloff [25], each yes/no question is followed by an affirmative



Experiments in Cross-Lingual Sentiment Analysis in Discussion Forums 143

or a negative answer, but with a certain preference according not only to the
grammatical design of the question but also ”to the actions which the questions
are being used to perform and on the displayed knowledge state or epistemic
strength from which the questions are asked” [2: 10] [26].

At this conversation analysis level, the context of polarity is determined from a
grammatical perspective (the existing of a grammatical negation form) not from
a semantic perspective (a positive or negative sentiment is conveyed). However,
it is typical that grammatical negation affects the overall sentiment polarity of
the assertion but not the opposite. That is why in online discussions, sentiment
analysis should take into account the conversation structure since the sentiment
conveyed in a post could not be independent either of the post replied to or of
the discussion (or thread) topic.

4 Methodology

4.1 Features Design

Similarly to previous sentiment analysis studies, we have defined three categories
of features: lexical, morpho-syntactic and semantic (word semantic orientation
or polarity). Lexical and morpho-syntactic features have been formulated at
the word level, whereas semantic features have been formulated at the sentence
and post level. As a baseline of our experiments, only features composed of
word unigrams are included. Each unigram feature formulates a binary value
indicating the presence or the absence of the corresponding word at the review
level5.

Lemmatization is argued to be relevant in sentiment analysis because it aids
in grouping all inflected forms of a word in a single term feature. For example the
words aimé, aimait and aimer share the same polarity but will be considered as
three separate features for the classification process. Some studies showed that
restricting features to specific part-of-speech (POS) categories would improve
performance (for instance Hatzivassiloglou and McKeown [28] have restricted
features to adjectives). In our approach, POS tags are proposed to be used
to enrich unigram features with additional morpho-syntactic information so as
to disambiguate words that have similar spellings but different polarity. For
example, it would distinguish the different usages of the word negative that can
either be a neutral noun a piece of photography film or an adjective a negative
opinion. Moreover POS tags are useful to handle negation and to aid word sense
disambiguation before polarity extraction in SentiWordNet as it will be detailed
hereafter.

Negation is handled at the shallow level of morpho-syntactic constituency of
sentences so as to avoid the heavy processing of its deep syntactic structure.
The detection of negated expressions is performed by searching specific patterns
formed from common negation forms. The scope of the negation is definite by a

5 This choice is only technical since the Simple Vector Machine algorithm requires the
normalization of features for a better classification performance [27].
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window of words that follows particular patterns of POS categories. We defined
two simple patterns that cope with the negation form (1) at the verb level for
example le scénario ne brille pas (the scenario is not outstanding) and (2) at
the adjective and noun level for example sans histoire originale (there is no
originality in the story). Within the scope of the negation, polarity of the nouns,
verbs, nouns and adjectives is being inverted. The entailments of such a polarity
inversion are first situated at the lexical level; unigrams features are inverted
during features vector construction: that is if we consider the previous example,
in stead of having in the feature original, we would have a different feature
!original in the vector. Second, at the semantic level, polarity value is inverted
(from positive to negative and vice-versa) in the calculation of the overall polarity
of a post as we will detail in the following section6.

As argued in previous works [6–9], the incorporation of corpus and dictionary
based resources such as WordNetAffect, SentiWordNet and Whissell’s Dictio-
nary of Affect Language contributes in improving the sentiment classification.
Based on such results, we use the lexical resource SentiWordNet7 to extract
word polarity and calculate the overall polarity score of the post for each POS
tag. SentiWordNet is a corpus-based lexical resource constructed from the per-
spective of WordNet [29]. It focuses on describing sentiment attributes of lexical
entries describe by their POS tag and assigns to each synset of WordNet three
sentiment scores: positivity, negativity and objectivity.

More specifically, to each post, we added two features holding a binary value
of positivity and negativity for each POS category (namely adjective, adverb,
noun and verb POS tags). This binary value is defined according to the sum of
extracted scores from SentiWordNet: if we find a greater value of positivity, then
the positive feature is set to one and the negative feature to null, and vice versa.
The same process is applied to all POS categories, we obtain hence 8 additional
binary features.

4.2 Does Translation Preserve Sentiments?

Since SentiWordNet describes English lexical resources, we need to translate
terms from French into English before polarity extraction. Words are lemmatized
before being passed through the bilingual dictionary. We use POS information
as well as the most frequently8 used sense selection to disambiguate senses and
predict the right synset. We only considered the positivity and the negativity
features for the four POS tags noun, adjective, verb and adverb for this task.

An important issue to consider is whether sentiments expressed in a language
A are preserved when translated into a language B? A first and an immediate

6 Although it is shown in [11] that when a word is negated, it does not necessarily entail
a sign inversion. Consider for example the adjective ”excellent” with a polarity score
of +5, then it would be incoherent to attribute the score of −5 to ”not excellent”.

7 SentiWordNet versions 1 and 3.
8 This choice is based on the assumption that reviewers spontaneously use an everyday
language.
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answer is yes, and yet this is that aim of the translation in principle. However,
when giving the task of sentiment analysis to a computer program, the answer
is not straight forward; a number of parameters should be taken into account
before giving such an answer. First, how does the sentiment analyzer process,
is-it language independent or built upon linguistic resources? Second, how the
translation is performed, manually or automatic, and what is its quality. On the
lights of what previously discussed, let’s consider some illustrating examples to
show the different sides of the issue:

1. On ne peut pas laisser au simple− fait du hasard ce qui se passe au dessus
de nos ttes.

2. We cannot leave with the simple− matter of chance+ what takes place above
our heads.

The French sentence (1) conveys a negative opinion expressed by the negation
of the verb laisser, the adjective simple used in a negative context (according to
the English WordNet, it corresponds to the 4th synset entailing a sense of mere,
bare and apart of anything else. In SentiWordNet, this synset has a negative
score of 0.375 and a null positive score). In the English translation (2), hasard is
translated into chance. In French, hazard is a neutral word having the sense of
the measure of how likely it is that something occurs, however, the first synset
in the English WordNet of its translation chance has the sense of opportunity
which is rather positive. Indeed, we should go to the fourth synset of chance in
WordNet to find its just sense in that context. In SentiWordNet, the polarity of
this synset is found to be neutral, similarly to the French hasard.

As a matter of fact, as it is shown in the above example, the translation of a
word does preserve its polarity since this is an intrinsic element of the word sense;
nevertheless, this cannot be found unless senses are correctly disambiguated
according to the context.

The process of disambiguation enables the definition of the right sense ac-
cording to the context of the word, if we refer to WordNet taxonomy; each entry
should have a list of senses or synsets that are ranked according to their frequen-
cies in already tagged data provided for the database construction. Obviously,
in a multilingual context, the synset ranking is not necessarily equivalent since
different tagged data is used across languages and so different sense frequencies
are observed.

Now, if we chose the most simple word sense disambiguation method based on
the first listed sense selection in WordNet (for a given POS it achieves a 57% of
recall and precision according to Mccarthy et al. [30]), and in case of translation
performs well, we will get inappropriate matching of synsets across languages,
which will surely have an impact on polarity calculation.

When coping with this issue, some researchers have solved the problem from
the perspective of polarity calculation by assigning a unique scoring to each word
which corresponds to the mean of synset scores [11]. Others have suggested to
develop more efficient word sense disambiguation tools capable of selecting the
right synset in each time before polarity calculation [31], this is more challenging
since this is generally a language dependent task.
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In this work, besides going through a complete translation, we applied a word
synset translation but only of relevant lexicon that is likely to hold sentiment
information. We make use of EuroWordNet [32] where multilingual synsets are
already aligned: each French sense is matched to the corresponding English sense;
hence the first synset of the French hazard is matched to the English synset of
coincidence and happenstance. Doing so, it would be sufficient to disambiguate
the French sense in order to obtain the matching English sense whose polarity
would be evaluated using SentiWordNet.

5 Experiments

We have used in our experiments the Infrarouge corpus collected from Swiss
TV program website9 and consists of 650 posts. As described in section 3, two
human annotators have agreed on 318 positive posts and 332 negative posts.
Table 1 describes in more details the constructed data.

Table 1. Characteristics of the training and test data

Corpus Posts Words Nouns Verbs Adjectives

Negative 332 43′309 8′665 7′787 2′927
Positive 318 41′171 8′560 7′376 2′578
Total 650 84′480 17′225 15′163 5′505

The data is preprocessed with the TreeTagger[33], a French POS tagger and
lemmatization tool in order to define POS tags and base form of the words.
As a machine learning algorithm, we applied Support Vector Machine (SVM)
classification method and utilized SVMLight [34] classification tool with its stan-
dard configuration (linear kernel) to implement a series of experiments where
each time we define a set of combined features and evaluate the accuracy of the
approach. Evaluation is calculated using 5-folder cross validation.

Table 2. Results in terms of global accuracy using French and English translated data

Experiments French English Tr

(1) Baseline 63.08% 64.12%
(2) Negation 63.88% −
(3) SWN1 Polarity 66.15% 66.41%
(4) SWN3 Polarity 66.05% 61.07%

As sketched in table 2, we have set features as simple bag of words after POS
tagging and lemmatization in baseline experiments (1) applied first to original
French corpus and then to respective English machine translation.10 The next

9 http://www.infrarouge.ch
10 We used Google Translator http://translate.google.com

http://www.infrarouge.ch
http://translate.google.com
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experiments (2) have shown that French negation didn’t improve much the re-
sults as expected (less then +1%), this is mainly due to the difficulty of capturing
the negation scope defined as a window of words around the negated verb. In
fact, such a limitation to the verbal phrase level makes it hard to capture nega-
tion at the other levels such as noun and adjective phrases which needs deeper
syntactic dependency analysis.

A further problem is when negation is coupled with word polarity feature.
In deed, words found to be negated would have their polarity score inverted,
which is not necessarily coherent as pointed out by Taboada et al. [11], take for
instance the adjective excellent has a positive score of 1, nevertheless attributing
a negative score of −1 to not excellent wouldn’t be relevant since the latter is not
as negative as worst for example. Thus, the policy of polarity inversion should
be revised.

When we have integrated word polarity in experiments (3) and (4) as ad-
ditional features in the French data, only very limited improvement is shown
(+0.7%). In fact, in these experiments, we first go through a word synset French
to English translation using EuroWordNet (EWN) before extracting the polar-
ity scores from the English sentiWordNet (SWN1 then SWN3). These tentative
results are mainly due to the following three reasons.

1. EWN recall. As shown in table 3, the recall of EWN is weak; only 50% of
the words synset are translated. As a matter of fact, the coverage of French
EWN dictionary is not very high (there exists only 18′777 entries) compared
to the English WordNet 1.5 that contains 126′617 (7 times) entries and to the
English WordNet 3 that contains 155′287 entries (8 times). Consequently, if
only half of the words are translated, the recall issue would affect the quality
of the calculated polarity at the sentence or the post level.

2. SWN precision. Unlike EWN, SWN recall is found to be relatively high
(more than 90% for SWN3) because the latter is based on WordNet 3 which
has a high lexical coverage. However, recall conclusions should be carefully
drawn since all SWN entries are already English translations and hence are
successful outputs of EWN. Therefore, the measured recall remains tentative
and relative to EWN results.

As a matter of fact, recall of SWN3 shouldn’t be a source of difficulties since
the latter is based on WordNet 3 known as having a high coverage. Neverthe-
less, it is the quality of the polarity information stored in SWN3 that should be
checked. Further experiments with SWN3 have shown that polarity scores of
all words of the corpus (nouns, verbs, adverbs and adjectives) are distributed
as the following: 5.09% positive, 3.29% negative and 91.62% neutral which
gives evidence of the positive bias degree of the resource. This explains also
the difficulties in classifying negative posts (only 60% of negative posts are
correctly classified whereas 72% of positive posts are correctly classified). De-
tailed experiments using SWN1 have shown that even if SWN1 is smaller in
size compared to SWN3 (a recall of about 75.5%), it is found to be less posi-
tively biased than SWN3 since about 70% of the negative posts are correctly
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classified. These findings confirmTaboada [11] experiments set up for affective
dictionary comparison using the SO-CAL tool.

3. WSD: First synset choice. As already discussed in section 4.2, this issue is
the weak point of our research, since we have not yet developed a Word
Sense Disambiguation algorithm for French, the first synset choice for EWN
translation or for SWN polarity scoring entails a lack of polarity precision
and explains partly the weak classification results obtained in experiments
(3) and (4) compared to previous similarly set up experiments with French
movie reviews [35].

Similar conclusions could be drawn when interpreting English machine trans-
lated data where SWN1 polarity scores yield significantly better classification
results (66.41%) than those of SWN3 (61.07%) despite the coverage difference
between the two resources. This confirms the polarity bias hold within SWN3.

Table 3. EuroWordNet and SentiWordNet evaluation using French data

Experiments Results

Size (words) 42′956
Features 12′234
EWN recall 47.01%
EWN recall (N, V, Adj, Adv) 54.32%

SWN1 recall 75.5%
SWN3 recall 91.5%

6 Conclusions

In this article, we addressed the problem of sentiment analysis in French online
discussion forums. We have shown that this is a difficult task and requires deeper
processing than movie review sentiment analysis since even human annotators
are found in situations of doubt when distinguishing between positive and neg-
ative posts. We have argued that posts are elements of a conversation between
participants on a predefined issue, hence, opinions are not quite explicit and
mostly conveyed by the means of strong argumentations, rhetorics and supports
rather than merely considered as a for or an against position.

For these reasons, we attempted to include polarity scores at different levels
as additional features in the training process. Since no existing polarity resources
are constructed for the French language, we went through a translation process
so as to use the available English resources. The main drawbacks of our approach
concern first the process of translation and second the polarity score extraction.

First, for the translation issue, two methods of translations are evaluated, full
machine translation and EuroWorNet synset translation. Even if performance is
found to be similar, the problems are different. On the one hand, the quality of
machine translation is not sufficient to cope with spontaneous forum posts that
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often violate linguistic assumptions. Much of the textual evidence and clues
used in sentiment analysis may be translated incorrectly and therefore opinion
polarity may be altered in the translated text despite of the relevant advance
of current systems. On the other hand, EuroWorNet synset translation requires
a preliminary task of word sense disambiguation to chose the correct context
dependent synset.

Second, when extracting the polarity scores of words, the absence of a word
sense disambiguation algorithm doesn’t allow for the choice of the adequate
polarity according to the context. Moreover, there still remain some pending
questions about the quality of the SentiWordNet resource since it is figured to
be positively biased.

As a future work, we plan to integrate a word sense disambiguation algorithm
for French in the core of our sentiment analysis tool and develop deeper linguis-
tic and discourse analysis such as elaborated forms of negation, conditionals,
intensifiers (such as very, quite, extremely, etc), discourse connectors (such as
although, in spite of, even, etc) as well as the discourse structure of conversa-
tions. We intend also to detail the analysis at the sentence level before scaling at
the post level. A further challenging work we intend to perform is to construct a
French sentiment dictionary to get rid of the translation task and eliminate all
the related problems. In this sense, there exists already worth pointing out work
[23, 36] that could be an interesting starting point.
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Abstract. In this paper we present the results of an experimental three-steps-
study concerning quality assessment of product reviews. As reviews and  
comments on products and services are gaining importance in the context of 
purchasing decisions providers of review platforms are seeking for ways to im-
prove the quality of their platforms. In the presented study user expectations re-
garding quality of comments were collected as well as reader perceptions of 
quality. Additionally a thorough text analysis of experimentally obtained prod-
uct reviews was conducted. The main results of this research were that quality 
expectations do not necessarily lead towards good quality comments provided 
by the same person. Moreover it could be observed that the combination of text 
and star rating is preferred by people and also will lead to better understandabil-
ity of resulting comments. The channel of activation, NFC or QR codes did not 
cause any significant difference considering comment quality or appropriate 
platform. 

Keywords: product reviews, quality assessment, content analysis, experiment. 

1 Introduction 

Many customers inform themselves and also partly base their purchasing decisions on 
product reviews or comments on the internet. The number of user generated content 
has increased in the past few years and so do the comments on products. Not only is 
the user generated content increasing, but also the number of platforms and providers. 
Jensen said that “Technologies that enable websites to support the creation, sharing, 
and deployment of user-generated mobile services could be key factors in the spread 
of the mobile Internet‘‘[5]. Through better performance of mobile internet and the fast 
development processes of mobile devices the mobile sector is playing a bigger role in 
people’s lives. Also the connection from physical object to the digital world through 
2D QR-Codes or near field communication affects the increase of user generated 
content positively. The barriers to give feedback and write comments on products or 
services are getting weaker and the whole process becomes easier. Hoegg states that, 
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the lower the entry barrier, the more likely is the occurrence of low quality content 
[4]. Therefore this study tried to find out which interactivation, NFC or QR-Codes, 
in combination with different configurations of a feedback platform provides the 
best formal quality. 

As barriers disappear and possibilities to generate content easily increase it is not 
only professionals who generate content and comments on platforms, but also regular 
non-professional people. The question is which criteria do regular generators of 
comments consider to be important for high-quality comments? The approach 
followed within this research project is different state of the art research that examines 
intrinsic and/or extrinsic motivators for generating content. Prior studies [6], [8], [10] 
focused on the assumption that users have different motivators. As these motivations 
differ from person to person and entry to entry the formal quality could differ. Al-
though people do have clear expectations of how a qualitative good feedback or 
comment looks like, they do not always follow their own rules. Therefore it is neces-
sary to find out if there is a difference in formal quality with respect to expecta-
tions and the actual comments?  

In 2010 von Reischach found out that people like comments consisting of text in 
combination with a star-rating most. Furthermore he found out that NFC is the pre-
ferred kind of interactivation [9]. In addition Jensen states that with an expansion of 
the mobile web an increasing number of applications will include geospatial and so-
cial components [5]. So another interesting group is the consumers of user generated 
content. They only read or view the feedback or comments. Although they do not 
know the background of the author they trust their comments. They have to under-
stand and decode the message behind the comments from the generators. This could 
be influenced by formal quality and text difficulty, but do consumers have different 
expectations?  

This study tries to approach these questions in an explorative way with a technolo-
gical focus. To answer the questions a questionnaire, an experiment and a consumer-
rating were applied. The aim of the questionnaire was to address the first subquestion. 
In order to find out the formal quality of comments an experiment was conducted. In 
this experiment user had to generate content on different mobile platform configura-
tions. Afterwards the texts, which were written in German, were analyzed. Later on 
these texts were rated by two people to find out whether formal quality measures do 
meet the consumer’s quality needs.  

The main goal of the experiment was to give recommendations for the design of 
mobile platforms that are activated by near field communication and 2D QR-Codes. 
In the second chapter of this paper the current state of the art is outlined to give a brief 
overview of prior research on mobile platforms and user generated content creation. 
The following empirical section describes the experimental frame and methods of 
research. Subsequent the results are presented. The paper concludes with the recom-
mendations and proposing topics for further research.  
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2 State of the Art 

To find out what generators expect from comments Chen & Xu [2] examined the 
criteria topicality, novelty, reliability understandability and scope. They showed that 
topicality and novelty are very essential. Reliability and understandability were also 
found to be significant factors but scope was not. Another survey from Agichtein  
et. al [1] used formal criteria, like punctuation, semantic and grammar to analyze texts 
and their quality. 

Another method to analyze texts is to evaluate text difficulty. There exist some dif-
ferent formulas for that purpose. One of them is the Flesch Reading Ease formula. It 
was defined for analyzing official documents. It was primarily set up to evaluate texts 
in English [3]. Mihm [7] modified the rating tableau in order to use this formula for 
German texts too. He changed the original scale because the word length in English 
and German texts differs. Some other formulas are the Amstadt formula and four 
different versions of the “Wiener Sachtextformel”.  

In contrast von Reischach [9] conducted a survey that examined the needs of 
people who read feedback and product comments. One of his main results was that 
people prefer feedback and comments in combination with star-ratings. Another ob-
servation in this study was that the interactivation by NFC is fastest.  

It is not only the preferences of users that influence their expectations but also the 
motivation of users who generate content. To find out which intrinsic motivation us-
ers have an analysis of 385 random start pages of blogs in Polish was done. In the 
course of this research six different motivations were identified [10]: 

• self-expression 
• social interaction 
• entertainment 
• passing the time 
• information and 
• professional advancement  

Similarly Nardi [8] interviewed 23 bloggers from California. He found out that it was 
important for them to document their life, express emotions, communicate opinions 
and ideas and be part of forums. These aspects could influence the expectations on 
quality of their comments. 

3 Methods 

In March 2012 the participants of a Living Lab focused on mobile technologies were 
invited to take part in this experiment. They were provided with mobile devices in 
order to ensure NFC capability of test devices. 60 people participated and were re-
warded a 10 € coupon. The sample consisted of 26 women and 34 men and most of 

them from urban areas. Figure 1 depicts the age distribution of the sample of which a 
huge part was between 18 and 30 years. 
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In the beginning the participants had time to play four different “Minigames”. These 
“Minigames” were simple reflex and action games. Two examples are shown in fig-
ure 2. The assignment of the “Minigames” was randomly decided by a random gene-
rator. After five minutes the participants had the possibility to write a short text using 
the mobile device. This was just a test so that everybody could get used to the  
smartphone input. Then the recording started. The attendant chose which “Minigame” 
he wanted to comment first. Then he had to activate the mobile platform either by 
NFC or QR-Codes. The activation codes and tags were fixed at the bottom of the 
“Minigames” as you can see on figure 2: 

 

Fig. 2. Position of the QR-Code and the NFC-Tag 

When activation was successful an acoustic signal sounded and the participants 
were able to enter their comments. There were five different combinations of input 
possibilities and each NFC-Tag or QR-Code referred to one combination: “Only 
Text”, “Text with Like-Button”, “Text with Star rating”, “Text with Photo-upload” 
and “Text with Like-Button, Star rating and Photo-upload.” (Figure 3 shows a screen-
shot of the mobile platform with its different possibilities for generating content). 

 
Fig. 1. Age distribution among the participants
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Fig. 3. Mobile Platform before and after the input 

Every person had to activate two input combinations by means of NFC and another 
two by means of QR-Code. When he or she finished one comment they returned the 
mobile device to the supervisor. When the participant wanted to start the next “Mini-
game” he got the smartphone back again. 

When the four comments were created the person had to answer a questionnaire. The 
questionnaire consisted of three demographic questions and six specific items regarding 
quality criteria. The participants had to rate importance of the different criteria for them-
selves. They rated the priority from 1 very important to 6 not important at all.   

After the experiment ended two people defined five criteria for rating the obtained 
comments. These five criteria are described in chapter 4.5. They then rated all 240 
texts from grade 1 – very good to 5 – very poor. The average ratings per platform and 
interactivation were computed and compared. Interrater reliability was computed in 
form of Cronbach’s Alpha and is 0,716.  

4 Scientific Frame 

The texts were analyzed and punctuation and capitalization and text difficulty were 
evaluated. The criteria punctuation and capitalization follow the new rules of German 
orthography from 2006. To compare the interactivation by NFC and QR code the 
duration of the activation was observed. The participants also had to answer a ques-
tionnaire in which they had to indicate their priority of the criteria: punctuation, capi-
talization, text difficulty, grammar, topicality and novelty.  

4.1 Punctuation 

Each text was analyzed as it would have been a continuous text. Therefore every 
missing period and comma was counted and summed up. Additionally every  
period and comma that was excess or not in the correct position was summed up. 

“256 people  
commented on this  
product” 

Starrating 

Like-Button 

“Delete Text” “Send” 

Photo-
upload 

Textinput 
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The means were computed to compare the different mobile platforms and kind  
of interactivation.  

4.2 Capitalization 

Every incorrect use of capitalization which is more important in German language 
than in English was summed up. The means were computed to compare the different 
mobile platforms and kind of interactivation.  

4.3 Text Difficulty  

Every text was evaluated by means of the Flesch Reading Ease formula [3]. Using 
the modified scale of Mihm [7] enabled application of this formula also on German 
texts. 

4.4 Duration of Activation 

The time recording started when the user received the smartphone. When the platform 
was activated an acoustic signal indicated the start of the commenting process. The 
duration from the first touch until the acoustic signal was measured.  

4.5 Consumer Rating 

The texts were rated from 1, very good, to 5, worse. The following criteria were used 
to analyze the texts:  

• Is there a solution for the game stated in the text? 
• How long will it take to find a solution for the game? 
• Is the comment short and structured? 
• Is the comment understandable? 
• Is it possible to follow the comment? 

5 Results 

In this chapter the results of all three parts of the study starting with the questionnaire 
are presented.  

5.1 Questionnaire 

60 people answered the questionnaire and rated the priority of the six criteria. (Figure 
4) The most important criterion for the participants was that the texts are understand-
able. The second most important aspect was that they could learn something new  
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regarding the product. More than half of the participants also considered correct 
grammar of the comments and that the name of the product is mentioned to be impor-
tant. It was considered to be unimportant if punctuation and capitalization is correct. 
It can be summed up that it is very important for the comment generator that 
the text content is understandable.  

 
Fig. 4. Priority allocation of the questionnaire in percent 

Question 1: No unnecessary use of interpunctuation. (Like tipping three or more periods) 
Question 2: The correct usage of capitalization 
Question 3: The text difficulty 
Question 4: The correct usage of grammar 
Question 5: The name of the product appears 
Question 6: That something new is added, that you cannot find in the product description. 

5.2 Text Analysis 

The experiment with the “Minigames” showed that there is a difference between ex-
pectations and the actual comments provided by the participants because there are 
different results for the possible platform combinations although there is no signifi-
cant difference regarding the interactivation by NFC or QR-Code.  

As figure 5 depicts the best value in terms of understandability was achieved by 
both activation technologies NFC and QR codes on the mobile platform “text in com-
bination with rating”. The lowest results were for NFC with “only text” and for QR-
Codes with “text with photo-upload”.  

5.3 Consumer Rating 

The consumer ratings introduced a new point of view. The two raters perceived the 
comments from the mobile platform “text with rating, like button and photo upload” 
as bottom quality. The detailed results are shown in figure 6.  
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A correlation test between consumer rating and Flesch value showed no consistent 
picture. Table 1 lists the correlation coefficients and corresponding statistical signific-
ance.  

Table 1. Correlation of consumer rating and Flesch Reading Ease Score 

Platform 
Correlation   
(Spearman‘s Rho) 

Significance Sample size 

Text 0,193 0,176 N=50 

Text with  
star rating 0,257 0,092 N=44 

Text with “Like“  
button 0,336 0,023 N=46 

Text with photo upload 0,044 0,769 N=48 

Text with star rating, 
“Like“ button and 
photo upload 

-0,288 0,038 N=52 

6 Conclusions and Limitations 

In Table 2 the results are summed up and linked to initial research questions: 

Table 2. Overview of research questions and results 

Question Answer 
Which criteria do the regular 

generators of comments consider as 
important for formal quality of com-
ments? 

 

As the questionnaire shows the most 
important criterion is understandability, 
followed by topicality and novelty. 

Is there a difference in formal quali-
ty between expectations and the actual 
comments? 

The evaluation of the texts generated 
in the experiment shows that there is a 
difference between the expectations and 
the actual quality of comments. 

 
Do consumers have different expec-

tations regarding actual quality? 
The consumer rating shows that the 

consumers of comments have different 
expectations than the generators of 
comments. 
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The experiment showed that there are differences between expectations regarding 
comments and the actual comments that were provided. The expectations of genera-
tors and readers of comments are not exactly the same. Platform providers will have 
to decide if they want to focus more on the generator or the reader of product reviews. 
As the results indicate it is good to provide a platform including text and star rating as 
this is the combination preferred by generators. This combination also received the 
second best rating from readers. 

Unlike expected there are no differences between comments on platforms activated 
by NFC or QR codes. Nevertheless further research is needed in this field as NFC is 
not as commonly used as QR codes. Actually it seems that the kind of interactivation 
does not influence formal quality of comments. In accordance with initial expecta-
tions it was possible to observe that the interactivation by means of NFC was faster 
than by QR codes after a learning process.  

As comments and reviews on products and services are supposed to effect the con-
sumers decision making process another important question arises in the context of 
the consumer rating. Which platform design affects the readers most and what kind of 
comments makes them buy the products? This will be an important topic for further 
research because it will provide deeper insights in readers’ expectations and their 
actual activities. In this context it will also be interesting to find out which kind of 
mobile platforms induce users to generate more positive recommendations.  
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Abstract. We present a novel method to study the tendencies of vote in
sectorial democratic elections. Our method is intended to determine the
relevant profiles characterizing the political behavior of voters. Those
profiles allow us to model how the voters, in a specific election orga-
nized by sectors, make their vote decision. Furthermore, the same set of
profiles are used for representing the different strategies applied by the
candidates that compete in the election.

We apply congestion games theory to simulate the distribution of
the votes among the candidates, describing an automated way to esti-
mate the likely number of votes for each candidate. Therefore, we can
determine who will be the winner candidate of the election, according
to a specific political scenario. We report the application of our model
to simulate the elections of a director in a university setting, obtaining
estimations very close to the actual outcomes.

Keywords: Social Behavior Modeling, Social Simulation, Electoral
Simulation, Congestion Games, Multi-Agent System.

1 Introduction

In Artificial Intelligence (AI), the application of intelligent agents has brought a
great deal of commercial interest, and it has shown useful for decision making.
As more and more commercial transactions are performed on networks, there is
a growing interest in designing smart autonomous agents performing specific ac-
tions. One of the possible applications of intelligent agents is to simulate specific
human tasks. For example, an important human task has been the selection of
a representative from a population.

The selection of a representative is both an important and common issue in
democratic systems, for instance; the candidate of a political party, the head of a
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department, a local city mayor, and so on. This process refers to the need to elect
the best representative within a group of people, according to their perception
expressed as votes.

Different mathematical formalisms have been developed to describe electoral
systems and outcomes by modeling both voting rules and human behavior (see
e.g. [1, 4, 10–12]). In [5, 11], an analysis on the winning coalition structure of an
election system is done as a simple legislative game, considering the importance
of relative ideological positions in a legislative decision game, that is, as a non-
cooperative game. While in [1, 3, 9], the dynamics of their model is based on
applying the search for equilibrium points, which must fulfill the expectations of
voters and the optimum policy choices of representatives, assuming stationary
environments. In [12], they report and effort to account for political attitudes
and beliefs in a computational model, which is based on a psychological theory.
This model was compared against another previously proposed model based on
Bayesian learning. The new model could reproduce more political attitudes when
applied on simulations of a presidential campaign in 2000.

Nowadays, demoscopic studies (opinion polls) are accomplished in order to
determine some electoral preferences. Those surveys, as snapshots of a moment,
allow us to make predictions for a very short term. An opinion poll, in its tradi-
tional elaboration form, usually reflects outlying questions about the candidates,
and about the political competition, such as; popularity indexes, perceptions on
the nature of the candidates or their images, the impact of their campaigns,
mottos, etc. Often the factors that are measured through those surveys point
more to the interest of the candidates or their parties, than to the interest or
perception of the voters.

Due to this panorama that lacks the necessary analytic tools for studying
electoral tendencies, we propose a simulation system of the political behavior
for certain voter segments in accordance to the changes of strategies that the
candidates perform during their campaign.

A key element to find the winner of an election is to recognize the profiles
characterizing the voters, given that all agents form their set of strategies based
on promises and actions which try to influence the voters. Those promises and
actions are reflected via a set of weights assigned to the profiles characterizing
the voters.

We consider each one of the candidates as an independent player with his own
strategies. Each agent competes against each other in order to win a political
election, i.e., the political election is a competition among all the players. As
the profiles used for characterizing the voters, and forming the strategies of the
agents have a limited nature, then a congestion game is formulated.

Thus, we can consider our logical model as a formulation of a congestion
game [3, 9, 13]. A congestion game consists of a set of players, a set of resources,
strategies for each player, and a cost function associated to each resource. A state
of the game is defined by the strategies each of the players has selected, where
each of the players is assumed to act selfishly, traying to minimize his individual
cost. A congestion game can be modelled as a congestion network, i.e. a triple
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(A,P∫ , k), where A is the set of n players, P∫ is the set of limited resources, and
k is the increasing cost function which depends on the number of players using
the same resource. As mentioned, every player Ai ∈ A has to choose a strategy
which allows to decrease its cost function value. A state e = (s1, . . . , sn) is
reached when each player selects a strategy si. In a congestion network, several
players simultaneously aim at allocating sets of resources. The cost of a resource
(one edge of this network) is given by a function of the congestion, i.e. the
number of agents using the same resource. So, each agent Ai ∈ A chooses a
strategy forming a state e = (s1, . . . , sn) and the cost function is computed for
all limited resource and according to the state e.

Building a congestion game for the problem at hand allows us to perform a
search for the singular points in the competition system [13], enabling to predict
the possible winner of the specific election. In each singular point of the contest,
we can determine the winning strategy and the candidate who will obtain the
maximum number of sectors, that is, we can determine who will be the winner,
as well as the winning strategy.

The paper is organized as follows. Section 2 explains how voters are charac-
terized. We discuss a method for determining preferences in profiles of a sector
of voter in Section 3. The process of defining the strategies of competitors is
detailed in Section 4. In Section 5, we present how to compute the estimation
of number of votes for candidates. Finally, Section 6 includes conclusions and
further work.

2 Characterizing a Population of Voters

Our method starts by considering that there exists a population of voters dis-
tributed in k sectors, let Pot = {Z1, Z2, . . . , Zk} be the k voter sectors. Let
WZi = |Zi| be the number of voters within the sector Zi. We assume that the
cardinalities WZi, i = 1, , k are known values.

Let A = {A1, A2, . . . , An} be a set of n intelligent agents. Ai ∈ A represents
one of the competitors contending for a position or, in political terms, a candidate
competing in an election. A sector Zi, i = 1, . . . , k is favorable to the candidate
who obtains the majority of the votes, with respect to the number of votes
obtained by the other candidates.

We describe herein a novel method to determine the competitor who obtains
the maximum number of sectors in a democratic election. A relevant element
in our method is to determine the main ”profiles” used for characterizing the
political behavior of the members of each sector, as well as to determine its
relative political importance among them. Usually, analysts can approximate
those profiles and their relative positions, after analyzing previous elections and
carrying out a deep study on the political behavior of the voter population.

We represent the profiles used to characterize voters via a discrete set P∫ =
{P1, . . . , Pm}. The elements of P∫ are called ”profiles”. Such profiles are the
key objects used to characterize how the voters base their vote decisions. The
members of each sector are characterized and identified by specific values on the
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set of profiles which represents the main political characteristics of the members
in that sector.

In our method, the set P∫ is also used to represent the set of strategies
applied by the competitors to attract the preferences of the voters. The quantity
on a profile that an agent believes to have in certain features (profile entry) is
represented by a weight. An agent (and sometimes, his campaign team) organizes
the profiles and their corresponding weights in different ways, creating in this
manner different political programs to be applied, in accordance with the answer
of the population to those programs.

We call to each of the agent programs a strategy. An agent applies one of
its strategies to compete with other agents in order to obtain a maximum
number of sectors of the population. A strategy si of Ai is a set of pairs:
si = {(P1, wi1), (P2, wi2), . . . , (Pm, wim)}, where each weight wij , j = 1, . . . ,m
tries to reflect the importance of the profile Pj that the agent Ai assigns in one
of its political programs (si).

In fact, each agent (or his advisers) has to determine which profiles (and
their corresponding weights) the agent should promote, and he also has to plan
how to arrange those profiles in his political program. According to the different
scenarios or to the results obtained through the opinion polls during campaign,
as well as to the agent knowledge about the preferences of the voters, the agent
selects one of his strategies.

Let S(Ai) = {si1, si2, . . . , sini} be the set of different strategies that the agent
Ai ∈ A can apply for attracting voters. Once all agents have chosen one of
their strategies si ∈ S(Ai), i = 1, . . . , n, a state (an action now in a multi-agent
system) is formed e = (s1, . . . , sn) ∈ S(A1)X . . .XS(An). Let S = {e1, . . . , eo}
be the set of different states of the multi-agent system.

Then, a state ej, j = 1, . . . , o is one of the possible configurations of the multi-
agent system, and according to the strategies applied by the different agents, they
can obtain a certain number of votes in each state. As the agents change their
strategies during campaign in order to obtain more votes, they interactively form
new states in this multi-agent system.

While more and more agents utilize the same limited profile, such profile tends
to saturate, and its influence on the voters will also become smaller and smaller.
Thus, a congestion game is an ideal formalism for modeling this kind of resource
sharing [3, 9].

In our study, we consider how to distribute the votes among the agents in a
specific state e ∈ S. Thus, we develop a method to estimate the number of votes
obtained by each agent, according to the strategy that each one applies.

We applied the method to model the election of the Director of the Faculty of
Computer Sciences (FCC) in the State University of Puebla (BUAP), México,
realized in March, 2011. During this election, the process was organized in 11
sectors; 5 belonging to faculty members (professors), 5 to students and 1 to
administrative workers. We applied the model to recognize the main political
preferences of the students when they make their political vote.
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In the FCC, there are two undergraduate programs: Computer Sciences and
Computing Engineering. For each program, there are two sectors: Basic and
Advanced. Then, there are four sectors at undergrad level; Basic Eng, Ad-
vanced Eng, Basic Cs, Advanced Cs, and additionally one sector at graduate
level (M. Sc.): Graduate.

There are about 1900 students at the undergraduate level and 46 students at
graduate level. There are 117 faculty members and 15 administrative workers.
In this election, 1448 of undergrad students and 40 graduate students cast their
voted. While 100% of administrative workers and 111 professors voted.

The political preferences of professors and administrative personnel during
the elections in the FCC were captured via classical opinion polls, this due to
the size of those sectors. In fact, the largest size of any of those sectors was 32
professors. Then, we could collect, for all professors and administrative personnel,
their political preferences.

On the other hand, the size of the student population and their vague answers
for determining only one preferable candidate, generated the adequate scenario
to validate our model. Thus, we simulate the tendencies of the vote just for the
five student sectors.

3 A Method for Determining a Hierarchy of Preferences
on the Student Profiles

An opinion poll was applied to the students in order to assign a relative im-
portance order on the student profiles, according to what they considered from
more to less important for making their vote decision [2].

We found that the following twelve features in profiles were the most impor-
tant for students to consider when they decide their vote:
P1: Opinion of classmates, P2: Opinion of academic advisers, P3: Opinion of
course instructors, P4: Opinion of political student groups, P5: Opinion of of-
ficial administration, P6: Commitment shown by the candidate, P7: Academic
background of candidate, P8: Political group supporting the candidate, P9: Po-
litical work during the campaign, P10: Possible contact with the candidate, P11:
Image and confidence shown by the candidate, P12: If the students are in favor
of reelection of director in post.

Given a sector Zi ∈ Pot, a weight wzij for each profile Pj ∈ P∫ is computed
based on responses obtained in an opinion poll. We processed the opinion poll
and we computed the average of the responses. Thus, a list of values wzij were
obtained as the average of the values assigned to the profile Pj , j = 1, . . . ,m by
the selected sample of each student sector Zi, i = 1, . . . , k.

An adjustment based on minimum squares was applied to the sample in order
to eliminate ’false positives’. The false positive cases are represented as responses
of voters who do not want to cooperate with the opinion polls, either when they
try to be tricky, submit contradictory answers, or have apathetic responses. And
such cases are detected when the responses of one poll is quite different to the
average of that sector.
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An order of relevance is given on the profiles of each sector Zi ∈ Pot. Let
AvPjZi be the relative value given to the profile Pj with respect to the other
profile values of the sector Zi. We want that the values AvPjZi, j = 1, . . . ,m
represent relative percentages that determine a relative order on the set of pro-
files characterizing Zi, and also that the values AvPjZi build a hierarchy among
the profiles of the same sector.

In general, there are different methods for determining a hierarchy of prefer-
ences among a list of values (see [6–8]). One of the most simple methods for
determining an order on the preferences of the individuals is for example, that
the values AvPjZi are taken as the percentages of members from Zi in which
the profile Pj is their main profile.

Other simple method for determining relative percentagesAvPjZi, is to assign
the same importance to all profiles and then, each percentage AvPjZi is equal
to 100% divided by the number of relevant profiles in Zi.

In our model, it is important to distinguish between profiles with a positive
impact and those which have a negative impact, when the students make their
vote decision. In general, the sum of the percentages of the positive profiles is
higher than the sum of the percentages of the negative ones, because the positive
profiles had a greater influence than the negative ones to decide the vote, in a
proportion according to the voting scenario which is being modeled.

For example, according to the atmosphere that prevailed during the election
in the FCC, we detected that positive profiles had more impact than negative
ones. The sum of the percentages on positive profiles was 100%, while the sum
of the percentages on the negative profiles generally produced values from 40%
to 50%. So we detected that the total positive profiles influence was twice or
thrice than the negative profiles influence, according to the student sector.

We determine, through an analysis of the responses of the opinion polls, that
the first seven more valuable profiles ranked by the students have a positive im-
pact, while we give to the remaining four profiles a negative influence. According
to the opinion poll applied to the students, the average values wzij from 1 to 7
were the most significative profiles, 1 being the most relevat profile value. Then,
by computing Posij = 11 − wzij we can determine a relative position in the
hierarchy of the positive profiles given in ascending order, that is, 4 is the less
important and 10 is the most important value on the positive profiles.

Given a fixed sector Zi, i = 1, . . . , k, in order to build a relative order among
positive profiles of the sector, the values Posij are summed on all positive profiles:
Sum Positivei =

∑
Posij and then the relative percentage of a positive profile

is defined as: AvPjZi = Posij/Sum Positivei.
The case of the profile 9; ”P9 : effect of the Political Campaign”, was con-

sidered at the beginning of the election very conservatively, because we did not
know beforehand how intense or effective the campaign of the candidates will
be. So a conservative assessment was assigned to P9 with a relative percentage
equal to the maximum relative percentage on the other positive profiles.

The last values obtained from the responses of the student poll represent neg-
ative profiles. The negative profiles have obtained average values wzij between
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8 and 11. We assign a relative order among them, according to the formula:
Posij = wzij − 7, since 7 was the turning value between positive and negative
profiles. In a similar way as we did for positive profiles, a relative order was
computed for the negative ones. First, we add the values Posij on all negative
profile: Negativei =

∑
Posij .

A special profile was P12 specified as: ”Do you agree with the re-election of the
director?.” In the opinion poll, P12 shown a very important negative character
since a high percentages of the students reject the idea of the re-election of the
current director. So, we assigned a relative value on P12 equal to the addition
of the position values of all negative profiles previously considered. Then, the
relative value for the profile P12 was Posi12 = Negative. Since P12 was dominant
in the set of all profiles which have considered negative and has an influence
equivalent to the addition of the other negative profiles.

Then, we had a total value of the sum of all negative profiles (including
profile 12), defined as: Sum Negativesi =

∑
Posij on the set of the negative

profiles. And for each negative profile, we compute its relative percentages as:
AvPjZi = Posij/Sum Negativesi.

Table 1. Matrix MPot : Relative weights to profiles by sectors

Profile Basic Eng Adv Eng Basic Cs Adv Cs Graduate

P1 -1.1062 -2.789 -2.957 -0.9381 -3.06
P2 -0.9878 -0.194 9.58 -0.187 9.51
P3 10.896 10.361 10.46 9.41 8
P4 -1.3414 -1476 -1.7 -2.44 -1.66
P5 -1.15 -2.0354 -1.73 -4.41 -1.22
P6 19.565 19.458 16.64 17.47 17.956
P7 16.197 17.651 15.96 15.46 17.07
P8 11.677 12.168 10.91 12.5 11.11
P9 39.13 38.916 33.278 34.95 53.867
P10 14.92 14.94 13.563 15.6 12.889
P11 13.958 13.615 11.364 13.844 12.62
P12 -38.646 -39.124 -35.463 -39.5 -35.31

In Table 1, we present the matrix MPot containing the final relative percent-
ages AvPjZi obtained by our ordering method. Negative values are indicators of
profiles with a negative impact on the students. Those values show relative per-
centages among the set of profiles and give a degree of relevance of each profile
in the students, when they make their vote decision. Notice that the relevance of
each profile is different according to the sector of the student (the five columns
of the matrix).

4 Defining the Strategies of Competitors

Central information to model democratic elections is based on the political cam-
paigns (strategies) applied by the competitors during the contest.
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In the election that we have modeled, there were two agents competing for the
position of director. Of course, the competitors do not know precisely neither the
most important profile nor its relevance in the sector. Although, they intuitively
recognize the importance of some profiles and they try to influence the voters
through their political programs (strategies).

The Matrix St shown in Table 2 contains weights representing the final strate-
gies considered during the simulation of the election. The strategies of each can-
didate can be considered as a vector of twelve values, each value represents the
intention of the candidate to influence the voters trough that corresponding pro-
file. Each weight wij ∈ St represents the value on the profile Pi that a competitor
determines to apply in its strategy to attract votes.

Since the two competitors applied different programs and promises between
undergraduate and graduate student sectors, they really used different strategies
according to the student academic level (i.e. undergraduate or graduate). The
weights constituting the strategies of the candidates were computed based on:
their curriculum vitae, the proposals, the political group supporting the candi-
dates, and in this particular case, the knowledge and perception that some of
the authors have about both candidates.

Table 2. Matrix St : Final Candidates Strategies for Student Level

Profile Dir Undergrad Dir Grad Opp Undergrad Opp Grad

P1 9.5 5 5 8
P2 8 9.5 5 4
P3 7 9 8 5
P4 8.5 8.5 5 5
P5 6 6 3 3
P6 7 7 4 4
P7 8 8 5 5
P8 8 8 6.8 6.8
P9 6 9 8.5 5.5
P10 7 7 7 7
P11 8 8 6 6
P12 10 10 1 1

For any other election, opinion polls can be designed to calculate the corre-
sponding weights in order to specify in a vector of weights the agent strategies.
Each agent applies one of its strategies creating a state e of the multi-agent
system. The agents change their strategies according to the opinion polls that
they are aware of.

For each state e ∈ S, the voters make their vote decision and then every can-
didate obtains a determined number of votes in concordance with its strategies.
In a dynamic way, any candidate could change his strategy with the intention to
obtain more votes, forming in this way the different sceneries along the election
process.
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Given a state e = (s1, . . . , sn) ∈ S, an improvement step for an agent Ai is a
change of strategy from si to s′i going to a new state e′ and where his percentages
of votes increases with respect to the previous value. The neighborhood of a
state e consists of those states that derive from e only in one change of the agent
strategy [3].

Given the two tables MPot and St both of m rows (m profiles), and the
two different strategies applied by the candidates, one for undergraduate stu-
dents and the other for graduate students. We show in the following section,
how to compute automatically the number of votes expected by each candidate,
according with its strategy and the characterization of the sectors.

5 Computing the Number of Votes for Each Candidate

For the first four sectors Zi, i = 1, . . . , 4, corresponding to undergraduate stu-
dent sectors, an addition on their relative percentages multiplied by the cor-
responding strategy of the two candidates is done on the set of 12 profiles,
that is, Ugi1 =

∑12
j=1(wj,1 ∗ AvPjZi) and Ugi2 =

∑12
j=1(wj,2 ∗ AvPjZi), where

s1 = (w1,1, . . . , w12,1) is the undergrad strategy applied by the candidate 1, and
s2 = (w1,2, . . . , w12,2) is the undergrad strategy applied by the candidate 2.

Let StPri = Ugi1 + Ugi2 be the total of the set of profiles to be shared
among all agents. In general, StPri =

∑n
j=1 Ugij expresses the total influence

of the profiles on sector Zi to be shared among the candidates. And, according
to congestion game theory, the proportional part that a candidate Al ∈ A has
to receive when he applies a strategy on the undergraduate sectors is computed
as S(e, Al, Zi) = (Ugil/StPri) for l = 1, . . . , n and i = 1, . . . , 4.

We compute the case for the graduate student sector: Z5, in a similar way that
the case of undergraduate sectors but now we consider the graduate strategies
applied by the candidates. Then, if now s1 = (w1,1, . . . , w12,1) is the graduate
strategy applied by the first candidate and s2 = (w1,2, . . . , w12,2) is the graduate

strategy applied by the second candidate, and so,Grad51 =
∑12

j=1(wj,1∗AvPjZ5)

and Grad52 =
∑12

j=1(wj,2 ∗ AvPjZ5) will be the contribution of the candidates
to the graduate sector.

Additionally Ps5 = Grad51+Grad52 represents the total of the set of profiles
to be shared among all agents. And the proportional part that a candidate
Al ∈ A has to receive when he applies his strategy on the graduate sector is:
S(e, Al, Z5) = (Grad5l/Ps5) for l = 1, 2.

Given that we are considering that the cardinality of each sector WZi, i =
1, . . . , 5 is known and they are constant values, and although the agents promise
more than before (his strategies si, i = 1, . . . , n have higher values), the values
WZi do not change, then a congestion game is modeled to distribute a fixed
value of votes among the agents [9].

Then, the cardinalities WZi, i = 1, . . . , 5 have to be divided proportionally
among all agents due to S(e, Al, Zi). Given a state e ∈ S and for all sectors
Zi ∈ Pot, for each agent Al ∈ A, we denote as the percentages of voters from
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the sector Zi which are potential voters for the agent Al, as #Vote(Al, Zi), and
that value is computed as:

#V ote(Al, Zi) = WZi ∗ (S(e, Al, Zi)

100
) (1)

The value #Vote(Al, Zi) represents the percentages of members in the sector Zi

which are potential voters for Al, l = 1, . . . , n. Then, #Vote(Al, Zi) has to be
computed for all sector Zi ∈ Pot in order to know the percentages of votes that
all agent can obtain in each sector.

When the election is by sectors, the candidate who obtains a maximum per-
centages of votes in that sector is the candidate who wins the total sector. Then,
fixing a sector Zi ∈ Pot, the candidate who wins Zi is defined as the candidate
Aq, q ∈ [1, n] such that:

#V ote(Aq, Zi) = max{#V ote(Al, Zi), l = 1, . . . , n} (2)

Notice that given a state e, there is an agent who wins the maximum number of
sectors, we call such an agent the candidate in the state e, and is denoted as the
competitor Aq, q ∈ [1, n] such that the number of sectors Zi, i = 1, . . . , k that Aq

has won is maximum on the set of competitors.
Although to change an agent strategy (even if the the candidate in the state e

does not change his strategy) represents a change in the state from e to e′, and
the candidate who wins a maximum number of sectors could change too. The
improvement over the number of votes of an agent Ai is necessary to obtain a
higher number of sectors for him. Given a state e, a move of improvement for
an agent Ai through local values is done by the search of a neighbor e′ where Ai

wins a higher number of sectors than in the state e.
In our system, we can analyze the fluctuations of the votes tendencies in order

to organize the strategies of a specific agent, either as ’bad’ or ’good’ strategies,
according to the number of sectors that the agent wins. Furthermore, we can find
which are the best strategies for a particular candidate, according to a specific
electoral scenario.

Assuming that all people really vote, we have a fixed total number of votes
and, if we look for an optimal point, the search could turn cyclic, meaning that if
an agent reduces his number of votes, then any other agent will increase his own
number of votes. So, some agents could always improve their number of votes
from one neighbor to another.

An adequate variable to avoid a cyclic search is to consider the percentage of
potential voters who abstain in each sector. Although the abstention is a fact in
democratic systems, to determine this percentage requires a profound analysis of
the traits and behavior of the population in previous elections. In our system, the
political campaign is developed during a certain period, in such a way that when
a candidate recognizes a new way to improve his strategy, that new strategy is
applied and then, the likely number of votes have to be re-computed for all the
involved candidates. This continues until no further impact can be produced on
the number of votes or when the election campaign is over.
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Fig. 1. Percentages of votes obtained by opponent to incumbent

We analyze the percentages of the votes assigned to each candidate according
to the strategies applied by the agents. The formulas presented in this section
allow us to estimate the number of votes for each agent, and to know who will
be the candidate in the state e according to the current scenario e.

Comparing the estimated results at the end of the campaign versus the actual
percentages of votes in the modeled election, the absolute errors on the percent-
ages of the votes obtained for the candidate labeled as Opponent to incumbent,
were: 2.5, 2.5, 11.5, 3.6, 7.2, which correspond to the sectors: Basic Eng, Ba-
sic Cs, Advance Eng, Advance Cs and Graduate (labeled as Postgrade) sectors,
respectively, as depicted in Figure 1.

If we want to model elections at the scale of, for example, city mayor, the key
issue in our proposal is the partition of the voters into sectors (e.g. retired people,
workers, government employees, housewifes, etc.) with common and recognized
interests and needs (profiles). That implies that we do not only have to know
the sizes of the sectors, but we also have to analyze the political and economical
historical behavior of those sectors.

The demoscopic studies can be helpful for recognizing the profiles and their
relative importance among them. Of course, this implies a bigger effort than only
applying the common opinion polls for analyzing political preferences. However,
more precise predictions request deeper studies and our model can serve as a
guide for performing those studies.

6 Conclusions

We have designed a model for simulating the process of selecting a representa-
tive in a democratic system organized by sectors. Our system can be used to
study the tendencies of the vote and for this, it is necessary to determine the
relevant profiles that characterize the political behavior of voters. Those profiles
model how the voters, in a specific election organized by sectors, make their vote
decision.
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In our proposal, we assume that each candidate determines a finite set of
strategies (political programs). Each one of these strategies is formulated as a
set of weights on the profiles characterizing the voters.

The profiles used for characterizing the voters, and for expressing the strate-
gies of the agents, have a limited nature. Consequently, a congestion game is
formulated. We present a model to simulate the distribution of the votes among
a set of candidates, allowing so, to determine who will be the winner in a specific
political scenario.

We have applied our model to simulate the elections of a director in a uni-
versity setting, obtaining estimations very close to the actual outcomes. Future
works includes the extension of the model to consider other election scenarios
and the application of our model in other electoral process to confirm its validity.

References

1. Banks, J., Duggan, J.: A dynamic model of democratic elections in multidimen-
sional policy spaces. Quarterly Journal of Political Science 3, 269–299 (2008)

2. De Ita, G., Moyao, Y., Contreras, M.: Modeling Democratic Elections via Con-
gestion Networks. In: First Int. Conf. on Social Eco-Informatics, vol. 1, pp. 85–90
(2011)
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Abstract. Human social relationships are a key component of emerging
complex techno-social systems such as socially-centric platforms based
on the interactions between humans and ICT technologies. Therefore,
the models of human social relationships are fundamental to characterise
these systems and study the performance of socially-centric platforms de-
pending on the social context where they operate. The goal of this paper
is presenting a generative model for building synthetic human social net-
work graphs where the properties of social relationships are accurately
reproduced. The model goes well beyond a binary approach, whereby
edges between nodes, if existing, are all of the same type. It sets the
properties of each social link, by incorporating fundamental results from
the anthropology literature. The synthetic networks it generates accu-
rately reproduce both the macroscopic structure (e.g., its diameter and
clustering coefficient), and the microscopic structure (e.g., the proper-
ties of the tie strength of individual social links) of human social net-
works. We compare generated networks with a large-scale social network
data set, validating that the model is able to produce graphs with the
same structural properties of human-social-network graphs. Moreover,
we characterise the impact of the model parameters on the synthetic
graph properties.

Keywords: social networks, human behaviour, modelling, simulations.

1 Introduction

In the last decade the proliferation of personal mobile devices, e.g. the smart-
phones, led to the emergence of electronic pervasive social networks which are
drastically changing the way the information is circulating. In particular there is
a convergence between the cyber/virtual and the physical world. Indeed, content
generated in the physical space produces outcomes in the cyber/virtual world
and, similarly, information generated in the cyber space has immediate influ-
ence on the physical world. At the core of this convergence there are humans
which, through their devices, transfer the information between the physical and
the cyber space in both directions. The analysis of the human social behaviour
is therefore becoming fundamental for the development of socially centric plat-
forms [1], whereby the properties of the social relationships between users are
taken into account in the core design of the communication algorithms.

K. Aberer et al. (Eds.): SocInfo 2012, LNCS 7710, pp. 174–187, 2012.
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In addition, information technologies can also be used as tools to generate
simulated social environments where properties of human social relationships
can be studied “in vitro”, under controllable parameters. For example, accurate
models of human social networks can be used to study information dissemination
or opinion spreading at large scale and under a range of parameters’ values.

In this work we present a model for the generation of synthetic social networks
whose structure reproduces the main properties of human social networks. It
starts from the model presented in [2] which is able to generate single ego net-
works (a simple form of social network) based on well-known results in the field
of anthropology. We extend the original model in order generate complete social
networks formed by interconnect ego networks. With this purpose, the model
relies on well-known properties in the social networks literature, such as the
“triadic closure”, the presence of bridges and geographical constraints [3, 4].
The parameters of the model permit to generate different social networks tuning
the geographical constraints and changing the criteria the individuals use to cre-
ate new social relationships. Experimental results demonstrate that generated
networks accurately match the properties of human social networks. Specifically,
we show that our model is able to reproduce both macroscopic properties of the
network, such as its diameter and its clustering coefficient, but also microscopic
properties, such as the strength of the tie of individual social links, and the
correlation between the tie strength of different social links.

The use of this model for generating synthetic social network has several
practical applications. On the one hand, it is a tool for accurately studying
processes of social interaction via simulations. For example, it is possible to
analyse variations of the information diffusion process using different settings of
the model parameters. On the other hand, the model permits the development
and the performance evaluation of algorithms and protocols for socially centric
platforms and systems.

The remainder of this paper is organised as follows: in Section 2 we give an
overview of the results regarding human social networks; in Section 3 we sum-
marise the model for the generation of single ego networks and then we introduce
the new model for the generation of complete social networks; in Section 4 we
validate our model comparing different generated networks with a real human
network; finally, in Section 5, we draw the main conclusions of our work.

2 Background and Related Work

The study concerning the composition and the structure of human social net-
works are arousing the interest of an increasing number of researchers in many
different fields [2, 3, 5–12]. Significant attention has been devoted to ego net-
works, which are social networks between an individual (ego) and the other
people (alters) the ego has a social relationship with [5]. Despite being small-
size networks, ego networks are important as they permit to fully characterise
the properties of social links between individuals.

One of the main results about ego networks is that their structure consists of
a series of concentric layers of acquaintanceship with increasing size [6]. Based
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Fig. 1. (a) Ego network structure; (b) Complete social network

on data collected on real human networks, Dunbar et al. [12] identify four layers:
“support clique”, “sympathy group”, “affinity group” and “active network” (the
whole ego network) with average sizes of ∼ 5, ∼ 12, ∼ 35 and ∼ 150 respectively.
The sizes are evaluated considering that layers are inclusive. Sometimes in this
paper, we use the term external part of a layer in order to refer to the part of
the layer not overlapped with its inner levels (e.g., for the sympathy group it is
the part of the layer not overlapped with the support clique). Going from inner
to outer layers, while the number of alters increases, the strength of the social
tie between the ego and the alters diminishes. This means that, typically, an ego
has few very strong social relationships in the support clique and a lot of weak
ties in the active network (external part). The hierarchical structure of an ego
network is depicted in Figure 1(a).

It has been shown that this hierarchical structure and the typical sizes of
the layers are related to the level of emotional closeness (the strength of a
social tie) and the cognitive resources humans allocate to social relationships.
Intuitively, maintaining a social relationship has a cognitive cost (e.g., due to
spending time together, remembering facts about the alter, etc). As the total
“cognitive capacity” humans devote to social relationships is limited, the sizes
of the layers are also limited [8, 9]. Other results regard the composition of each
layer of the ego network with respect to the gender of the alters and to the family
relationships [8, 10]. The authors of [2] define a model which allows to generate
synthetic ego network graphs that satisfy all these properties. The procedure for
the generation of these graphs is summarised in Section 3.1.

While being a very important model for studying certain properties of social
relationships, ego networks alone cannot provide a complete representation of
human social networks. Indeed they do not capture the mutual relationships
between the alters or, in other words, the correlation between different ego net-
works. This gap can be filled connecting ego networks together in order to form
a complete social network as shown in Figure 1(b). Due to the high complexity
of complete social networks, the characterisation of their properties is way less
advanced than that of ego networks. To the best of our knowledge, three main
properties have been experimentally characterised in the literature, i.e. (i) tri-
adic closure, (ii) the presence of bridges, and (iii) the dependence of social links
on geographical distance.
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Properties (i) and (ii) were investigated by Granovetter in [3]. In the paper,
the author defines the triadic closure as a property of the social networks for
which, if a strong social tie exists between two pairs of nodes A-B and B-C,
there is, with a high probability, a tie between the nodes C-A which closes the
triangle. The links in social networks that do not take part in triangles are
called “bridges” and, according to the study in [3], they are mainly weak ties.
Bridges have an important role in the social network structure as they connect
socially distant parts of the network enabling to reach people and information
not accessible via strong ties [3]. The presence of bridges leads the diameter of the
network to be short, as in the results of the Milgram experiment [11]. At the same
time, the triadic closure property guarantees a high level of clusterisation. For
these reasons, human social networks can be classified as small- world networks,
according to the definition given by Watts and Strogatz [13].

The presence of geographical constraints (iii) is another key factor in the for-
mation of human social networks. Indeed, for each person, it is more likely to
have a social relationship with an individual who lives close to him, than to have
a tie with a person who lives far away. This hypothesis is verified experimentally
by Onnella et al. in [4]. They analysed a huge data set of social interactions based
on mobile phone calls in which each user is tagged with the geographical position
where she probably lives. Plotting the frequencies of social ties between users
which live at different distances, it emerges that the decay of the tie probability
follows a power-law of the form P (d) ∼ d−α, where d is the geographical distance
and α is the power-law exponent. Using the maximum-likelihood method, the
authors estimate α = 1.5 [4].

In the last five years, thanks to the advent of online social networks (OSNs),
the analysis of large social network graphs became more affordable. Indeed most
of the recent work in social network analysis focuses on the characterisation of the
global properties of a specific OSN, such as Facebook [14–16] and Twitter [17, 18].
Some important results were obtained, e.g. the validation of the “small-world
property” [14], the evidence of the Dunbar’s number [17] and the discovery of
the power-law distribution of the degree [15]. However, these results are relevant
only for the virtual environment since they are strictly related to the particular
graph considered. In addition, these analyses and the resulting network models
typically do not pay sufficient attention to microscopic features of social links,
such as the associated tie strength, but use a binary model where links either
exist or not exist (i.e., unweighted graphs).

In this work we define an original approach to social network analysis, by
developing a model for the generation of human social networks which, to the
best of our knowledge, reproduces the key properties of human social network
highlighted in the anthropology literature. In contrast with legacy studies on
OSNs we take into account the social aspects which characterise the human social
networks, such as the strength of the ties, the cognitive resource consumption of
the individuals and the correlation between the strength of ties between different
users.
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3 The Model

The model described in this section is defined by an iterative procedure able to
generate synthetic social network graphs which exhibit the typical features of
human social networks described in Section 2.

The procedure operates on two distinct levels of the network structure: the
local level, in which the ego networks are generated, and the global level, in which
the ego networks are opportunely connected to form a complete social network.
Based on these distinct levels, we can consider our model as the union of two
different models: a single-ego model and a multi-ego model respectively.

The single-ego model is based on the work in [2] which we summarise in
Section 3.1. The multi-ego model, which relies on the concepts of triadic closures,
bridges and geographical constraints, is described in detail in Section 3.2.

3.1 Single-Ego Model

The model assumes that each ego has a finite budget of cognitive resources for
social relationships, expressed as the total time the ego devotes to social in-
teractions. The algorithm adds social links to an ego network, associated with
the time devoted by the ego to that particular relationship. The ego network
is completed when the ego’s total budget is over. The model considers a three-
level structure in which layers are called “support clique”, “sympathy group”
and “active network” with average size respectively 4.6, 14.3 and 132.5 (refer-
ence values are given in [6]). This structure differs from ego network structure
defined in Section 2 by the absence of the “affinity group” layer. This is jus-
tified in [2] by the lack of results about its properties currently available in
literature.

The algorithm initialises each ego i with a budget of time bdg, the size of the
sympathy group ssym and the size of the support clique ssup. Each of these values
is drawn from a carefully defined density function (fB, fS and fW respectively).
After the initialisation, the algorithm starts creating new social ties which are
characterised by a certain level of emotional closeness, extracted from a density
function fE . The level of emotional closeness is subsequently converted into time
by a conversion function h, and then subtracted from the residual time budget
bdg1. New social relationships are first included in the support clique layer until
it reaches the target size, subsequently, in a similar fashion, they are included
in the sympathy group (external part). For the external part of the outermost
layer, the algorithm adds new social ties until the budget of time is totally
exhausted.

Definitions of the density functions fB, fS, fW , fE and of the conversion
function h, summarised in Table 1, are directly obtained from [2].

1 Note that the model associates a level of emotional closeness to social ties, instead of
directly associating a time budget, as the former is the typical way of characterising
the strength of social ties in the anthropology literature [8, 9].
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Table 1. Functions definition

Function Description Definition

fB Time spent by egos in social activity Gamma(205, 8.5264)

fS Sympathy group size Gamma(4.1, 3.49)

fW Ratio between sympathy gr. and support cl. sizes Normal(0.3217, 0.1608)

fE Emotional closeness levela Normal(0.419, 0.237)

h Emotional closeness → Time conversion functionb h(e) = 117.18e

a We merged together the functions defined in [2] for kin and non-kin. The limits of
the intervals of emotional closeness are: lowsup = 0.8337 and lowsym = 0.71.

b Calculated with the method described in [2] considering fE .

3.2 Multi-ego Model

The multi-ego model is designed in order generate complete human social net-
works, in which each node represents an individual whose ego network follows the
model described in Section 3.1. In the multi-ego model a node is part of several
ego networks with different roles. In this section we first present the high-level
strategies the model follows, then we describe the algorithm in detail.

The model considers a human social network as a large group of individuals
which are interconnected by social links. Intuitively, the procedure defined by the
single-ego model can be applied to each of these individuals in order to generate
its ego network. However, applying the single-ego procedure, we have to take
into account that each new social link an individual adds to its ego network,
also alters the ego network of the other individual involved in the relationship.
This means checking, upon creation of a new link, that the properties of the
involved ego networks are preserved. In detail, we have to check that (i) the size
of the support clique, (ii) the size of the sympathy group, and (iii) the total
budget of time remain consistent. Moreover, in order to generate complete ego
networks we have to take into account the additional properties described in
Section 2, i.e. triadic closure, presence of bridges and geographical constraints.

A new social link can be established either exploiting the triadic closure prop-
erty or creating a bridge. The strategy to be used is randomly selected based
on a given probability. In case the triadic closure strategy is selected, the pro-
cedure tries to close a triangle, that is, given an origin node, it selects a node
at a distance of 2 hops as link’s destination, favouring strong tie hops. On the
contrary, in case the procedure follows the bridge creation strategy, the desti-
nation node is chosen randomly. In both cases geographical constraints have to
be respected. In order to do this, we incorporate geographical information into
the nodes, associating to them random locations in a virtual space. Whatever
strategy to create links is selected, the model guarantees that the probability
to have a social link between two nodes is proportional to a power law of the
distance between them. Remember this is consistent with empirical results in
the literature [4].
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1: procedure CreateSocialNetwork(n, p, fD, fB , fS , fW , fE , h)
2: for i ← 1, n do
3: i ← CreateEgo(fB , fS , fW )
4: i.pos ← ExtractFrom(Uniform(−1, 1))
5: V ← V + i
6: end for
7: for all layer l ∈ {sup, sym,net} do � maintaining the ordering
8: while Open(V, l) is not empty do
9: i ← random select in Open(V, l)
10: if Rand() < p then
11: j ← ClosureSelect(i, fD,Open (V, l))
12: else
13: j ← BridgeSelect(i, fD,Open (V, l))
14: end if
15: r ← NewSocialLink(i, j)
16: r.e ← ExtractFrom(fE in (lowl, upl))
17: update E, i.size, j.size, i.dbg and j.bdg
18: end while
19: end for
20: return V, E
21: end procedure

Fig. 2. Multi-ego model’s algorithm

Algorithm. The pseudo-code of the algorithm used for generating synthetic hu-
man social network graphs is shown in Figure 2. The input required by the algo-
rithm consists of: (i) the number of nodes in the network n; (ii) the probability p
to create a new social link using the triadic closure property rather than creating
a bridge; (iii) the power-law distribution function fD which gives the probability
to establish a social link between nodes at a specific distance; (iv) the parame-
ters used to define the structure of the single ego networks fB, fS , fW , fE , h, as
required by the single-ego model (see Section 3.1).

In the first part of the algorithm we create and initialise each node i in the
network as an ego (lines 2-6). For each node we first call the procedure Cre-
ateEgo which sets the size of the sympathy group i.ssym and the size of the
support clique i.ssup. It also assigns the budget of time i.bdg and initialises the
counter i.size which is then used to keep track of the total size of the ego net-
work (line 3). We also assign a geographical position of the ego (i.pos) which is
randomly selected in a given space which, without loss of generality, we assume
mono-dimensional, circular and included in the interval between −1 and 1. This
definition guarantees that the distance between any pair of nodes is between 0
and 1 (line 4). Finally, each generated ego is included in the set V (line 5).

After the initialisation of the egos, we start adding social links to the network.
First, we create all the social links belonging to all the support cliques, then
we continue with the sympathy groups (external part), and finally we add the
links of the active networks (external part) (line 7-17). Given the layer l we are
populating, the creation of a new social link between two nodes i and j starts
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origin node
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nodes in set K
nodes in set J
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new social link

Fig. 3. Triadic closure strategy

with the selection of the node i, drawn randomly from the nodes labelled as open
(line 9). An “open” node is an ego whose population of the current layer l is not
yet completed2. The selection of the nodes involved in a new social link from
the open node set Open (V, l) guarantees the preservation of the ego network
properties. The fundamental part of the algorithm is the selection of node j.
We use two different strategies: (i) the triadic closure mechanism (procedure
ClosureSelect) and (ii) the bridging (procedureBridgeSelect). The former
strategy is chosen with a probability given by the parameter p, while the latter
with probability 1− p (lines 10-14).

The bridging, i.e. the creation of a bridge, is the simplest strategy. We extract
a node j from the open egos in the network for the current layer l, excluding the
nodes already connected to i, taking into account the geographical constraints.
The probability to select a node j is thus proportional to the value of the power-
law function fD (discussed in detail at the end of the section), given the distance
dist(i, j) between i and j. Formally,

P (j) ∝ fD(dist(i, j)) j ∈ Open (V, l)−Nei(i)− i (1)

where Nei(i) is the set of one-hop neighbours of node i.
If each node in the network, not connected to node i, is closed (not open),

node j can not be selected. In this case node i is forced to be closed. We have
experimentally checked that this circumstance occurs just in a negligible number
of cases and that the overall results are not affected.

Using the triadic closure strategy, represented in Figure 3, we first select the
set K of the neighbours of i. From this set, we extract an intermediate node k
with a probability that is proportional to the tie strength eik between i and k
multiplied, in order to satisfy the geographical constraints, by a function of the
distance dist(i, k) (Equation 2). Given the intermediate node k and the current
layer l, we define the set J as the set of open neighbours of k, with respect to l,
excluded node i and its neighbours. From the set J we extract node j using the
same method used for the selection of node k, considering the social relationship
between k and j (Equation 3).

2 In case the current layer l is the support clique or the sympathy group, an ego i
is open if its ego network size i.size has not reached the thresholds i.ssup or i.ssym
respectively. In case l is the active network, i is open if it has not exhausted its time
budget i.bdg.
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P (k) ∝ eik ·
√
fD(dist(i, k)) k ∈ K = Nei(i) (2)

P (j) ∝ ekj ·
√
fD(dist(k, j)) j ∈ J = Nei(k) ∩Open (V, l)− i−K (3)

If the set J is empty we go a step backward and we select a different node k. If,
for each k chosen, it is not possible to define a non-empty set J , the procedure
fails and the algorithm recovers selecting j using the bridging. Bridging is also
used in case node i has not neighbours, i.e. the set K is empty.

The function of the distance we use in Equations 2 and 3 is defined as the
square root of the function fD. This definition guarantees that the geographical
distance between connected nodes in the final network follows the power-law rule
defined in fD. In Figure 4 we show a comparison between a given function fD
and the geographical distances obtained using this algorithm.

After the selection of node j, a new social link r between nodes i and j
is created (line 15). Its emotional closeness r.e is extracted from the density
function fE in the same manner as in the single-ego model (line 16). Then, we
update the network adding the new social relationship r to the set of links E. We
also update the egos i and j, in terms of the ego network sizes (i.size and j.size
respectively) and of the residual budget of time (i.dbg and j.bdg respectively)
(line 17). It is worth noting that this update can determine the transition of a
node from the open to the closed state, with respect to the current layer l.

For each layer l, we generate and add new social links until there are open
nodes available. When the set of the open nodes is empty, the procedure switches
to the next layer until all the three layers are completed.

Function fD. According to the results presented in [4] and summarised in sec-
tion 2 the probability of contact between two users at a certain distance follows
a power-law of the form P (d) ∝ d−α. In order to obtain a related probabil-
ity density function fD we have to introduce a thresholds dmin from which the
power-law hods. Moreover it has to be defined for the range of values of d, which
is the interval (0, 1). The function, shown in Figure 4, is thus defined as:

fD(d) ∝
{
d−α
min for 0 < d < dmin

d−α for dmin < d < 1
(4)
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Experimental results in [4] suggest that α = 1.5. On the contrary, a value for
dmin cannot be set in general since it strongly depends on the geographical
space we consider and on the geographical distribution of the sampled popu-
lation. Note that, given the number n of nodes in the network, since they are
equally distributed in the space, n · dmin is the average number of nodes within
the distance dmin from any given position. Thus, given a node in the network,
the closest n · dmin nodes (on average) have the same highest-probability to be
selected as destination of a social link. This parameter impacts on the clustering
coefficient of the network, as we highlight in section 4.2.

4 Model Validation and Properties of Generated Graphs

In this section we validate our model comparing the synthetic social networks it
generates with a real social network. In Section 4.1 we describe the real social
network we consider for the validation. In Section 4.2 we compare the results
with the properties of the reference network and we highlight how key properties
of the generated networks depend on the model parameters.

4.1 Reference Network

The reference network we use for the validation of our model is obtained from a
large data set crawled from a Facebook regional network on April 20083. As we
discuss in [19], the analysis of this data set, opportunely processed, shows that it
shares similar properties with respect to those observed in other types of human
social networks, and thus it can be used as a representative network to validate
our model. Note that the network resulting from this data set is of a much larger
scale with respect to the ones typically analysed in the anthropology literature.
It contains more than 23 million social links (Facebook friendships), involving
more than 3 million users. For each social link, the data set provides the number
of social interactions occurred between the users. A social interaction can be
either a wall post or a photo comment. The complete analysis of this data set is
available in [19]. Hereafter, we summarise the key outcomes of this analysis that
are then used to validate our model.

From the original data set, some users have been dismissed since they were
not considered relevant, either for having too few interactions, or because they
had joined Facebook just before the beginning of the data collection period. As
discussed in [19] both cases can lead to biased representations of ego networks.
The new data set obtained from the selection of relevant egos and the social
links between them contains 90, 925 users and 1, 264, 658 social links.

As described in [19], it is possible to extract from the data set the frequency
of interaction between users. Since there are evidences of a strong correlation
between the interaction frequency and the strength of the social tie [8], we can

3 This data set is publicly available for research at
http://current.cs.ucsb.edu/facebook/, referred as “Anonymous regional net-
work A”.

http://current.cs.ucsb.edu/facebook/
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Table 2. Structural properties of the reference and generated networks

reference p = 0.8 p = 0.8 p = 0.8 p = 0.5

network dmin = 250
n

dmin = 500
n

dmin = 1,000
n

dmin = 500
n

mean degree 27.82 133.91 133.94 134.00 133.86

avg. shortest path 4.06 3.40 3.26 3.11 3.12

clustering coefficient .109 .152 .108 .085 .079

Jaccard (global) .038 [.001] .060 [.001] .040 [.001] .030 [.001] .030 [.000]

Jaccard (support cl.) .069 [.001] .084 [.001] .071 [.001] .064 [.001] .042 [.001]

Jaccard (symp. gr.) .056 [.001] .073 [.001] .059 [.001] .053 [.001] .036 [.000]

Jaccard (affinity gr.) .042 [.001] - - - -

Jaccard (active net.) .031 [.001] .059 [.001] .037 [.000] .025 [.000] .030 [.000]

consider these frequencies define the hierarchical structure of ego networks. Au-
thors in [19] show that 4 clusters, corresponding to the typical layers of ego
networks highlighted by Dunbar [12], can be identified also in Facebook ego
networks.

Relevant properties of the reference network are reported in the second column
of Table 2. The high clustering coefficient (with respect to random networks)
and the short average path length prove that the reference network is “small-
world”. Analysing the properties summarised in the table we have to take into
account that, for technical reasons (e.g. the discard of not relevant nodes), the
data set captures just a random sub-sample of the social links on the crawled
Facebook networks and some of the indexes are influenced by the sampling,
i.e. the average degree and the average path length. If we had the complete
network, we would most likely find a higher average degree and a shorter path
length. On the contrary, the clustering coefficient of a network preserves its value
independently of the considered random sub-sample [20].

We use the Jaccard coefficient to estimate the similarity of the neighbourhoods
of two adjacent nodes, that is to say the ego networks of two socially tied indi-
viduals. This is a very important index, as it describes the correlation between
different ego networks. Capturing this aspect is one of the key goals of our model.

The Jaccard coefficient for two sets A and B is defined as J(A,B) = |A∩B|
|A∪B| and

it is also not biased by random sub sampling4. Since computing the Jaccard co-
efficient between the end-points of each social link in the network requires huge
computational efforts, we estimate its average value considering the pairs of end-
points of a sample of 10, 000 edges randomly extracted from the network. The
estimated average Jaccard coefficient (global) is reported in Table 2 (computed
with 95% confidence level). According to this result, considering two socially
connected individuals, their common acquaintances are, on average, 4% of the
union of their acquaintances. Intuitively, individuals connected by strong ties

4 This can be easily seen observing that random sampling proportionally affects both
the union and the intersection sets.
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Fig. 5. Clustering coefficient and Jaccard indexes for different (a) dmin (with p = .8)
and (b) p (with dmin = 500/n). 95% confidence intervals < 0.001.

should have a higher ego network similarity than individuals connected by weak
ties. In order to verify this intuition, we sampled 10, 000 edges for each layer of
the ego networks (external part) and computed the Jaccard coefficient between
the ego networks of the nodes at the endpoints of the links. As expected, results,
reported in Table 2, confirm that the similarity is higher for inner layers and
lower for outer layers. Specifically, it drops from about 7% for the support clique
to about 3% for the active network.

4.2 Results

The majority of the parameters for the model described in Section 3 are directly
inferred from the social-anthropological literature as discussed in Section 2. The
only parameters we can set in order to conduct experiments are: (i) the number
of nodes in the network n; (ii) the probability of selecting the “triadic closure”
strategy, and (iii) the minimum distance dmin for fD. In our experiments we
choose to set n = 90, 925, which is the number of nodes in the reference network,
while we use different values for the parameters p and dmin. The main properties
of the generated network are reported in Table 2. Note that generated networks
do not consider the presence of the “affinity group” layer (see Section 3.1) which
we can assume to be merged with the “active network” layer.

The values of the parameters that allow us to best match the properties of the
reference networks are p = .8 and dmin = 500/n (fourth column of the table).
These values mean that 80% of the social relationships are established through
the triadic closure mechanism, rather than creating a bridge, and that, given
a node, the 500 closest nodes (on average) have the same highest-probability
to be selected as link’s destination. Results show a strikingly similarity of the
social structures between the reference network and the graph generated though
the model. Indeed, both networks have the same clustering coefficient and simi-
lar Jaccard indexes for the different ego network layers. Note that discrepancies
in the mean degrees and in the average shortest path length are due to the
sub-sampling of the reference network. Remember that, as shown in [2], apart
from these results for the global network, the use of the single-ego model (see
Section 3.1) guarantees that well-known ego network properties are also satis-
fied. They are the size distribution of the network and of the single layers, the
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correlation between the layer dimensions and the distribution of the emotional
closeness level.

In Table 2 we report the properties of the networks obtained with dmin =
250/n (third column of the table) and dmin = 1, 000/n (fifth column of the table),
maintaining p = .8. Moreover, Figure 5 (a) shows the clustering coefficient and
the Jaccard index computed between pairs of strongly-tied egos (i.e. belonging
to each other support clique) and weekly-tied egos (belonging to each other
active network). Results show that reducing dmin the clustering coefficient and
the similarity indexes increase for all layers of the network. Intuitively, this is
because with smaller dmin the set of nodes selected with highest probability by
an ego (those at a maximum distance of dmin) is smaller, and geographically
very close to the ego. This leads to higher clustering (and similarity).

Similarly to the geographical constraints, also the variation of the parameter
p influences the structure of the network. As shown in the last column of the
table and in Figure 5 (b), if we diminish the value of p, the clustering coefficient
and the similarity indexes decrease. This is expected as the number of links
established though the bridging increases, and the bridging mechanism alone
leads to the generation of random networks without clusters of socially connected
nodes. Note in particular that when p = 0 (corresponding to a network without
triadic closures) the Jaccard indices in Figure 5 (b) are the same, as in a network
without triadic closures the correlation between social links do not depend on
the strength of the links anymore.

5 Conclusions

In this work we define a new model for the generation of social network graphs,
significantly extending the ego network model presented in [2]. We introduce
different strategies to combine ego networks in order to form complete social
network graphs, based on well-known properties in the field of social networks
analysis i.e. (i) the ”triadic closure“, (ii) the presence of bridges and (iii) the
geographical constraints.

In order to validate our model, we tune the model parameters obtaining a
graph with the same structural properties of a real large scale human network
obtained from Facebook. Then, we analyse the effect of key parameters on the
properties of the generated graphs, highlighting the impact of both geographical
constraints and social constraints.

The results presented in the paper confirm that our model leads to the gen-
eration of network graphs socially consistent. This model can thus be used for
analysing through large scale simulation key properties of human social networks
and for the development and the validation of protocols for socially-centric plat-
forms.
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Abstract. The ever increasing popularity of Online Social Networks
has left a wealth of personal data on the web, accessible for broad and
automatic retrieval. Protection from undesired recipients and harvesting
by crawlers is implemented by access control, manually configured by
the user in his privacy settings. Privacy unfriendly default settings and
the user unfriendly privacy setting interfaces cause an unnoticed over-
sharing. We propose C4PS - Colors for Privacy Settings, a concept for
future privacy setting interfaces. We developed a mockup for privacy
settings in Facebook as a proof of concept, applying color coding for
different privacy visibilities, providing easy access to the privacy settings,
and generally following common, well known practices. We evaluated this
mockup in a lab study and show in the results that the new approach
increases the usability significantly. Based on the results we provide a
Firefox plug-in implementing C4PS for the new Facebook interface.

1 Introduction

Over 850 million users allegedly share personal information, private photos,
videos, opinions and discussions on Facebook. The shared personal information
include their age, gender, sexual preferences, taste and hobbies. All this data
stored in Facebook or any other Online Social Network (OSN) can be linked to
the relating individual by their real names published in their profiles.

Access to all this information is controlled by the OSN service provider, based
on the user’s privacy settings. Several studies have shown that despite increasing
awareness [1,7], users due to the intricacy of the task are incapable of configuring
their intended settings, and indeed do not understand their activities’ implica-
tions [23]. However, the fact that Facebook and other OSNs have modified the
default privacy settings to be more and more open with each update, makes it
very important that users can easily grasp and change their privacy settings.

Consequences of this situation span unintended over sharing, and more serious
threats, arising as scraping and harvesting [21,25], automated social engineering
[5,6], social phishing [15] as well as various further attacks. In face of this perilous
incomprehensibility, [17,10] go as far as proposing to abandon access control
entirely and applying usage control and data ownership instead. However, this
approach is not feasible with current technology, and the reasoning is in stark
contrast to several other studies [3,22].

K. Aberer et al. (Eds.): SocInfo 2012, LNCS 7710, pp. 188–201, 2012.
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Previous research concordantly argues that privacy enhancing technologies,
including distributed and secure data storage are important for OSN. Yet, it can
only improve the situation if the users are actually able to properly configure
their privacy settings. Furthermore, there is consent that this can only be ensured
by increasing intelligibility of current privacy controls.

To this end we propose C4PS - Colors for Privacy Settings, a novel concept for
privacy settings and their representation. C4PS aims at minimizing the cognitive
overhead of the authorization task, based on three foundations:

– Color coding of authorization settings with immediate feedback upon change,
– one-click configuration based on proximity of data and respective controls,
– group-based access control through aggregated configuration, and easy group

management based on drag-and-drop.

While we implemented and tested C4PS as a proof of concept for Facebook,
the idea is generally applicable to any OSN, or other web pages with privacy
settings. We started with a C4PS mockup for the Facebook interface early 2011
to evaluate, if C4PS indeed simplifies the authorization task and performed a
lab user study. The results

– indicate that modifying and inspecting the privacy settings is significantly
easier and more efficient when applying C4PS and

– confirm previous studies showing that even users who consider themselves
proficient with the Facebook site are unable to correctly perform precise
privacy settings.

Based on the results of the study we provide a Firefox plug-in applying C4PS
to the modified Facebook interface after the introduction of the Timeline for
download.

The rest of this paper is organized as follows: Putting C4PS into perspective,
we give an overview of related work in Section 2. We present the rationale concept
and design of C4PS in Section 3. The methodology of our user study is described
in Section 4 and its results in Section 5. We conclude the paper with a summary
and future work in Section 6.

2 Related Work

Improving privacy in OSNs is a very widely discussed issue in current litera-
ture [19,18]. One research area covers the confidentiality concerns towards OSN
providers as one single entity that needs to be trusted. Approaches to resolve
this vulnerability include several proposals to apply encryption and/or decentral-
ized storage of user data. The range starts with cutting the profile in centralized
OSNs into atomic parts, encrypting each part separately and distributing keys to
authorized recipients only [14]. It ends with completely distributed peer to peer
(p2p) OSNs like PeerSoN [9], DESCENT [16] or Safebook [11]. These approaches
help to assure users’ privacy needs with technical support by architectural means



190 T. Paul et al.

or applying crypto, assuming that users are aware of the consequences of publish-
ing personal data, as well as able and willing to commit themselves in subject
of privacy. These approaches still require the data owners to grant access to
authorized users to selected data.

Several studies and experiences have shown that the ability to understand
and modify privacy settings is generally missing [1,7,3,2]. One class of proposals
attempts to decrease the frequency of explicit acts of authorization by applying
methods from machine learning to pre-configure the overall settings [13]. To
“detect and report unintended information loss” [4] supports users, too. Explicit
authorization however is still needed to train the recommender and to fine tune
the settings.

Further approaches have tried to make it easier for users to manually grasp
their current privacy settings. [12] use an interface, based on Venn diagrams. But
they don’t meet our design Principle 2 to use well known pattern and don’t help
users in managing their groups. [22] present a privacy setting interface which
helps users of Facebook to understand the effect of their changes by providing
an audience view. Users are presented their own profile in the way that a single
potential other recipient would see it. The limitation of this approach is that
users are not efficiently able to figure out the visibility of profile items to whole
groups of friends, nor does it aid the users in granting authorization. Mazzia et
al. addressed this limitation in [24] by creating the “PViz Comprehension Tool”
which is able to illustrate privacy settings by color (from light to dark), “based
on the user’s privacy selection for a selected profile item”. These improvements
alleviate to build and verify the user’s mental model of the interface by showing
the effects of the conducted adjustments.

Our approach in contrast leads to a new mental model in terms of OSN ac-
cess control. It is based on color coding, which is well known from other areas of
the user’s environment. Based on daily experience, users understand the effects
of their adjustments at our privacy setting interface with a minimum amount of
effort. Combined with single click changes we seriously reduced the obstacle of
configuring access control rule sets.

3 C4PS - Improved Interface

To improve the usability of privacy settings, we developed a corresponding C4PS
- overlay for Facebook.

3.1 Design Principles

The concept of C4PS is based on four main principles. The first three cover
usability aspects according to ISO 9241, and the last one the applicability of the
interface.

P1 - Little Effort: To ensure high accuracy when working with the interface,
the user shall be able to check or change his privacy setting with as little effort
(easy and fast) as possible (inspired by ISO 9241-11 – effectiveness and efficiency;
and [20]).
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P2 - Applying Common Practices: To minimize the learning effort while be-
coming accustomed to our interface, commonly accepted and well-known usabil-
ity patterns shall be used to support users – like colors, drag and drop, tooltips
or graying out inactive elements (inspired by ISO 9241-10 – conformity with user
expectations).

P3 - Direct Success Control: To avoid gaps between intended and actually
performed adjustments (as shown in [23]), results of modifications to the privacy
settings shall be displayed and visible instantly (inspired by ISO 9241-10 – self
descriptiveness).

P4 - Applicability: To cause the least possible cognitive overhead for accus-
tomed users and to stay independent of Facebook, C4PS needs to allow for direct
integration into the existing web pages.

Based on these four principles, we developed concepts for C4PS, identifying
a need for new functionality for both the main privacy settings as well as the
group management.

3.2 C4PS Privacy Settings

Regarding the main privacy setting functionality we highlight each attribute
in the profile by a particular color, depending on the group of people who are
granted access. We also enable the user to change the accessibility with just one
click, support the group selection with tooltips, make this privacy settings mode
easily accessible, and provide very brief instructions. In addition, the privacy set-
tings mode provides a button to check how others see the profile. These concepts
are explained in detail in this subsection.

Color Coding: The colors used are guided by the well-known traffic light colors
(P2). Blue was added to represent custom settings. The corresponding color
definition is:

– Red: Visible to nobody
– Blue: Visible to selected friends
– Yellow: Visible to all friends
– Green Visible to everyone

All privacy settings are visualized by our color scheme in the C4PS privacy
setting mode (P4), so that an attribute’s visibility can be directly derived from
its coloring (cmp. Fig. 1).

Easy To Modify Setting for Single Attributes: The user can change the privacy
setting for a specific attribute by simply clicking the buttons on the edge of the
row on the right side (P1). The color of the buttons shows the visibility that will
be set for the entry by clicking on it (e.g. in Fig. 1). The settings are changed
immediately (P3), which is reflected directly by a color change of the attribute’s
cell. If the user chooses “selected friends” (blue), a window opens in which friends
or groups are granted access to the mentioned attribute.
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Tooltip: To further increase the usability, tooltips indicate the setting corre-
sponding to the color for each button (P2). Tooltips are shown when the mouse
hovers over the button (cmp. Fig. 1).

Fig. 1. Color coding for one attribute - birthday

Easy Access to Privacy Settings: C4PS integrates in the mockup a new button
under the profile picture to enter the C4PS privacy settings page This button
is visible on each FB page and thus the C4PS privacy settings page is easy
to access (P1). After switching to the privacy editing mode and editing the
privacy settings, the user can exit this mode by clicking a button labeled “Stop
editing privacy settings” at the same place. In the improved version we enabled
the visibility of color coding instantly without entering any privacy settings
mode.

Information on Top of the Page: According to common practice (P2), general
information about the color visualization and the meaning of each color are
provided on top of the page in the editing mode.

Checking How Others See Their Own Profile: The privacy settings mode pro-
vides a button at the top of the page ‘How others see your profile’, which offers
a simple visualization to check how selected other people - including friends -
see the profile (P1).

Application to Photo Albums: The privacy settings for photo albums can be
checked and modified with the same color mechanism. When visiting the Face-
book “photos” tab, an overview of all photo albums of the user is displayed, as in
the original Facebook interface. However, there is an additional button labeled
“Edit Privacy Settings” (cmp. Fig. 2).

This button again activates the C4PS privacy editing mode. Here, the photo
album elements are highlighted with a color indicating the privacy setting (cmp.
Fig. 3). Additionally, three colored buttons are shown on every item and allow to
change the privacy setting as described before. Clicking on the colored buttons
changes the privacy setting for the entire album, while individual restrictions, set
to single photos, remain unchanged. To change the privacy settings of a single
photo the user can open the photo album, in which the colored privacy buttons
are placed under each photo.

With C4PS, checking and modifying privacy settings in Facebook takes a
minimum of two steps:

1. Accessing the C4PS privacy settings main page by clicking on “Edit Privacy
Settings” (no longer required in the improved version).
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Fig. 2. Photo albums without privacy set-
tings

Fig. 3. C4PS interface - photo albums

2a To inspect the current settings for the profile entry, the user only needs
to properly interpret the color. In case of custom settings a third step is
required.

2b To change the setting of any attribute, the user can simply click on the
button colored accordingly.

4 User Study

To evaluate C4PS, we conducted an extensive, controlled lab study. We aimed
at validating the following four hypotheses:

H1. C4PS makes it easier and faster to find out to whom a particular attribute
is visible.

H2. Using C4PS, testing how the complete profile is presented to another user
is easier and faster.

H3. Setting the visibility of attributes is easier and faster using C4PS.
H4. The group management can be handled easier and faster using C4PS.

These four are intended to cover all aspects that may concern users aiming to
adjust their privacy settings. In addition, we were interested in the feedback
about the concrete ideas implemented in C4PS to further improve it.

We decided to run a lab study because this enabled us to measure time and
clicks while the participants solved some tasks with both interfaces - the im-
proved one and the original one. Correspondingly, the participants were asked
to use a lab PC and a Facebook profile we created, to set a controlled environ-
ment and without warring the user to expose his own profile.

4.1 Course of Action

The study contained the following phases:
All tasks had to be solved in this particular order while it was not required

to start from the main page after login. This course of action is more realistic,
as users usually want to check or edit the privacy setting for more than a single
attribute.
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Nr. Action

1. OSN questionnaire1 (on paper) containing eleven questions regarding the use of
OSN in order to estimate the prior knowledge of the test person.

2. First practical part, during which several tasks have to be solved with one of the
interfaces. Note, to prevent a possible learning effect due to the first use of one of
the two interfaces, the order of presentation of the two interfaces was alternated
for each test person. The answers were written down (on paper).

3. “System Usability Scale” (SUS) questionnaire (on paper) as introduced by Brooke
[8]. It allows measurements concerning effectiveness, efficiency and user satisfac-
tion, and due to its generality is applicable to various types of systems.

4. Second practical part

5. SUS questionnaire was applied to the second interface.

6. Usability questionnaire (on paper) containing 15 questions regarding the usability
of the new interface and a field for general comments.

7. Demographic questions (on paper) concerning age, gender, and profession.

Nr. In the practical part of the study, we asked the test persons to:

1. Find out to which users or groups the birthday (Task 1) / hometown (Task 2) /
relationship status (Task 3) / a particular photo album was visible (Task 4)

2. Find out which attributes were visible for a specific friend (Task 5)

3. Create a group “best friends” (Task 6)

4. Add two particular friends and the group “class mates” to the group “best friends”
(Task 7)

5. Adjust the privacy settings of five attributes - mobile phone number to only two
specific friends (Task 8.1) / interests to all (Task 8.2) / hometown to only one
specific group (Task 8.3) / relationship to no one (Task 8.4) / religious and political
views to all friends (Task 8.5)

6. Adjust the privacy settings of one selected photo album, granting access to a
specific group, except a single particular friend, being part of the group (Task 9).

4.2 Evaluation Criteria

The following information was deduced from the screencast:

– Time: Time a test person needs to perform a task
– Hits: Number of clicks a user needs to complete a task
– Precision: The task-solving precision of a study participant. It is only dis-

tinguished between the values 1 (task solved completely and correctly) and
0 (failure to precisely solve the task).

The measurement of time and clicks for a task was performed manually. The first
goal-directed mouse movement was taken as starting point for the measurement
of a task. The end of the measurement was chosen to be the successful or failed
completion of a task, or the user canceling the task. We used the time frame
without mouse movement before a new task was started as an indicator for
canceling. We did not count clicks incidentally placed beyond any button or link
as well as multiple clicks on a button or link to start a function (while waiting
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for the website to respond). This should preserve the comparability of values.
All other clicks to perform a task were counted. This includes clicks on scroll
bars, selecting text or clicking into input forms. The time and clicks between
tasks was stripped.

To evaluate our hypotheses, we measure both the time and clicks it takes to
solve a task to evaluate if a system is easier and faster, and we consider the
precision of a solution as its success. The usability questions from the SUS ques-
tionnaire, Attrakdiff(tm) questionnaire, and our final own usability question-
naire additionally are taken into account to gauge intelligibility and acceptance
of C4PS.

4.3 Sample Description

Recruiting was done in lectures and via email lists. The information provided to
the participants was that a new interface for the privacy settings in Facebook
would be tested. Participants were rewarded with sweets.

The study was performed with 40 students, aged between 20 to 32 years. All
were members of at least one OSN, except for three participants. 57,5% access
their OSN profile(s) at least once a day and 25% even several times a day. Nearly
two thirds of the test persons are Facebook users. Almost all study participants
(90%) have already been in touch with the privacy settings of their OSN provider.
However, many of them consider these settings to be confusing (57,5%). 15% of
the participants were very concerned about their privacy settings and stated that
they modify or check them every month. The rest did it less often. 30% did not
change the privacy settings, after they have been set up once. The possibility to
create lists or groups of friends, was only used by 25% of the participants and
the possibility to set certain rights for groups or for individual friends was used
by 37,5%. 62,5% of the participants stated that they are aware of the visibility
of their profile’s attributes to other network members.

5 Results

We first provide the results of the study regarding success rate and efficiency
(Subsection 5.1). Afterwards, we discuss the feedback regarding the three usabil-
ity questionnaires (Subsection 5.2 and 5.3). We show that the four hypotheses
can all be confirmed in each category according to the evaluation criteria de-
fined in Subsection 4.2. Based on these results we provide some ideas for further
improvements.

5.1 Success Rates and Efficiency Analysis

In this subsection we show that the four hypotheses hold regarding the suc-
cess rates, the time needed, and the number of clicks needed to complete the
corresponding tasks.
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Success Rates. The overall success rate for all tasks and all participants in
the new interface is 91% while it is only 68% for the original Facebook interface.
As shown in Figure 4, the success rate for the new interface is higher than the
one for the original interface in almost all tasks. Only for task 3, the original
Facebook interface performed better. Here, subjects were asked to list the friends
or groups who have access to the attribute “Relationship Status”. Unfortunately
the participants wrote down the privacy setting “selected friends” while we ex-
pected them to read out the actual list of friends who have access. In most cases
the participant did not click on the blue button in order to get this information
but only wrote down the tooltip text (selected friends) that was revealed when
hovering over the button. Some other participants did not write down all groups
having access to this attribute or the wrong ones. According to our definition
both cases were interpreted as wrong answers.

Fig. 4. Success rate per task

The biggest difference was measured at task 2 (visibility of the field “current
city and hometown”). Only 17,5% of the participants solved this task correctly
with the original interface, while all but one participant succeeded using the
new interface. One reason for this is that this attribute is placed on Facebook
in the slightly hidden “Connecting on Facebook”-section and not on the main
privacy settings page. In addition, many participants wrote down the value of
the incorrect attribute “Contact information”, which was displayed on the main
privacy settings page on Facebook. The difference between both interfaces again
is very large for Task 8.2 and 8.3, for a similar reason, and the participants
hence changed the wrong attribute. For task 8.3, participants changed the field
“Contact information” instead of “hometown” while for task 8.3 the incorrect
attribute “Interested in” was changed, instead of “Interests”. The latter in this
case represents the gender the user is interested in rather than the intended
interest in his activities like sport, films, music or other.

Efficiency Analysis. The efficiency analysis with respect to time and clicks
below compares only tasks 5 to 9, since in these tasks the participants actually
had to change settings, rather than interpreting the current configuration.

Therefore, for these first four tasks it is not clear from the videos when a
participant completed a task and started the next.
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Fig. 5. Required time (per task)

The minimum number of clicks to properly execute all four Tasks (1-4) using
C4PS is one click on “Edit Privacy Settings” from the main page, then inter-
preting the privacy settings for the first two requested attributes. In the case
of task 3, a further click was required, as the displayed privacy level “selected
friends” was not the proper answer, but it was necessary to interpret which se-
lected friends were granted access by clicking on the blue button. Thus, one click
was necessary to open the dialog, and another one to close it. Similarly, it was
required to click on the photo album settings to discover this information. The
minimum number of clicks in C4PS thus amounted to 4. The minimum number
of clicks to execute these tasks properly in Facebook amounted to 8.

Time needed: Most tasks were completed faster when using C4PS, as shown in
Fig. 5. Especially when adjusting privacy settings that are in the “Connecting on
Facebook”-category and while creating groups. The test users on average need
more than twice as much time to solve the tasks using the Facebook interface,
as compared to C4PS. Fig. 5 also shows that the variance using C4PS is much
lower for most tasks, indicating that all users achieved approximately the same
efficiency.

Clicks needed: Considering the number of clicks (Fig. 6), the results are very
similar to those from the time measurement. Most tasks can be solved with much
fewer clicks using C4PS, and the variance is very low. The participants generally
needed nearly three times more clicks to complete the task using the original
interface. Note, that it can be assumed that a much greater deviation would
have been achieved, if all privacy setting tasks had to be performed separately
starting from the main menu. Using the Facebook interface, the user would have
needed to perform at least three additional clicks to get to the settings menu,
compared to a single click that is necessary using C4PS.

Comparing users with and without Facebook Accounts.The test persons who al-
readyuse Facebook had an advantagewhen solving the tasks, because they already
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Fig. 6. Required number of clicks (per task)

knew the look and feel of theFacebook interface, or even the concerning privacy set-
tings. However, even these participants achieved better success rates with C4PS,
even if they couldbe consideredFacebook experts for using it everyday. Innumbers,
the success rate of Facebook experts for the tasks on Facebook was 73% compared
to a success rate of 94%when usingC4PS. Subjects whowere not consideredFace-
book experts only reached a success rate of 60% for the taskwhen using the original
interface, rising to a success rate of 86% when using C4PS.

Almost all tasks have been solved better by participants that are Facebook
users (in both interfaces). Solving the task on Facebook, the experts needed 1.65
less clicks on average. When using C4PS, the disparity between experts and
normal users was smaller. The experts in this case completed the task with 0.89
less clicks. Measuring the time for completing tasks, the experts performed 1.76
times faster using Facebook. Using C4PS, however, the experts were only 0.75
times faster. This disparity shows an additional improvement of the usability of
the systems, and the subjects who had not used Facebook before had a much
harder time to cope with the original interface at all.

The results for all three criteria show that even users who consider themselves
proficient with Facebook are unable to correctly perform precise and efficient
privacy settings.

5.2 SUS - System Usability Scale

In this subsection we show that C4PS performs better regarding SUS.
The average System Usability Scale (SUS) [8] value for our interface (all users)

has been evaluated to 82.6. The maximum possible SUS value of 100 was achieved
at maximum, and the worst rating of the interface was valued at 37.5. Comparing
this with Facebook, the users rated the interface with an average SUS value of
35. The maximum value was 75 and the minimum was 5. Referring to A. Bangor
et al. who analyzed the results of 2324 studies with SUS in the last ten years [8],
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acceptable products have a SUS-score of over 70. Better products start at the
high 70s and end in the upper 80s range. Only truly excellent products have a
score above 90. Products with scores less than 50 should be cause for significant
concern and are judged to be unacceptable. Due to this scale, the usage of our
interface is very good while Facebook itself reaches numbers below those for
acceptable products.

5.3 Concept Evaluation

At the end of the study, we asked the study participants what they like and do
not like as well as what they would improve. The results of this questionnaire
are discussed in this Subsection. They show that C4PS also performs better
regarding these interface specific usability questions, and that people like the
general concepts.

57,5% of the participants rated the original Facebook privacy setting mech-
anisms as confusing (the worst level on a scale of 4 possibilities) and only one
stated that it is very clearly arranged (the best level). 87,5% of the participants
stated that C4PS improved the situation a lot (maximum improvement of a scale
of 4 options). On a scale with 4 options 50% rated the visualization with colors
as very good, 47,5% with good and the rest with level 3 while no one selected
level four. The question whether the color coding is well-defined was agreed by
31 (77,5%) of the participants.

Only 20% of the participants answered that they cope ‘very well’ or ‘well’
with the original interfaces for group management while 97,5% of the partic-
ipants made this statement for the new interface. The question regarding the
usability of the privacy setting mechanisms was answered with ‘very good’ by
5% of the participants for the original Facebook interfaces and by 47,5% for
the new interfaces while 22,5% (FB) and 50% (new interface) stated that these
mechanisms in the corresponding interfaces provide a ‘good’ usability.

There were also two fields to provide comments. In the first one we asked the
participants what they liked most about the interface. Almost everyone men-
tioned the colors while only a few also mentioned the group management. Peo-
ple stated for instance that the privacy settings are ‘easy’, ‘clearly arranged’,
‘directly accessible’, ‘easy to find’, ‘easy to use’, ‘everything is on one page’, ‘less
clicks’, ‘quick’, ‘applicable for more attributes’ and ‘clear what to do’. In the
second field we asked them to propose further improvements. Comments mainly
addressed the group management and the profile preview in general and for the
case that particular friends have the right to access this attribute. Some remarks
were made regarding the colors - including only three colors, changing colors,
self-defined colors; and also the fact that the order of the colored buttons in a
row should stay the same.

6 Conclusion and Future Work

This paper deals with access authorization in Online Social Networks, and the
specific case of Facebook. Even though users publish highly personal data on
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such sites, several studies have shown that they are incapable of configuring
their privacy settings correctly. The direct consequence is unwanted over-sharing
of highly personal information by the users, which allows for various attacks,
including information harvesting and various types of social engineering.

To increase the intelligibility of the authorization controls, we have proposed,
evaluated, and implemented C4PS – Colors for Privacy Settings. C4PS intro-
duces a new mental model for the privacy settings, and has been designed as
simple and intuitive as possible, to minimize the cognitive overhead of the au-
thorization task. It is based on the foundations of color coding, simple, one-click
configuration, and group-based access control, including a simplified group man-
agement interface. We initially implemented C4PS as a mockup for controlled
lab studies.

Evaluating C4PS in an extensive, controlled user study demonstrated two
main insights:

1. C4PS greatly aids the authorization steps – it not only enables the user
to grant exactly the desired authorization, but additionally helps the user
comprehend their authorization activities and current settings.

2. Even users that are convinced of their expertise using Facebook are unable to
employ the existing privacy controls correctly and efficiently, and are unable
to precisely configure their profile according to the desired authorization.

Both interface and privacy configuration of Facebook have changed during the
course of this study. The presentation of the profiles has changed entirely, and
following Google+, the privacy settings have been made seemingly simpler to use.
The service increasingly encourages to organize the friends in groups, to facilitate
the authorization step. The interface additionally introduced an icon to hide
items from the timeline. This control is not implemented for posts to other users’
walls, though, and no enhancements have been made to help comprehending
current settings, and the consequences of applied authorization changes. We
hence adapted C4PS to Facebook Timeline and implemented it in a Firefox
plugin, which is available for download from our web site.

C4PS being a concept of general applicability, we are aiming at applying
it to other social networking services, like for instance Google+, Twitter and
Foursquare, in future work. We are additionally aiming at analyzing the appli-
cability of the main principles of C4PS to present other complex settings, con-
figurations, and further properties of online services, thus making them easier to
grasp and to handle.
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Abstract. Rules are used by Computer Games to evaluate losses, gains, chang-
ing items and actions of the players. In addition, they reinforce realism and 
playability, especially in training situations where Knowledge is complex and 
expert (e.g. best practices acquisition in crisis management, decision making in 
complex socio-technical systems…). To evaluate items and actions, we propose 
a dynamic solution using “participative rules”. In this approach, based on Com-
puter Supported Cooperative Work and Knowledge Engineering, the rules base 
is directly generated from a special discussion forum which contains successive 
versions of the textual rules continuously discussed and co-built by the design-
ers’ community, in strong relation with the players’ community.  This paper re-
sumes a “Work in progress” recently presented with more details [1] to the 
Game Community, but it extends it by adding  the point that, beyond the ”Se-
rious Games” field, the notion of “participative rule” that we are exploring, 
could interest more broadly Human and Social Scientists who seek new ways 
towards effective evaluation methods.  

Keywords: evaluation, participative rules, serious game, participative design. 

1 Introduction 

Both quantitative and qualitative rules are classically used by “Serious Games” to 
evaluate items and actions of the players. They reinforce realism and playability, es-
pecially in complex and expert training situations (best practices acquisition in crisis 
management or in complex ecosystems…).  

In one hand, these rules are a particular kind of knowledge needed by players to 
represent what they can do in the domain, what is the qualitative or quantitative value 
of their actions or of the used items, what are the stakes and priorities, and globally 
how activity makes sense and is valued in the game. These rules can be expressed by 
text or by more formal means (shared vocabulary, semantic categories, attribute-value 
peers, logical proposition, etc.). In classical games, rules and rules justifications are 
not well elicited or known by the player. They are not related to the experts’ discus-
sions, at a detailed granularity. That represents problems we want to remediate.   

In another hand, these rules, translated to semi-formal or formal computerized 
forms in a rules base, are processed by the game engine to compute, register, track, 
organize the progress of the player in the computerized game.  
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The paper is organized as follows. The §2 proposes a quick overview on the notion 
of serious game, especially for expertise training in complex, changing and controver-
sial domains. In §3 we justify some reasons for using participative rules, by  
examining present collective practices in the domain of the multiplayer games, and 
presenting the case of the serious game (of the multiplayer “adventure game” type) 
we are developing in answer to real world needs for Crisis Management [2].  In §4, 
we demonstrate in more details how participative rules work. Then in §5 we precise 
what are, at the social, cognitive and technical levels, some underlying proposed prin-
ciples, models and architecture our solution requires. Finally in §6 we sketch possible 
applications of participative rules for searchers in other fields.  

2 Serious Games for Expertise Training  

The idea that the serious games facilitate the learning is confirmed in numerous do-
mains like languages and health, economy and management [3]. The educational 
games can offer many learning benefits such as motivation, engagement and fun 
[4].These "serious games" would rather be named "useful games", as suggests it [5], 
because if they contribute to serious learning in complex domains knowledge, they 
haven't to be, however, serious or boring. 

But on the contrary, no need to add "funny" dimensions. It is enough so that there 
is "game", useful or not, that deploys all the tension of the associated personal in-
vestment. The player is not the spectator of a show. He/she is interactive, not a "user" 
or a consumer of an application conveyed by an Computer-Human Interface, "he does 
not behave towards the game as towards an object" [6]. What defines the player, and 
what defines the playful character, is that he/she is inside the game and takes seriously 
the purposes of his/her game, whatever is this game. The game is not thus characte-
rized by a factor of joke, whim or surprise, which it would be necessary to strengthen 
by subtleties, but, thus according to the philosopher H.G. Gadamer, the game is cha-
racterized by the implication of the player subjectivity "which forgets himself (…) in 
and out of the game movement. (…) The player is in a world which is determined by 
the seriousness of his purposes" (ibid). Subjectively, this definition of the playful 
character seems completely to characterize the serious games intended for the profes-
sionals, as for the emergency doctors training with possible operations in case of dis-
aster (see below): the professional mission (in this particular case, to limit the number 
of victims) is amply the enough element for making exist the playful dimension and, 
the priority objective of designers will be to analyze in closer the real situations lived 
by the professionals, to identify and model the playful elements. 

The situations being arrested by actors through their activities and their knowledge, 
asks the question of knowledge. By considering the serious games as characterized by 
a learning aspect (memorization, personalization) and a playful aspect (motivation, 
interaction), the objective is to integrate the contents of learning into the playful as-
pect. [7] differentiates two ways to design the serious games by speaking about "ex-
trinsic metaphor" - where the playful aspect is an overlayer without relationship with 
the didactic contents - and about "intrinsic metaphor" - where the learning is in the 



 Dynamic “Participative Rules” in Serious Games, New Ways for Evaluation? 205 

heart of the playability. Because the game is a subjective implication, we have to 
consider the participation as a complementary and sometimes essential vector of the 
learning: “I learn because I participate, because I make a commitment in an activity 
which offers me information elements, knowledge transformation or practices, as well 
by being conscious or no of educational effects of the process” [8].  

3 Why Participative Rules?  

The transformation of knowledge, considered as "knowledge for the action" [9] in-
cludes the contribution of knowledge through the player. The knowledge through the 
player brings to the collective his "added value" to know, to know-how, to comment 
or to initiative and to facilitate contribution when the participative and knowledge-
intensive game, as we propose it, allows to collect and to capitalize these contribu-
tions. The games allow developing at player's the "skills of the XXIth century" such as 
innovation, critical and systematic thought, and teamwork, to have knowledge  
producers and not only consumers [10]. It is about the informal strategic learning, 
between the formal learning and the informal learning of daily life [11].  

In our works, we want in particular to evaluate the improvement of players learn-
ing when the game contains a discussion forum for players, we can lean for example 
on [12] and [13], which already deduced that the conversations in the forum help 
making the players masters of their learning and favor the passage from the transmis-
sive model of knowledge towards the collaborative model of players communities.   

 

 

Fig. 2. The  WOWHEAD Forum page dedicated to the “thorium” topic (for more details, see: 
http://www.wowhead.com/object=175404) 
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Players’ discussion forums are today used on a very interesting manner, by the 
MMORPGs Players’ Communities. MMORPGs (Massively Multiplayer Online Role-
Playing Game Play) are a type of video game that allows many players to simulta-
neously interact in a virtual persistent world. Figure 2 shows a part of a page of the 
“WOWHEAD forum”, created by World of Warcraft (WOW) players. This page is 
dedicated to the “Thorium” topic. The complete page contains hundreds of knowledge 
items, comments and discussions, and could be viewed as typical participative know-
ledge item, very near of what we want to do with “participative rules”.  

WOW is not a “serious game”, nor a "useful game". Knowledge on “Thorium’” in 
WOWHEAD does not represent valid scientific Knowledge. But, players’ behavior is 
as serious as in a Serious Game! (As we said in §2, “what defines the player is that he 
is inside the game and takes seriously the purposes of his game, whatever is this 
game”, so ironically we could say that WOW is a “serious game”). In this example, 
like in Wikipedia, crucial knowledge to operate the game, to make it more playful and 
to win, is co-constructed by the player’s Community. Players complete for example 
the geographical map with statistics about the regions concerned by a given crucial 
resource (the “Thorium”). Note that WOW is a commercial product (Blizzard), but 
that the WOWHEAD forum is auto-organized by the Players community to exchange 
Knowledge independently of the WOW society, and is sometimes in conflict  
with official WOW knowledge (e.g. WOW do not diffuse statistics on “Thorium” 
localization).  

Discussion of rules is necessary to develop Serious Games in high expertise fields.  
In the paper we take as an example a Serious Game development in the “Aidcrisis” 
project [2].  Started in 2011, the Aidcrisis project is led by the University of Tech-
nology of Troyes in association with the Emergency Service (SAMU) of Troyes Hos-
pital (Fig.3). It concerns the management of NRBCE1 crisis situations on the territory 
of the Aube department (France). One of the modules of this project concerns e-
training of the emergency staffs (doctors, ambulance drivers, nurses etc.) and joins in 
the approach described in this paper. In the Aidcrisis project, the experiences of  
accident treatment cases or disasters are the object of a collection and an analysis 
leading, through the architecture we propose, in the specification of scenes facilitating 
the training of emergency staffs in the decisions and in the operations in the  
crisis cases. 

In Aidcrisis, numerous factors plead for the use of the approach of participative 
and knowledge-intensive serious game: the cases of possible disasters although un-
likely (but requiring for the emergency staffs to get ready for it) are very numerous, 
especially if we consider the conjunction of unforeseen factors or crossed causes of 
NRBCE / natural disasters. 

The real exercises are very expensive and difficult to organize. And even if we 
want to proceed to virtual exercises with a classic approach of serious game, because 
of the current cost of the development of the game sequences, we could treat only 
some tens or hundreds of scenarios, what would not allow facing real stakes in the  
 

                                                           
1  NRBCE: Nuclear Radioactive Biological Chemical Explosive. 
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If we consider a game scene, this one is going to be constituted at first by know-
ledge elements and rules specified by trainers and designers, for example rules go-
verning the penalty of an action on an object in terms of "points". Then, the scene is 
going to be played and the rules instantiated. The designers have to specify on one 
hand rules and items of the game, and on the other hand rules of the educational eval-
uation included in this game (in particular values such as the number of won or lost 
points, which are visible to the player, facilitating in particular his motivation in 
game, his auto training, etc.).  

The architecture of the software platform proposed to the designers (see Fig.7a) 
has to allow editing these diverse specifications, finding easily knowledge, discussing 
them item by item, reaching the moderate values of attributes, etc. From their part, the 
players also can look for items and use them to treat assimilate and comment them - 
for example to confront their experiences, exchange hints and tips. It will be interest-
ing that the players can reach (if they wont to do it) the design rationale and the  
designers’ discussions on the forum.  

 

 

Fig. 5. Usage of the forum by designers for a participative rule (circled) concerning an “Over-
turned truck”, on the same case than in Figure 1 (mock-up) 

Via the forum, the players can discuss, between them and with the designers, in an 
asynchronous way, on the rules of an action, the won and the loss of points, know and 
criticize the reason of this rule, etc. In the forum a mark allows to spot if messages are 
posted by a player or by a designer; the designers can, if they wish it, mask some of 



210 J.-P. Cahier, N. El Mawas, and A. Bénel 

their exchanges to the players. The proposed architecture is going to offer to the de-
signers a working system which articulates:  

─ A specification system directed to a teamwork susceptible to associate skills result-
ing from several disciplines (jobs of expertise field, trainers of the field, pedagogy 
specialists, graphic designers and scriptwriters),  

─ A navigation system in the game objects (this point is particularly crucial in the 
knowledge-intensive serious games, which contain numerous objects and rules),  

─ A discussion forum type (see mock-up below, Fig.5 and 6).  

In the complex domains (sustainability, crisis management) actors think and act local-
ly according to rules which can depend on places, on seasons or on other factors. That 
is why for a designer who builds objects and rules of a scene, it is important to have 
design forum for the discussion between peers. For example if the community adopts 
the principle that a rule must not have "veto" of any other designer, all designers will 
be invited to join the " design forum " to discuss new rules and find the necessary 
compromise for their implementation in the game.  

The figure 5, for example, shows the rule discussion corresponding to an action 
rule concerning an “Overturned truck”. Does the player think to install a security 
perimeter? The initial designer suggests for this action a static rule (winning five 
points). When the rule "is released ", the discussion which it caused is available in the 
game scene: we suggest to the player the he can investigate rules attached to scene 
objects. The player is encouraged to mobilize the rule and his discussion thread as 
resource “to play better”. 

Additionally to the rules, the players can discover illustrated knowledge as well as 
related experts debates. Around the rule, they are invited to exchange "hints and tips". 
Complementary to the use of statistics, these "narratives" give designers more qualita-
tive and richer returns. Finally, players can suggest improvement ideas for the game, 
introducing them, little by little, into the universe of designers and experts.  

 

Fig. 6. Usage of the forum by players for the rule concerning an “Overturned truck” (mock-up)  
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The Hypertopic model includes viewpoints and make easier participative editing of 
the rules and of other items in the virtual space.  Points of view allow actors to quali-
fy items by heuristic attributes ("topics") considered as linguistic terms (tags, topics, 
keywords…) and not as concepts. For example for a given item, Hypertopic attributes 
can be used to organize the knowledge, if there are different opinions about the value 
of an attribute (price of an item, number of winning points associated to a  rule, the 
probability of happening of an event.  Actors can be practitioners from various dis-
ciplines diverging on what are the important items, or on how to characterize them by 
topics, or on how to rely the topic, etc. According to Hypertopic an item is not a con-
cept, just a node in the graph. It has a name (considered as an element of language) 
and, may be, topics, other attributes and links (to resources) put by actors.  

6 Possible Extrapolations beyond Serious Games 

We would now suggest that the “participative rules” concept, that we study and want 
to validate in the Serious Game field, prefigures a new kind of artifact of “intellectual 
technology” [21] useful in a “collective intelligence” perspective [22] for actors in the 
real world.  

“Participative rules” could interest a large set of Scientists in Economics, Sociolo-
gy, Management Sciences, Pedagogy, Ecology, etc., for theoretical reflection, expe-
riment and prototyping. From a Peircean semiotic point of view, events in a situation 
are signs which can receive several types of normative interpretations: in the example 
Fig.1, the static rule prescribes only a final interpretant (value as a result), while the 
value in the dynamic rule depends more pragmatically of the potential consequences 
in the network of possible future events (value as a set of potentialities). In addition, 
the forum proposes another kind of dynamic interpretant: a collective “living” inter-
pretation dimension, for both static and dynamic rules. May be, after a forum discus-
sion, the value could be still confirmed to “5 points”, but the significance of “5 
points”, could have nevertheless changed for the group.   

Evaluation by the means of rules is an object for many researchers, especially in 
Human and Social Sciences. How do standards happen? What kind of pragmatic rule 
does structure the human activity?  “A good rule”, “a good principle of evaluation” 
could be considered as boundary objects [23] [24] on frontiers between various know-
ledge domains.  These questions interest especially cross-boarded approaches seek-
ing innovative ways for evaluating complex knowledge [25] [26], economic behaviors 
or human activity in complex socio-technical systems or ecosystems [27], etc. 

For example, in future possible projects, various scientists in the fields of Sustaina-
bility could have ideas to use a “participative rules” architecture.  They could explore 
dynamic evaluation solutions applied to real-world eco-systemic services. Rules could 
be “monetary” (e.g. by using “points”) or “non-monetary”, e.g. by using words, prox-
imity in topic maps [28]…). But especially, because they are “living” and permanent-
ly discussed in an existing Community, participative rules should allow escaping the 
classic monetary/non-monetary dilemma and exploring new hypotheses (e.g. to  
exploit sociological approaches of the value [29] or illustrating approaches in the 
“economics of conventions” school [30] [31]. 
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It is to note here that an important prerequisite is the existence (or the progressive 
emergence encouraged by the artifact) of a Community of interacting participants, 
“designing when using” (or “when playing”) the service. In the Community the par-
ticipants would be interested to continuously discuss, exchange viewpoints, design 
and apply the dynamic set of common rules. In such a service-oriented participative 
design, serious game could be a complementary means to explore ideas, to build and 
test theoretical models, to mock-up solutions and to train actors. Thus, beyond their 
benchmark in the Serious Game field, participative rules could be a means:  

─ To make emerge and evolve models  coming from a permanent exercise of “col-
lective intelligence” by a Community, by keeping track of controversial arguments 
and accepting conflict within the design rationale. To give a ruling about a theory 
or a model is never definitive. If a participant is a scientist, an expert, or simply an 
end-user more knowledgeable on a particular topic (cf. players becoming special-
ists on the “thorium”, see Fig.2), he/she can always add his/her stone to the model. 

─ To put emphasis on rhetoric, textual and semi-formal expression of rules, facilitat-
ing their expression and their understanding by actors. The discussion forum is 
composed by textual material with a high granularity and semi-formal structuring 
(icons, marks, tags, smileys…). Participative rules give an opportunity to readjust 
the balance between qualitative and quantitative approaches. An explicit quantifi-
cation of rules is possible for certain models and can be useful for computer game 
deductions or automatic demonstrations. But in a participative rules context, a 
quantified rule in the engine is always indexed on an equivalent text in the forum, 
so that any quantified rule can be changed easily.   

─ To let the actors prototype and test, in a socially-controlled manner, the changing 
set of rules by gaming or by “open simulation” including “avatars” representing 
members of the Community. The validation criteria are decided by the group and 
can be continuously and endlessly changing. By that means, the Community can 
assimilate dynamic evaluation modes, test and control models proposed by scien-
tists in a “collective intelligence” context. 

─ To train members to new models and evaluation modes accepted the Community 
important in their business or their every days life, in this context of permanent 
change of the Reality and of the Knowledge. Participative rules illustrate a emerg-
ing generation of Serious Games, useful for new “Web2.0” training systems where 
knowledge, viewpoints and priorities will be more easily updated.  

7 Perspectives, Conclusion 

We proposed in the paper a social method based on “participative rules”, that we  
intend to complete and to validate in the field on Serious Game. We described func-
tional and technical solution elements, by indicating (on some examples involving 
changing and controversial expert Knowledge) why this solution would be the most 
suitable to these particular Serious Games.  

In the near future we pursue a work plan for the computer implementation, to make 
a prototype which will allows us to validate gradually certain underlying hypotheses 
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of our proposal. The current stages include in particular the setting-up of the mock-
ups of forum solutions presented in the present paper. We also develop the graphical 
game editor and the topic map allowing easily indexing and seeking items, rules and 
arguments in the debate and in the design rationale. We wish as soon as possible to 
realize an experiment implying a group of non-IT specialists' co-designers - within the 
framework of the mentioned Aidcrisis project - , so they can define scenes, create and 
modify them continuously, according to the proposed rapid prototyping and co-
building method. We wish to prove that the Hypertopic model and the participation 
architecture underlying our platform, will favor structuring the objects and knowledge 
added in the game, so these are easier to find, to manipulate, to discuss in a wide 
community and to fluidly transfer in the game engine. 

Thus “participative rules” concept could be at a short term implemented in serious 
game and tested in laboratory with designers’ and players’ communities, allowing to 
validate a part of the mentioned hypotheses. Concerning the extrapolation ways that 
we proposed in §6, a lot of additional field experiments with real communities would 
be to imagine and to realize, initiated with their additional hypotheses by scientific 
partners involved in Social Sciences. Such trans-disciplinary social experiments will 
be necessary to evaluate at which degree “participative rules” systems in real life stay 
utopian, or could be socially usable beyond the Serious Game field.  
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Abstract. In the Indonesian context, the use of mobile phones has had many 
effects on the economic as well as the social fabric of communities. However, 
these impacts have not been thoroughly examined, particularly in relation to 
micro-enterprises, productivity or wellbeing. This paper evaluates the impact of 
mobiles from the perspective of human development where ‘development’ is 
seen as the expansion of people’s choices and information and communications 
technologies (ICTs) are seen as supporting these choices. To test theories of 
development, it presents an empirical study undertaken in Indonesia about the 
impact of mobile phones on micro-entrepreneurs’ wellbeing. Results show that 
micro-entrepreneurs regarded family is the most important aspect of their lives 
and that their own wellbeing was treated the same at that of their families. 
Accordingly, mobile phones are considered as a very significant force to 
maintain and improve their relationships with family, relatives and friends. 
Mobile phones contribute significantly to wellbeing. 

Keywords: mobile phones, micro-entrepreneurs, human development, 
capability approach. 

1 Introduction 

Development has come to be conceived of and measured not only in economic terms, 
but also in terms of social wellbeing and political structures [14]. Such a perspective 
derives from a class of theories labelled “human development” or “people-centred 
development”. Human development represents national development as “the 
enlargement of people’s choices” and resonates with Amartya Sen’s work on building 
capacities and entitlements. Sen [15] introduced a conceptual framework for 
evaluating social conditions by focussing on human wellbeing – it is called the 
Capability Approach (CA). 

The human development perspective has given rise to a new strand of research 
studies where the use of ICTs is analyzed by using the lens of the many dimensions of 
human wellbeing, by using the CA as a framework (e.g., [1], [4], [18], [17], [11], 
[16], [8]). These studies suggest that ICTs have the potential to contribute to the many 
dimensions of human development.  
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This paper will analyse empirical field data to show how mobile phones have 
impacted on the lives and wellbeing of micro-entrepreneurs in Indonesia. The next 
section will outline the key concept of the CA, the existing research in this area, and 
how ICTs have been integrated into this framework. Then follows an example of how 
mobile phones potentially enable capability expansion. After presenting the research 
context, we present the preliminary findings of the study, where we analyse the 
relevance of mobile phones to micro-entrepreneurs’ wellbeing, and how the micro-
entrepreneurs describe the most important aspects of their lives. 

2 The Capability Approach and ICTs 

The CA is a framework that can be used for the evaluation and assessment of 
individual wellbeing, community development, social arrangements, or the design of 
practical policies and proposals about social change in society. Developed by 
Amartya Sen [15], and expanded later by other theorists and practitioners ([6], [12], 
[2], [13]), the CA critiques a welfare-based approach to evaluation. Sen [15] argued 
that in social evaluation and policy-making, it is essential to consider the “quality of 
life”, which means including consideration of the freedom of people to live the life 
which they want, and which they find valuable. He believed that wellbeing and 
development should be analysed from the point of view of people’s capabilities to 
function, and the opportunities and freedoms which they have “to be” and “to do” 
what they want to be and do.  

The core ideas of the CA are functionings and capabilities. Functionings are 
described as the “beings and doings” of a person, whereas capability refers to a 
person’s or group’s “freedom to achieve” valuable functionings. Capability represents 
all potential actions that are available to a person from various combinations of 
functionings. Capability is a set of vectors of functionings (actions), demonstrating 
the person’s freedom to lead one type of life or another [15]. In other words, the term 
functionings can refer to realised (actual) achievements and fulfilled expectations, 
whereas capabilities can refer to the effective possibilities of realising achievements 
and fulfilling expectations.  

Questions that often arise as to which capabilities are the most important, and why? 
Sen has always refused to endorse any specific list of capabilities. He argues that to 
try to make one comprehensive list of capabilities should not be attempted, because 
these lists are used for different purposes, and each purpose might need its own list. 
Nussbaum [12] strongly advocates the outlining of central human capabilities and 
proposes a concrete list of basic capabilities, which is composed of the following ten 
categories: 1. Life; 2. Bodily health; 3. Bodily integrity; 4. Senses, imagination and 
thought; 5. Emotions; 6. Practical reason; 7. Affiliation; 8. Other species, that is, 
being able to live with concern for and in relation to animals, plants, and the world of 
nature; 9. Play; 10. Control over one’s environment. Nussbaum however, does not 
claim that her list is definitive and unchanging and that states that it should be viewed 
not as a definition of good life but rather as the necessary conditions for a variety of 
lifestyles. A promising methodology for applying CA at the micro level has 
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developed by Alkire [2]. She addresses issues regarding the identification and pursuit 
of valuable dimensions of human development based in practical reason. Then, 
drawing on participatory tools and techniques she attempts to identify these valuable 
capabilities.  

Having summarised the main concepts of the Capability Approach, we turn now to 
a discussion as to how ICTs can be integrated within this broad framework. 

Although capability theory appears not to have been explicitly applied to 
technological domains before, a number of studies have referred to the relationship 
between ICTs and the CA (e.g., [1], [4], [18], [11]). Alampay [1] investigated how 
variables such as ICT ownership, age, gender, income and education, affect people’s 
capability to use ICTs, and he also identified the barriers to access to ICTs. Giggler’s 
[4] study concluded that ICTs can play an important role in enhancing the human 
capabilities of the poor (literacy-ICT skills) and that the extent to which the uses of 
ICTs expand peoples ‘informational capabilities’ was critical for determining the 
positive impact of ICTs on economic and social development. Johnstone argued for 
the need to enrich capability theory with knowledge capability; he asserted that ICTs 
at best are simply instruments of knowledge. Zheng [18] stressed that ICTs are 
relevant to the CA because of their special ability to shape  the promotion of human 
rights, and the personal and social variables that affect people’s capacity to achieve 
wellbeing. Finally, Kleine [11] operationalized the CA with what she called a “choice 
framework”. Her framework asserts that a combination of individual agency and 
structural resources can be converted into capabilities. ICTs are an important part of 
structural resources which aid or constrain individual agency. They include rules, 
norms, culture, policies and dimensions of access (availability, affordability and skills 
needed for using ICTs). Additionally, human agencies can be categorised into 10 
groups, including material resources, financial resources, geographical resources, 
health resources, human resources, educational resources, psychological resources, 
information, cultural resources, and social capital or social resources.  

On the subject of capability expansion through the use of ICTs, several studies are 
notable, viz., [8], [16], [17]. Hamel [8] focused on the health, education, and income 
dimensions of human development with some notes on participation and 
empowerment. He asserted that ICTs can enhance capabilities for human 
development when applied with foresight, clear objectives, a firm understanding of 
the obstacles that exist in each context, and in situations where there are proper 
policies that establish an institutional framework that promote the use and benefits of 
ICTs for the poor. Toboso [16] analysed CA and its relation to ICTs in the context of 
people with disability. He argued that the importance of human diversity in the 
capabilities and functionings approach called for incorporating disability into any 
analysis of wellbeing and quality of life. He introduced the idea of ‘diversity on 
functionings’, describing the reality of persons who have the potential to access the 
same functionings as other people, but in a very different way — often through the 
use of technical tools and technological resources. Smith et al. [17] applied CA by 
categorising functionings created by the connectedness and information sharing 
characteristics of mobile phones into three networking dimensions, namely, social 
networks, economic networks and governance networks. They too argued that 
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mobiles are making substantial contributions to capabilities and freedoms in the 
economic, social, and governance spheres. 

Our study extends the above research by providing empirical evidence of 
expansion of the concepts of capability through the use of mobile phones. It covers a 
wider range of dimensions, based on the perceived value of what is considered as 
important for wellbeing by the users of mobiles themselves. We interviewed face-to-
face in depth. We present this analysis by working backwards, by first identifying 
what micro-entrepreneurs perceive as their most important achievements in their 
lives, i.e., their valued capabilities, then by examining how mobile phones achieve 
and expand valued capabilities. Grounded theory technique was employed. This paper 
focuses on one the most important wellbeing elements identified by the participants -- 
family, the need to be close to the family, and to nurture personal relationships. This 
element is very much in line in Nussbaum’s seventh basic capability, which is 
affiliation. It consists of being able to live for and in relation to others, to recognize 
and show concern for other human beings, to engage in various forms of social 
interaction; being able to imagine the situation of another and to have empathy for 
that situation; having the capability for both justice and friendship; being able to be 
treated as a dignified being whose worth is equal to that of others.  

3 Capability Expansion Potentially Enabled by Mobile Phones 

The CA assesses human development by the expansion of capabilities. The more 
freedom people have in doing what they value most in their lives, the more developed 
they can be. To give people more freedom, any development initiatives need to 
provide them with more free choices and opportunities. In the CA, the relationship 
between commodities (goods and services), functionings, and capabilities is of 
particular importance. Sen argues that goods and services are important only in the 
sense that their characteristics enable people to do and to be, i.e., focusing on the 
question as to what a person can generate from goods and services. The goods and 
services are a potential resource for more capabilities.  

A conceptualisation of ICTs within the CA framework is proposed by [18] and [9]. 
Following Sen, both authors described ICTs as a commodity with value only in 
relation to how they help individuals to do or to be. According to these authors, ICTs 
should claim a legitimate and central place in the overall capability account. When 
people are able to make use of ICT to maintain meaningful associations with one 
another or to earn a living, where they could not before, we can legitimately claim an 
instrumental role for technology in expanding capability and achieving valued forms 
of functioning [9]. Positioned in this way, mobile phones can contribute to the 
expansion of capabilities by creating new functionings and enhancing the existing 
ones. By way of example, creating the functioning of mobile communication and 
enhancing the functioning of long-distance communication, can also extend thinking 
capabilities and provide information. Therefore, mobile phones affect the personal, 
social and environmental conditions that enable or constrain the generation of  
 



220 M. Anwar and G. Johanson 

capabilities. They also affect personal preferences or needs which will in turn 
influence people’s choices of realised functionings. The following example illustrates 
these propositions.  

Let us think of the imagined life of Amir, a “penjual bakso” (meatball soup 
hawker), a very common type of micro-entrepreneur in Indonesia. A meatball hawker 
goes around the streets and alleys in his neighbourhood selling meatballs by knocking 
on a soup bowl with a spoon. It creates a very distinctive and well-known sound. 
Now, let us imagine Amir being given a mobile phone. First, provided that he knows 
how to use the mobile phone, he can call his family while he is working; thus Amir’s 
mobile phone generates a new functioning, namely mobile communication. Then, let 
us say, Amir receives orders from his customers through his mobile phone. In this 
case, Amir’s mobile phone is acting as a conversion factor that is helping to convert 
another commodity (the meatball business) into another functioning, namely a 
delivery service. It also makes his work more efficient, even profitable. 

Then, Amir receives an SMS from his friends saying that a certain alley has more 
potential customers. Amir then could plan to stay longer in that alley to sell more 
meatballs. In this case, Amir’s mobile phone is acting as a conversion factor enabler. 
His knowledge has been enhanced by the information he has just received. Finally, 
mobile phones can act as a choice developer. Amir usually sells meatballs on the 
street because he has to travel to his customers. Having a mobile phone enables him 
to receive orders from his customers at home. A new option has developed, i.e., 
selling more meatballs from his home, and Amir will probably choose this option 
since it requires less walking, is safer and he can remain closer to his family. It is 
clear that in Amir’s case his capabilities and functionings are both improved a lot. 

4 Research Context 

This section of the paper describes the background context of this research. The study 
is based on research conducted in Indonesia in 2009-2010. The first part will outline 
the general context of micro-enterprise and the second part will describe the mobile 
phones industry, its penetration and adoption in Indonesia. 

4.1 Indonesian Micro-enterprises 

Small and medium enterprises (SMEs) in Indonesia have historically been the main 
player in domestic economic activities, especially as a large provider of 
employment opportunities, and hence a generator of primary or secondary source of 
income for many households. Micro-enterprises are the smallest, but most 
numerous businesses within the larger group of SMEs. Recent statistics [21] show 
that in 2010, micro-enterprises account for approximately 98% of all enterprises in 
Indonesia, absorbing 93 million labourers, of the 102 million which is the total 
labour force in Indonesia. 
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cheapest form for only USD 10. With an average growth of 60 percent per year since 
2005, mobile phone penetration in Indonesia stood at 88 percent in 2010 with more 
than 200 million subscribers altogether [19]. At the same time, the number of 
landlines which stood at 25% has dropped 11% in 2010 [20].  

The Indonesian telecommunications market is considered unique. This can be seen 
from the way consumers in Indonesia have mostly headed straight to mobile phones 
as their communication tool whereas consumers in most countries usually progress 
from having no connections to adopting landlines and subsequently mobile phone 
[20]. Most people have never really has experience with fixed lines. Research by 
Nielsen Company revealed that the Indonesian mobile consumers are getting younger. 
Much of the mobile growth is being driven by teens, with more than 70 percent 
having a mobile phone connection. The number of teens aged 10 to14 having mobile 
phones increased more than five times during the five year period of 2005 to 2010 
[20]. Today’s Indonesian teenagers are using mostly instant messaging or chatting of 
the phones which is preferable than voice calls or texting.  

The research also found that Indonesian mobile subscribers are spending less now 
than they were five years ago, with 58 percent of consumers spending less than Rp. 
50,000 (@USD 5) per month in 2010 compared to only 18 percent in 2005. The 
reason for this decline is partly because the prices of many services are down but 
more importantly, more new consumer segments with limited spending capacity are 
entering the market. Low rates remain the top factor for consumers when selecting a 
service provider, but most consider the reputation of networks and recommendations 
of friends and family, indicating that while dropping tariffs are starting to drive 
operator choice, consumers continue to be concerned about service quality when 
making their choice [20].  

5 Family and Personal Relationship: Micro-entrepreneurs 
Valued Capabilities 

Over time, the global community has in effect been moving towards conceiving 
development as the organised pursuit of human wellbeing. However, the notion of 
wellbeing is still a novel category such that no settled consensus on its meaning has 
yet emerged. According to Gough & McGregor (2007) 

the conception of wellbeing is the one that takes account of the objective 
circumstances of the person and their subjective evaluation of these. But both of 
the objective circumstances and perceptions of them are located in society and 
also in the frames of meaning which we live. Thus wellbeing is also and 
necessarily both a relational and dynamic concept.  

This implies that in order to understand the role of a technological artefact such as 
a mobile phone for an individual’s wellbeing, his or her personal understanding of 
wellbeing must also be taken into account.  

This section of the paper investigates the value of family and therefore personal 
understandings of relationships by participants in general, based on interviews with 
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micro-entrepreneurs in 2010. The next section will discuss how mobile phones are 
involved in shaping and facilitating these valued interactions. A preliminary finding in 
this study shows that participants put families as the top priority and the need to be close 
to family is very important. For the participants, the term ‘family’ would include not 
only parents and children but also grandparents, uncle and aunts, cousins, nephews, and 
other extended family. A sense of togetherness is so very strong that many families 
organise many gatherings or events to bring the family together regularly. 

Family is very important. I won’t feel good if we’re not together (Sri). 

The above quote captures the participants’ perspective about family, that family is 
very important. Family was always uppermost when participants were asked about their 
wellbeing. The first and immediate response was almost always about family wellbeing. 
It seems that interviewees do not regard their wellbeing as their own, but rather it is an 
integral and inseparable part of their family wellbeing. This is depicted in the responses 
which almost always refer to “our” instead of “me”, the individual self: 

Alhamdulillah [Thanks to God], my earnings can fulfil our daily needs (Hasna). 

The wellbeing of the family mentioned by participants included family livelihood, 
children’s education, maintaining good relationships with spouses, being dutiful to 
parents, and helping other relatives. Spontaneous concern for family livelihood is the 
most important aspiration. Many interviewees believed that they are materially well-
off if they just earn subsistence for the family: 

I have so many things that I want to do, but I don’t want to think about it. I live 
my life as it is, as long as our daily needs are fulfilled (Timan). 

Since family is very important, it is to be expected that participants expressed the 
need to be constantly close to the family. Some micro-entrepreneurs will bring their 
family to wherever they decide to set up a business. Others must leave their family in 
the village for business for various reasons. When asked, participants left their family 
behind because of their negative views of the urban lifestyle, and its potential damage 
to their children’s upbringing. For those that have to leave their family to go 
somewhere else to find business opportunities, the goal is to someday go back to the 
village where they can reconvene with their family. Often when separated, there are 
issues that might compromise relationships with the family. These issues must be 
addressed and the key is communication. If not handled appropriately, separation 
might result and a weakened affinity towards each other. One masseur in Bandung 
expressed a very human concern: 

My wife is also blind. She used to work with me here in Bandung but when we 
had children, I suggested that she stay home [in the village]. I know that our 
children might have some feeling of inferiority to have blind parents and if they 
do not have strong affinity to us, I am worried that they might feel embarrassed 
and that they will not acknowledge us as their parents. That is why I asked my 
wife to stay close with them (Eden). 
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The beneficiaries of the family earnings are largely the children. For many 
participants, it is very important for their children to be successful and they agree that 
education is the way forward. Therefore many believe that sending children to school 
is the utmost priority. They take all necessary means to ensure that their children 
receive an education. In some extreme cases, participants are prepared to set aside 
their personal dreams and aspirations so as not to interfere with this priority goal. 
They put a lot of effort into ascertaining that their children focus on their education. 
Many parents regularly monitor their children’s study and academic achievements. 
Evidence of the role of mobiles in relation to education will be presented. 

Maintaining good relations with spouse and parents were also mentioned 
frequently by the participants. They perceived harmonious relationships as the key to 
a happy marriage, and a happy marriage is one of the elements of prosperous life: 

A prosperous life in my opinion is, first in economic terms, that our needs are 
fulfilled, and secondly, at home where there is harmony and peace with the family. 
I’ll be happy if my desires were realized and if my wife agrees with me (Aris). 

Parents are much respected in Indonesian families. It is part of long tradition in 
local culture that parents are a central place in the family. Their religious teachings 
endorse the highest regards for parents, that parents, in particular mothers, should be 
placed above other people. So, it is understandable that participants have also 
expressed the need to help parents and be dutiful to them.    

I no longer live with my mom, so I try to do anything I can to help her. It is my 
way of being dutiful to my parents (Ani).  

6 How Mobile Phones Enhance Personal Relationships 

Good family and personal relationships are a much valued capability. Participants 
agreed that mobile phones had become a necessity for facilitating communication 
within family, with friends and wider community. As a communication enabler, the 
phone has provided valuable functionings for strengthening family relationships, 
providing ways of dealing with personal issues, and enhancing social relations. 
Mobile phones assisted with consultation and getting advice about personal and/or 
religious matters. Mobiles also helped to cope with loneliness.  

6.1 Vignette: Ani and Her Sony Ericsson 

Before discussing the valued functionings, we present a vignette from the fieldwork 
(by the first-named author) in Makassar, Indonesia, that reflects the range of mobile 
phone uses for promoting personal relationships. 

Ani is a 32 year-old lady who owns a boutique. Her boutique is quite unique in that 
she only sells Moslem apparel (clothing suitable to Islamic sharia1). Lately, she 

                                                           
1  Sharia is the moral code and religious law of Islam. Sharia deals with many topics addressed 

by secular law, including crime, politics and economics, as well as personal matters such as 
sexual intercourse, hygiene, diet, prayer, and fasting. 
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complemented her range to add herb-based cosmetics and remedial products. She is 
married with 3 children and her husband works as an uztad (Islamic Scholar) who 
provides voluntary religious lectures and consultations in many Moslem communities 
in Makassar. He also helps Ani with the business. She owns a Sony Ericcson phone 
with call, text, and Internet capability, as well as big memory capacity. Even though 
she no longer lives with her mother (a widow who now lives with her younger sister 
not far from her house), Ani is very close to her and tries to maintain the same 
interaction as when she was still living with her.   

She uses her phone very often to call the family, sending SMS and Facebook 
messages. She also likes to chat with a friend who has moved overseas. She feels that 
mobile phones have provided an efficient way of being close to people and to 
improve her relationships with family. 

I feel closer with my family and friends and it is very convenient for keeping in 
contact with them. If we can’t meet, then we’ll call each other. 

She further asserts the use of mobile phone helps to manage domestic activities, 
especially with helping her mother. She underlines her obligation to parents. 

With a mobile phone I can finalise a lot of urgent matters. Sometimes my mother 
needs me to buy something for her, to send money to the bank, or to buy 
medicine for my sister, and it will be difficult for her if I don’t have mobile 
phone. So it helps me to help my mother as it is a way to show my devotion to my 
parents. 

Aside from running her business, she is also an Uztadzah (female Islamic Scholar) 
so she frequently uses her phone for this role. She distributes information to members 
of her congregation and provides or asks for consultation. 

I use my phone to send information when required to the people. They can also 
call me for personal consultation on religious and/or personal problems, 
whereas I can call my mentor for consultation about my lectures. 

Thus Ani agrees that mobile phones are very helpful in many ways. Nevertheless 
she is still cautious when getting a call from strangers, messages at night, or in the 
case where a woman kept calling and texting her husband: 

I hate it when a stranger calls just to get acquainted, or I hate those who keep 
sending messages at night. There was also this woman who was trying to seduce 
my husband. She kept texting him with love poetry. I told her not to contact my 
husband directly as it is the norm that when someone is married, a lady should 
speak to his wife about her intentions, and she did, but all she said was how 
much she liked my husband ... aargh! (Ariani) 

6.2 Mobile Phones Bring Family and Friends Closer 

Ariani’s story illustrates that communication is crucial for maintaining relationships. 
It helps to nurture interaction with family members, friends and other supportive 
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relationship. These communications have been greatly facilitated with mobile phones, 
as expressed by this blind masseur in Bandung who left his family in the village: 

For me, the mobile phone is the most important tool because that’s how I can 
communicate with my family in the village (Aris). 

For those participants who are separated from their families, communication is 
even more imperative, and mobile phones seem to be the most affordable and 
efficient alternative.  

My family is in Garut [200 km south east Bandung]. My wife stays there to look 
after the children, so other than for business, I use my phone mainly to call my 
family. I even give mobile phones to my children so that I can monitor them, 
particularly about their study, from here (Eden). 

For some participants mobile phones are often regarded as the only option. 
Physical encounters are always preferable, but they require cost and extra time, which 
might not always be affordable for many, so communication over the phone is seen as 
a substitute for face-to-face encounters. Dewi, a masseur who runs her business from 
her rental studio, expressed the dilemma well: 

My daughter is in Sukabumi [200 km west of Bandung] with my parents. I call 
her quite often via mobile phone … She wants a Blackberry phone, but I don’t 
have the money yet. I miss her a lot, but I can’t go there every time, only when I 
have spared enough money for the bus. But at least I can still call her (Pur). 

Mobile phones were used to maintain contact with friends, talk to and monitor 
children when away, get news from relatives, or for something as simple as asking 
about the whereabouts of a family member. The breadth of contacts is remarkable. 

I have a friend who is from the same village. She has moved somewhere else. We 
were very close, so we both felt very lonely. We often send each other messages, 
but it is limited. So we agree to join the same provider, so we could call each 
other for a very cheap rate. That way we can talk as often as we want (Eti). 

My husband travels a lot and I need to know where he is and how he’s doing, so 
the mobile phone has been very helpful in that sense, such as now. He’s already 
late coming home; I could call him to ask why he is late (Hasna). 

It will be very difficult if we don’t have a mobile phone. I wouldn’t be able to 
know if, for example, my nephew got sick, or if my children need me to pick them 
up from school (Alo). 

When separated or away, communication with children is so imperative, that many 
participants have equipped their children with their own mobile phones. 
Conversations with children during these “monitoring calls” is mostly about the 
children’s education, e.g., “Have you done your homework?”, “How’s your result this 
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semester?”, or the parents instruct and ask about their personal/social relations, such 
as “Take care of your mother”, or “Who are you going with?” 

I use my phone to monitor the children as well. We do not spend much time 
together, as I go to my workshop in the morning and will not be home until late 
(Dewi). 

The capacity of mobile phones to provide on-the-spot communication is very 
useful for many other situations where face-to-face encounters are not possible. An 
example was given by a natural cosmetic manufacturer in Makassar who used the 
mobile phone to guide his dying father: 

It’d be very difficult for me without a mobile phone. Once, my father was very 
ill, and I was out of town. My sister said to come home straight away as his 
condition was critical. I am worried that I might not be able to get to him on 
time. So I called him even although I knew that he could no longer talk. I just 
read prayers to his ears over the phone for hours. I didn’t want him to die not 
thinking of Allah. That’s when I realised how important this mobile phone is. 
(Eda). 

Another instance came from a catering owner whose husband was detained by a 
foreign government and held incognito in an isolated place overseas: 

I can only communicate with my husband over the mobile phone, but because it 
is very expensive to call overseas, we use SMS more often. I don’t know how he 
gets a mobile phone but I know that I can call or send him SMS at a certain time 
every day (Yani). 

6.3 Mobile Phones Provide a Medium for Self-expression and Self-evaluation 

Mobile phones help to enhance personal relations by providing a channel of self-
expression and self-evaluation. Some participants have expressed that their 
relationship with their spouses are improving as the husband can now articulate 
romantic feelings over the phone, which he could not do in real life: 

My husband is not a romantic person but with mobile phone he became one … 
He is a working type, doesn’t talk much, let alone say something romantic. But, I 
started sending him romantic SMSs, then he start texting me with “sweetheart”. 
Now he can say even say those words directly (Wiwik). 

As in many Asian cultures and with religious backgrounds, partners are not 
supposed to show signs of affection on public, even when they are married couple. 
Mobile phones have provided a means around this limitation. Couples can express 
their affection in private ways like never before. That mobile phone has allowed them 
to be intimate and to talk about things that might have not been possible otherwise:  

My husband is not very romantic, and we try to make sure not to show our 
affection in public. It was not until he had to go to Saudi Arabia that I learned 
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that he could be romantic -- and even more. He could discuss things that were 
meant to be discreet or were regarded as taboo, such as sex. He would have 
never talked about sex directly to me like he did over SMS or phone. So, I think 
the mobile does give you more freedom to express yourself (Tati). 

Others have said that mobile phones have provided the means whereby they could 
control emotions when having arguments -- by sending messages using SMS.  With 
SMS, words can be arranged in such a way that convey a special moderated meaning, 
at the same time avoiding coarse language. Also, stored messages can be revisited and 
have been used as self-reflection. 

I discuss most problems with my husband over the phone, it is easier. Moreover, 
with face-to-face chats, expression is shown clearly in ways that sometimes are 
not easy, when you are expected to control your emotions. With SMS, you can 
think carefully about what to say. We even had fights using SMS, yet had no 
need to yell or say bad words. Texting polite sentences with piercing words are 
sufficient (Tita). 

My children even prefer if we communicate using mobile phone because they say 
that I sound nicer over the phone. With face-to-face you can immediately see if 
someone is angry. Also, using SMS with caution is better when you’re angry, as 
you can arrange the words and punctuation (Wiwik). 

Sometimes when we’re angry, we might say something different from what we 
actually want to say. With SMS, all the sentences can be structured. Also, with 
SMS, we can read it again, so it is a kind of self-reflection, like “Why did I say 
that?” or “Did I really say that?” [Tati]. 

6.4 Mobile Phone Helps to Cope with Loneliness and Depression 

Mobile phones improve sharing with others. They create ways for dealing with 
psychological problems, such as loneliness. It was expressed sadly by one participant, 
a blind masseur who is a widow and lives by herself: 

I live by myself, so I am very happy to get a call from anyone. I know someone, 
he is a Javanese. He calls me every night. I like it when he calls, he is a nice guy 
and very attentive to me. But I feel embarrassed and at the same time feel sorry 
for him, because he doesn’t know that I’m blind. Sometimes I dream that I could 
marry someone who’s not blind but then I think, there is no way that he would 
want me (Pur). 

Another instance came from a participant whose father just passed away recently. 
Her sadness was lessened when she felt that many people cared about her, as 
indicated by the many messages and calls from friends and family: 

I realised this when my father passed away. I received so many SMSs from 
friends, relatives and acquaintances. They made me happy as I feel that so many 
people care about me… (Eda). 
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Overcoming depression is also mentioned by one participant. This was conveyed 
by a clothing retailer who was divorced because her husband had a second wife. 
Although it is not the phone per se, but the content of the messages, that eased her 
depression. Her ability to store phone messages, and for her to read them over and 
over again, tremendously assisted:    

Sometimes when I’m depressed, that feeling of being abused comes back. Then, 
I’d re-open SMSs from my friends, I read those messages of gratitude again for 
my help that has brought them together for me. I feel so happy that no money in 
the world can pay for it (Tati). 

However, the use of mobile phone for personal relationships also has its 
drawbacks; as in the case of Ariani above, there are concerns over the potential of the 
technology to be used by those who are trying to disrupt family equanimity. Mobile 
phones are perceived as a way of facilitating extra-marital affairs.  

I used to hate mobile phones because I thought they facilitated my husband’s 
affair. It started with normal consultation, then there was intimacy and before 
you knew it, they were already married  (Tati). 

6.5 Desirable Mobile Services as Perceived by Indonesian Micro-entrepreneurs 

The above extracts from interviews have demonstrated that facilities provided by 
mobile phones have a profound ability to enhance family and personal relationships.  
Mobile features that are cheap and that improve the quality of communication are 
generally desirable. Services such as same-provider cheaper or free calls, 3G 
capability that allows multi-media communications, as well as the capacity to access 
the Internet, have been used or are desired by participants. 

I use mobile phone to call my son who is studying in a boarding school in 
Bandung. I use Simpati’s Time-On2 for that because it’s a lot cheaper. He’s not 
allowed to have a mobile phone in boarding school, so if he needs to contact me, 
he can use his teacher’s phone to SMS or beep me (Eti). 

I teach in boarding school 5 days a week, so I can only see my children on 
weekends. They stay with my parents. The mobile phone has been very crucial to 
control my emotions because I feel much better if I know what my children are 
doing, and where they are going, and all. I even read their ‘status’ from 
Facebook in my phone (Tati).  

My husband works far from here. We only see each other once a month as he is 
not allowed to bring his family [to work]. It feels really awful. Luckily there is a 
mobile phone, so I can still call him even if I can’t meet him. It feels so good just 
listen to his voice. I wish I had that 3G thing so I could see him (Lilis). 

                                                           
2  Time-on: A service provided by a telco company, that, when registered, customers can call to 

any number within the network for IDR 3000 or AUD 0.35 a day. 
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7 Conclusions 

This paper has shown that the primary aspects of wellbeing, as perceived by 
Indonesian micro-entrepreneurs, are those of family and personal relationships. It is 
evident that mobile phones not only have the potential to improve relationships, but 
that they do deepen, expand and enrich relationships in many ways.  

The characteristics of mobile phones which provide connectedness and 
information-sharing have created a range of functionings that were impossible to 
achieve in other ways. The addition of mobile functionings has certainly affected 
micro-entrepreneurs’ capability sets. They can call family using mobile phones, 
manage family arrangements, and enhance their personal relations in many ways, as 
demonstrated by the interview evidence presented. Being able contact family 
members anywhere, anytime, or monitor children when away, flows on to contribute 
to wellbeing by enhancing a sense of belonging and of security. The ability to convey 
feelings more freely to one another over mobile phones has provided more of a sense 
of freedom, which is at the core of the capability approach. Although there are some 
drawbacks -- where mobile phone are used for immoral affairs, which work against 
norms of wellbeing --  looking at the potential and uses of the phones, we  conclude 
that mobile phones have many more constructive social advantages than 
disadvantages.  

This article is in line with and extends the cited studies on CA and ICTs by 
suggesting that mobile phones enhance human capabilities. We add to existing 
knowledge by concluding that CA relates to the technological domain in the sense 
that technology should not be viewed only as an artefact, but as a commodity and 
human resource that helps individuals and groups to achieve their valued capabilities. 
The paper has also shown that mobile phones have expanded many functionings that 
promote family and personal relationships in the dimensions of education, 
psychological well-being, and for people with a disability. It can be safely 
recommended that mobile services fulfil many of a micro-entrepeneur’s human needs. 
Finally, the functionings presented here may not represent a complete set of 
functionings for all individuals, but they are sufficient to show that the use of mobile 
phones has expanded the capability sets of Indonesian micro-entrepreneurs in urban 
contexts, smoothed their relationships, and helped to enable them to live their chosen, 
valued lives. 
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Abstract. Standard approaches of information retrieval are increas-
ingly complemented by social search even when it comes to rational
information needs. Twitter, as a popular source of real-time informa-
tion, plays an important role in this respect, as both the follower-followee
graph and the many relationships among users provide a rich set of infor-
mation pieces about the social network. However, many hidden factors
must be considered if social data are to successfully support the search for
high-quality information. Here we focus on one of these factors, namely
the relationship between content similarity and social distance in the so-
cial network. We compared two methods to compute content similarity
among twitter users in a one-per-user document collection, one based
on standard term frequency vectors, the other based on topic associa-
tions obtained by Latent Dirichlet Allocation (LDA). By comparing these
metrics at different hop distances in the social graph we investigated the
utility of prominent features such as Retweets and Hashtags as predic-
tors of similarity, and demonstrated the advantages of topical proximity
vs. textual similarity for friend recommendations.

Keywords: micro blogs, topical proximity, social network distance,
friend recommendation.

1 Introduction

The quality and relevance of information is crucial for a wide range of information-
related activities, ranging from rational information retrieval to engagement in
social interactions. Recently, recommendation systems have tried to improve the
quality of search results by incorporating social signals, see for example [1] for an
approach to developing a search engine on top of Twitter or the work of [2, 3] to
incorporate social signals into mainstream search engines like Google. The objec-
tive with these approaches to social search is to increase the likelihood of address-
ing the searcher’s genuine information needs by leveraging the content sharing
and search experiences of their social networks in addition to more conventional
index-based techniques. Social approaches have become especially relevant in the
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context of providing users withmore novel, diverse, and timely results; see [4, 5] for
recent trends in recommendation diversification. Also, feedback signals in social
communities have been used to assess two types of signals per user independently,
with respect to both of their roles as target and source of feedback respectively.
This way, while processing feedback events in their temporal order, not only the
quality of the user as content creator is evaluated, but also the quality of the user
as a content evaluator, see [6].

Conventional recommendation systems aim to proactively suggest relevant re-
sults to users based on the information consumption histories of similar, albeit
anonymous, users. More recently, researchers have acknowledged that similarity
alone does not guarantee relevant or optimal recommendations. In particular
the importance of real-world user relationships has been highlighted as an im-
portant factor to leverage improved recommendation quality. For example, there
has been considerable interest in modeling the reputation of users to bias future
recommendations from users who are both relevant and reputable; see for ex-
ample [7–9]. By leveraging the social web, research such as [10] explores the use
of services like Twitter as a new source of item data and user opinions, showing
how even this noisy signal can be used to make reliable recommendations.

In this paper, we quantify the extent to which social neighbors share interests
in similar topics. We do this by a novel metric for topic similarity which is ana-
lyzed along star chain sequences emanating from a set of seed users. This is a first
step towards the development of a concise framework for the evaluation of social
recommendation against both rational and social criteria of quality. In this work
we focus on Twitter. Twitter is an exceedingly popular microblogging platform
and members typically choose their followee connections (friends) according to
their topical interests rather than according to their social connections. Prior re-
search in this area has investigated the prediction accuracy for Twitter followees
based on latent topic similarity, see [11, 12], for Twitter followees based on text
similarity, see [13], and for social link prediction in general, see [14]. We aim to
test whether and to which extent distance in a social network correlates with
content similarity. Clearly, social proximity facilitates content migration thereby
increasing social similarity. But does this similarity extend to content itself, i.e.
do people in close relationships talk about similar things? We will give some
answers to this question throughout the result section of this paper. However,
our main concern and target is the proposition of a topical proximity measure
and its validation by comparing its expressiveness to a baseline measure using
term frequencies. As a consequence, we looked at a variety of methods to com-
pute content similarity based on Latent Dirichlet Allocation, Term Frequency
Vectors, and Pearson’s Correlation and compared them with respect to network
distance.

We base our investigation on a Twitter data set collected during November
2011 at the University of California. We took a reasonably sized sample of tweets
per user as the source for a summary document, which was created in various
ways; see Section 2.
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The remainder of this paper is structured as follows: Section 2 describes our
crawling algorithm and the various ways to build user summary documents from
the resulting data. Next, we introduce our use of Latent Dirichlet Allocation
(LDA) and resulting similarity measures in Section 3. We discuss the potential
of our novel topic similarity measure for friend recommendation in Section 4,
followed by a detailed analysis of our results in Section 5. We conclude with a
discussion and suggest a number of opportunities for future work.

2 Data Crawl, Star Chaining, and User Models

Twitter is an interesting social platform because it combines the follower-followee
social network structure with many dynamic sub-networks based on information
flow. For example, mentions and retweets link users in ad-hoc networks as they
discuss particular topics and events. We are interested in capturing topic associa-
tions from free-text content and from hashtags, and performing various similarity
assessments based on properties in the underlying social structure.

Fig. 1. Example of a “star-chain” pattern from the data crawl. Topic similarity is
computed between seed and each hop B-N. This view is for a single user.

Figure 1 shows an example of the structures obtained from the Twitter API,
in this case for a single seed user. We started with a seed crawl using the Twitter
API and searched for particular keywords, here Libya, to allow for a good network
density among the Tweeters. After this initial crawl, we had 33740 seed users
and considered them as a network sample. We then crawled the other tweets for
those users and all of their followers and followees. Starting from the set of seed
users, we created chains of length 4, each consisting of a seed user, a friend (or
followee) of the seed user, a fof (friend of the friend) of the seed user, and a fofof
(friend of the friend of the friend) of the seed user. We only considered seed users
for which at least 50 such chains could be found, with members across chains all
distinct. In total, we crawled 5628 seed users with more than 20.000 followee 4-
chains involving in total 22.549 users. The details of the algorithm used to obtain
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the chains are given in Figure 2. Note, we can guarantee that all of the 1-hop
and 2-hop members of the chains we created are indeed shortest distance to the
seed user, but we cannot give such a guarantee for the 3-hop chain members. We
also collected data about mentions, re-tweets and other statistical information
about users such as profile age and number of friends and followers.

For each user, we subsequently generated a user profile document based on 50
randomly selected tweets from the crawl. Depending on the exact method, we
either included retweets, excluded retweets, or selected only retweets. Each user
is represented as the collection of words in their tweets, after filtering mechanisms
are applied. Filtering is a crucial part of our research since we want to investigate
the influence and use of certain elements of language and communication within
tweets. Therefore, we give special consideration to hashtags as well, in addition
to retweets. Hashtags are named entities that are used for content tagging and
search both within twitter and by external services such as Listorious. Therefore
we can either consider them as part of the text (by simply removing the hashtag
symbol #), or leave them out, or create the summary document per tweet user
solely from them. All in all, we considered five different methods as depicted in
Table 1.

Table 1. Representation of Twitter Users

No User Representa-
tion

ID Description

1 All Text All The collection of all words in the selection of tweets, but
with the hashtag symbol # removed

2 No Retweets All-
RT

The collection of all words in the selection of tweets with-
out retweets, but with the hashtag symbol # removed

3 Only Retweets RT The collection of all words in the selection of tweets with-
out retweets, but with the hashtag symbol # removed

4 No Hashtags All-
HT

The collection of all words in All, but without hashtags

5 No Hashtags, No
Retweets

Filt The collection of all words in All-RT, but without hash-
tags, fully filtered

6 Simple Hashtags HT Only the set of hashtags in All

7 Simple Hashtags,
No Retweets

HT-
RT

Only the set of hashtags in All-RT

3 Similarity Measures

Based on the user profile documents described earlier, we computed pairwise
similarity among all pairs of users and their followees. We used simple Pearson’s
correlation over the term frequency vectors as a text-based baseline and compared
it to our topic-similarity measure based on Latent Dirichlet Allocation (LDA).
For LDA, we consider users as being represented by documents, so the result of
training an LDAmodel for our set of user profile documents is a vector containing
topic associations across all topics for each user. In accordance with the text-based
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1: procedure getStarChains(Users, Links)
2: chains = ∅
3: for all seed ∈ Users do
4: seedChains = ∅
5: F1 = Links(seed)
6: 2A = Links(F1) − F1
7: 2U = ∅
8: 3U = ∅
9: for all f1 ∈ F1 do
10: F2 = Links(f1) − {seed} − F1− 2U
11: for all f2 ∈ F2 do
12: found = false
13: F3 = Links(f2) − {seed} − F1− 2A− 3U
14: for all f3 ∈ F3 do
15: found = true
16: seedChains ← (seed, f1, f2, f3)
17: 2U ← f2
18: 3U ← f3
19: break
20: end for
21: if found then
22: break
23: end if
24: end for
25: end for
26: if Count(seedChains) >= 50 then
27: chains = chains ∪ seedChains
28: end if
29: end for
30: return chains
31: end procedure

Fig. 2. The Star Chaining Algorithm: The outermost loop iterates through all the
seed users. The three inner loops are meant to find a sequence of neighbors without
repetition and without shortcuts. Fx is the set of candidate users for the x-th position
of the chain for x ∈ {1, 2, 3}, 2A is the set of all friends of a friend for one particular
seed user, and xU is the set of users previously used at the x-th position of the chain
for x ∈ {2, 3}. Note also, that the algorithm does simple backtracking, i.e. if it does
not find a third neighbor for a particular second neighbor, then it will try other second
neighbors until a third neighbor is found, if possible. However, since the selection of
chains is arbitrary, the algorithm does not guarantee the maximum number of chains
per seed user to be found.
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baseline, we apply Pearson’s correlation among the topic vectors to obtain user-
to-user topic-similarity. We used an implementation of Blei’s LDA algorithm [15]
from the Stanford Topic Detection Toolbox1, which provides multiple different
implementations of Latent Dirichlet Allocation, see [15, 16]. We removed terms
consisting of less than 3 characters, occurring in less than 3 profiles and the
30 most common terms. Stop words were also removed. We used 20 topics. In
general the term lists (topics) output by the LDA algorithm were representative
of human-understandable themes. Table 2 shows example topics from our data
set. The two methods are summarized in Table 3.

Table 2. Example LDA term-lists (topics) mined from the Twitter API

Comment Topic

Libya Crisis gaddafi tripoli nato libyan feb17

Social today photo stories facebook google

US Elections gop cain president romney perry

UK Related bbc london guardian cameron telegraph

Table 3. Methods to Measure Content Similarity

Method ID Description

Topical Prox-
imity

LDA Compute User-Topic Associations for a fixed Set of Topics based
on Latent Dirichlet Allocation (LDA) on the user profile docu-
ments, then compute similarity as Pearson’s Correlation

Text Similar-
ity

TF Compute term frequency vectors for the user profile documents,
then compute similarity as Pearson’s Correlation

4 Friend Recommendation - A Potential Application

Whether or not topical proximity can be used for friend recommendation, that
depends on many factors. To get a first understanding about the potential of
this application, we conducted the following experiment. For each seed user,
we choose 20 neighbors from the hop-1 and the hop-2 layers (10 each). We
then recommended the top-10 similar users among the whole list of 20 to the
seed user as hop-1 neighbors and measured B-C → B precision, i.e. the ratio
of recommended neighbors that are indeed in the hop-1 layer. Obviously, this
experiment is somewhat flawed by the actual social influence among neighbors,
but it may give some qualitative insight in the potential of our various methods
to support social recommendation.

1 http://nlp.stanford.edu/software/tmt/tmt-0.4/

http://nlp.stanford.edu/software/tmt/tmt-0.4/
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Table 4. Results of Topic-based Similarity Analysis

ID Represen- Method sim (A,B) sim (A,C) sim (A,D) sim (A,N) B-C → B
tation Precision

A All LDA 0.3894 0.1550 0.0618 0.0326 0.7225

B All-RT LDA 0.3268 0.1500 0.0769 0.0454 0.6912

C HT LDA 0.2490 0.0850 0.0203 0.0089 0.5965

D HT-RT LDA 0.1847 0.0644 0.0123 0.0067 0.6399

E All-HT LDA 0.3841 0.1545 0.0602 0.0320 0.7306

F Filt LDA 0.3129 0.1459 0.0789 0.0446 0.7077

G All TF 0.4587 0.4323 0.4218 0.3834 0.5147

H RT TF 0.4964 0.5373 0.5000 0.3990 0.5258

I HT TF 0.0712 -0.0023 -0.0745 -0.0607 0.6091

5 Results

To analyze the influence of network distance on topical or text-based similarity
between Twitter users, we begin by averaging the topic similarities according
to hop distances. In Figure 1, these are sim(A,B), sim(A,C), sim(A,D), and
sim(A,N) respectively, where N is an arbitrary set of Twitter profiles randomly
taken from our crawled set of seed users. In addition to the average similarity
values, we also computed B-C → B precision, as discussed in Section 4, to
provide a more complete picture. Results are shown for all methods in Table 4
and discussed in the sequel.

5.1 Similarity Analysis of Hop Distance

Table 4 shows a table of 9 experimental conditions. The second column represents
the method for user representation from Table 1 above, while column three rep-
resents the method for computing content similarity, i.e. either text-based (TF -
Term Frequency) or topic-based (LDA - Latent Dirichlet Allocation). The fourth
to seventh column represent the average similarity scores between the seed user
and 1-Hop, 2-Hop, and 3-Hop, and n-Hop users along the star-chain, where n-Hop
is actually computed based on randomly selected users. These scores are calcu-
lated by a simple application of Pearson’s correlation over the topic associations
between the seed profile (a0) in Figure 1, and each profile in the one-hop layer
(B = b0...bn in Figure 1), the two hop layer (C = c0...cn in Figure 1) and finally
the n-hop layer (the disconnected component of Figure 1). Averages are calculated
across all chains irrespective of the seed user they belong to.

Results vary significantly depending on the use of Retweets, the method to
create the user profile document, and the chosen similarity measure, albeit the
removal of Hashtags does not seem to be important, see cases E and F which
are not very different from cases A and B. For the same reason, we skipped
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computing their corresponding text-based (TF) similarity measures. In the se-
quel, we will discuss the results in a deeper fashion and extend the analysis in a
couple of ways. Even though our main interest is the decay for topical similarity
across hop distances, we will first take a look at the differences between baseline
text-based similarity and topic similarity.

5.2 Topic vs. Text Similarity

We look at the unfiltered cases All, LDA and All, TF to examine the differences
between LDA-based topic similarity and TF-based text similarity. The topic
similarity case exhibits a score of 0.3894 for the hop-1 correlation sim(A,B)
decaying to 0.1550, and 0.0618 along the chain (sim(A,C) and sim(A,D)) and
to 0.0318 with respect to a random node among the seed users. For the text
similarity case, we have quite different numbers. However, the decay along the
chain is obvious in both cases. For All, TF , the values are falling for each pair
along the chain, confirmed by a one-sided t-test with significant level 0.05. A deep
analysis of the differences is given in Figure 3. Here we looked at the distribution
of similarity values, basically a normalized histogram of the similarity values with
7 bins of size 0.2 between −0.4 and 1. Similarity values lower than −0.4 occurred
rarely and have been omitted here for presentational clarity.

(a) All, TF (b) All, LDA

Fig. 3. Text Similarity (TF-based) and Topic Similarity (LDA-based) for Conditions
A and G

The difference in signal clarity between text similarity and topic similarity is
obvious and so the generally higher values of B-C → B precision as a proxy for
friend recommendation quality or link prediction accuracy are not surprising.

5.3 Retweets and Hashtags

Looking at the same conditions but this time with no retweets (All−RT,LDA),
we see a slight decrease of −16% in the hop-1 similarity score sim(A,B) which
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falls to 0.3268 but there is no large difference at hop-2 and hop-3, so obviously
Retweets have no influence on topic similarity beyond direct neighbors, as ex-
pected. Again, there is no difference when we apply the hashtag filter, see case
F . The use of hashtags alone produced lower correlations, see cases C and D in
Table 4. This could be credited to the smaller amount of available text data as
Blei reports in [15] that LDA requires large amounts of text as input to func-
tion well. However it is more likely that hastags are free of shared vocabulary
or irrelevant chat topics and therefore provide a better means to see the true
topical relationships between neighbors, especially if we remove retweets as in
the false,HT, LDA case.

In order to understand the exact difference between the methods according
to different hop distances, we produced distribution graphs for conditions A-D,
see Figure 4.

(a) All-RT, LDA (b) HT, LDA

(c) HT-RT, LDA

Fig. 4. Network-based Comparison of Topic Similarity (LDA-based) for Conditions B,
C, and D

As expected, 1-hop neighbors are leaning towards higher similarities. There is
a fraction of 1-hop neighbors with a very high correlation and this may indicate
selectiveness in choosing your friends according to particular topics, but it could
also have other reasons. Neighbors 3-hops away from the seed user did not exhibit
a big similarity difference from the randomly chosen (n-hop) set.
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(a) RT, TF (b) HT, TF

Fig. 5. Network-based Comparison of Text Similarity (TF-based) for Conditions H
and I

5.4 Analysis of Decay Patterns

To analyze whether or not the decay pattern is different for different groups of
users, we classified groups according to their average sim (A,B) value. Without
loss of generality, we chose the All − RT,LDA condition for this analysis. We
classified the users into three groups depending on the mean value of their Hop-1
topic similarity value. The results are shown in Table 5. The left two columns
define the min and max of the range of mean sim (A,B) values for the group, the
third column is the count of users in our result data set, and the third and fourth
column are the averages sim (A,B) and sim (A,C) across that group of users.
Note, the aggregated results in the bottom row are not exactly the same with
Table 4, due to a different aggregation technique and due to different processing,
i.e. we needed to remove an entire chain here whenever one similarity value was
missing. The last column is the decay factor, i.e. the percentage of the value in
column 5 with respect to the value in column 4.

Table 5. Decay Pattern for different User Groups

Group Min Max Count sim (A,B) sim (A,C) decay

low −1 0.1 2192 0.0559 0.0758 1.3556

medium 0.1 0.4 2271 0.2976 0.1426 0.4790

high 0.4 1 2963 0.6117 0.2200 0.3597

all -1 1 7426 0.3369 0.1507 0.4473

Not surprisingly, the low group seems to have a random distribution of topic
similarity across its neighbors, i.e. their similarity is not very different from the
similarity of Hop-2 neighbors. Users with high Hop-1 topic similarity also have
a higher Hop-2 topic similarity with respect to the the medium group.
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5.5 Single User Analysis

Our star-chaining approach extracts at least 50 chains per user and thereby facil-
itates the analysis of similarity distributions for individual seed users. We chose
5 such users from the All−RT,LDA case and show their results in Table 6. The
new second column is the range of the chain count that was used for computing
the Hop-1, Hop-2, Hop-3, and Any averages in columns 3− 6. We illustrate the
distributions across similarity values as before, for Users 2-5, see Figure 6.

Table 6. Topic-based Similarity Analysis for Individual Users

User
ID

# sim (A,B) sim (A,C) sim (A,D) sim (A,N)

1 26-38 0.2522 0.0445 0.0040 -0.0665

2 54-72 0.1570 0.2499 0.2455 0.1491

3 64-67 0.4028 0.1600 0.0980 0.0506

4 78-86 0.5657 0.2086 -0.0076 0.0290

5 72-77 0.1429 0.0224 -0.0155 0.0162

(a) User 2 (b) User 3

(c) User 4 (d) User 5

Fig. 6. Comparison of Individual Users

We want to share a couple of observations, even though their value is limited
by the fact that such a small sample of users with a small number of chains is
not representative by any statistical means.



Topical Proximity in the Twitter Social Graph 243

– User 2 does not seem to be topically selective with respect to his followees,
since there is no big difference between Hop-1 and Hop-N.

– User 3 is very similar to some of his followees, but this might be a result of
direct Retweets, as there is no clear difference between Hop-2, Hop-3, and
Any.

– User 4 is very similar to some of his followees, and topically very different
from many other users on all Hop-distances. Probably this is a user with a
special interest shared by her direct neighbors.

– User 5 may also have a special interest explaining his low overall score in
topical proximity, but he is different from User 4 since he does not even
show similarity to some of of his followees.

5.6 Potential as a Friend Recommender

B-C → B precision as shown in Table 5 is just an indicator for the decay of
topical proximity between hop-1 and hop-2 neighbors. Nonetheless, it is remark-
able that the values are much higher for LDA-based topical proximity than for
term-frequency-based text similarity. For text similarity methods, hashtags are
better than the full text, but for LDA-based proximity the opposite is true, prob-
ably because hashtags are easily adopted among neighbors and therefore provide
proximity clues that are automatically detected by LDA.

5.7 Discussion of Results

The results illustrate the power and applicability of LDA-based Pearson’s corre-
lation as a measure for topical proximity in Twitter. Not only are topic similarity
signals stronger than text similarity signals and support better link prediction,
but also they allow for a fine-grained and detailed analysis and juxtaposition of
topical proximity vs. network proximity. We showed that topic similarity with
full texts is a stronger predictor of 1-hop neighbors than hashtags, no matter
whether we use LDA- or term-based Pearson’s correlation for the latter.

In Section 5.5, we demonstrate by a detailed analysis of 5 selected users that
there is a huge variety of different cases which could easily be distinguished by
the presented research, and which is one of the venues to be followed up in
future research. We showed that the removal of hashtags from the tweets prior
to processing only has a very minor influence on topical proximity.

6 Conclusion and Future Work

In this paper we have presented an analysis of topic and content similarity along
the twitter social graph. By computing similarity between users based on their
underlying topical proximity, and comparing it against a text-based term fre-
quency approach, we quantify the notion of topical similarity among micro blog-
gers and demonstrate distinct similarity patterns through a novel use of LDA.
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There are a number of implications of the results of this study for Twitter
users and application designers, particularly with respect to applications like
social recommender systems [17] wherein there is usually an accompanying set
of social links to augment traditional nearest-neighbor selection strategies. We
believe that our approach and findings can be applied across any corpus of text-
based content that has an associated underlying network structure. The results
of our topic-similarity analysis show that 1) there is generally a strong LDA topic
similarity between direct neighbors in the social graph, and 2) this value decays
to a standard value usually by the third hop, and in some cases at only two hops
in the Twitter graph. We showed that and how those findings can easily be used
to develop an LDA-based topical friend recommender.

Future research is directed towards the evolution of a concise framework for
automatic measurement of various qualities relevant to the user in a social net-
work. The exploitation of this framework for building applications and evaluation
of recommender systems is an obvious opportunity for us and others alike.
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Abstract. In this paper we present an intelligent knowledge fusion and decision 
support system tailored to manage information on future social and technological 
trends. It focuses on gathering and managing the rules that govern the evolution of 
selected information society technologies (IST) and their applications. The main 
idea of information gathering and processing here presented refers to so-called 
real-time expert Delphi, where an expert community works on the same research 
problems by responding to structured questionnaires, elaborating complex 
dynamical system models, providing recommendations, and verifying the models 
so arisen. The knowledge base is structured in layers that correspond to the 
selected kinds of information on the technology and social evolution, uses, 
markets, and management. An analytical engine uses labelled hypermultigraphs to 
process the mutual impacts of objects from each layer to elicit the technological 
evolution rules and calculate future trends and scenarios. The processing rules are 
represented within discrete-time and discrete-event control models. Multicriteria 
decision support procedures make it possible to aggregate individual expert 
recommendations. The resulting  foresight support system can process uncertain 
information using a fuzzy-random-variable-based model, while a coupled 
reputation management system can verify collective expert judgments and  
assign trust vectors to experts and other sources of information. 

Keywords: Foresight Support Systems, Complex Socioeconomic Models, 
Group Model Building, Knowledge Fusion, Intelligent Decision Support. 

1 Introduction 

The evolution of modern societies cannot be sufficiently explained without 
a penetrative study of its technological research, economic, political, and social context. 
A universe of objects, events and dynamical phenomena, and relations between them, 
has to be taken into account in order to carry out such a study. These form a complex 
system [1], [4], [6], [10], [18], [19], usually referred to as the Information Society (IS). 
Therefore, research on IS modelling methodology can provide clues to building 
foresight scenarios, eliciting social and technological trends, and planning of future 
development of information technologies (IT) and their application areas.  
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A collection of new IS/IT modelling approaches has been elaborated as part of the 
‘Foresight of the Information Society in the European Research Area’ (FISTERA) 
project [11] financed by the EU within the 5th Framework Programme and applied 
successfully to model the cohesion processes in the EU New Member States. Some of 
these methods, in particular the 8-element IS model [11] and the interdependence of 
trends, events and scenarios constitute the background to defining the knowledge base 
and information processing requirements of the Foresight Support System presented 
in this paper. Compared to earlier work on IS/IT models [1],[4],[6],[18], the research 
results presented in [11] have shown that it is possible to model the essential trends 
and phenomena of an IS as a discrete-continuous event system. However, building a 
holistic information system that would require large data sets and massive computa-
tion was beyond the research goals of earlier EU-funded projects focusing on 
qualitative analysis of IS phenomena, such as FISTERA. Creating a comprehensive 
computational model has been therefore left as an open challenge, cf. e.g. [9]. 

Having studied the findings of the above-mentioned research on IS/IT modelling, it 
becomes apparent that in order to follow the continuous emergence of essential new 
IT and consumer usage scenarios, it is necessary to analyze very large data sets that 
link different aspects of the IS/IT evolution in one future-oriented model. 
A straightforward conclusion, relevant to the scope and results of this paper, is that 
any individual product or technology is embedded in a complex technological, 
economic and social system in such a way that its evolution cannot be explained 
without investigating this system in a holistic way. The latter task can be accompli-
shed by establishing an appropriate knowledge base, capable of acquiring, storing and 
processing information from heterogeneous sources and characterized by different 
types of uncertainty. Furthermore, the results of the above projects have shown that 
the sole use of both classical econometric methods and narrative descriptions have 
proved to be insufficient for achieving adequate IT forecasts or scenarios. Therefore, 
it has been necessary to elaborate new computational methods based on discrete-event 
and time-series driven models, and novel decision support methodology to derive 
foresight-specific rankings and recommendations.  

In this paper we provide a report on the design, implementation and use of such an 
innovative information system equipped with an ontological knowledge base and 
endowed with analytical data processing mechanisms. It serves as the main 
component of an IT foresight-oriented decision support system, which will be termed 
also foresight support system (FSS) [20],[14], [2] to emphasize its specificity. The de-
sign and implementation of this kind of information system is based on a prior 
extraction, formulation and analysis of the general rules and principles that govern the 
evolution of key technologies [14]. In the implementation of the FSS here presented, 
special attention is paid to models used in the selected areas of information 
technology under review [9], in the full context of the information society and digital 
economy. However, the ideas applied to design the FSS described in this paper 
explore the general principles of organizing foresight research (cf. e.g. [2],[9],[11]) so 
that they are applicable to support prospective technological studies in other areas.  
The studies of different kinds of interactions within an IS led to the joint application 
of discrete-event systems, multicriteria analysis and discrete-time control.  
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To provide decision support to industrial enterprises, research institutions and 
governing bodies concerning IT-related R&D management and investment strategies, 
as well as the definition of legal regulations, a research project has recently been 
carried out in Poland [9]. Its results are to be constructively applied to developing 
technological policies and strategies at different levels, from corporate to internatio-
nal. A number of partial goals have been defined, which might help to achieve the 
ultimate objective described above, as well as being independent research aims in 
their own right. These include:  

• Implementation of an ontological knowledge base which stores heterogeneous data 
together with suitable technological models, trends and scenarios in the form of so-
called proceedings (records of operations) containing data together with records of 
their step-by-step analyses, results and assessments. 

• Elaborating or adjusting methods of multicriteria rankings suitable for IT manage-
ment and capable of generating constructive recommendations for decision makers 
as regards the prioritization of IT investments.  

• An in-depth analysis of several real-life industrial applications of the decision 
support system so arisen. The selected technological areas are submitted by 
industrial partners cooperating on the implementation of the project results. 

• A detailed analysis of technological trends and scenarios in areas such as 3D-based 
e-commerce, expert systems, decision-support systems, recommenders, m-health, 
neurocognitive technologies, quantum and molecular computing. 

Any of the above partial objectives should provide useful solutions to the technology 
management problems presented by the industrial stakeholders involved in the 
exercise. This would allow them to apply the knowledge gained to set strategic 
technological priorities and formulate IT and R&D investment strategies. This is 
discussed further in Sec.4.  

Although the general applicability field of the models studied in [9] is generating 
trends and foresight scenarios, they can also be used to better understand the role of 
global Information Society Technology (IST) development trends and to elaborate IS 
and IT policies in an optimal control framework.  

To sum up, the data processing methods presented here as a background to elicit 
trends and elaborate scenarios of decision-support and decision-making systems can 
be applied as a universal framework in any future-oriented socio-economic or socio-
technological study. As an example application that has been elaborated within the 
foresight project [9], we will present recommendations concerning the development 
of some types of decision support systems. 

2 The Principles of Information Society Modeling 

A user of a technological knowledge base could pose the following question: how 
does the development of selected information technology depend on global IT 
development, diffusion processes and on the integration of the IS around the world, 
driven by global socio-economic trends? We will investigate this question in more 
detail in the next sections. As regards the global environment, various factors should 
be considered such as falling telecommunication prices, the growth of information 
exchange through the internet, rapid diffusion of information on innovations and 
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technologies, the development of e-commerce, and free access to web information 
sources. The civil society evolution, driven by the growing availability of e-
government services and related web content, has been taken into consideration as 
well. Finally, the psychological and social evolution of IT users, including all positive 
and negative i-inclusion phenomena, has to be taken into account as a set of feedback 
factors influencing the legal and political environment of the IS. 

Due to the complex nature of decision technologies that rely heavily on cognitive 
and social phenomena, it is difficult to create a technology evolution model that is 
clear, unambiguous and concise. One of the aforementioned earlier findings [11] was 
that the composite indicators merging data from users with statistical information can 
rarely provide an adequate description of the technology parameter dynamics. 
Therefore, when performing the research described in this paper, it was decided that 
the use of aggregates as the basis of forecasts and recommendations should be 
restricted to the final visualization of the information retrieved. Instead, during the 
quantitative analysis phase we have used the basic social, economic and technological 
data embedded in a new class of input-output models that fit well into the specificity 
of this kind of technology. For instance, we can separately analyze different groups of 
potential users characterized by different preferences. Even though their full statistical 
characteristics are missing, we can explain the development of the market of 
complementary products that are distinguished by features corresponding to the 
consumers’ preferences. The actual parameters of the groups such as their size, spatial 
distribution etc. can be estimated ex-post based on market data.  

In [11] we have defined eight major subsystems of an IS, such as its population, 
demographics, legislation, IS policies, IT infrastructure, R&D etc. (cf. Fig.1). It has 
been applied to model the IS evolution in the EU New Member States.  

 

Fig. 1. An example of a causal graph linking the major groups of data used in the IS/IT model 

The causal graph presented in Fig.1 contains direct impacts only, i.e. those which are 
show within one modelling step. Indirect impacts may be obtained by multiplying by 
itself the coincidence matrix associated with the direct impact graph. Dark blue edges 
denote strong direct dependence, medium blue indicates average relevance of causal 
dependence, and light blue denotes weak dependence between subsystems. The feed-
back directions are not marked as they may vary for different subsystem variables. 



250 A.M.J. Skulimowski 

The above assumptions allow us to define the scope of data to be gathered and pro-
cessed, and they hint at as regards procedures and models to apply. The characteristics 
of the information stored in the knowledge base are given in Tab.1.  

Table 1. The IS model characteristics stored in the knowledge base 

No. Data description Data type Data sources Typical size 
of a data set 

1. Time series describing quantitative 
variables in the IS model (macroecono-
mics, demographics etc.)  

monthly to 
yearly quotes 

Eurostat, 
national 
statistics 

80 to 100 x 
(20 to 200) 

2. Auxiliary financial time series (stock 
prices of IT companies, specialized 
equity indices, exchange rates, IT-
related commodity prices etc.)  

from tick-by-
tick to daily 

quotes 

financial 
information 
providers 

from 104x20 
to 105x500 

3. Metadata as an ontology: system desc-
ription, definitions of subsystems, 
variables, descriptions of event classes, 
assignment of variables and events to 
subsystems, relations between them 

OWL code, 
text, graphics, 
graph inciden-

ce matrices 

Experts and 
analysts 

involved in 
modelling 

Can vary 
strongly, e.g. 
about 10 MB 
in the exam-
ple in Sec.4 

4. Qualitative and quantitative 
characteristics of past events with the 
corresponding states of the system, 
links to data sources 

records with 
heterogeneous 

information 

event streams, 
news agencies, 

experts 

100 to 105 

events, 10kB 
per record 

5. Qualitative assessments and 
quantitative characteristics of relations 
between IS subsystems and between 
system variables 

structured 
expressions  

expert Delphi, 
statistical 

calculations 

~(104 +64) x 
(no. of 

experts) 
assessments 

6. Annotated source files (bibliographic, 
patent, personal, research projects, 
research institutions, IT companies etc. 
databases) 

texts, spread-
sheets, files 
with hetero-
geneous data 

automatic 
updates, ma-

nual data input 
and annotation 

from 10GB 
to  

1 TB 

 
During analysis of an IS, each subsystem shown in Fig.1. appears as a bundle of 

discrete events, continuous trends and continuous or discretized state variables. For 
instance, in the initial model of the Polish IS used in [9] there are 92 variables in total, 
while the number of variables describing subsystems ranged from 7 for the ICT sector 
to 17 for the R&D sector. The final set of quantitative characteristics has been selec-
ted from a total of 337 variables considered, based on an iterated two-stage procedure: 
an expert Delphi and calculating statistical relevance of causal relations with standard 
tests. This approach is justified by the insufficient length of time series (cf. Tab. 1) to 
rely solely on statistical methods and by the need to verify expert judgments with 
statistical tests even when their relevance was not perfect.  

The dynamics of the system can be derived from past observations forming vector 
time series. It can be described [15] by the following discrete-time dynamical system  

xt+1=f(xt,…xt-k,u1,…,um,η1,…,ηn), (1)
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where  
xt,…,xt-k, are state variables, xj:=(xj1,…xjN)∈IRN, 
u1,…,um are controls, ui ∈[ui-, ui+], for i=1,...,m, and  
η1,…,ηn  are external non-controllable or random variables, 
f is linear non-stationary with respect to x, and stationary with respect to u and η.  

The coefficients of f can be identified using least-squares or maximum likelihood 
methods on each subinterval of the modelling period where they were stationary. To 
cope with the non-stationarity in (1) that usually manifests in abrupt changes of 
parameters caused by internal (legal system, R&D) or external events, the evolution 
model was supplemented by a discrete-event system P [7], [10] that represents the 
dynamics of discontinuous variables, namely 

P=(Q,V,δ,Q(0),Qf) (2)

The notation used in (2) is explained in the following Tab.2. 

Table 2. The data characterizing the discrete-event component of the IS model 

No. Symbol 
in eq.(2) Data description Data sources Typical size of 

a data set 

Q 

The set of all feasible states of event-driven 
model components, stored as labeled 
narrative descriptions combined with Boo-
lean or fuzzy logic vectors  that model the 
occurrence of predefined state properties 

expert 
analysis of 

appropriate IS 
components 

10 to 100 per 
component 

Q(0) 
The set of initial states of event-driven model 
components, used together with causal links 
as a base to derive transformation rules for P 

legislation, 
R&D state-of-

the-art 

10-20 (=no. of 
discrete-valued 
components) 

Qf 
The set of reference (or final) states of event-
driven model components corresponding to 
alerts or to reporting the modelling results 

experts 
involved in 
modelling 

~10 MB 
(including 

descriptions 

V 

The set of admissible operations over the 
states of discrete system components, derived 
from rules governing legislation, principles 
of generating R&D results and innovations  

legislation, 
expert 

analysis of 
R&D 

10 to 100 
operations per 

each 
component 

δ 
δ : V× Q → Q – the transition function 
governing the results of operations over 
states, stored in form of rules  

expert Delphi, 
rules inferred 

from cases 

100-1000 rules  

 
Events in P are defined as pairs of states e:=(q1,q2), such that q2=δ(v,q1). Following 

the above assumptions concerning the controlled discrete-event variables, the operations 
from V may be either controls, i.e. the decision-maker’s actions over Q, or may occur 
spontaneously as the results of random processes. Furthermore, we assume that there 
exists a set X(Q) of quantitative or ordinal characteristics of states, which can be dete-
rministic, interval, stochastic, fuzzy etc. Although (2) is in principle asynchronous, one 
of the coordinates of X(Q) can be identified with time to couple (2) with (1).  

The evolution of the IS can then be modelled as a discrete-time/discrete-event  
system, where the mutual impacts of each of its elements are represented either in 
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symbolic form, as causal diagrams, or within state-space models. Some external 
controls, such as legal regulations and policies, are modelled as discrete-event 
controls, while the others, such as tax parameters or the central bank’s interest rates 
are included as discrete-time control variables in (1). The exogenous non-controlled 
variables include exchange rates, energy prices, demographic structure, attitudes to-
wards IT-related learning and so on. Both serve as inputs to the system (1)-(2), while 
basic social, technological, and economic characteristics are state variables in (1) 
linked by feedback loops. The parameters of (1) are functions of the states of (2), 
changing their values when the output X(Q) from (2) is modified by an event. After 
performing a simulation of external and random variables, and assuming a sequence 
of controls, output trends can be calculated, allowing us to model the influence of 
consumer and industrial demand on the IT development, research, production and 
supply of selected IT or IT-dependent products, as well as on GDP growth rates. 
Scenarios appear as the results of grouping trends and sequences of events, for differ-
ent variants of decision variables, random events, and external drivers. 

3 The Architecture of the Foresight Support System 

The above-presented expert system can serve as a framework to organize the overall 
information processing during future-oriented research, such as socio-technological 
foresight. Its main component is the ontological knowledge base fed by collective 
expert judgments, autonomous webcrawlers and updates by users. The information is 
verified, then processed by analytical engines. The knowledge base includes ontology 
management functionality, specifically ontology merging and splitting, evolution 
registering, operations on metadata and metadata updating protocols as well as the 
usual data warehousing functionalities such as automatic verification and updating.  

The main functionality of the above knowledge-based system, together with its 
analytical capabilities and automatic or supervised knowledge acquisition, update and 
verification, is to respond to queries submitted by users and to support their decisions. 
Further functionalities, such as content marketing, can be included as separate 
modules. The structure of the system is illustrated in Fig.2 on the next page. It shows 
the generic structure of the knowledge base, while the architecture of a particular 
instance of the system will depend on the scope of applications. The focus areas of the 
research reported in this paper, which are also reflected in the scope of the knowledge 
gathered and processed and in the system  architecture, are listed below: 

• Key IS application areas (e-government, e-health, e-learning, e-commerce) 
• Expert systems, including decision support systems and recommenders 
• Machine vision and neurocognitive systems, including man-machine interfaces 

The use of the system consists in applying the research and modeling results in the 
first two focus areas listed above to elicit development trends and scenarios for more 
specific IT areas that depend on basic technological trends and socio-economic 
processes. Thematic databases store the area-specific information, while a common 
data block contains interdisciplinary information, such as macroeconomic data, social 
characteristics (employment, education, demographics), geographic information and 
other potentially useful data. The common block is used for providing decision-
making support during specific thematic analyses. 
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Fig. 2. The scheme of the knowledge base within the foresight support system 

The Analytic Machine I contains specialized data fusion algorithms such as: 

• Delphi questionnaire analysis, where each Delphi question is associated with 
a trend or a future event in (1)-(2), 

• trend-impact and cross-impact analysis based on experts’ judgments,  
• consumer preference models, which are to be integrated according to [3], [9], 
• specific sector and market models concerning education, health care services, me-

dia, internet advertising, quantitative information markets, 
• a package of simulation procedures, adaptive trend algorithms and autoregressive 

time series forecasts. 

The R&D trends are derived primarily from biblio- and patentometric data that are pa-
rtitioned according to the time of appearance and the syntax of the query as proposed 
in [17]. Other relevant sources of information are technical product characteristics.  
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As a result of heterogeneous data fusion and processing, an instance of the system 
(1)-(2) is obtained. Specifically, the data stored in the knowledge base is used to deri-
ve the parameters of coupled discrete-event and discrete-time control systems thus 
providing a tool to elicit trends of state variables as trajectories to (1)-(2). The 
foresight scenarios are constructed as sequences of output trends and events. Mutually 
contradictory scenarios are filtered out using causal-anticipatory models [16]. 

A user’s query input to the system may define the time span and parameters for 
simulations, specify variables or events to be displayed or a composite output function 
to be calculated from the system variables. The user can also specify the data to be ta-
ken into account as a subset of resources available in the knowledge base and provide 
assumptions as regards his own or a stakeholder’s future decisions in the form of rules. 
They are then taken into consideration during the simulation. The knowledge gathered 
in the system is continuously updated, represented and processed using causal net-
works, rule generation from cases, and anticipatory feedback. The system is capable 
of indicating which data is missing to obtain trustworthy results, thus allowing for 
interaction with the user, who can input new data, extend its scope under considera-
tion, or start a new round of data acquisition from experts and external sources.  

Responding to a query, the system performs the required calculations and returns 
the specified trends, scenarios and indicator forecasts. All parameters of the model 
used, including the scope of data, and the results of calculations can be stored in the 
dedicated object-oriented database as simulation proceedings. They are available for 
further analysis by Analytic Machine II, for modifications or comparative analysis by 
the user, who can investigate model sensitivity to parameter change.  

The optimization and recommendation results are generated by Analytic Machine 
II based on outputs from Analytic Machine I. Its engine makes use of multicriteria op-
timization, outranking methods, ranking forecasts [12] and so on. Consequently, when 
using models (1)-(2) to generate optimal technological strategies or investment poli-
cies, the criteria and goals should be quantified by the user or external customer and 
associated with state variables, events and decision scenarios. A generalization of the 
multicriteria shortest-path algorithm [10] combined with discrete-time optimal control 
[14], [15] can then be applied to variable-structure networks that appear in the simul-
taneous optimal control of discrete-events [10] and discrete-time dynamical systems.  

If the recommendations require multicriteria rankings, their dynamic character has 
to be taken into account, i.e. future changes in the customer’s priorities after certain 
goals have been achieved or as a result of changing external circumstances. In the 
present implementation of the model, dynamic prioritization algorithms have been 
developed as tailored for IT ranking problems.  

While Analytic Machine I can respond mostly to research-related questions, any 
query from an external client will usually refer to the capabilities of Analytic Machine 
II. However, it must be processed making use of all the system components and 
databases, even if the global trends and general development models used are not 
visible in a reply. At this stage, if context-dependent information related to the 
specific area of the query is missing, the system may require additional input data, 
and to combine them with those input to the Analytic Machine I.  

In Sec.4 we will provide an example application of the above system to derive 
development trends for decision support and autonomous decision-making systems, 
which has been selected as the first focus area for the prospective study. The data 
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necessary to describe the development of decision-support technologies and related 
social, economic, and technological evolution characteristics has been extracted from 
the knowledge base created within the research project [9]. 

4 An Application Example 

After selecting the social, technological and geographical focus areas, which can 
correspond to an instance of the knowledge base outlined in Sec.3, the first task of an 
analyst is to obtain rankings of the technologies, markets and application areas with 
the most potential to be subjects of a detailed study. These rankings result from an 
expert and practitioner pre-delphi, which are merged interactively with the analytical 
outcomes from the knowledge-based system above. This stage of the prospective 
study is the least formalized as it should be tailored to the specific needs and customs 
of stakeholders. The common feature is a simple online questionnaire research,  
called “Delphi round 0”, where the users mark the most relevant items. Then the 
experts assess the results, review the data resources available in the knowledge base 
and determine the effort needed to gather the additional necessary information. The final 
selection of specific topics and a time horizon for the study is a result of a trade-off 
between the users’ needs expressed by aggregated ranks and resource requirements.  

In the case of decision support systems (DSS) and recommenders, which have been 
selected as the exploratory focus area in [9], cf. also [13], the pre-delphi phase 
resulted in the identification of the following key subareas, listed according to their 
pre-delphi relevance scores (best first): 

• recommenders for e-commerce (excluding banking and finance) 
o graphical (content-based) recommenders for multimedia  
o graphical (content-based) recommenders for 3D-e-commerce 

• recommenders for security and commodity trading  
• intelligent intermediary agents for negotiations, partner matching, e-commerce. 

Then for each of the subareas selected, the experts retrieved the keywords, geographic, 
temporal and other characteristics to be used when surveying the information in the 
knowledge base and acquiring additional data. A topical DSS-related ontology was 
created, which ended the preparatory phase of the study.  

According to the scheme presented in Secs. 2 and 3, the subsequent knowledge ac-
quisition, processing and analysis comprises the following five steps: 

Step 1. A common discrete-time model of the IS in Poland (1) with 92 variables has 
been updated to include the recent economic data and input price trends. The model 
parameters have been re-calculated and verified using the Granger causality tests. 
After the model iteration for the blocks of variables with statistically relevant A-mat-
rix (1) coefficients, or trend extrapolation for the remaining ones, we received the 
forecasts of GDP per capita, digital literacy indicator, unemployment, mobile tech-
nology penetration and other relevant trends. They all have been input to the new 
analysis instance (called DSS2025) in the knowledge base.  

Step 2. The DSS-related ontology served to retrieve from the knowledge base the list 
of most relevant technologies, methods and models to be used in the DSS. This phase 
was based on an automatic webcrawler search in external information sources 
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(bibliographic and patent databases, smart web search for products and technologies 
[14]). It yielded a.o. the following results: 

• GIS technologies able to evaluate or elicit geographic preferences within a speci-
fied area, capable of using advanced visualization techniques coupled with GPS, 

• DSS endowed with cognitive features, making it possible to avoid the negative co-
nsequences of decisions made by an irrational decision maker etc.  

• Mobile decision support technologies that can explore a Personal Preference 
Record available in the cloud. 

Step 3. An online expert Delphi was performed to complement the data gathered so 
far: verify the causal relations in the models (1)-(2), identify the market trends and the 
external events that may influence the model parameters, such as expected legislation, 
political decisions and IPR impact. It included the elements of risk analysis as well: 
the respondents could identify barriers, opportunities, threats and challenges for the 
DSS production and use. 

Step 4. The fusion of all information gathered so far has been the most crucial point in 
the overall study as the quality of output information influences directly the success 
chances of the users. A dedicated information processing method has been elaborated as 
a merger of discrete-event simulation (2) and the well-known trend-impact analysis [8]. 
All events have been originally regarded as 0-1-valued functions on the predefined time 
interval Ω, in our case Ω=[2012,2025]. Then, depending on the event character, the 
event variables have been converted to continuous functions, using the Delphi responses 
and technological trends elicited from the bibliographic and patent analysis. They have 
been interpreted either as fuzzy (partial) events or cumulative distribution of the event 
occurrence probability, or as a combination of both. The influence of events generated 
from (2) on the outputs from (1) was performed by multiplying the latter by the event 
variables. The whole process was repeated iteratively until convergence was reached. 
Finally, the following salient trends concerning future development of decision support 
systems (DSS) until 2025 have been obtained (cf. Tab.3 below). 

Table 3. Selected DSS-related trends until 2025 

Technological/consumer trend description Present 
value 

Value in 
2020 

Value in 
2025 

Penetration of the mobile DSS in OECD 
countries (in % of mobile phone users) 

3% 60% 80% 

Seeking advice from an online medical 
DSS (in % of Internet users, EU) 

18% 45% 70% 

Share of financial investment decisions 
made with  DSS (in %, OECD) 

65% 80% 95% 

DSS as a component of social media 5% 60% 95% 

Share of DSS using multicriteria analysis 
(except simple scoring) 

35% 50% 80% 

Source: Delphi and causal trend analysis in [9],[13] 

Step 5. The quantitative results have been described in form of recommendations to 
the software analysts and researchers, specifically, we claim that: 
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• the role and degree of sophistication of OR-based methods applied in DSS will 
grow, especially multicriteria optimization, uncertainty models and management,  

• the class of decision problems regarded as numerically non-tractable will shrink, 
• DSS will converge with search engines and intelligent data mining agents; the 

latter will complete missing data that might help in solving decision problems 
supplied in the client’s queries. 

The above presented example shows how the results produced by the information 
system allow the users to characterize the evolution of selected technologies as well 
as rank and position the companies, countries or regions under review in terms of 
development of a particular technological area. For instance, the above presented 
future characteristics of the DSS market are helpful in assessing the competitiveness 
of DSS suppliers. The systematic specification of key technologies, focus areas, me-
thods and models within the above presented approach allows us, in turn, to perform 
targeted research on trends and scenarios concerning the objects selected in an effi-
cient way. Its results can then be used to re-examine technological evolution princip-
les in the knowledge base, thus forming a consistent interactive and adaptive model.  

A real-life example of a typical industrial user of the above research results is an 
investment fund focused on 3D and virtual reality technologies for modern e-commer-
ce applications. When making investment decisions the management of the fund takes 
into account IT development trends and rankings of prospective products, technolo-
gies and markets elicited during a foresight exercise. At a higher decision-making 
level, dynamic ranking methods [12] are used to rank corporate development policies, 
which concern the sector, size, or regional preferences regarding targeted markets or 
portfolio structure [8]. At the lower decision-making level, rankings are implemented 
as investment rules, by assigning funds to specific undertakings. Each assignment is a 
function of time and of external logical variables, the latter representing the changes 
in higher-level ranking and the states of external socio-economic (including financial 
markets) situation and research environments. The trends and scenarios generated by 
the system (1)-(2) are used to establish future investment rankings in an adaptive way. 
In particular, based on the feasible scenarios found at moment t0, the management of 
the fund can calculate corresponding future rankings for t= t0+1, t0+2,…,t0+k. This 
makes it possible to input into fund allocation planning more knowledge coming from 
systematically updated foresight results in the form of future recommendations and 
real options. Apart from rationalizing the time order, financing IT and market 
expansion projects, investment policy ranking may also help to determine 
organizational structure, future human resource and budgetary needs, and actions to 
be taken when priorities change as a result of external events [12].  

5 Conclusions 

The main user group of the recommendations and future prospects produced by the 
system described in Secs. 2 and 3 are policy makers at different levels as well as R&D 
and educational institutions on the key directions of development, and on the demand 
for IT professionals. Moreover, the global trends concerning the economy- and consu-
mer-behavior-driven diffusion of IT innovations and technological characteristics of the 
IS evolution can provide clues to innovative IT companies seeking technological 
recommendations and advice concerning R&D priorities. This information will also be 
useful for corporations from different sectors that invest in IT. Foresight outcomes can 
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situate the IT project portfolio management and fund allocation strategies within the 
macroeconomic, political, technological and research environment by providing recom-
mendations, relative importance rankings, trends and scenarios [12]. More objective and 
quantifiable future technological and economic characteristics will enable us to define 
more appropriate policy goals and measures to implement. The quantitative characteris-
tics of the technological evolution can provide direct clues to IT providers, specifically 
DSS, as regards future demand for their products.  

Comparing quantitative and descriptive approaches to elicit technological trends 
and build scenarios, it is noticeable that the approach of extracting evolution rules 
prior to a scenario analysis proved especially useful in the case of converging infor-
mation societies, as exemplified by the IS/IT trends in the EU States which acceded in 
2004 and 2007 [11]. The progress of the cohesion process seven years after the IS fo-
resight results in these countries were published [11] confirms the adequacy of the 
modelling methods developed by a good coherence of forecasts and their ex-post ve-
rification. Furthermore, the architecture of the knowledge base designed originally as 
a foresight support system, and the hints resulting from its applications can contribute 
to the mainstream of knowledge science development (cf. e.g. [5]), as an example of 
an information system based on participatory modelling by experts and stakeholders.  

The foresight results provided in [11] can be used as arguments supporting our 
claim that trustworthy Information Society trends, scenarios and rankings for the 
following 12-15 years can be derived using the methods applied in [9], some of them 
described in this paper. Such results can have useful applications in planning corpora-
te strategic IT development. In particular, the investigation of selected technology 
areas within the IT foresight project [9] can provide constructive recommendations to 
companies interested in the development of DSS for e-commerce applications.  

Another type of result that can be derived from the information gathered in the 
knowledge base is the model of adaptation of new software versions to the changes in  
consumer behaviour and technological progress. The product line evolution model 
described by (1)-(2) together with the research on the evolution of the consumers’ 
preferences can provide clues to IT providers about future demand. They can also 
give R&D and educational institutions some idea of the most likely directions of de-
velopment and demand for IT professionals, exploring the interdependence of the 
corresponding components of the model (1)-(2). Moreover, the general IS evolution 
model presented in Secs.2 and 3 can be useful for the analysis of global socio-
economic trends that influence the development of the digital economy in a country or 
region, thus useful to the policy makers at national or regional levels.  
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Abstract. With the proliferation of the social web questions about information 
quality and optimization attract the attention of IS scholars. Question-answering 
(QA) sites, such as Yahoo!Answers, have the potential to produce good an-
swers, but at the same time not all answers are good and not all QA sites are 
alike. When organizations design and plan for the integration of question ans-
wering services on their sites, identification of good answers and process opti-
mization become critical. Arguing that ‘given enough answers all questions are 
answered successfully,’ this paper identifies the optimal number of posts that 
generate high quality answers. Based on content analysis of Yahoo! Answers’ 
informational questions (n=174) and their answers (n=1,023), the study found 
that seven answers per question are ‘enough’ to provide a good answer.  

Keywords: Q&A sites, CQA, Optimization, Web 2.0, Information Quality. 

1 Introduction 

One of the goals of IS research is to find ways “to increase the timeliness, accuracy, 
and completeness of information at a minimum of costs---economic, cognitive, politi-
cal, social, affective, and physical. At the heart of IS research, then, is a complex op-
timization problem” [1, p. 13]. As such, it is not surprising that information quality is 
a focus of much IS research (e.g., [2, 3]). The challenges associated with information 
quality, both conceptual and practical, are not new but, with the adoption of informa-
tion technology, organizations are faced with additional challenges. This complexity 
further intensifies as organizations try to leverage the potential of the social Web, 
mass collaboration, and free and open source software (FOSS). Thus, scholars have 
examined the potential and challenges associated with organizations using FOSS [4], 
and the potential of cost reduction and innovation by means of crowdsourcing [5, 6, 
7]. With these complexities in mind, optimization is still one of the core challenges in 
IS research and practice. 

The proliferation of mass information production on the social Web (e.g., Wikipe-
dia, Yahoo! Answers) raises many questions about the reliability of user-created con-
tent.  Empirical support for the potential of crowdsourcing, for example, is provided 
by consistent reports that the quality of Wikipedia entries is as good as those in tradi-
tional encyclopedias (e.g., [8]) and that the Wikipedia Reference Desk is as good as 
reference services provided by libraries [9]. At the same time, concerns about the rise 
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of a culture of mediocrity fostering a cult of amateurs [10] where everything is mis-
cellaneous [11]. 

Scholars try to explain why and how the participatory nature of Web 2.0 provides 
an infrastructure for achieving high quality knowledge production. A popular expla-
nation suggests that it is the “wisdom of crowds” [12]. Another explanation comes in 
the form of Linus' Law: "given enough eyeballs, all bugs are shallow" [13]. However, 
‘enough’ may mean some but not too many, as the cliché argues that too many cooks 
can spoil the broth. In the context of FOSS, this rationale leads to Brooks’ Law [14], 
which claims that increasing the number of developers in a project can introduce inhe-
rent coordination complexity that may hinder group performance.  

Like FOSS and Wikipedia, Question Answering (QA) sites draw on mass collabo-
ration and user participation. They are based on the idea that “everyone knows some-
thing” [15, p. A01], and that through collaborative knowledge production, users can 
provide answers to questions that are being asked. The growing popularity of these 
sites in terms of the number of users, questions, and answers is fascinating. For exam-
ple, Yahoo! Answers is among the most frequently consulted reference sites, second 
only to Wikipedia. By the end of 2009, Yahoo! Answers boasted 1 billion questions 
and answers, 179 million users, and over 200 million visitors worldwide [16]. If QA 
sites provide high quality information while reducing costs, then organizations can 
utilize similar mechanisms for mass user participation to improve their services; spe-
cifically, information intermediation services can leverage this potential through 
crowdsourcing their services. While the potential benefit of QA sites providing quali-
ty information has been empirically documented (e.g., [9, 17]), great caution must be 
advised because information quality varies between answers and across different QA 
sites (e.g., [17, 18]).  Assuming that answer multiplication (many answers can be post-
ed for a single question) is beneficial, a few questions should be addressed: Is there an 
optimal number of answers/answerers per question that leads to the best outcomes in 
terms of information quality?  How many answers per question are ‘enough’ to pro-
duce a good answer?  Is it possible that after an optimal number of answers have been 
posted, the added value of additional answers is minimal or may even hinder answer 
quality? Is it likewise possible that many answers are still not ‘enough’ and that, re-
gardless of their number, answer quality is low? This optimization issue is critical 
when organizations design and plan for the integration of QA services on their sites. 
The goal of this study is to answer the question: How many answers does it take to 
provide a good answer on QA sites? 

Content analysis of informational questions (n=174) and their multiple answers 
(n=1,023) from Yahoo! Answers was performed at two levels of analysis. Findings 
reveal that answer multiplication significantly improves answer quality and that, in 
order to provide a reliable answer, seven answers per question are ‘enough’.  

2 Background 

2.1 Question Answering Sites  

There is a growing body of research on QA sites that focuses on information retrieval, 
information seeking behavior and use, information intermediation, and the social 
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dynamics of these online communities (e.g., [9, 17, 19, 20, 21, 22, 23, 24, 25]). In 
their respective areas researchers argue that QA sites change information creation, 
dissemination, intermediation, retrieval, seeking, and use. Most of these studies have 
focused on Yahoo! Answers; some have examined other QA sites, such as Answer-
bag, [20, 26, 27], Wikipedia Reference Desk [25], and Naver [28], while several have 
examined and compared multiple QA sites in their studies [9, 17, 24, 29]. One com-
mon motivation for research in these domains follows the assumption that there is 
added value in achieving a better understanding of the question answering process 
(information intermediation, information reuse, and information retrieval) and out-
comes (information quality in terms of answer quality). Information retrieval re-
searchers, for example, assume that the crowd produces information that should be 
archived and reused because of its quality. This assumption justifies their efforts to 
identify high quality answers, incorporating social aspects such as user reputation and 
user ranking of answers.  

The popular assumption about the potential benefits of collaborative question ans-
wering should not be taken for granted; it has been challenged because empirical find-
ings show that information quality varies not only among answers but also across 
different QA sites [9, 17, 29]. Despite the fact that all QA sites exploit similar colla-
borative mechanisms to enable mass user participation, answer quality varies amongst 
them [9, 17]. Therefore, it is still unclear whether the crowd improves answer quality 
at all. The present study tries to address this gap, aiming to determine whether answer 
multiplication improves information quality.  

This study tries then to uncover the conditions that can produce good answers, 
mainly by identifying the optimal number of answers per question and by asking how 
many answers are needed to yield a reliable answer. This optimization effort is critical 
for the future design and implementations of next-generation QA systems. It is also 
useful to examine whether common FOSS laws are applicable to QA sites. Specifical-
ly, assuming that bugs resemble questions in that they need to be identified or asked, 
processed or answered, and solved by the crowd, the study aims specifically to test 
whether Linus’ Law is relevant here. In the context of QA sites, Linus’ Law can be 
stated as follows: ‘given enough answers, all questions are answered successfully.’  

Posing this statement in the context of QA leads to three main challenges; the 
meaning of ‘all’ questions, the meaning of being ‘answered’, and finally, the meaning 
of being ‘answered successfully’. First, not ‘all’ questions that are posted on QA sites 
are answered (e.g., [9, 17]). Response rates range between 16%-96% per QA site 
(rates of no response ranges between 4%-84%) [9]. Second, different types of ques-
tions might call for different answers and might require different evaluation criteria 
(e.g. [21, 23]); thus considering ‘all’ questions becomes a complex task. Third, what 
constitutes an answer is yet another challenge. For example, simply responding to a 
question with a random statement does not seem to be an answer to the question. 
Moreover, an answer could be 1) an individual post; 2) all posts for one particular 
question; 3) an answer that collaboratively co-authored by more than one user; or 4) a 
chosen “best answer”. Fourth, having an answer does not guarantee that the answer is 
of high quality (even when it is chosen as “best answer”). Thus, that a question has 
been successfully answered could mean different things to different scholars and the 
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challenge of determining what makes a good answer becomes apparent. There are 
multiple points of view as to what constitutes a good answer and how answer quality 
should be evaluated, which include user rankings of “best answers”, user reputation, 
user satisfaction, and content criteria of answers, such as answer accuracy and com-
pleteness [9]. Taking into account these challenges, this paper aims to identify what 
constitutes ‘enough’ in the context of question answering. 

2.2 Information Quality and Answer Quality 

Scholarly publications about information quality are mostly practical and less theoret-
ical [2]. Likewise in reference research, where answer quality has been assessed, “a 
lack of attention [has been] given to theory” [30, p. 3]. Information quality has at-
tracted much research attention across many scholarly communities; among them are 
scholars engaged in information systems (IS) research and library and information 
science (LIS). In IS research for example, information quality is one of the key factors 
that affect IS success [e.g., 31] and in LIS information quality was examined, for 
example, through the lenses of information seeking behavior research [e.g., 32] and 
reference research [33, 34].  

Information quality is a multidimensional construct with many different definitions 
and attributes [35]; it has been the center of attention well before the introduction of 
the social web. With the increase interest in the quality of user-generated information, 
the concept continues to capture scholarly attention. Two different approaches to 
information quality seem to be prominent [35]. The first is subjective, focusing on 
users’ judgment of information credibility [22, 23, 32] or user perceptions of fitness 
of use [35], and the other focuses on objective measures of an information artifact (a 
website or an answer), such as accuracy and completeness [25, 33, 36]. The utilization 
of the second approach to information quality in the study of answer quality on Q&A 
sites can be useful, but poses certain challenges, as the artifact is dynamic and multi-
faceted. Under the objective approach, high quality answers were determined based 
on content analysis of the answers [17, 19, 25, 26, 37]. Scholars that analyzed the 
content of answers have found, for example, that better answers are longer [17, 37, 
38], or include references to external sources [26]. Interestingly, question category, 
answer accuracy and completeness, and length of answer are significant predictors of 
answer quality, whereas asker’s and answerer’s authority and reputation are not [37].  

Prior research on answer quality on QA sites has primarily assessed quality using 
the subjective approach and was based on user rankings of “best answers”. However, 
user rankings are problematic because they provide a subjective measure of answer 
quality. Poston and Speier [39] argue that, “rating validity, [which] describes the de-
gree to which the rating reflects the intrinsic quality of the content … may be low for 
a variety of reasons … [it is] inherently subjective and voluntarily provided, resulting 
in mismatch between the true quality of the content and the rating given … [and] 
those submitting ratings may manipulate ratings…” [39, p. 223]. For example, in 
29.8% of cases where users chose “best answers” in Yahoo! Answers, their selections 
were based on socio-emotional criteria rather than on the content or utility of the an-
swer [22]. Another method to identify answer quality is by tracking user reputation. 
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This method is based on the assumption that certain users are more likely to provide 
better answers than others [40]. Examples of this approach include the ranking of 
authoritative responders using link analysis [41, 42]. Other ranking methods measure 
users’ reputations based on their activity levels (e.g., [37, 40, 43], their focus on one 
subject area [44], their credibility (authority), or the number of “best answers” they 
have previously posted [37, 45]. However, this approach is also problematic because 
even users with good reputations do not always provide high quality answers.  

Measuring answer reliability by focusing on answer accuracy and completeness is 
another common approach in quality assessment on QA sites [9, 17, 25, 37, 46]. Un-
der this objective approach, high quality answers have been determined based on 
content analysis of the answers [17, 19, 25, 26, 37]. Scholars analyzing the content of 
answers have found, for example, that better answers are longer [17, 37, 39], and 
include references to external sources [26]. Researchers argue that different questions 
warrant a different type of answers and that not all measures of quality should apply 
to all answers [9, 23, 47]. They differentiate between conversational and information-
al questions [47], subjective and objective questions [48], or navigational, informa-
tional, transactional, and social questions [49]. 

QA sites are socio-technical systems where many different facilitating conditions 
can affect the quality of answers that can be found on them [18, 20, 24]. This led to 
the development of theoretical frameworks that integrate both the objective and sub-
jective approach to determine QA sites effectiveness [e.g., 18, 37, 40]; answer quality 
is an important component in all of these frameworks. The present study examines the 
relationships between two components in the social reference model [18]: number of 
users (counting their posts) and answer quality (using reliability measures) under the 
objective approach to information quality. Given the lack of attention in these frame-
works to the issue of optimization, the present study focuses on optimization. It also 
tests their underlying assumption that the crowd, by providing multiple answers to a 
given question, answers questions well enough.  

3 Method 

3.1 Data Collection 

Data were harvested from Yahoo! Answers, using a Perl program that was set up to 
collect on July 10th 2008 the most recent question per category over a 24-hour period 
at a random minute of every hour (24 points of time), and, 24 hours later, to collect all 
of the relevant answers. Using this method, a random sample of 585 transactions was 
collected. Yahoo! Answers was chosen because it is the most popular QA site [50]. A 
transaction includes a question and a whole answer. A whole answer includes any 
number of answers; most of the time the whole answer includes multiple answers. 
Transactions that include a “best answer” are resolved transactions. A question be-
comes a Resolved Question when a Best Answer is chosen. After a question becomes 
Resolved it stays in Yahoo! Answers and is available for searching and browsing. The 
Best Answer remains open to receive comments and ratings from the community. 
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Very few questions received a high number of answers and many of the questions 
received either very few or no answers at all. The number of answers per question 
varied between zero and 60 (M=6.12, SD=7.52), and while 70% of the questions re-
ceived more than one answer, 16% of questions received no answers.  

The amount of time that passed between the initial posting of questions and the 
posting of first answers ranged between 0:01 and 34:33 hours (M=1:01, SD=3:41). 
The amount of time that passed before last answers (in the data set) were posted 
ranged between 0:03 and 57:31 hours (M=6:24, SD=9:52). 

Because different credibility criteria for informational and conversational questions 
were reported by users of Yahoo! Answers [23], the aim in this study was to focus 
further analysis only on informational questions. The questions were categorized, 
either as conversational or informational, using the following definitions [47, p. 759]: 

Informational questions are asked with the intent of getting in-
formation that the asker hopes to learn or use via fact- or advice-
oriented answers. An example: What's the difference between Bur-
ma and Myanmar? 

 
Conversational questions are asked with the intent of stimulating 

discussion. They may be aimed at getting opinions, or they may be 
acts of self-expression. An example: Do you drink Coke or Pepsi? 

First, the transactions were sorted into one of the two categories by one coder and 
later, 30% of the data was sorted into categories by a second coder to assure inter-
coder reliability and strengthen the validity of the study results [51]. Inter-coder relia-
bility was determined using simple agreement, also called percent agreement, which 
is based on the percentage of all codes that a pair of coders agreed on [52]. Inter-coder 
reliability resulted in 90% agreement, which is high; as a rule of thumb, co-efficiency 
of .90 or greater would be acceptable to all [51, 52].  

Seventy-three percent of the questions were informational (n=422), and the rest 
were conversational (n=163). Conversational transactions had significantly more an-
swers per question (M=9.74, SD=10.73) compared with informational transactions 
(M=4.92, SD=6.39).  

Two samples that complement each other were drawn from the informational ques-
tions data set for manual content analysis. The first sample was a purposeful sample 
of resolved transactions (questions with “best answers”) in line with prior research 
tendencies to include only resolved transactions; it included 74 transactions. Howev-
er, because the resolved transaction sample included only 17% of the 422 informa-
tional transactions and only 12% of the entire data set of 585 transactions, a second 
with 100 random transactions was collected. The random sample included transac-
tions with questions but no answers (n=19), transactions with answers but no “best 
answer” (n=65), and resolved transactions with “best answers” (n=16). The average 
number of answers per question was higher in the resolved transactions sample 
(M=7.81, SD=8.87) and lower in the random sample (M=4.45, SD=5.54) than it was 
in the entire informational questions data set.  
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3.2 Data Analysis 

To determine answer reliability level, a content analysis of 174 transactions and 1,197 
posts from Yahoo! Answers (174 questions and 1,023 answers in two samples), was 
conducted [53]. Content analysis of answers is a widely used method to evaluate an-
swer quality on QA sites (e.g., [17, 19, 26, 37]) because it enables the evaluation of 
answer quality based on quantifying the presence or absence of quality measures 
(codes) in the answer. 

Analysis was conducted at two levels: 1) transaction (n=174) – whole answer; 2) 
question-answer pair (n=1,023) – first answer and “best answer”. Quality rates for the 
whole answer, the first answer, and the “best answer” were coded. The first answer is 
the first answer posted in response to a question. The “best answer” is the answer 
chosen as “best answer” by the asker or by a community vote. The “best answer” 
encompasses feedback about the fit between question and answer and a selection of 
one answer as being of good quality. Coders do not define the “best answer” but de-
termine the quality of the individual answer that was chosen, in some transactions, as 
the “best answer.” Frequencies of reliability codes were aggregated for: whole an-
swer, first answer, and “best answer”, using three reliability measures: accuracy, 
completeness and verifiability. These three measures have been widely used in prior 
research on QA sites (e.g., [9, 37, 46]), and have been frequently used by Yahoo! 
Answers’ users in their information credibility judgments [23]. Accuracy, complete-
ness, and verifiability are of particular importance in judging the credibility of an-
swers to informational questions [23]: 

1. Accuracy of an answer refers to a correct response. 
2. Completeness of an answer refers to an answer that is thorough, provides 

enough information, and answers all parts of a multi-part question. 
3. Verifiability of an answer refers to an answer that provides a link or a refer-

ence to another source where the information can be found.  

Using these codes, two coders each coded the entire data set, assigning a value 
(yes/no) for each code (accuracy, completeness, and verifiability) to the transactions 
and the question-answer pairs. Coders were graduate students studying library and 
information science at a Midwestern university. They were instructed to determine the 
accuracy, completeness and verifiability of the answers “on the surface” [52] and 
based on their best judgment to verify information with external sources. Inter-coder 
reliability between the two iterations of coding of all the transactions was determined 
using simple agreement and Cohen’s Kappa. Inter-coder reliability was 92%, which is 
high [51, 52]; Cohen’s Kappa was .84, which means that there was almost perfect 
agreement between the two coders [54]. 

First, frequency tables were created for each of the two samples (the random sam-
ple and the resolved transactions sample), tallying the presence of codes (yes values) 
for the whole answer, first answer, and “best answer”. Then, the percentages of codes 
per answer were marked and statistical analysis using SPSS 17.0 was done. Later, the 
location of “best answer” was marked and cumulative quality rates were examined; 
data about the users, those who asked and answered questions in the random sample, 
were tallied as well. 
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4 Findings 

The results of the analysis of both samples at two levels of analysis (transaction and 
question-answer pair) are presented in Table 1. The two samples were compared on all 
three reliability measures (accuracy, completeness, and verifiability), for all three types 
of answers (first answer, whole answer, and “best answer”).  The differences between 
the samples were not statistically significant; the level of accuracy, completeness and 
verifiability for “best answer” and first answer did not differ between the samples, but 
the level of completeness for the whole answer was higher in the resolved transactions. 
In both samples, the whole answer and the “best answer” are significantly better than 
the first answer, and the “best answer” shows the highest levels of accuracy and com-
pleteness (Tables 1). Verifiability levels are very low for both samples (Table 1).  

Table 1. Rates on single variables 

 Accurate Complete Verifiable 

Resolved transactions (n=74)  

Best Answers % 95% 96% 16% 

# 70 71 12 

Whole Answers % 89% 96% 18% 

# 66 71 13 

First Answers % 68% 62% 9% 

# 50 46 7 

Random sample (n=100)  

Best Answers 16 resolved questions 88% 94% 13% 

81 answered questions 17% 18% 2% 

100 posted questions 14% 15% 2% 

# 14 15 2 

Whole Answers  
 

81 answered questions 89% 84% 14% 

100 posted questions 72% 68% 11% 

# 72 68 11 

First Answers  
 

81 answered questions 78% 57% 11% 

100 posted questions 63% 46% 9% 

# 63 46 9 

 

The findings indicate that answer multiplication significantly increases answer 
quality in terms of accuracy and completeness. Information reliability for whole an-
swers is higher than for first answers.  
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While in both samples there are small differences in verifiability levels between the 
first answer, “best answer”, and whole answer, these differences are not statistically 
significant. Completeness levels in both samples, and accuracy levels in the resolved 
sample, are significantly different. The level of answer reliability in the resolved sam-
ple, differs between the first answers, “best answers”, and whole answers in terms of 
accuracy (χ²=29.91, df=2) and completeness (χ²=59.36, df=2), but not in terms of 
verifiability (χ²=5.82, df=2). Follow-up pair-wise comparisons show that: 1) first 
answers are significantly less accurate than whole answers (χ²=13.06, df=1) or “best 
answers” (χ²=24.18, df=1); 2) “best answers” and whole answers are equally accurate; 
3) first answers are significantly less complete than whole answers (χ²=34.84, df=1) 
and “best answers”  (χ²=34.84, df=1); and 4) “best answers” and whole answers are 
equally complete.  

In the random sample, the level of completeness is significantly different between 
the first answers, “best answers”, and whole answers (χ²=43.17, df=2). Follow-up 
pair-wise comparisons show that first answers are significantly less complete than 
whole answers (χ²=17.53, df=1) and “best answers” (χ²=37.01, df=1). 

As the results above indicate, answer accuracy and completeness improve for 
whole answers in comparison with first answers. Still, it is unclear how many answers 
are required to reach a quality of answer that is good enough. Looking at the average 
number of answers per transaction can provide one solution to this question. Accuracy 
and completeness levels improve with an average of 7.81 answers per question  
(resolved sample), and level of accuracy improves with 4.45 answers per question 
(random sample). In other words, 5 answers are enough for an increase in levels of 
completeness from first answers to whole answers, while 8 answers are enough for an 
increase in levels of completeness and accuracy. However, because the quality of 
“best answers” is equal to that of whole answers on all measures in both samples, it is  
 

Table 2. “Best answer” location in transaction  

“Best Answer” Location in Answer 1st 2nd 3rd 4th 5th 6th 7th 
 Resolved Sample 

Number of Answers (n=74) 21 12 9 4 4 4 6 

Cumulative Percent of Resolved 
Transactions (n=74) 

28% 44% 56% 62% 67% 73% 81% 

 Random Sample (2010 data) 

“Best Answer” Location in Answer 
(By Vote; n=48) 

26 11 2 3 2 1 3 

Cumulative Percent of Resolved 
Transactions (By Vote; n=48) 

54% 77% 81% 88% 92% 94% 100% 

“Best Answer” Location in Answer 
(By Asker; n=25) 

10 3 3 1 1 1 1 

Cumulative Percent of Resolved 
Transactions (By Asker; n=25) 

40% 52% 64% 68% 72% 76% 80% 
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possible that, if a “best answer” has been selected, fewer answers than the average are 
enough. It is likewise possible that the quality can improve beyond the levels of whole 
answers or “best answers” for resolved transactions with more answers than the aver-
age. Further analysis moving beyond the simple averaging of numbers was done next, 
looking into the optimization challenge. 

First, using data from the resolved sample, the cumulative percentage and frequen-
cy of “best answer” location have been noted (Table 2). In most of the transactions 
the “best answer” was one of the first three answers (59.45%), and in many cases the 
“best answer” was the first answer (28%). Only by the seventh answer did 80% of the 
resolved transactions have a “best answer”. 

Next, the random sample was revisited in November 2010, when a higher percen-
tage of the transactions had been resolved (n=73 in 2010 compared with n=17 at the 
time of original data collection); these “best answers” were chosen either by the asker 
(n=25) or by a community vote (n=48). The cumulative percentage and frequency 
showing the location of “best answers” have been noted (Table 2) for these transac-
tions. All “best answers” chosen by the asker, and 80% of “best answers” chosen by a 
community vote were selected from the first 7 answers posted.   

The findings from both samples indicate that 7 answers are enough to achieve an 
accuracy rate of 95%. Further, while the findings indicate that it takes at least seven 
answers to achieve high quality information in the form of a “best answer”, high qual-
ity answers appear also before and after the “best answer”. The number of accurate 
and correct answers that are posted before the “best answer” strongly correlates with 
the “best answer” location (r=.86) and with the number of answers (r=.90). In fact, the 
total number of accurate and complete answers correlates with the total number of 
answers (r=.87) and there is a strong Pearson product-moment correlation coefficient 
between the number of answers and the location of the “best answer” in the transac-
tions (r=.93). Moreover, it was evident that only two answers were needed to achieve 
accuracy in more than 80% of the resolved transactions.  

To sum up, the findings indicate that: 1) answer multiplication, with or without the 
“best answer” feature, results in higher answer quality than the first answer; 2) for 
over 80% of the transactions, seven answers are enough to get good answers.  

5 Discussion 

Questioning the almost unquestioned belief that “given enough eyeballs, all bugs are 
shallow,” could be done through multiple lenses; philosophically, statistically, or 
empirically. This study treats empirically a variation of this belief and postulates that 
‘given enough answers, all questions are answered successfully’. It defines success as 
measured by answer accuracy and completeness. While probabilistically the argument 
that ‘given enough answers, all questions are answered successfully’ is a sound argu-
ment, in reality it can take an endless number of users (or answers) and a long time. 
The study determines that the number of answers that are needed for 80% of the ques-
tions to be answered successfully is the optimum. Under these conditions, the findings 
show that seven answers are enough to yield good answers for over 80% the ques-
tions, that answer quality improved with additional answers, and that there was no 
evidence of a number of answers, after which additional answers reduce quality. 
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As such, the findings do not provide evidence to support Brooks’ Law, which is a 
competing theory used in the context of FOSS. Brooks’ Law argues that there might 
be an optimum number of people involved in one successful project, but that adding 
more participants after reaching that point may hinder performance [14]. According to 
Brooks’ Law, Linus’ Law may not hold up ad infinitum. In the context of QA sites, it 
could mean that answers produced by large groups may be of a lower quality than 
those of smaller groups. In fact, resembling the inverse relationship between incen-
tives to contribute and group size [55], despite the fact the Yahoo! Answers is the 
most popular QA site (it has more users and questions than other QA sites), and that a 
question on Yahoo! Answer gets more answers on average than the Wikipedia Refer-
ence Desk, for example, answer quality on Yahoo! Answers was lower than that of 
the Wikipedia Reference Desk [9]. The findings of the present study, focusing only on 
Yahoo! Answers, show that additional answers only improved answer quality. Thus it 
can be concluded that the findings are in alignment with prior FOSS research that 
found evidence in support of Linus’s Law, rather than Brooks’ Law [4]. Schweik et 
al. [4] found that adding more developers improves the chances that the FOSS project 
will be successful, but they caution that the correlation between size and success does 
not necessarily mean that bigger groups produce better software, and that it is like-
wise possible that successful projects attract more contributors. Schweik et al. [4] 
claimed that size is only one factor that may contribute to the success of the FOSS 
project and, because they did not conduct multivariate analysis, it is possible that 
other factors could well serve as competing explanations. Similarly, Meneely and 
Williams [48] found empirical support for Linus’ Law, but they also found some sup-
port for Brooks’ Law and argue that their findings “do not necessarily negate Linus’ 
Law … [but that] they are a legitimate opposing force” [56, p. 460]. 

In addition to the support for Linus’ Law the findings of the study also show that 
answer multiplication leads to quality improvement (better accuracy and complete-
ness of answers). There was no evidence in prior research that supports this assump-
tion, yet, under the assumption that the crowd can produce good answers, scholars 
have made efforts to describe and understand the process of social question-answering 
[18, 20, 24]. In order to provide empirical support for this assumption, data was ana-
lyzed and compared at two levels of analysis; this comparison is essential when look-
ing into the benefits of answer multiplication. While quality improvement was evident 
for all three variables (verifiability, accuracy, and completeness), it was only statisti-
cally significant for two of them, accuracy and completeness. Answer verifiability 
was very low at both levels of analysis, for whole answers, “best answers”, and first 
answers, echoing prior research. For example, and only one out of ten messages on 
the Wikipedia Reference Desk includes references [25]. This dimension of answer 
quality is perceived to be very important by Yahoo! Answers’ users [23]. Low veri-
fiability levels not only correspond with, but also give rise to, concerns about infor-
mation quality and the lack of authority on the social Web. 

It is important to note that significant improvement in answer quality, in terms  
of accuracy and completeness, was also associated with “best answers.” While  
“best answers” are individual answers, their quality was equal to that of whole an-
swers. This may be due to the selection process of “best answers”, which involves an 
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additional step of information processing that includes feedback about the quality of 
the answer in light of the question. In fact, in two third of the transactions with “best 
answers” the choice of a “best answer” was a result of a community vote (48 “best 
answers” have been chosen by the community and 25 have been chosen by the asker).  

6 Conclusion 

This study shows that answer multiplication and user’s choice of best answers on QA 
sites significantly improves answer quality in terms of accuracy and completeness 
when compared with an individual (first) answer. However, the collaborative process 
did not produce a significant change in the (low) levels of answer verifiability. In 
support of the argument that given enough answers all questions are answered suc-
cessfully, the findings reveal that it takes seven answers to achieve a 95% accuracy 
level for resolved transactions and, on average, seven answers to achieve an 89% 
accuracy level for transactions that have not yet been resolved. 
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Abstract. Using recent insights from Cognitive, Affective and Social Neuros-
cience, this paper addresses how affective states in social interactions can be 
used through social media to analyze and support lifestyle behaviour. A compu-
tational model is provided that integrates both mechanisms for the impact of 
one’s emotions on behaviour, and for the impact of emotions of others on one’s 
own emotion. The model is used to assess the state of a user with regard to a 
lifestyle goal (such as exercising frequently), based on extracted information of 
emotions exchanged in social interaction. Support is provided by proposing 
ways to affect these social interactions, which will indirectly influence the im-
pact of the emotions of others. An ambient intelligent system based on this 
model has been implemented for the social medium Twitter. 

Keywords: Social media, emotion, lifestyle support, Ambient Intelligence. 

1 Introduction 

In order to achieve a healthy lifestyle people have to adopt behaviours such as eating 
healthy or increasing their level of physical activity. However, developing and main-
taining these healthy behaviours is for many a major challenge; e.g., [31]. Every New 
Year’s Eve the same resolutions are made when it comes to going to the gym more 
frequently or starting that diet. One of the problems is that decisions for these beha-
viours are mainly made in an unconscious manner, and are closely related to emotions 
associated to them; e.g. [9]. These associated emotions are in turn influenced by  
social interactions and social norms. It turns out that people are more successful in 
complying with their healthy lifestyle when they receive positive social support than 
when they don’t receive this support; e.g. [42]. Social influence is found to be funda-
mental for the maintenance of various health behaviors, such as smoking cessation, 
self-management for chronic patients, and weight loss; for example, see [11, 27, 41]. 
Also, the number of friends or family members and the frequency of social contact 
were found to be positively associated with higher physical activity levels [37]. As 
observed in [16], these findings indicate that social support can serve as a leveraging 
mechanism for achieving and maintaining a level of commitment and motivation for 
performing healthy behaviour (see also [19]). 

A first step to improve adherence to healthy behaviours may be the formation of 
social networks or communities that provide possibilities for mutual monitoring and 
support. Technologies that enable sharing information about health-related activities 
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can provide powerful support for healthy habits; e.g., [7]. Online social media such as 
Facebook or Twitter allow people to give short real-time update messages concerning 
their current activities and emotions [4, 17]. This direct visibility makes these  
platforms very suitable for seeking expertise and social support [16].  

However, potentially more consistent behaviour change can be achieved when a 
social network is provided with an automated intelligent system for monitoring, as-
sessing and supporting the network, for example, of the type as addressed in Ambient 
Intelligence; e.g. [8]. The main characteristics of Ambient Intelligence applications 
are that (1) they are nonintrusive, hidden in a person’s environment, (2) they are able 
to monitor using sensor systems, and (3) their interventions have a high extent of 
sensitivity to the context and state of the person. This perspective can be useful if the 
focus is not on individual persons but, as is the focus of this paper, on the social inte-
ractions they have. This means that both monitoring and interventions (mainly)  
target the interactions between people, and not individuals themselves. The aim such 
systems is to use analysis and promotion of social interactions between people in a 
network to stimulate healthy behaviour. To our knowledge, no earlier work exists that 
includes this approach of using support interventions in social media that are targeted 
on the interactions in a social network. 

In the approach presented in this paper the first step is to obtain information by 
monitoring the social interactions. This information is then used to create model-
based assessments about the states and processes of the individuals. Based on these 
assessments, interventions are generated. The underlying computational model for 
this approach makes use of recent insights from Cognitive, Affective and Social  
Neuroscience on emotion-related valuing in decision making and on mirroring of 
emotions; e.g., [21, 25, 38; 14, 30, 33]. The computational model addresses (1) how 
emotions affect behaviours, and (2) how these emotions can be affected by emotions 
of others. This computational model is used as a basis for monitoring, analysis and 
affecting the emotions expressed in the interactions in a social network. 

In the remainder of this paper, Section 2 provides a brief overview of the back-
ground knowledge from Cognitive, Affective and Social Neuroscience on the interac-
tion between emotions and behaviour, and on social contagion of emotions. Section 3 
presents the computational model. In Section 4 the design of the ambient system is 
described. Section 5 addresses how the model was used to implement a support sys-
tem using Twitter. In Section 6 an illustrative scenario is described which is generated 
by the system. Finally, Section 7 is a discussion. 

2 The Role of Emotions in Contagion of Behaviour 

Recent developments in Cognitive Neuroscience have revealed mechanisms behind 
the generation and contagion of affective states, and the roles they play in other men-
tal processes. In this section they will be briefly reviewed.  

In order to choose to perform a behaviour, usually unconsciously a number of op-
tions are considered, one of which is chosen based on some valuation. In a process of 
valuing these options, the predicted associated emotions are an important element.  
In recent neurological literature this has been studied in relation to a notion of value 
as represented in the amygdala; see, for example [24, 25, 35]. A role of amygdala 
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activation has been found in various processes involving emotional aspects. Usually 
emotional responses are triggered by stimuli for which a predictive association is 
made of a rewarding or aversive consequence, given the context, which may include 
certain goals. Feeling these emotions represents a way of experiencing the value of 
such a prediction, and to which extent it is positive or negative: this can be considered 
prior valuation of the option. Similarly, feelings of satisfaction are an important ele-
ment of retrospective valuation of what is experienced after behaviour has been cho-
sen. This idea of value is the basis of current work on the neural basis of decision 
making processes and economic choice in neuroeconomics; e.g., [24, 38]. 

In a social context emotions can play an even more important role, as their occur-
rence in one person can easily affect the same emotion in another person. This applies 
both to the emotions related to prior valuations of behavioural options, and to feelings 
of satisfaction about effects after behaviour was chosen. Therefore the idea of emo-
tion-related valuing can be combined with recent neurological findings on the mirror-
ing function of certain neurons (e.g., [14, 30, 33]). Mirror neurons are neurons that, in 
the context of the neural circuits in which they are embedded, show both a function to 
prepare for certain actions or bodily changes and a function to represent states of oth-
er persons. They are active not only when a person intends to perform a specific ac-
tion or body change, but also when the person observes somebody else intending or 
performing this action or body change. Indeed, if states of others are affecting some 
of the person’s own states that at the same time are connected via neural circuits to 
states that are crucial for the person’s own feelings and actions, then this provides an 
effective mechanism for persons to fundamentally affect each other’s actions and 
feelings. As mirror neurons make that some specific sensory input (an observed per-
son) directly links to the relevant own preparation states, mirroring is a process that 
fully integrates mirror neuron activation states in ongoing internal processes. This 
includes expressing emotions in facial expressions, or in language expressions as, for 
example, used in social media; e.g., [1, 3]. Thus it is assumed that the mechanism of 
mirroring provides a neural basis for emotion contagion via text-based interaction.  

Given the general principles described above, the mirroring function provides a 
mechanism by which emotions felt in different individuals about a considered beha-
viour mutually affect each other, and, assuming emotion-related valuing, consequent-
ly affect the valuation and choices for behaviour options.  

3 The Computational Model 

Following the conclusions from Section 2, to stimulate healthy behaviour, it will be 
fundamental to stimulate positive emotions and to minimize negative emotions people 
have related to these behaviours. In order to be able to reason about the emotional 
state of humans and about the consequences of social interactions on this state, a 
computational model has been developed. The model described here incorporates the 
elements as discussed in Section 2 in an abstracted manner. An overview is shown in 
Figure 1. In a particular context certain preparations for behaviour options BO are 
triggered. These options affect associated levels of certain emotions, which are also 
affected by emotions of others (by mirroring). These emotion levels in turn affect  
(as a way of valuing) the level of preparation for the option. In the remainder of this 
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section a more detailed specification of the computational model is discussed. Note 
that the model is described for a given, positive emotion. In the implementation the 
model has been applied as well in an independent manner to a negative emotion. 

 

 

 

 
 

 

Fig. 1. Overview of the computational model 

Some elements of the emotion contagion model used in this chapter were adopted 
from [10]. A number of aspects of the proposed computational model are distin-
guished that play a role in the contagion, varying from aspects related to an agent 
sending the emotion, an agent receiving the emotion, and the connection between 
sender and receiver; see Table 1. 

Table 1. Parameters for personal and social characteristics 

level of A’s (internal) emotion qA 

A’s emotion expression characteristic εA 

A’s openness for received emotion δA 

the strength of the connection from sender B to receiver A αBA 

 

Here qA denotes the internal emotion level of person A, which is distinguished from 
the emotion level xqA expressed by the person. In the expression of an emotion the 
personal characteristic εA plays a role; this depends on how introvert or extravert, 
expressive, and/or active or energetic person A is. These aspects correspond to the 
personality trait extraversion and sensation seeking. It represents to what extent a 
person transforms internal emotion into external expression: an introvert person will 
induce a weaker contagion of an emotion than an extraverted person. In the model it 
is assumed that the level of expressed emotion is proportional to the internal emotion 
level with proportion factor εA: it is taken as the product of the person’s internal emo-
tion level qA and the person’s expressiveness εA. The characteristic δA indicates the 
degree of susceptibility of A. This represents to what extent a receiver allows the emo-
tions received from others to affect the own emotion, and how flexible/persistent the 
person is emotionally. The characteristic αBA depends on the type and intensity of  
the contact between the two persons (e.g., distance vs. attachment). This αBA may be 
related to a combination of more specific aspects such as the directness of the emotion 
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contagion, and the relations between sender and receiver. The stronger the connec-
tion, the higher αBA and the more contagion will take place.  

The characteristics shown in Table 1 have been formalized using numbers in the 
interval [0, 1]. In addition, the parameter γBA is used to represent the strength by which 
an emotion is received internally by A from sender B, modelled as:  

γBA = εB αBA δA      (1) 

The model works as follows: if γBA is 0, there will be no contagion, if it is 1, there will 
be a maximum strength of contagion. If γBA is not 0, there will be contagion and the 
higher the value, the more contagion will take place. In a way γBA expresses the energy 
level with which an emotion is being expressed, transferred and received. The overall 
strength by which emotions from all others members in a social network N are re-
ceived by A, indicated by γA, is defined as  

γA = ΣB∈N\{A}  γBA      (2) 

For any A∈N, let  

qA* = ΣB∈N\{A} wBA qB     (3) 

be the weighted combined emotion levels from the other agents, where the weights 
wBA are taken proportional to εBαBAδA and normalised, as defined by  

wBA = εBαBAδA / ΣC∈N\{A} εCαCAδA  = εBαBA / ΣC∈N\{A} εCαCA           (4) 

The set of differential equations for emotion contagion is then described by 

ΔqA(t+Δt)  =  qA(t) + γA [qA*(t)  –  qA(t)] Δt   (5) 

for all A∈N.  
For each behaviour option BO the effect of emotion contagion for BO on A’s emo-

tion level for BO is combined with the person’s own emotion association to BO. 
Moreover, the emotion level and the context together affect A’s preparation for BO. 

qA,BO(t+Δt)  =  qA,BO(t) + γA,BO [ qA,BO*(t) + ω(2)
A,BO pA,BO(t) – qA,BO(t) ] Δt (6) 

pA,BO(t+Δt)  = pA,BO(t) + [ω(1)
A,cA,BO cA(t)  + ω(3)

A,BO qA,BO(t)  –  pA,BO(t) ] Δt   (7) 

Here the ω’s are the strengths of the relevant associations:  

ω(1)
A,cA,BO strength of association from context c of A to pA,BO   

ω(2)
A,BO strength of association from pA,BO  to emotion qA,BO  

ω(3)
A,BO strength of association from emotion qA,BO to  pA,BO   

Note that for a positive emotion ω(3)
A,BO is a positive number; for a negative emotion it 

is a negative number. 
The parameters εA, αAB, δB in this model define through the contagion strength γBA  the 

impact of members of the network on each other through their connections. These con-
tagion strengths could be kept constant over time, as was done in [10]. However, the 
model can describe more realistic scenarios if the connections also show development 
over time; some may become stronger, some weaker. The model here expands the exist-
ing model as described in [10] by considering a dynamical social network evolving over 
time based on such dynamic network characteristics. In particular, the connection 
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strength and expressiveness parameters αAB and εA are assumed to change over time 
depending on the different social interactions and emotion levels. More specifically, it is 
assumed that connection strength will increase with more frequent communication, and 
with higher emotional intensity of the messages that are exchanged. These assumptions 
are based on literature studies that show that connection (‘tie’) strength in both online 
and offline social networks is influenced by (i) interaction frequency, (ii) emotional 
intensity of content, and (iii) emotional support and closeness [13, 18, 12]. The number 
of questions asked in a message also conveys information about connection strength. 
For example, in [22, 23] it was found that many participants’ questions in online social 
networks were answered by friends they rated as close, and that closeness of a friend-
ship was a motivator to answer questions. Asking questions also identifies the asker as 
someone who could use some guidance or support. 

For the connection strength the impact is modeled as communication frequency 
value times average intensity over the last time unit, which can be considered as the 
overall intensity transferred per time unit: 

<connection impact>  =  frequency value . average intensity 

The frequency value is a function f of the frequency with values in the interval [0, 1], 
and average intensity is a weighted sum of the emotion levels expressed in the mes-
sages and a value in [0, 1] for the average number of questions in the messages during 
one time unit: 

average intensity   =  w1 . average positive emotion level + 

w2 . average negative emotion level + w3 . average question level 

So the connection impact becomes 

<connection impact>   =   f(frequency) * [ w1 . average positive emotion level + 
         w2 . average negative emotion level +  

 w3 . average question level ]                (8) 

Given this impact, the dynamics of the connection strength is modelled as follows: 

αAB(t+Δt)  =  αAB(t) + η [<connection impact>  -  αAB(t)] Δt    (9) 

Here η is an adaptation speed parameter. In the scenarios discussed in Section 6 the 
function f used is defined in a linear manner by: 

f(V)  =  V/4  when V≤ 4 
                                                          1      when V>4 

Adaptation of expressiveness over time is modelled in a similar manner as 

εA(t+Δt)  =  εA(t) + η [<expressivity impact>  -  εA(t)] Δt            (10) 

with <expressivity impact> the expressed emotion level divided by the internal emo-
tion level averaged (over the last time unit) for the positive and negative emotions: 

<expressivity impact>   =   average of  w4 xq-posA(t) / q-posA(t)  + 
w5 xq-negA(t) / q-negA(t)              (11) 

Here q-pos and q-neg denote the emotion levels for positive and negative emotion, 
respectively, and xq-pos is the expressed emotion level for the positive emotion and 
xq-neg for the negative emotion. 
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4 System Design 

The model presented in Section 3 can be incorporated by an intelligent system that is 
able to use the model to assess whether intervention is desirable. The system has been 
designed in an agent-based manner, using an ambient agent model adopted from [5], 
which also was used in [10]. The computational model is integrated as a domain 
model by embedding it within different components of the agent model. By incorpo-
rating a domain model within an agent model, the agent gets an understanding of the 
processes of its surrounding environment, which is a solid basis for knowledgeable 
human-aware intelligent behaviour. Three different ways to integrate domain models 
within an agent model are considered; see Fig. 2. The solid arrows indicate informa-
tion exchange between processes (data flow) and the dotted arrows the integration 
process of the domain model within the agent model. In the current paper the adapta-
tion model is left out of consideration. In future development this can be added, for 
example, to achieve on the fly parameter tuning. 

 

 

 
 

 

 

 

 

 
 

Fig. 2. Ambient support agent architecture and models used 

Analysis Model. This model component is used for the analysis and assessment of 
human states and processes. Some aspects of the states and processes related to hu-
man functioning can be directly observed, but often many relevant aspects only can 
be indirectly derived from such observation information. For such derivations it is 
useful to have a domain model integrated within the analysis model, which can be 
used to estimate states of the human (for past, present and future time points). Given 
these estimated human states, an assessment is made to verify whether there is any 
reason to consider support. As an example, the level of positive emotions of a given 
person in the network may be assessed as too low. 

The computational model described in Section 3 was integrated in the Analysis 
component of the ambient agent to analyze the (expected) dynamics of the humans in 
the network. Concepts needed in such a model for an ambient agent concern estima-
tions of the human’s states at different points in time; these estimations are described 
by the ambient agent’s observations and beliefs; in addition an assessment of the  
(expected) emotion state of persons in the network is needed. Such an assessment 
expresses that the emotion level of a specific person at some (future) time point  
is expected to be too low, compared to some desired norm (EN). The emotion levels 
are estimated by simulation of the computational model described in Section 3, in 
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particular the dynamic specifications (6) and (7). The parameters used are adaptive 
over time, based on direct observations of the expressed emotion levels (xqA) and on 
the text and sentiment analysis, using (9) and (10) from Section 3.  

Support Model. To generate intervention actions that fit with the assessment results of 
the analysis, a support model is used. An often-used approach in network interventions is 
to identify opinion leaders (i.e., persons who strongly influence the opinions, attitudes, 
believes, motivations, and behaviours of others [34]) to advocate healthy behaviours [40]. 
Opinion leaders can be identified for example by looking at the in-degree centrality, 
which is determined by the amount of incoming ties of the nodes in the network. Alterna-
tively, rewiring the network by changing the strength of links could be an even more 
powerful, though challenging, approach. Intervention techniques based on personal char-
acteristics also seem promising, as these characteristics determine a person’s behaviour. 
Considering both network structure and attributes of persons in the network simultane-
ously seems therefore a lucrative approach to intervention, although little work has been 
done to explore how such an approach can harness the positive effects of social influence 
[40]. As an example of such an intervention, a person in the network with strong expres-
sivity for positive emotions may encouraged to communicate more to one of his friends 
with negative emotions, in order to stimulate more positive contagion.  

The support model in this work uses a heuristic approach. The agent will reason 
about the proper actions that should be undertaken to achieve and maintain that the 
emotion levels of the members of the network are optimal for the desired behaviour. 
For example, it uses knowledge expressing that in case one’s positive emotion level 
(e.g., pride or joy) is expected to be lower than a given norm, other members of the 
network are to be detected that can play a crucial role in a negative or positive sense. 
Next, it could be suggested to these members to increase or decrease their impact on 
the target network member. Three main intervention types are distinguished to optim-
ize the emotion levels of a person A:  

• interventions to change the εB 
• interventions to change the αBA 
• interventions to change the δA 

In the current scenario, the agent could ask a person with a positive emotion level to 
be more expressive (increase the person’s expressiveness εB) or to interact more fre-
quently with the target (increase the connection strength αBA). As another example, if 
the target member A has many negative friends, he or she can be nudged to decrease 
his/her openness δA,, ensuring a decrease of negative emotion contagion strengths.1 A 
heuristic that is applied for positive emotion levels, viewed from the receiver’s per-
spective and the sender’s perspective, respectively, is the following: 

• Affect incoming contagion 

o let for a given network member A with low expected emotion level the members con-
nected to A with lower emotion levels have less impact on A, and  

                                                           
1 In order to establish what is the most preferred intervention method, an estimate of the feasi-

bility of these methods can be made. 
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o let the members connected to A with higher emotion levels have more impact on A 
• Affect outgoing contagion 

o let a given network member A with high expected emotion level, have more impact 
on the other connected members, and  

o let a given network member A with low expected emotion level, have less impact on 
the other connected members 

Members with ‘higher’ or ‘lower’ emotion levels can be defined as the members with 
the absolute highest or lowest emotion level, but also as members with emotion levels 
above or under certain thresholds. In general, two (low and high) emotion thresholds 
are assumed for this. For a network member with emotions levels under the low 
threshold, his or her impact on other members can be inhibited by (encouragement 
for) decreasing the person’s expressiveness, or by decreasing the connection strengths 
from this person to the other members. For negative emotion levels opposite heuris-
tics are used. 

5 Implementation of the System 

This section describes some details of the implementation made. 

The Twitter Environment. The system has been implemented in the Twitter context. 
Several studies indicate that Twitter can be very useful for purposes of monitoring and 
obtaining information relating to people’s health behaviour. For example, in [36] Twit-
ter was identified as a way to gather and exchange important real-time health data. Also, 
as noted in [16], ‘Twitter presents an interesting yet underexplored tool for health-
promoting activities’, and ‘Twitter might be a promising platform for leveraging social 
support to motivate health behaviour change’. Furthermore, the number of Twitter users 
is estimated at 75 million, making it one of the most popular social media [32]. 

In order to make sure that the ambient intelligent system is able to analyse the 
streams of communication between the participants of the experiment correctly, there 
are certain rules that need to be followed and explained to the users. First, the users 
need to add the support agent to their follower list. The support agent represents the 
ambient system on Twitter and applies the intervention actions by generating pro-
tected tweet messages, which are private messages intended only for the receiver(s), 
when needed; see [39]: About Public and Protected Tweets. After a user added the 
support agent to his or her follower list, the support agent adds the user to its follower 
list, making protected tweeting between them possible. Secondly, the users always 
have to add a specific hashtag to identify participation in a specific support domain, 
which, for the scenarios discussed in this paper, was #vusupport. Twitter enables the 
use of hashtags for the purpose of categorization and filtering; cf. [39]: What Are 
Hashtags?. Thirdly, the users need to use mention reply signs, or @ signs, for identi-
fying the recipient of the tweet message; cf. [39]: What Are Replies And Mentions. 
This way the ambient system can recognize the sender and recipient of the message, 
containing possible emotional content. Messages that do not contain a mention or 
reply sign are ignored by the ambient system. Lastly, the users need to communicate 
publicly to each other for the ambient system to be able to analyse the messages.  
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For capturing the public stream of tweets of the participants of the experiment, the 
Twitter public streaming API was used; cf. [39]: The Streaming APIs. The API pro-
vides low latency delivery of public tweets that satisfy the chosen keywords, or cho-
sen hashtags, that identify the specific support domain.2 

The ambient system was implemented using PHP as a programming language [29], 
MySQL as a database [26], and JSON as a data format for storing the values, relating 
specific users and specific time points in the database [15].  

Analyzing Transferred Emotions in Tweets. In the implementation the positive and 
negative emotions of messages are calculated in an independent manner, which means 
that the internal emotion q, the expressed emotion xq, the level of expressiveness ε, 
the contagion strength γ, and weights w relating to these variables, are represented 
separately for positive and negative emotion. In the scenarios discussed in Section 6, 
the connection strength α and openness for received emotion δ have been given the 
same values for positive and negative emotion, yet this could also be determined in-
dependently for both emotion types (for example, if it was assumed that the level of 
openness for received emotion can be different for positive and negative emotion).  

For the initial input values of the level of internal emotion q, a self-assessment of 
each user is required. In this implementation a simple questionnaire was used contain-
ing two continuous scales, one for positive emotion and one for negative emotion. 
The participant can select a point on the continuous scale reflecting his or her internal 
emotion. Furthermore, the scale is divided in 5 sub-intervals, ranging from 0 to 4, 
where 0 represents no emotion and 4 represents the highest level of that type of emo-
tion. The labels give the participant a sense where on the scale the internal emotion of 
the participant is reflected. The internal emotion q is then calculated by dividing the 
input from the questionnaire by 4, generating a value in the interval [0, 1]. The current 
expressiveness of emotion ε is calculated, by taking the expressed emotion xq, di-
vided by the internal emotion q. The internal emotion q can never be zero, as it is 
taken as a value at least in the middle of the lowest subinterval: q ≥ 0.1. Then this 
current expressiveness is used in the dynamic specification (10) in Section 3 to adapt 
the value for ε maintained over time. 

For the initial values of the openness for received emotions δ, the same type of 
scale and questionnaire as for the internal emotion is used. For measuring the ex-
pressed emotion xq, a sentiment analysis tool is used that classifies the tweets in type 
of sentiment. As is described in [4, 28], the empirical analysis of sentiment and mood, 
and opinion mining through user-generated textual data are currently developing re-
search fields. As the intended target group of this research is Dutch, it was chosen to 
use a sentiment mining tool that is currently in development, specifically designed for 
the Dutch language. This sentiment mining tool uses a bag-of-word approach com-
bined with a rule-based system, which analyzes the surrounding semantic context of 
the found sentiment words. When a tweet is analyzed and positive or negative words 
are identified, the semantic context is searched for negation words, strengthening 
words and weakening words. For the total of found word sequences, a scoring method 
is applied, which eventually leads to a final independent score for positive emotion 
and for negative emotion, scaled to values in the interval [0, 1]. These values can be 
                                                           
2 More information about the different types of Twitter APIs can be found at [38]. 
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directly compared with the internal emotion q, making it possible to calculate the 
level of expressiveness ε. Several alternative state-of-the-art approaches on how to 
extract sentiment from text have recently been discussed in the literature, for example 
in [2]. Because of the modular nature of the ambient system, one could easily replace 
a sentiment analysis tool with another solution that measures the sentiment of the 
message. 

As discussed in Section 3, the connection strength α between each sender and re-
ceiver for each time point is calculated by measuring the frequency of communica-
tion, the amount of questions in the tweet, and the intensity of emotion in the tweet. 
The frequency of communication is measured by counting the amount of tweets the 
sender sends to the receiver for that time unit, after which it is mapped to a value in 
the interval [0, 1], where 0 represents no communication and 1 represents a high level 
of communication frequency. In this implementation a linear function f was used as 
indicated in Section 3 in relation to (9) with 4 or more tweets per time unit being the 
highest level of frequency, mapped to 1. Also discussed in Section 3, the amount of 
questions is considered to be another indicative variable the connection strength. The 
amount of questions found in the tweets is averaged over the total frequency of tweets 
for that time unit, after which the variable is scaled to a value in the interval [0, 1] by 
using a similar scaling formula. Furthermore, the intensity of emotion contained in the 
messages is also considered to be indicative for the connection strength. To determine 
the intensity, the absolute values of both the positive and negative emotions in the 
tweets were summed up, and the resulting value was averaged over the frequency of 
tweets for that time point, and was mapped to a value in the interval [0, 1]. Following 
the calculation of the obtained frequency value, question value and emotion value in 
[0, 1], the connection strength α between each specific sender and receiver is calcu-
lated dynamically as described by (9) in Section 3.  

As input for the support model, the calculated (using (6) from Section 3) internal 
emotion value q, and the calculated connection strength α were used. With these val-
ues different types of interventions can be generated to specific communication part-
ners, for example focusing their connection strengths. It is easy to extend this type of 
intervention for the support model, for example, by also involving the level of expres-
siveness or openness for received emotion.  

6 An Illustrative Scenario  

In this section the proposed approach is illustrated by an example scenario. This sce-
nario simulates a period of 10 days with four persons: Alice, Bob, Carol, and Dave. In 
the first scenario, the system was used to only perform analysis and was not allowed 
to intervene. In a second scenario the system was allowed to intervene in order to 
establish positive emotions of the user related to a particular healthy behaviour. In the 
scenario, daily generated tweets were used as input for the states of the persons. The 
target behaviour is running (exercising) and it is assumed that the tweets are selected 
based on their content of running or jogging, by selecting tweets using the hashtags 
‘#jogging’ or ‘#running’.  
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In the scenarios, Alice, Bob, Carol and Dave have different personalities and dif-
ferent levels of experience with running. Alice has been running for many years and 
she is very excited about running. Bob is just starting out with jogging and needs 
some tips and tricks to become more experienced. Carol and Dave are both more ex-
perienced, but they have trouble keeping up their motivation and commitment to ex-
ercise regularly. Alice and Bob both have a high expressiveness ε, while Carol and 
Dave have more introvert characters, expressed by low ε’s. Openness δ is constant in 
this scenario: Alice and Dave are not so receptive and have a low openness (0.1, 0.25) 
while Bob and Carol are easily influenced (0.8, 0.9). 

Table 2. Initial emotion levels 

Initial emotion levels Alice Bob Carol Dave 

Positive emotion     q pos 0.9 0.4 0.1 0.2 

Negative emotion    q neg 0.1 0.6 0.8 0.8 

 
The initial emotion levels for the persons are given in Table 2. As can be seen in 

Table 2, initially Alice has very positive emotions concerning running, while Carol 
and Dave are more negative, and Bob is more neutral with a slight bias to the negative 
side. The four persons are connected in a social network with different strengths of 
connections between them, as shown in Fig. 3.  

 

Fig. 3. Visualization of the social network containing Alice, Bob, Carol and Dave 

The existence of a connection (a tie) between two persons represents personal contact 
in the Twitter environment (usage of the ‘@’ sign to communicate with a specific per-
son). A strong/moderate connection exists between Alice and Bob, and between Bob 
and Carol. Dave has weak connections to all of the others. For this scenario, a strong 
connection was taken as 3 or more tweets a day, a moderate connection as 1-2 tweets 
per day, and a weak connection as less than 1 tweet a day. Some examples of tweets that 
occurred in the scenario can be found in Table 3.3 The scenario resulted in the changes 
in emotions as shown in Fig. 4 for positive emotions and in Fig. 5 for negative  

                                                           
3 Note that these tweets are translations from the original Dutch tweets.  
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emotions. Here simulation using dynamic specification (6) from Section 3 was used as 
part of the analysis process, where the focus was on the social influence and for the sake 
of simplicity the connections to the preparation states have been left out of considera-
tion. Moreover, (9) and (10) from Section 3 have been used in this simulation to make 
the network and its simulation adaptive to the real observed exchange of messages (in 
particular the connection strengths α and expressivity parameters ε).  

Table 3. Example tweets 

sender example tweet 
sentiment analysis 

positive negative 

Alice @Bob yes man cmon you have to make it fun! you should go running in 

the park! :) letsdothis 
0.91 0 

@Carol hows it goin girl? all exited to go running? Where there’s a will 

there’s a way! ;) . .  
0.79 0 

Bob @Dave yo! Tell me something, how’s running treating you? Id like to 

hear from you! :) Are you a sportsman? 
0.74 0 

@Dave Right! Could be a solution! Ill give it my best shot!  

 
0.72 0 

Carol @Bob hey bob it’s a bit tough, man. Calves often start to hurt and also 

my thighs… don’t think i’m up for it 
0 0.68 

@Bob, did it again, I went running, even stretched. Was ok.  0.33 0 

Dave @Alice hey. Have to admit…Running with a buddy is definitely better.  0.75 0 

@Bob I’m OK. Not very motivated though Just not very into it… 0 0 

 

 

Fig. 4. Positive emotions over time without intervention 

 

Fig. 5. Negative emotions over time without intervention 
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As can be seen in Fig. 4, the positive emotions of Bob and Carol increase to rela-
tively high levels, but the level of positive emotions of Dave remain low. This can be 
explained by the fact that Dave has only weak connections to the others, whereas Bob 
has a strong connection from Alice which has a positive effect on his own emotions, 
and Carol has a strong connection from Bob which results in a positive effect for her. 
The opposite pattern is shown for the negative emotion levels in Fig. 5: they decrease 
for Bob and Carol. However, Dave’s negative emotions remain high, as he is not in-
fluenced much by the others (due to a low openness and few connections). As the 
scenario without intervention shows that the situation of Dave does not improve 
much, a next step is to see what happens when the ambient agent is allowed to inter-
vene. Indeed in this second scenario the system detects that Dave needs some atten-
tion as his emotion level is estimated too low, and finds out that Alice and Bob arte 
suitable network members to be encouraged to communicate more to Dave, as they 
have or develop high positive emotions and low negative emotion levels. In Figs 6 
and 7 below it is shown that indeed this intervention is successful, as now also Dave’s 
positive emotion levels become higher and the negative emotions levels become 
lower.  

 

Fig. 6. Positive emotions over time with intervention 

 

Fig. 7. Negative emotions over time with intervention 

Fig. 8 shows the effect of the intervention on the social network evolution over 
time: the connection strength from Alice to Dave changes over time, based on dy-
namic specification (9) from Section 3 and the intervention after 3 time units. The 
connection strength from Bob to Dave is not shown, but follows a similar pattern, as 
the intervention also addressed this connection. 
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Fig. 8. Connection strength over time from A to D: without intervention (lower line) and with 
intervention (upper line) 

7 Discussion 

This paper addresses how a social network can be used to effectively support the de-
velopment of healthy lifestyle behaviour, by combining an ambient intelligent system 
with social media. More specifically, it was shown how a social network on Twitter 
can be supported by an ambient system that monitors an analyzes the social interac-
tions (the tweets exchanged) in the background, and also generates certain network 
interventions. Examples these interventions are those encouraging to strengthen the 
connections between specific members of the social network, or suggesting some 
members to be more expressive in messages. The use of such an intelligent system in 
combination with a social network aims at affecting the dynamics of how the network 
functions and develops over time, using the potential in the network to positively 
affect members that need some extra attention from the network. It should be ac-
knowledged however, that purposively changing networks could be challenging, as 
people may not easily be inclined to accept advice on how often they should commu-
nicate or on the intensity with which they do so. Yet as it seems a very promising 
venue for behaviour change, future work may want to explore how these interventions 
could be designed such that they are effective and acceptable to the user.  

The proposed ambient intelligent system uses a neurologically inspired computa-
tional model for (1) how decisions for certain behaviour are affected by certain levels 
of emotions (based on emotion-related valuing), and (2) how such emotion levels are 
affected by social interactions (based on mirroring). This computational model is 
incorporated by an ambient system and is used a basis for analysis of the social net-
work and its members, in order to estimate how the emotional states of the network 
members develop over time. The ambient system has been implemented in a Twitter 
environment and determines, based on the analysis, when interventions are desirable 
and which interventions are suitable. Two scenarios generated with the system were 
discussed, illustrating how the system works.  

In future work, more extensive experiments with Twitter users will be conducted to 
determine the effects and user evaluations of the model and the proposed interven-
tions. Moreover, extensions of the system’s possible interventions will be explored, as 
well as criteria under which they can be applied. 
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Abstract. In this paper a computational analysis is made of the circumstances 
under which joint decisions are or are not reached. Joint decision making as 
considered does not only concern a choice for a common decision option, but 
also a good feeling about it, and mutually acknowledged empathic understand-
ing. As a basis a computational social agent model for joint decision making  
is used. The model was inspired by principles from neurological theories on 
mirror neurons, internal simulation, and emotion-related valuing. The computa-
tional analysis determines the different possible outcomes of joint decision 
making processes, and the types of processes leading to these outcomes.  

1 Introduction 

Joint decision making may occur when different persons make a choice for a common 
decision option. However, joint decision making involves more than just making such 
a common choice. Is it really a joint decision when a common choice is made, but one 
of the persons does not feel good about it? And can it really be called a joint decision 
when one of the persons feels good with the chosen option, but does not experience 
any empathic understanding from the other person? For a genuine joint decision mak-
ing processes as addressed in this paper the answer on such questions is ‘no’. For 
example, when a person does not feel good about a chosen option, probably any fu-
ture occasion will be used to come to a different choice; decisions without a solid 
emotional grounding may not last long. Similarly, not experiencing empathic under-
standing from another person may also cast doubt on the chosen option. To take into 
account such realistic social phenomena, a joint decision as addressed here is consid-
ered to be characterised by three elements: 

• A choice for a common decision option 
• A good feeling about the chosen option 
• Mutually acknowledged empathic understanding 

Not all joint decision making processes may end up satisfying all three criteria. 
Maybe a common choice is made but one (or both) of the persons does not feel good 
about it. Or a common choice is made and both the persons feel good about it, but due 
to lack of verbal and/or nonverbal communication no mutual empathic understanding 
is acknowledged. Moreover, one type of outcome can be reached in different ways. 
Was one of the persons ahead in the process and affecting the other(s)? For a given 
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person, did the choice for the option come first and the good feeling later, or was it 
the other way around? Viewed from this perspective, joint decision making processes 
offer a complex landscape with a wide variety of possibilities to be explored. 

Developments in social neuroscience indicate some of the mechanisms underlying 
the different elements in joint decision making processes (e.g., [7, 13, 18]). In [40] a 
computational social agent model was introduced incorporating such mechanisms. In 
the current paper this model is used as a point of departure to analyse computationally 
the different types of joint decision making processes that may occur.  

In the paper, first in Section 2 some core concepts used are briefly reviewed. Next, 
in Section 3 the adopted social agent model is presented. Section 4 presents a classifi-
cation of the different types of outcomes of joint decision making processes. In Sec-
tion 5 the same is done for the different types of processes leading to such outcomes. 
Finally, Section 6 is a discussion. 

2 Mirroring, Internal Simulation and Emotion-Related Valuing  

Two concepts used here as a basis for joint decision making are mirror neurons and 
internal simulation; in combination they provide an individual’s mental function of 
mirroring mental processes of another individual (see also [39]). Mirror neurons are 
not only firing when a subject is preparing an action, but also when somebody else is 
performing or preparing this action and the subject just observes that. They have first 
been found in monkeys (cf. [15, 34]), and after that it has been assumed that similar 
types of neurons also occur in humans, with empirical support, for example, in [25] 
based on fMRI, and [14, 30] based on single cell experiments with epilepsy patients 
(see also [23, 24, 27]). The effect of activation of mirror neurons is context-
dependent. A specific type of neurons has been suggested to be able to indicate such a 
context. They are assumed to indicate self-other distinction and exert control by al-
lowing or suppressing action execution; e.g., [6, 19, 24], and [23], pp. 196-203.  

Activation states of mirror neurons play an important role in mirroring mental 
processes of other persons by internal simulation. In [26] the following causal chain 
for generation of felt emotions is suggested (see also [12], pp. 114-116): 

sensory representation  →  preparation for bodily changes  →  expressed bodily changes  
→  emotion felt =  based on sensory representation of (sensed) bodily changes 

As a further step as-if body loops were introduced bypassing actually expressed bodi-
ly changes (cf. [8], pp. 155-158; see also [10], pp. 79-80; [11, 12]):  

sensory representation  →  preparation for bodily changes = emotional response  →   
emotion felt =  based on sensory representation of (simulated) bodily changes 

An as-if body loop describes an internal simulation of the bodily processes, without 
actually affecting the body, comparable to simulation in order to perform, for example, 
prediction, mindreading or imagination; e.g., [2], [16], [17], [20], [28]. The feelings 
generated in this way play an important role in valuing predicted or imagined effects of 
actions, in relation to amygdala activations; see, e.g., [29], [31]. The emotional response 
and feeling mutually affect each other in a bidirectional manner: an as-if body loop 
usually has a cyclic form (see, for example, [11], pp. 91-92; [12], pp. 119-122): 
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emotion felt  =  based on sensory representation of (simulated) bodily changes  →   
preparation for bodily changes = emotional response      

As mirror neurons make that some specific sensory input (an observed action of 
another person) directly links to related preparation states, they combine well with as-
if body loops; see also [39], or [12], pp. 102-104. In this way states of other persons 
lead to activation of some of a person’s corresponding own states that at the same 
time play a role in the person’s own feelings and decisions for actions. This provides 
an effective mechanism for how observed actions and feelings and own actions and 
feelings are tuned to each other. Thus a mechanism is obtained which explains how in 
a social context persons fundamentally affect each other’s individual decisions and 
states, including feelings. Moreover, it is also the basis for empathic understanding of 
other persons’ preferences and feelings. Both the tuning and convergence of action 
tendencies and the mutual empathic understanding play a crucial role in joint decision 
making processes. Mutually acknowledged empathic understanding as used here is 
based on the following criteria (see also [36]): (1) showing the same state as the other 
agent (nonverbal part of the empathic response), and (2) acknowledging that the other 
agent has this state (verbal part of the empathic response). 

In the area of decision making the role of emotions has been discussed for exam-
ple, in [1, 8]. If you make a decision with a bad feeling it may be questioned how 
robust the decision is. The focus in decision making is on how to perform valuing of 
decision options. Feelings generated in relation to an observed situation and prepared 
action option play an important role in valuing predicted or imagined effects of such 
an action in the situation. Such valuations have been related to amygdala activations 
(see, e.g., [1, 8, 29, 31]). Although traditionally an important function attributed to the 
amygdala concerns the context of fear, in recent years much evidence on the amygda-
la in humans has been collected showing a function beyond this fear context.  Stimuli 
trigger emotional responses for which (by internal simulation) a prediction is made of 
consequences. Feeling these emotions represents a way of experiencing the value of 
such a prediction: to which extent it is positive or negative. This valuation in turn 
affects the activation of the decision option. 

3 The Adopted Social Agent Model 

The issues and perspectives briefly reviewed in Section 2 have been used as a basis 
for the neurologically inspired social agent model presented in [40]; in summary: 

• Decision making uses emotion-related valuing of predicted effects of action options  
• Both the tendency to go for an action and the associated emotion are transferred be-

tween agents via mirroring processes using internal simulation 
• Mirroring processes induce a process of mutually tuning the considered actions and 

their emotion-related valuations, and the development of empathic understanding 
• The outcome of a joint decision process in principle involves three elements: a common 

action option, a shared positive feeling and valuation for the effect of this action option, 
and mutually acknowledged empathic understanding for both the action and feeling  

• The mutually acknowledged empathic understanding is based on the following criteria: 
(a)  Showing the same state as the other agent (nonverbal part of the empathic response) 
(b) Acknowledging that the other agent has this state (verbal part of empathic response) 
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For an overview, see Fig. 1. Here the circles denote states and the arrows temporal-
causal connections between states. In the model s denotes a stimulus, a an option for 
an action to be decided about, and e a world state which is an effect of the action. The 
effect state e is valued by associating a feeling state b to it, which is considered to be 
positive for the agent (e.g., in accordance with a goal). The state properties used in the 
model are summarised in Table 1.  
 

 

 

 
 
 

 
 

 

 

 

 
 
 
 
 

Fig. 1. Overview of the social agent model 

The social agent model uses ownership states for actions a and their effects e, both for 
self and other agents, specified by OS(B, s, a, e) with B another agent or self, respectively 
(see Fig. 1). Similarly, ownership states are used for emotions indicated by body state b, 
both for self and other agents, specified by OS(B, e, b) with B another agent or self.  

Table 1. State properties used 

notation description 
WS(W) world state W: for an action a of agent B, a feeling b of agent B, a stimulus s, effect e, or 

an emotion indicated by body state b 
SS(W) sensor state for W 
SR(W) sensory representation of W 
PS(X) preparation state for X: action a or expressing emotion by body state b 
ES(X) execution state for X: action a or expressing emotion by body state b 
OS(B, s, a, e) ownership state for B of action a with effect e and stimulus s 
OS(B, e, b) ownership state for B of emotion indicated by body state b and effect e  
EC(B, s, a, e) communication to B of ownership for B of action a with effect e and stimulus s 
EC(B, e, b) communication to B of ownership for B of emotion indicated by b and effect e 

 

As an example, the four arrows to OS(B, s, a, e) in Fig. 1 show that an ownership 
state OS(B, s, a, e) is affected by the preparation state PS(a) for the action a, the sensory 
representation SR(b) of the emotion-related value b for the predicted effect e, the sen-
sory representation SR(s) of the stimulus s, and the sensory representation SR(B) of the 

EC(B, s, a, 

prediction
      loop 

action execution loop 

as-if body loop

body loop 

PS(a) ES(a) 

OS (B, s, a, 

SR(s) 

SR(B, a) 

SS(s) WS(s) 

WS(B, a) SS(B, a) 

ES(b) SR(b) PS(b)WS(b) 

WS(B, b) SR(B, b)

WS(e) SR(e) 

OS(B, e, b) 

SS(e) 

EC(B, e, b) 
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agent B. Note that s, a, e, b, and B are parameters for stimuli, actions, effects, body 
states, and agents. In a given model multiple instances of each of them can occur. 

Prediction of effects of prepared actions is modelled using the connection from the 
preparation PS(a) of the action a to the sensory representation SR(e) of the effect e. 
Suppression of the sensory representation of a predicted effect (according to, e.g., [3], 
[4], [28]) is modelled by the (inhibiting) connection from the ownership state OS(B, s, 

a, e) to sensory representation SR(e). The control exerted by the ownership state for 
action a is modelled by the connection from OS(B, s, a, e) to ES(a). Communicating 
ownership for an action (a way of expressing recognition of the other person’s states, 
as a verbal part of showing empathic understanding) is modelled by the connection 
from the ownership state OS(B, s, a, e) to the communication effector state EC(B, s, a, e). 
Similarly, communicating of ownership for an emotion for effect e indicated by b is 
modelled by the connection from the ownership state OS(B, e, b) to the communication 
effector state EC(B, e, b). Connections between states j and i (the arrows in Fig. 1) have 
strengths or weights, indicated by ωj,i. A weight usually has a value between -1 and 1 
and may depend on the specific instance for agent B, stimulus s, action a and/or effect 
state b involved. Note that in general weights are assumed non-negative, except for 
inhibiting connections, which model suppression of the sensory representation of 
effect e, or of the sensory representation of body state b. In [40] the dynamics follow-
ing the connections between  the states in Fig. 1 are described in more detail. This is 
done for each state by a dynamic property specifying how the activation value for this 
state is updated based on the activation values of the states connected to it (the incom-
ing arrows in Fig. 1). For a state i depending on multiple other states, to update its 
activation level, input values for incoming activation levels are to be combined to 
some aggregated input value agginputi. This update itself then takes place according 
to a differential equation 

dyi/dt   =  γi  [agginputi  - yi ] 

where γi  is the update speed for state i, agginputi is the aggregated input for i, and yi is 
the activation level of state i. The aggregation is created from the individual inputs ωj,i 
yj for all states j connected toward state i, where ωj,i  is the strength of the connection 
from j to i (a number between -1 and 1). For this aggregation a combination function 
f(V1, …, Vk)   is needed, applied to the different incoming values Vj = ωj,i yj.  Using this, 
the above differential equation can be expressed as: 

dyi/dt   =  γi  [f(ω1,i y1, …, ωk,i yk) - yi ] 

Here only for states j connected to state i the value of ωj,i  can be nonzero, for not 
connected states they are trivially set 0; for simplicity of notation, often the arguments 
for not connected states are left out of the function f. The combination function  f is a 
function for which different choices can be made, for example, the identity function 
f(W) = W or a combination function based on a continuous logistic threshold function 
of the form 

 th(σ, τ, X) =  (         -    ) (1  )   or   th(σ, τ, X) =        

with σ a steepness and τ  a threshold value, when  X ≥ 0, and 0 when X < 0. Note that 
for higher values of στ (e.g., σ  > 20/τ) the right hand side threshold function can be 
used as an approximation. In the example simulations, for single connections, f is 
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taken the identity function f(W) = W, and for the other states f is a combination func-
tion based on the logistic threshold function:  f(X1, X2) = th(σ, τ, X1+X2), and similarly 
for more arguments; other types of combination functions might be used as well.  

Note that in the model s, a, e, b, and B are parameters for stimuli, actions, effects, 
body states, and agents, respectively; multiple instances for each of them can be used.  

The agent model has been computationally formalised in differential equation for-
mat and using the hybrid modeling language LEADSTO (cf. [5]); see [40] for further 
details of the social agent model. 

4 Different Types of Outcomes 

The variety of possibilities for joint decision processes is explored in two steps. First, 
in this section the different possible outcomes are analysed (abstracting from the tem-
poral dimension), and their dependence on the different possible contributions by the 
different agents. Abstracting from the temporal dimension means that the exact timing 
is left out of consideration in the current section, as, for example, is also done in a 
numerical equilibrium analysis. These temporal aspects will be addressed as a second 
step in the next section. It is very hard to explore in a systematic manner all different 
possibilities for a model with numerical values. Therefore both in this and in the next 
section the introduced approach abstracts from the quantitative aspects of (activation 
levels of) states; instead abstracted binary qualitative states are adopted, for which 
states either occur or do not occur; they can be related to numerical values by assum-
ing some threshold value, for example, 0.5. To obtain a limited number of (qualita-
tive) states some one-to-one dependencies of states are assumed. More specifically, it 
is assumed that within a given agent A faithful expression and communication takes 
place with respect to any other agent B,  which is formulated as follows: 

• A has an intention for option O if and only if A expresses this intention 
• A has a positive feeling for option O if and only if A expresses this feeling 
• A acknowledges understanding that another agent B has the intention for option O if 

and only if A has an ownership state for B for this intention 
• A acknowledges understanding that another agent B has a positive feeling for option 

O if and only if A has an ownership state for B for this feeling 

Given these assumptions the number of relevant states can be limited. A contribution 
of one of the agents A with respect to another agent B is then assumed to be 
represented as any subset of the set of the following four states that can be generated 
(at some point in time) by agent A or not: 

• A has an intention for option O 
• A has a positive feeling for option O 
• A acknowledges understanding that B has an intention for option O 
• A acknowledges understanding that B has a positive feeling for option O 

Given these four states that each can occur or not occur for a given agent, theoretically 
16 possibilities can be distinguished, as shown in Table 2. Note that it is assumed that 
both for feeling and for intention acknowledgements always occur, for feeling or no 
feeling, and for intention or no intention. For example, labels in Tables 2 and 3 such as 
‘no intention acknowledgement’ are interpreted as acknowledgement for no intention. 
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Table 2. The 16 different possible outcomes for one agent 

A acknowledges 
understanding of B’s 

 intention for O 
intention acknowledgement no intention acknowledgement 

A acknowledges 
understanding of B’s 
positive feeling for O 

feeling  
acknowledgement 

no feeling  
acknowledgement 

feeling  
acknowledgement 

no feeling  
acknowledgement 

A has an 
intention for O 

intention 
no  

intention 
intention 

no 
intention 

intention 
no  

intention 
intention 

no  
intention 

A has a 
positive feeling for O 

feel 
no 

feel 
feel 

no 
feel 

feel 
no 

feel 
feel 

no 
feel 

feel
no 

feel 
feel

no 
feel

feel 
no 

feel 
feel 

no 
feel 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

 
For example, the possibility indicated by 9 describes a case in which agent A has a 

positive feeling and intention for option O, and has acknowledged understanding that 
B has a positive feeling for O as well, but acknowledged understanding that B has an 
no intention for O. As another example, possibility 4 describes a case in which agent 
A has a no positive feeling and no intention for option O, but has acknowledged un-
derstanding that B has a positive feeling for O, and has acknowledged understanding 
that B has an intention for O. The possibility described by 1 is the most positive one: 
feeling, intention and acknowledgements all occur. The possibility described by 16 is 
the opposite of 1: an emotionally grounded choice for no intention to go for option O.  

Such possible outcomes for one agent A have to be interpreted in the context of 
other agents B, which themselves also show one of these 16 possibilities. To be able 
to present a feasible systematic overview, the approach is illustrated for the case of 
two agents. In this case all theoretically possible pairings can be visualised in a two-
dimensional form as shown in Fig. 2 for two agents A (vertical axis) and B (horizontal 
axis). This pairing leads to 16x16 = 256 possibilities, all shown in the matrix in Fig. 2. 
States in this matrix can be indicated by their coordinates (x, y), where x is the col-
umn number referring to agent A and y the row number referring to agent B. 

In this set of all combined states some subsets can be distinguished, indicated in 
Fig. 2 4 by different colours. First of all there is the subset of full joint decisions: de-
cisions with full emotional grounding and full mutual acknowledged empathy. There 
are only two of such states (indicated in dark green); they are the full joint decision to 
go for the option, found in (1, 1), and the opposite joint decision to not go for the 
option, depicted in (16, 16). The other 254 possible outcomes are not fully joint deci-
sions. However, there is a subset of 12 possibilities concerning at least a common 
choice with full emotional grounding for each of the agents, and acknowledged empa-
thy by one of the agents (indicated in light green); these can be considered as almost 
fully joint decisions. Instances can be found at (1, 5), (1, 9), (1, 13), (4, 16), (5, 1), (8, 
16), (13, 1) and (16, 4), (16, 8), (16, 12). The set of all possibilities with common 
choice with full emotional grounding and acknowledged empathy by none of the 
agents has 20 different states (indicated in light green with shading). This type of 
decisions can still be solid due to the individual emotional grounding at both sides, 
but there is no exchange of empathic understanding between the agents. The other 
states with a common choice have no full emotional grounding (indicated in light and 
dark blue), and for this reason can be considered as less solid.  
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Fig. 2. The 256 different combined possible outcomes for two agents A and B 

On the other end of the spectrum, there are also many possibilities of outcomes 
without a common choice (indicated in yellow, orange and red, depending on the 
emotional grounding). Note that the overview in Table 2 and Fig. 2 show the theoreti-
cally possible combinations; it is not claimed that all of these possibilities have the 
same extent of plausibility, or proper functioning. As an example, as discussed earlier 
possibility 4 describes a case in which agent A has a no positive feeling and no inten-
tion for option O, but has acknowledged understanding that B has a positive feeling 
for O, and has acknowledged understanding that B has an intention for O. However, 
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acknowledging understanding of an intention or a feeling without having (and show-
ing) the same intention or feeling can be considered to be not grounded, and at least is 
not considered as fulfilling the criteria for showing empathic understanding. More in 
general, note that, for cases with opposite intentions, full empathy (which also in-
volves expressing the intention of the other) is not feasible: for the set of outcomes 
without a common choice the expressed intentions are opposite. When in addition the 
opposite intentions each have emotional grounding (indicated in yellow), apparently 
not only the intentions are opposite, but also the feelings about them. In Section 5 it 
will be addressed in more detail how different theoretically possible options can (or 
cannot) develop over time. 

5 Different Types of Processes 

This section addresses the temporal aspects for joint decision processes, in a qualita-
tive fashion. These temporal aspects relate to the main causal relationships in the 
social agent model as depicted in Fig. 1. In accordance with the social agent model, a 
single agent can be activated either by a world stimulus or by social interaction with 
other agents. More specifically, activation takes place either by observing a world 
stimulus obs(s), or by observing the expression from an other agent for feeling by 
generating obs(f) and/or for intention by generating obs(i). Internally, an agent can 
develop an intention after: 

• observing a world stimulus, or 
• observing the intention expression from another agent, or 
• as a result of developing feeling 

Likewise, an agent can develop feeling after: 

• observing the feeling expression from another agent, or 
• as a result of developing intention. 

Following the development of feeling, an agent will express its feeling by generating 
expr(f), and acknowledge an observed feeling expression from another agent by 
generating ack(f). Similarly, following the development of an intention, an agent will 
express its intention by generating expr(i), and acknowledge an observed intention 
expression from another agent by generating ack(i). These main causal relationships 
from the social agent model lead to in total 18 possible types of processes, as shown 
in a tree representation in Fig. 2. Here each path represents a specific type of single 
agent process. For example, the path indicated by 8 describes a case in which the 
agent is activated by a world stimulus and subsequently develops intention. After this, 
the agent expresses intention and also develops feeling. The developed feeling is also 
expressed. After another agent expresses feeling and intention, these expressions are 
acknowledged. As another example, the path indicated by 12 describes a case in 
which the agent’s process is socially activated by a feeling expression from another 
agent. As a consequence the agent develops and expresses feeling.  
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Fig. 3. The 18 different possible types of processes for one agent 
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In this case the agent also mirrors an observed intention expression from another 
agent and subsequently develops intention. This results in expressing and acknowl-
edging intention. The single agent process type described by path 18 is a special case 
in which the agent’s process is not activated at all. As a consequence, neither feeling 
nor intention is developed and therefore no expressions and acknowledgements are 
generated. The analysis of the process types for two interacting agents is based on 
combining two single agent process types and representing them as cells in an interac-
tion matrix (Fig. 4) and an initiation matrix (Fig. 5).  
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common choice; emotional grounding for both and acknowledged full empathy from both (full jointness) 

common choice; emotional grounding for both and acknowledged full empathy from one 

common choice; emotional grounding for both and acknowledged full empathy from no-one 

common choice; emotional grounding for one and acknowledged full empathy from no-one 

common choice; emotional grounding for no-one and acknowledged full empathy from no-one 

no common choice; emotional grounding for both 

no common choice; emotional grounding for one 

impossible combination 

Fig. 4. The different possible combinations of types of processes for two agents 
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Each matrix dimension represents the 18 single agent process types corresponding 
to the different paths in the tree depicted in Fig. 3. Each matrix cell represents wheth-
er the two single agent process types can occur in combination, and if so, what is the 
outcome for this specific combination of single agent process types. The outcome of 
an interaction process between two agents can be classified according to the several 
outcome-types, as also discussed in Section 4.  
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 A initiator for intention 

 A initiator for feeling 

 B initiator for intention 

 B initiator for feeling 

 Both A and B initiator for intention 

 Both A and B initiator for feeling 

 No-one initiator for intention or feeling 

 Impossible combination 

Fig. 5. The 324 different possibilities for initiation for two agents A and B; processes leading to 
full joint decisions to go for the option are marked by O 
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These outcome-types range from reaching a common choice with emotional 
grounding and acknowledged full empathy for both interacting agents, to not reaching 
a common choice and without emotional grounding for any of the interacting agents. 
In the matrix the relevant outcome-types are distinguished by different colors. The 
interaction matrix in Fig. 4 has a number of regions with impossible combinations 
(indicated by cells left blank), where the two types of single agent processes cannot 
co-occur. This is the case when one agent does not develop the intention or feeling 
that the other agent needs for activating its process; for example, agent A needs 
obs(f), but agent B does not generate expr(f), as is the case for (10, 1) and (10, 2). 
Another reason for impossibility of a combination is when such a combination would 
entail a circular mutual dependency. Cells of special interest show a full joint decision 
with emotional grounding and mutually acknowledged empathic understanding. Ex-
amples are cell (18,18) and cell (8,4).  

In the initiative matrix (Fig. 5), columns 5 to 8 show processes in which agent A 
initiates both the intention and the feeling. Some of the types of processes in column 8 
lead to a full joint decision to go for the option (marked by an O) for example the one 
depicted at (8, 17). This represents a process achieving a full joint decision where one 
person fully develops the decision to go for the option first and then persuades or 
contages the other person to go for the option too. The same applies to (17, 8) in 
which the initiative is from the other agent. In the processes depicted in (8, 4), (8, 11), 
(8, 12), (8, 15) and (8, 16) (and (4, 8), (11, 8), (12, 8), (15, 8) and (16, 8)) more over-
lap takes place between the development in one person and the contagion of the other 
person. In the red shaded area the type of processes are depicted where both agents 
initiate both the intention and the feeling. For (8, 8) these processes lead to a full joint 
decision to go for the option. As another example, representing a more complex inte-
raction, the cells (3, 14), (3,15), (4, 14) and (4, 15) depict processes where agent A 
initiates and expresses the intention which is observed by agent B, who in turn devel-
ops the intention as well, and based on that initiates and expresses the feeling which 
in turn is observed by agent A. For (4, 15) these processes lead to a full joint decision. 
A similar but opposite process can be found in (15, 4). This shows more types of 
processes leading to a full joint decision. 

6 Simulation Examples 

Various simulation experiments have been performed to generate examples of the 
different types of processes that have been identified. In this section some of them are 
discussed. As a first example, Fig. 6 (a) shows two agents A and B that reach full 
jointness illustrating cell (8,15) in the process-type matrices. In this scenario agent A 
is world-activated and first develops intention and subsequently develops feeling, 
both represented by their respective preparation states. Agent B is socially activated 
and follows agent A in first developing intention and then feeling. Both agents ex-
press intention and feeling and acknowledge the expressions from the other agent. As 
another example, Fig. 6 (b) shows an agent A with reduced observation capabilities. 
In this situation agent B still follows process-type 15, but agent A cannot fully  
observe the expressions from agent B and therefore does not generate acknowledge-
ments ack(i) and ack(f). 
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Fig. 6. Example simulations (a) Left hand side showing a full joint decision, illustrating cell (8, 
15), (b) right hand side showing no acknowledgements, illustrating cell (5, 15) 

Agent A follows process-type 5, the scenario illustrating matrix cell (5,15). In the 
example depicted in Fig. 7, agent B shows reduced mirroring capabilities for inten-
tion. Because of the reduced intention mirroring, feeling mirroring takes over and 
agent B first develops feeling, followed by developing intention. Agent B neither 
expresses intention nor acknowledges the intention expression from agent A. Because 
agent B does not express intention, agent A does not acknowledge intention. This 
scenario illustrates matrix cell (7,10). 

 

Fig. 7. Example simulation showing reduced mirroring, illustrating cell (7, 10) 

Table 1 provides an overview of the connections and their weights as used in the 
example simulation experiments discussed here. The world stimulus for agent A is 1.0 
and for B 0.6 in all scenarios. The context is 1.0 for both agents in all scenarios. All 
other settings are in accordance with the original social agent model. 
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Table 3. Overview of setting for the example simulations 

Connection Weight values 

From To 
Scenario 1 Scenario 2 Scenario 3 

Agent A Agent B Agent A Agent B Agent A Agent B 
SR(B,a) PS(a) 1.00 0.60 1.00 0.60 1.00 0.35 
SR(B,b) PS(b) 1.00 0.50 1.00 0.50 1.00 0.50 
SR(B,a) OS(B,s,a,e) 1.00 0.90 1.00 0.90 1.00 0.90 
SR(s) OS(B,s,a,e) 1.00 0.90 1.00 0.90 1.00 0.90 
SR(s) OS(A,s,a,e) 1.00 0.90 1.00 0.90 1.00 0.90 
SR(B,b) OS(B,e,b) 1.00 0.90 1.00 0.90 1.00 0.90 
SR(e) OS(B,e,b) 1.00 0.90 1.00 0.90 1.00 0.90 
SR(e) OS(A,e,b) 1.00 0.90 1.00 0.90 1.00 0.90 
SR(b) PS(a) 1.00 0.80 1.00 0.80 1.00 0.80 
SR(b) OS(B,e,b) 1.00 0.70 1.00 0.70 1.00 0.70 
SR(b) OS(A,e,b) 1.00 0.70 1.00 0.70 1.00 0.70 
OS(B,s,a,e) EC(B,s,a,e) 1.00 0.90 1.00 0.90 1.00 0.90 
OS(B,e,b) EC(B,e,b) 1.00 0.80 1.00 0.80 1.00 0.80 
OS(A,s,a,e) ES(a) 1.00 0.90 1.00 0.90 1.00 0.90 
PS(a) ES(a) 1.00 0.90 1.00 0.90 1.00 0.90 
OS(A,e,b) ES(b) 1.00 0.90 1.00 0.90 1.00 0.90 
PS(b) ES(b) 1.00 0.90 1.00 0.90 1.00 0.90 
SS(B,a) SR(B,a) 1.00 1.00 0.50 1.00 1.00 1.00 
SS(B,b) SR(B,b) 1.00 1.00 0.32 1.00 1.00 1.00 

7 Discussion 

This paper presented a computational analysis of different types of processes to reach 
a common decision. A genuine joint decision does not only concern a choice for a 
common decision option, but also a good feeling about it, and mutually acknowledged 
empathic understanding. As a basis for the computational analysis a numerical com-
putational social agent model for joint decision making is used, adopted from [40]. 
This model was inspired by principles from neurological theories on mirror neurons, 
internal simulation, and emotion-related valuing. For the analysis, this model was 
abstracted to a qualitative form.  

The analysis provided on the one hand a systematic overview of the different pos-
sible outcomes of fully successful and less successful joint decision making proc-
esses, abstracting from the temporal dimension of the processes involved. On the 
other hand it provided a systematic overview of the possible types of processes lead-
ing to these outcomes. The different types of outcomes and processes may relate to 
specific cognitive and social neurological characteristics of the persons. For example, 
persons with a not well-functioning mirror system may experience difficulties both in 
reaching a common choice and affective and empathic states in a decision process; 
e.g., [23, 32, 35]. On the other hand, persons who have a not well-functioning system 
for emotion-related valuing turn out to experience often problems in decision making 
in general; e.g., [1, 8, 9, 10, 11, 31].  The computational analysis contributed in this 
paper may provide a basis to further explore such relationships in the context of joint 
decision making. From a wider perspective the presented model-based analysis of 
joint decision making may provide a basis for further work aiming at development of 
support for such decision making processes, for example, in the form of a mediation 
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assistant. Such an assistant may provide analyses and give advices in order to develop 
a joint decision, and take care that no escalating conflicts arise. This will be a direc-
tion of future research. 
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Abstract. Tag system for a knowledge organization system centralizes and pro-
vides the tags that can be employed in classifying, sharing and seeking knowl-
edge for personal or organizational use within a social community. Considering 
current constraints of textual tag system and developing iconic tag system, 
VDL-based iconic tag system has been built and validated to improve knowl-
edge tagging with symbolic interpretation and graphical organization of tag 
structure. In this paper, we are proposing cooperative creation of such special 
icon system where VDL-based icons will be applied for social knowledge tag-
ging and sharing. This VDL-based icon system could also serve as a visual 
knowledge organization system to facilitate icon searching in a given context. 

Keywords: icon, tag system, knowledge tagging, knowledge organization sys-
tem, Hypertopic, social community. 

1 Introduction  

Tag system for a Knowledge Organization System (KOS) [1] centralizes and provides 
the tags that can be employed in classifying, sharing and seeking knowledge for per-
sonal or organizational use in a social community. Understandable tags and a clear 
structure (semantic relation) are both essential to establish an effective tag system. 
However, textual tags, general form of tags appearing in current tag systems, may 
create problems on comprehending tags or identifying the structure of tags. An in-
creased variety of vocabularies and languages cause connections between tags and 
documents marked by these textual tags to become less and less distinctive, making 
the use and reuse of tag system even harder [2] (see Figure 1(a)). 

Studies on cognitive psychology like Dual-coding Theory [3] have gradually pos-
tulated that both visual and verbal codes are used to organize incoming information 
into knowledge that can be acted upon, stored, and retrieved for subsequent use. In 
addition, previous work has theoretically shown that an icon could act as an active 
visual representation of knowledge by considering graphic characters and symbolic 
characters [4]. Empirical researches have reflected the notion of "Icons System" like 
road signs, symbols of fire safety [5] and medical icon system [6]. Once icons in  
an icon system are applied for knowledge tagging, icon system is equally called as an 
iconic tag system.  

As mentioned in the first paragraph, a tag system is not only interested in repre-
senting each tag, but also the tag structure which is increasingly essential to find, and 
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be able to find again later, a proper tag for knowledge sharing, especially when more 
diverse knowledge is concerned. If the categorization of knowledge is represented by 
icons without an explicit structure, users may experience disorientation when faced 
with too many isolated symbols (see Figure 1(b)).  

 
          (a)                          (b)                          (c) 

Fig. 1. Three types of tag system compared: (a) textual tag system (b) iconic tag system without 
explicit structure (c) well-structured iconic tag system 

Although it is well known that icons are legible and universal as a visual represen-
tation, they have a limit for large use in knowledge tagging [7]. Previous at-tempts on 
icon system like symbols of fire safety [5] and medical icon system [6] required lots 
of designers to confirm system structure and create hundreds of specific icons in 
which little users' suggestion will be considered. This huge, high standard work 
makes construction of icon system so inconvenient that majority of practitioners still 
prefer to use textual tags in knowledge tagging, sharing and other activities on knowl-
edge management.   

Moreover, icon comprehension is a complex cognitive task which varies depending 
on users' different backgrounds, cognitive levels and information goals. This is also 
one of the reasons that knowledge builders express the categorization in KOS with 
texts rather than icons because it is hard to point out the very tag with merely an icon. 
For example, the icon representing a tree may be explained as textual tag "nature" or 
"plant". Although these possible textual tags are usually sorted in a common unit, 
iconic tag is useless when the exact meaning needs indicated. 

Last but not least, new icons need to be designed again if shared domain changes. 
Such as in medical icon system [6], each icon is composed of several graphical com-
ponents representing particular categories. However, when applied field is changed 
from medicine to sustainable development, the former creation rule will be no longer 
usable. The toughest thing is not to propose new symbols but to confirm the structure 
for actual icon system with the least modification. Since usually more than one shar-
ing KOSs are required within a social community, complicate creation rule does re-
straint communication from one icon system to another. Designers have to think of 
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sustainable construction of icon system to adapt different cases while simultaneously 
users have also to get used to new graphical regularity which arises the problem of 
tiring learning. 

VDL-based iconic tag system has been previously described and evaluated [8] [9] 
in which iconic tags were organized under graphical regularity (see Figure 1(c)). As-
sessment has proved that these iconic structured tags developed tagging efficiency 
taking advantage of explicit tag organization. Here tagging efficiency refers to quick 
tag finding and accurate tag choosing within a tag system. However, icons existed in 
this tag system were purely suggested by specialists without users' participation and 
only one icon corresponds to each textual tag.         

Our objective is to co-establish a VDL-based icon system in a social community, in 
use of which the KOS may be constructed visually (iconic tags) and verbally (textual 
tags) at the same time (see figure 2). There is a cross-fertilization between the icon 
system (e.g., for its advantages in terms of semiotics, memorization) and the textual 
system (e.g., for its advantages in terms of disambiguation and lexical precision). The 
symbolic interpretation of iconic tags will enrich the comprehension of tagged re-
sources; as well the graphical codes of VDL (pre-icons) enhance the connection be-
tween tags and resources tagged by them. Both these benefits of VDL-based icon 
system are assumed to ameliorate the efficiency of knowledge tagging and sharing. It 
is also meaningful to adopt cooperative activities in this construction where partici-
pants from different domains are allowed to contribute to social icon creation for a 
common sharing context.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Constructing KOS within a social community using iconic tags and textual tags 

In this paper, cooperative building of a VDL-based icon system will be proposed 
for knowledge tagging within a social community. Before turning into the introduc-
tion of principal concept, several details on VDL-based iconic tags will be reminded. 
In the section 3, details on how to co-construct such icon system will be presented 
through three parts: categorization of icons, cooperative activities of participants and 
some supplementary collaborative functions. 
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2 Modelling a VDL-Based Iconic Tag System 

In iconic tag systems, it has to firstly confirm the way to structure the tags, and then 
iconize them as well as their structure. Tags in a tag system can be regarded as key 
words to specify a possible categorization in a KOS. Confirming tag structure is, in 
fact, recommending a method to organize information and knowledge.  

Due to the cooperative dimension of our research, a knowledge model respecting 
the principles of Social Semantic Web [10] is chosen as the method to organize the 
tag structure: "Hypertopic" [11]. It proposes classifying items by topics, attributes, 
and resources. Particularly, Hypertopic indicates that all the topics are from different 
viewpoints in correspondence with the various kinds of information goals. 

Hypertopic suggests a method to categorize knowledge emphasizing the concept of 
viewpoint which is significant in collaborative knowledge categorization [12]. This 
categorization typically provides a meaningful structure to manage textual tags 
brought from topics or values of attributes. All the topics are catalogued under the tree 
structure considering the common viewpoint as the "parent" node. An actor with a 
particular view on the items is allowed to add new units of topics by creating a parent 
node named "my viewpoint".  This convenience encourages collaborative knowledge 
management and social tagging.  Attributes and their values also enrich items with 
additional information. They are joined in pairs with the name of attribute and the 
value of attribute as a facet [13]. A topic is a heuristic attribute. It can be regarded as a 
"special" attribute, considering "topic" as the implicit attribute name. 

The idea is to benefit from the categorization made by Hypertopic (from topics in 
viewpoints and values of attributes) and iconize it for a better visualization of separate 
tags and their structure [8] [9]. The symbolic characters of icons will convey explic-
itly the represented objects, while graphical characters will help visualizing relations 
within the tag system. In particular, a special group of icons called "pre-icons" func-
tion to signify the categories of tags: the same viewpoint, the same branch of topic or 
the same name of attribute. Pre-icons act as the common base of iconic tags. The tags 
in each category will be specified by combining symbols with this corresponding 
iconic base. Nevertheless pre-icon for the name of attribute is useless in some cases. 
For example, when iconizing the values of the attribute "language", it is clear enough 
to represent them independently with national flags. 

The approach [9] can be looked upon as a "graphical organizer" named Visual Dis-
tinctive Language (VDL) which aims to visually characterize the objects classified 
according to the protocol Hypertopic. VDL is more interested in the visual tag struc-
ture than in the symbol of each icon. A study on graphical semiotics of Bertin [14] 
proposed six basic visual variables: size, colour, shape, texture, value and orientation. 
These variables do not have the same ability to express the same information. Among 
these six visual variables, three of them are in less accordance with the purpose of 
structure representing: size, orientation and value. It is primarily due to the difficulty to 
distinguish two iconic tags from different sizes, different orientation or different value 
depending on the conditions of the computer screen. Moreover, icons are preferred to 
be designed in a unified size for aesthetic reasons. Limited choice of orientation and 
value makes it less possible to design iconic categories for a large scale tag system. 
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By contrast, shape, colour and texture are useful to build VDL with satisfying the 
visual structure of iconic tag system. All the tags under each viewpoint (pre-icon) are 
firstly designed into a uniform shape, and then topics classified under different cate-
gories from a common viewpoint continue to be added with another visual variable 
colour as the updated pre-icons. Since tags for topics are catalogued in the tree struc-
ture, new visual variables would have been still added to iconize the tags for topics at 
the following levels. However, on one hand the number of visual variables is limited; 
on the other hand excessive visual variables reduce the readability of the structure of 
iconic tags. To simplify VDL of iconic tag system, iconic tags for topics from the 
second level will always keep the same pre-icon without being distinguished by a new 
visual variable. 

 
        

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Examples of Hypertopic-based iconic tags in two viewpoints and three attributes [9] 

The graphical rule is similarly applied to attributes, another part of VDL. The name 
of attribute is directly iconized into coloured shapes and then the value is detailed by 
joining a symbol onto the pre-icon (except special cases mentioned in the previous 
paragraph, such as “language”). In case of monochrome, visual variable colour will be 
replaced by texture preserving all the other rules for the coloured version. The final 
version of both iconic tags for topics and iconic tags for attributes makes no visual 
difference unless specifically marked as a tag for topic or a tag for attribute.   
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Here is an example of VDL-based icons in the context of sustainable development 
(see figure 3). They are associated with seven categories of topics and three names of 
attributes. These structured icons provide a global view on how pre-icons visualize 
the connections within iconic tags.  

3 How to Co-create a VDL-Based Icon System for Knowledge 
Tagging 

3.1 Four Roles of Participants in the Co-Construction 

In view of the reasons why former icon systems were not largely exploited in KOS, 
we propose a fresh conception on the co-construction of icon system for knowledge 
tagging. Collaboration from all users is assumed to facilitate icon design and icon 
understanding. Here we are considering the case where the icon system exists inde-
pendently to KOS for icon searching. That is to say the entities in this icon system are 
purely icons instead of items (documents). However they will be connected automati-
cally when these icons are used to tag the item. Meanwhile, icon system could be also 
embedded into a KOS where those icons are just iconic labels for item searching. 

The cooperative creation of VDL-based icon system aims to achieve a link be-
tween three scientific subjects: Knowledge Engineering / Knowledge Management, 
Human Computer Interaction (HCI) and Computer Supported Collaborative Work 
(CSCW) [15]. Seeing from figure 4 presented in SeeMe1, four essential roles partici-
pate in the co-construction: experts on Knowledge Management, designers, users and 
administrators. Experts on Knowledge Management work on categorizing icons by 
their representing objects - corresponding textual tags - in given context. As stated 
before [9], VDL-based iconic tags are iconized from textual tags in a KOS. VDL 
reflects the structure of textual tags which implies the categorization of knowledge 
while symbols of icons represent textual knowledge classified according to Hyper-
topic [11]. As a result, experts on Knowledge Management have to define a categori-
zation of knowledge at the first step, each element of which is textual tag, and then 
the VDL for this categorization, such as pre-icon for each category will be proposed 
by designers later. In the meantime, designers create as well symbols of represented 
objects and supplement fresh icons in time following users’ demands.. They will rec-
ommend icons for each textual tag, in other words, they actually propose only the 
symbols for each textual tag and final icons are produced by a combination between 
symbols and pre-icons. Particularly, all the icons will be sub-titled with the textual tag 
proposed by experts. The purpose is to set up a unit of representing objects for each 
icon. Once designers and users recognize the text paired with visual representation, 
they will confirm the symbolic meaning corresponding to each tag and propose a 
more suitable icon.      

Users are able to take cooperative activities like proposing symbols of icons or 
commenting on icons in the co-creation of VDL-based icon system. These authorized 
operations will be precisely explained in the next section. However, all the proposi-
tions and modifications are required to be validated by administrators. They act as 

                                                           
1  Tool for analyzing roles in cooperative activities. 
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supervisors to make sure that all icons always keep the predefined graphical regularity 
and that system runs well even with diverse contribution from each role. This mode of 
collaboration among four roles enhances the effectiveness of each partner on the con-
struction of icon system.  

 

Fig. 4. The proposed participation architecture: four essential roles cooperate in the construc-
tion of VDL-based icon system 

The icon system we want to create is a semi-participative system in which it is ex-
perts on knowledge management and designers that co-define the graphical regularity 
of icons. Once such icon system is established, with a clear categorization, users are 
not permitted to alter pre-icons of VDL except for adding their suggested icons under 
each category. This semi-participative notion provides a common standard for icon 
design and icon updating and makes sure that the structure of icon system will be 
solid even though kinds of proposition occur.   

What's more, VDL-based icon system facilitates the modification of icon structure. 
On one hand, it needs frequently revising KOS in a social community, such as insert-
ing a new category or changing some elements in a certain category. Corresponding 
modifications on iconic tags will be easily applied to VDL-based icon system by de-
signing new pre-icon and attaching symbols onto it. This action will be carried out 
independently to other existing categories, which assures a relatively solid system 
structure. On the other hand, it may occur that one community needs more than one 
sub-icon systems to represent and tag the resources in different KOSs from different 
departments. Graphical regularity of VDL will be duplicated only by adding or can-
celling pre-icons when shared context differs. And then, combination of new symbols 
with these pre-icons transforms former icon system to present one successfully. Users 
from different departments are assumed to quickly get used to others' icon system 
without learning a new rule, which facilitates communication between them.    

Reflected those, to co-construct a VDL-based icon system involves firstly a catego-
rization of representing objects of icons to provide a framework of system. Then, 
VDL is supposed to be proposed and confirmed to define pre-icons for each category. 
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After this work on informatics, designers and users propose symbols of icons to en-
rich the entities in the system. At this step, mechanism of proposition has to be drawn 
up to standard the activities in this co-construction. Finally, as what having been done 
with documents in a KOS, icons could as well be similarly managed by topics, attrib-
utes and resources through Hypertopic model. Each icon is able to be described with 
supplementary information as its attributes. In the next section, we will illustrate the 
co-construction of VDL-based icon system: categorization, cooperative activities and 
discussion on the management of icons as documents. 

3.2 Categorization of Icons in an Icon System 

3.2.1   Previous Empirical Categorization of Icons According to Symbolic  
Characters or Graphical Characters 
When a number of icons are involved in an icon system, it is more effective to build 
up a categorization of icons for icon searching. As mentioned in the section before, 
categorization is essential in an icon system because it facilitates icon seeking and 
sharing with an explicit structure. Users can easily find a target icon by entering di-
rectly into the right category. Similarly, ones who recommend new icons into icon 
system will also find out the unit to put their icons quickly and accurately. Resulting 
from this, we need to firstly build up an appropriate categorization of VDL-based 
icons which will be equally regarded as iconic tags for further social tagging. 

Previous researches have studied the categorization of icons. In Wangs' work, re-
searchers have listed and analyzed nine icon taxonomies from 1983 to 2003 [16]. 
These studies relied on different classifying criterions but always focusing on the 
relation between symbols of icons and represented objects. The results were summa-
rized that icon taxonomy done before was interested in physical form of icons. Icons 
were classified according to the cognitive distance with the reality.  

A deeper work on icon taxonomy [17] has been recently carried out and demon-
strated three methods to classify icons. Lexical categorization concerned the picto-
graphical categorization initially divided into lexical words (or content words) and 
function words (or grammatical words). Semantic categorization aims at classifying 
icons into events and entities, or we can say into actions and objects. Categorization 
by representation strategy was used to convert concepts into pictographs: visual simi-
larity, arbitrary convention and semantic association. Although this work added new 
factors into icon categorization, it was still conceptually close to former taxonomy 
emphasizing the sign theory. 

Indeed, practitioners of Google Image have shown another method of icon catego-
rization with more attention on graphical features (see figure 5). This function allows 
quickly selecting the icons of common graphical component without interest in sym-
bolic representation unless we require something in the search bar. However, this 
time, accordant responses will be displayed all in one size or in one colour to implant 
side conditions on external appearance. 
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Fig. 5. Interface of icon categorizing and searching by graphical options in Google Image 

We can get a primary conclusion that classic categorization of icons focused on 
symbolic characters while categorization based on graphical qualities is likewise 
adoptable. However, one unit of icons classified by two methods may not be perma-
nently identical such as the example showed in figure 6. Four icons are catalogued in 
the same category considering their symbolic characters because they represent all the 
objects on energy. To the contrary, they are divided into two separate classes when 
relying on graphical feature: two in red and others in blue. The potential conflict be-
tween two standard of categorization complicates the construction of icon system. 
Experts have to prepare two kinds of categorization of icons to meet different search-
ing goals since normally the categorization through symbolic characters is distinct 
from that through graphical characters. Consequently, VDL-based icon system aims 
to avoid the bias towards symbolic-relied icon categorization and simplify the catego-
rization of icons. 

3.2.2   Categorization of Icons in VDL-Based Icon System 
No matter which icon will be added into VDL-based icon system, it has to obey the 
creation rule: pre-icon plus symbol. Even original icon was designed randomly in 
several colors or in a special form, further graphical operations will transform it in 
accordance with other VDL-based icons. What has to emphasize is that categorization 
stated below is just a function of system in given context, but not in purpose to serve 
universal icon taxonomy. 

When several VDL-based icons are involved in a common knowledge context, 
they are supposed to be firstly classified according to the categorization of 
representing objects. Although this method of categorization is similar with those 
previous studies on icon taxonomy paying attention to symbols of icons, the criterion 
is no longer on representing strategy like arbitrary or similarity but real meaning of 
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the icon. As mentioned in the introduction of VDL-based icons, these structured icons 
are produced from a group of textual tags. We have firstly a unit of textual tags (sub-
titles of icons) which are catalogued by Hypertopic model, and then iconize them as 
well as their structure (categorization of textual tags). This time, the categorization of 
icons can be regarded as an opposite process: we have a unit of VDL-based icons, and 
then the structure of corresponding textual tags will contribute to their categorization. 
That is to say, iconic tags whose textual prototypes are catalogued in one category 
will always be kept in the same class of icons. 

        
 
 
 
 
 
 
 
 
 

 
 

Fig. 6. Two criterions of categorization for icons without explicit structure vs VDL-based icons 

On one hand, categorization of VDL-based icons brings out a high consistency be-
tween categorization through symbolic characters and graphical characters due to the 
graphical regularity of VDL.  For example user who wants to choose an iconic tag 
“plant” may search from category "nature" or category "green icons". With a former 
icon categorization, he has risk to get quite distinct results from two categories. How-
ever, in the case of VDL-based icon system, we define that green square icons, name-
ly pre-icon, represent the topic of nature. Icons under category "nature" or category 
"green icons" are entirely the same. Consequently, VDL-based icon system integrates 
two separate categorizations into one which simplifies construction and practice.  

On the other hand, pre-icons deal better with the situation where one iconic tag is 
concerned in more than one category, which frequently occurs in KOS. For example, 
the tag "renewable energy" is a multidisciplinary topic. It is associated with environ-
mental aspect interested in energy and economic aspect respecting reduction on ener-
gy consumption. In the categorization of textual tags, renewable energy will appear 
both under the category "environmental aspect" and category "economic aspect". 
However, textual form cannot express explicitly these two categories when tagging 
resources. On the contrary, VDL-based icons are capable to adapt multi-topic-
concerned cases making use of pre-icon. The symbol of "renewable energy" will be 
attached onto two respective pre-icons corresponding to "environmental aspect" and 
"economic aspect", by means of which, one tag can be catalogued under more than 
one categories. Similarly, if we encounter several icons with the same representing 
objects, their pre-icons determine which category they are in.     
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Seen from these evidences, the icon categorization in VDL-based icon system  
provides an effectual way to find a target icon. This categorization depends initially 
on Hypertopic-based categorization of represented objects. Simultaneously, the cate-
gorization originating from symbolic character of icons coheres with that through 
graphical character, taking advantage of VDL and pre-icons. The categorization of 
VDL-based icons also simplifies the construction of icon system and the management 
of multi-topic-concerned tags. 

3.3 Cooperative Activities in VDL-Based Icon System 

Graphical regularity of VDL allows easy participation of users and designers. They 
have just to learn the creation rule and then cooperate in the co-construction. Four 
types of operative operations will be presented in this section that may take place in 
VDL-based icon system. 

Firstly, users and designers can propose a symbol to an existing icon. In this case, 
the sub-title (textual tag) oriented from topic or attribute value has already at least one 
corresponding icon. Users always find another symbol with a better comprehensibility 
and designers have also the fresh idea of a more artistic representation. Instead of the 
fear that new icons will not adapt to the actual system, VDL-based icon system pro-
vides a simple way. All what to do is joining proposed symbol onto fixed pre-icon to 
create the new icon. Even if symbol changes, predefined pre-icon makes it remind in 
the same category and the categorization of iconic tags maintains. This operation 
allows more alternatives for a topic or for an attribute value to respond to large partic-
ipation of icon proposition. 

 

Fig. 7. Cooperative operations on the combination of pre-icon and symbol to propose new 
VDL-based icons  

Secondly, an existing icon could be proposed to be associated with other categories. 
When an icon represents an object with multi-topics, it may be correlated with more 
than one category. In predefined icon categorization, experts cannot recognize all the 
multi-topic-icons like "renewable energy", resulting from which, users will be recom-
mended later to re-produce an icon from another pre-icon with actual symbol. This 
operation encourages a collective recognition of icons. Each user is able to recognize a 
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reasonable concerned category for an existing icon. This multi-topic-icons proposition 
is assumed to make more accurate knowledge tagging because it is easy to realize 
which domain is highlighted seeing from the pre-icon of multi-topic-iconic tag. 

Thirdly, it is meaningful to suggest an entirely new entity to VDL-based icon sys-
tem. This operation can be explained as inserting represented object along with a 
corresponding icon which is similar to adding topics and attribute values in a KOS. 
Experts on knowledge management and users could also create a new iconic tag with 
merely proposing its textual form and calling for corresponding iconic representation 
from those being good at designing. However, these textual tags are rather the new 
items in each category than the possible subtitles of existing icons. For sure that new 
icon will always keep the fixed pre-icon. This type of textual proposition will not be 
accepted by administrator until an icon matches with.          

Finally, users are able to give comments to icons principally about their design and 
applicable area. Users may remark on the understandability of symbol referring to the 
quality of iconic interpretation, or give advice on the possible textual explanation of 
icons. This proposition on textual meaning implies the type of knowledge to be 
tagged. For example, an icon of a symbolic factory may have several corresponding 
textual tags like "industry", "factory", even "pollution". If someone gets these sub-
titles proposed by others, he will probably use this icon to tag knowledge interested in 
these topics. Although each person has his own understanding of icon and will apply 
the same icon into varied domains, others' propositions constrains somehow a tenden-
cy of applicable area since there is semantic imitation in social tagging [18].  

These four operations are dedicated to the co-construction of VDL-based icon sys-
tem, which will enhance its functions in both top-down and bottom-up way. They 
avoid the limitation of expert-recommended icon system by absorbing as much as 
possible ideas from all participants. Meanwhile, by means of VDL, new joint icons 
will not disturb the actual system structure.  

3.4 Discussion: From Icon System to KOS 

Although VDL-based icon system acts as a supplementary system of KOS where 
icons are treated as future iconic tags, it is also able to function like an independent 
KOS in which icons are entities. Here Hypertopic is proposed as the protocol to man-
age icons by its topics, attributes and resources, as what is done to documents.  

Above all, the topics of icons reveal the icon categorization of representing objects. 
This categorization completely employs the tag structure proposed by Hypertopic in 
which each category of symbolic interpretations of icons refers to a group of viewpoint 
or attribute name. As introduced before, icon categorization based on graphical charac-
ters and symbolic characters are unified in the case of VDL-based icon system. Adding 
or searching an icon is similar to the procedure of a target textual item in KOS. 

Besides, attributes and resources are also attachable for an icon. A list of at-tributes 
of an icon may include its created time, pixel information, designer, proposed apply-
ing field and other useful information. Resources for an icon will relate to the link for 
uploading or the documents tagged by this icon before to show previously applied 
examples. Practical evidence of icon benefit from cooperative activities like propos-
ing icons representing close objects with their link in the resource, or putting some 
comments in the attributes to suggest applicable domain.  
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As iconic tags are able to tag an item, they are as well used as labels for an icon. In 
this way, icon to be tagged is treated as an item in KOS while icons used to tag are 
iconic tags in another icon system. However, once a VDL-based icon system is im-
plemented for a social sharing with a fixed knowledge context, it is clearer to tag an 
icon with textual tags to avoid confusion. Tagging icons with iconic tags is a concep-
tually achievable task but still cause other problems on readability.  

Taking evidence from successful samples of KOS based on Hypertopic protocol, 
VDL-based icon system constructed by the same theoretical principle is also able to be 
managed as a KOS with special focus on knowledge tagging in social communities. 

4 Conclusion 

After validating that VDL-based iconic tag system improves the effectiveness of  
tagging process, we presented how to co-construct it for social tagging in a given 
knowledge context. This system underlines an integrated Hypertopic-based icon cate-
gorization in both symbolic and graphical ways, attributes list for each icon and four 
cooperative operations of users. What's more, VDL-based icon system is easily adapt-
able for kinds of knowledge tagging and sharing with a simple creation rule on  
pre-icon plus symbol. Its advantage caters for current social information goal and 
diverse knowledge contexts. To summarize our contribution is that the cooperative 
construction provides an easier and more efficient way to create VDL-based icon 
system, in which structured iconic tags make it possible to visually and verbally  
organize the knowledge within social communities.  
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Abstract. In this paper, we propose a general-purpose Trust Layer that
fits and exploits the emerging concept of Social Web. Key features of our
proposal are the consideration of several dimensions for trust computa-
tion and the exploitation of social interaction dynamics over the Web,
through the definition and the evaluation of event patterns and trust
rules. Besides presenting our trust model, we discuss a case study on the
ACM Digital Library social environment.

Keywords: Trust, Multi-dimensional Social Trust, Social Web.

1 Introduction

Estimating trust of Web users is today one of the most challenging research is-
sues. Although many proposals have so far emerged to capture trust as the extent
to which one party is willing to depend on something or somebody (see Section 5
for an overview), considering connected benefits and risks [18,29], most of them
are focused on specific scenarios (e.g, recommender systems, e-commerce, social
networks), or they focus only on some of the issues related to trust computation
(e.g., the computation of transitive trust). However, we believe that this vision
of domain-dependent trust computation does not fit anymore into the current
vision of the Web, which is rapidly evolving into the concept of Social Web,
that is, the set of multiple types of relationships that link together people over
the Internet [4], crossing the boundaries of the specific services they are using
and their related technologies. This evolution is also witnessed by the fact that
major online social networks such as Facebook, Google, Myspace and, in a dif-
ferent way, Twitter, as well as e-commerce websites and mobile applications, are
following the idea that users and their resources can be represented on complex
graphs [6,21,36] connecting different entities with different kinds of relationships.
This is instrumental to provide users with the possibility to increase both their
interactions with other users, as well as resource sharing in the most possible
personalized and semantic-meaningful way.

Technically speaking, Facebook has developed Open Graph, an extension of
its social graph via the Open Graph protocol.1 This is an RDFa-based protocol

1 http://ogp.me
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enabling any Web page to become a rich object in a social graph by adding
to it basic RDFa metadata. In the same way, Google and Myspace (together
with a number of other social networks) are following the OpenSocial2 public
specification, which defines a component hosting environment (container) and a
set of common application programming interfaces for web-based applications.
In this scenario, intuition and literature [22,24] suggest us that a key dimension
for trust computation is to keep into account the social graph dynamics, that is
how social graphs evolve over the time, according to “social events” (e.g., add,
modify, delete a relationship) generated by the social community.

For these reasons, in this paper we propose our Multi-dimensional and Event-
based Trust Layer. Multi-dimensional, in the sense that we exploit for trust com-
putation multiple types of relationships representing diverse interactions among
users and resources in a social scenario. Event-based, because a certain trust
relationship holds in a certain dimension when an event or some event patterns,
meaningful for that specific dimension, occur. Besides presenting the main com-
ponents of the Trust Layer, we also present some preliminary performance re-
sults, showing the effectiveness of our proposal on top of the social environment
we extract from the ACM Digital Library dataset.3

The rest of the paper is organized as follows. Section 2 overviews the ar-
chitecture of the Trust Layer and discusses its properties. Section 3 provides a
formalization of the Trust Layer components. In Section 4 we show the use of
the Trust Layer applied to the AMC Digital Library social environment. Section
5 surveys related work. Finally, Section 6 concludes the paper.

2 A Multi-dimensional and Event-Based Trust Layer

Our idea is to build a Multi-dimensional and Event-based Trust Layer on top of
any social environment via an augmented social graph [8] able to aggregate all
information gathered from the Social Web concerning users and their resources
(e.g., actions, opinions, user profile attributes), in order to evaluate users’ trust
relationships. As introduced before, the evolution of the augmented social graph
can be exploited to compute trust between users. To keep trace of the aug-
mented graph evolution and to evaluate trust accordingly, we take inspiration
from Event-Driven Architectures (EDA) [34], where certain actions are triggered
as a response to the detection of particular events or event patterns. Complex
Event Processing (CEP) [26], which detect interesting events or event patterns
in data streams and react to them in presence of critical situations, can be ex-
ploited for the purpose of trust computation. The idea is, therefore, to (i) gather
from the augmented social graph all the events that change the social interac-
tions on the graph (i.e., edges creation/deletion/modification), (ii) encode them
into streams, and (iii) evaluate over them a set of meaningful event patterns.
Finally, (iv) these patterns are evaluated by some trust rules, that associate with
involved users a given trust value when some meaningful event patterns occur.

2 http://docs.opensocial.org
3 http://dl.acm.org/
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Fig. 1. The architecture of the Trust Layer

Trust rules are monitored in the Trust Layer by a Complex Event Processing
engine (see Figure 1, component (a)), to immediately detect changes on the
augmented social graph that implies a new trust value for involved users. This
architecture has the strong benefit of a real-time estimation of users trust values.
This might be fundamental in some scenarios where trust is a key parameter in
the decision process. This is, as an example, the case of relationship-based access
control [14], where information releasing in a social network is regulated by the
existing trust relationships (e.g., a user authorizes the access to a given resource
only to friends with a trust value greater than 0.6). However, if we consider the
huge amount of possible changes in a social environment, this architecture might
imply an high overheard due to the continuous event monitoring and evaluation
of trust rules. As such, as an alternative, we also consider an architecture where
events are collected into an event log (see Figure 1, component (b)), over which
trust rules are periodically evaluated.

It is relevant to note that the selection of the CEP-based or log-based archi-
tecture does not change the formal representation of the augmented social graph,
event patterns and trust rules. The only difference between the two architectures
is indeed in terms of trust rules evaluation. The choice of an architecture with
respect to the other, depends on a trade-off between efficiency and the risk of
not having up-to-date trust information. Since the formalization is the same,
and our experiments have been conducted on a log-based architecture, hereafter
we refer to trust rules evaluated over event logs.

For the sake of clarity and for evaluation purposes, we will refer in this paper
to the ACM Digital Library dataset. The ACM Digital Library is a database
created by the Association for Computing Machinery (ACM) containing every
article ever published by ACM, information about its authors, and bibliographic
citations from major publishers in computing. We will consider social aspects
connected to this database, in particular the augmented social graph that it is
possible to extract from coauthoring information and other information such as
users’ affiliation, conference venues, and publication years.

3 Trust Layer Modeling

3.1 Multi-dimensional Component

We start introducing the basic concepts necessary to formalize the augmented so-
cial graph.Hereafter,wedenotewithU = {u1, u2, . . . , un} andR = {r1, r2, . . . , rn}
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the set of users and the set of resources in a given social environment, respectively.
We consider as resources both ‘classical’ user profile information, such as name,
surname, affiliation, etc. and ‘concrete objects’, as photos, videos, posts, etc.

Each user ui ∈ U and each resource rk ∈ R can be connected to other users,
or to other resources, via a certain relationship. The set of relationship names
supported in a scenario, that we denote as RN = {η1, η2, . . . , η∞}, is potentially
infinite, since in our model it is given the possibility to introduce new kinds of
relationships. Being RN be the set of relationship names, a relationship type ρp
is formally defined as:

ρp = 〈ηp, σp, ςp → τp〉 (1)

where ηp ∈ RN is the relationship name, σp is a (facultative, assigned by a
domain expert) trust judgement connected to the semantics describing the rela-
tionship,4 ςp represents the source entity type and τp represents the target entity
type. A source and target entity type can be both a user type (u) or a resource
type (r).

The creation of a new relationship in the augmented social graph implies the
generation of an instance of the corresponding relationship type. Being RT the
set of relationship types and ρp ∈ RT be a relationship type, we define ρrp as
instance of ρp when we associate with the relationship ρp a concrete source entity
srp and a concrete target entity trp. Formally:

ρrp = 〈ηp, σp, s
r
p → trp〉 (2)

where, if ςp = u, then srp ∈ U (if ςp = r, then srp ∈ R); if τp = u, then trp ∈ U (if
τp = r, then trp ∈ R). We refer to IR as the set of instantiated relationships.

Once defined the concepts of user, resource, relationship type and instance of
a relationship type, we are now ready to define the augmented social graph as

G = 〈V,E〉 (3)

where: (i) V = VU ∪ VR is the set of vertexes, where VU = U and VR = R; (ii)
E = IR is the set of edges connecting vertexes between them.

Example 1. Figure 2 illustrates an example of the graph G instantiated on the
ACM Digital Library social environment, where RN = {η1 : collaborate, η2 :
publish, η3 : venue, η4 : year} and RT = {ρ1 : 〈collaborate, positive, u → u〉,
ρ2 : 〈publish, positive, u → r〉, ρ3 : 〈venue, neutral, r → r〉, ρ4 : 〈year, neutral, r →
r〉}.5 The set of user vertexes VU consists of four users: authors a, b, c and d.
The set or resource vertexes VR consists of: (i) eight papers p1, . . . , p8; (ii) four
conferences c1, . . . , c4; (iii) five years of publication y1 to y5. The set E of edges
contains the instances of ρ1, ρ2, ρ3, ρ4, as emerges from the figure.

4 σp ∈ {positive, negative,neutral}, where to positive, negative and neutral can be
assigned ranges of values in the interval [−1, 1], depending on the specific domain.

5 A positive judgement is assigned to the collaborate relationship since it represents
mutual and strict interaction between users, clearly based on trust [9,32]. We leave
as neutral the fact of having published in a certain year or in a specific conference
since we can not statically evaluate this information in terms of trust.
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Fig. 2. An example of augmented social graph for the ACM Digital Library scenario

3.2 Event-Based Component

Literature offers several options for events formalization, in particular the work
described in [3, 11], which are however not related to trust computation. For
this reason, building on these, we define the specific concepts underlying the
event-based component of our Trust Layer.

An atomic event ê is an instance of a type Ê formalized as follows:

Ê(t, ν, �, srp, t
r
p, ηp, σp) (4)

where ê is a predicate symbol (the name of the atomic event). The set of prop-
erties P̂ = {t, ν, �, srp, trp, ηp, σp} associated with the event type Ê represents a
sort of intensional description of the atomic event ê itself. In addition to the
parameters introduced before, it contains: t, the timestamp associated with the
atomic event; ν, the type of the atomic event, i.e., ν ∈ {add, delete, modify};
and �, the responsible of the atomic event, i.e., the subject having generated the
relationship. We assume an event log6 containing the set Ê = {ê1, ê2, . . . , êm} of
atomic events involving users and their resources. In order to have a direct access
to each single parameter belonging to an atomic event êl, we use the notation
êl.parameter.

Atomic events can be monitored through simple and complex event patterns.
A simple event pattern ė is formalized as:

ė(v t|v ν|v �|v srp|v trp|v ηp|v σp) (5)

where v p̂ denotes the value of the parameter p̂ ∈ P̂ associated with Ê. The
specification of v p̂, for any p̂, is facultative. A simple event pattern allows to

6 We recall that we focus on the log-based architecture of the Trust Layer.
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define a sort of query able to ‘capture’ each atomic event êl ∈ Ê whose parameters
values match with the ones expressed in the query.

Being Ė = {ė1, ė2, . . . , ėnė} the set of simple event patterns, a complex event
pattern ë is formalized as:

ë(ϕ1 � ϕ2 � . . . � ϕn) (6)

where ϕi ∈ Ė, i ∈ N, and � ∈ {∧,∨,¬,∈, /∈,⊂,⊃,⊆,⊇, �, �}.7

Example 2. Considering the ACM Digital Library scenario, if we are in-
terested in capturing events where author a has established collaborations
in each year between 1996 and 1998, we have to define the simple event
patterns: ė1(1996|add|a|a| ∗ |collaborate|∗), ė2(1997|add|a|a| ∗ |collaborate|∗),
ė3(1998|add|a|a| ∗ |collaborate|∗) and the complex event pattern: ë(ė1 ∧ ė2 ∧ ė3).

Before introducing trust event patterns, we introduce the notion of condition
pattern C(e) on e as a boolean expression of atomic conditions c(e). An atomic
condition is formalized as:

c(e) : exp1 � exp2 (7)

where � ∈ {=, �=, >,<,≥,≤⊂,⊃,⊆,⊇,∈, /∈}. Furthermore:

– if e is a simple event pattern: exp1 is a parameter p̂ ∈ P̂ , whereas exp2 can
be a value, another parameter in P̂ , or a set of atomic events;8

– if e is a complex event pattern:
• exp1 can be a parameter in P̂ acting globally on the complex event
pattern,9 or a parameter in P̂ acting locally on a component simple
event pattern ė;10

• exp2 can be a value, or a parameter p̂ ∈ P̂ (global or local), or a set of
atomic events.

A trust event pattern ε̃ is a formula of the following form:

ε̃(e, C(e)) (8)

where e can be: (i) an atomic event, (ii) a simple event pattern, or (iii) a
complex event pattern, whereas C(e) is an optional condition pattern acting
on e. The condition pattern is always unspecified, if e is an atomic event (i.e.,
e = ê). Associating conditions with trust event patterns, allows us to evaluate
further constraints acting on simple and complex event patterns. Conditions act
at different levels of granularity and generality depending on if we are dealing
with a simple or a complex event pattern.

7 Where � = before, and 
 = after.
8 The set of atomic events can be given explicitly or it can be the result of a projection
operation, that will be described later.

9 Acting on each simple event pattern constituting the complex event pattern.
10 Via the ė.parameter notation.
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Example 3. We can capture events where author a has established collaborations
between 1996 and 1998 adding a condition acting on a simple event pattern
defining: ė(∗|add|a|a| ∗ |collaborate|∗), c1(ė) : t ≥ 1996, c2(ė) : t ≤ 1998. The
resulting trust event pattern is defined as: ε̃(ė, c1(ė) ∧ c2(ė)).

If we are interested in capturing collaborations of a and b with others af-
ter 1998, we specify a condition acting globally on the time parameter asso-
ciated with all the corresponding simple event patterns, i.e., ė1(∗|add|a|a| ∗
|collaborate|∗), ė2(∗|add|b|b| ∗ |collaborate|∗), ë(ė1 ∧ ė2), c(ë) : t > 1998. The
resulting trust event pattern is defined as: ε̃(ë, c(ë)).

Finally, we can capture events where a has collaborated with c after that
he/she has already collaborated with b, adding a condition acting locally on the
time parameters associated with the single event patterns constituting a com-
plex event pattern, i.e., ė1(∗|add|a|a|b|collaborate|∗), ė2(∗|add|a|a|c|collaborate|∗),
ë(ė1 ∧ ė2), c(ë) : ė1.t < ė2.t. The resulting trust event pattern is defined as:
ε̃(ë, c(ë)).

Given a trust event pattern ε̃(e, C(e)), we denote via the projection notation:

Π(ε̃(e, C(e)) (9)

the operator retrieving the set of atomic events satisfying the event pattern, and
with the cardinality notation:

||ε̃(e, C(e))|| (10)

the operator retrieving the number of atomic events in Π(ε̃(e, C(e)). Projection
can also be applied to each parameter, i.e., Π.t,Π.ν,Π.�,Π.srp, Π.trp, Π.ηp, Π.σp,
obtaining the set of the values associated with the single parameter satisfying
the event pattern.

Example 4. Let us consider the subset of atomic events involving instan-
tiated collaborate relationships of Figure 2 (where y2 = 1996, y3 = 1998,
y4 = 2000, y5 = 2004), i.e., Ê = {ê1(1996, add, a, a, b, collaborate, positive),
ê2(1996, add, b, b, a, collaborate, positive), ê3(1998, add, b, b, d, collaborate, positive),
ê4(1998, add, d, d, b, collaborate, positive), ê5(2000, add, c, c, d, collaborate, positive),
ê6(2000, add, d, d, c, collaborate, positive), ê7(2004, add, a, a, c, collaborate, positive),
ê8(2004, add, c, c, a, collaborate, positive)}.

Via the projection notation, we show the set of atomic events satisfying the
event patterns: Π1(ė(1996|add|∗|∗|∗|collaborate|∗)) = {ê1, ê2},Π2(ė(∗|add|a|∗|∗
|collaborate|∗)) = {ê1, ê7}, Π3(ε̃(ė(∗|add|a| ∗ | ∗ |collaborate|∗), t > 2000)) = {ê7}.

The following is an example of the use of the cardinality notation applied to
a simple event pattern: ||ε̇(1996|add| ∗ | ∗ | ∗ |collaborate|∗))|| = 2.

If we apply projection to single parameters we obtain: Π1.ν = {a, b}, Π2.t =
{1996, 2004}, Π3.t = {2004}. If we apply cardinality, we obtain: ||Π1.ν|| = 2,
||Π2.t|| = 2, ||Π2.t|| = 1.

We will see in Section 4, the utility of the introduction of the concepts of pro-
jection and cardinality for the definition of trust event patterns and condition
patterns.
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3.3 Trust Computation Component

The last component of our model is composed of trust rules that, applied to
trust event patterns, returns the trust values to associate to users involved in it.
Being ε̃(e, C(e)) a trust event pattern and x, y ∈ U , a trust rule r̄u is defined as:

r̄u(ε̃(e, C(e))) → tv(x, y) (11)

where tv(x, y) is the trust value associated with (x, y) via the evaluation of the
event pattern ε̃ by r̄u. We denote with R̄ the set of trust rules defined in the
system. The trust value tv(x, y) is computed differently depending on whether
the event pattern is composed by (i) an atomic event or (ii) a simple or complex
event pattern. In case (i), the trust value of the atomic event is equal to the trust
judgement (if it exists) associated with the semantics describing the involved
action. Formally:

r̄(ε̃(ê, C(ê))) = r̄(ê) → tv(x, y) = ê.σ (12)

since C(ê) is unspecified for an atomic event.
Computing trust values associated with trust rules evaluating simple or com-

plex event patterns (case (ii)) is a strictly domain-dependent task. In fact, due
to the multi-dimensionality of users relationships in a social scenario, trust rules
can extract trust relationships among users only if associated to event patterns
that are meaningful in a specific context. For this reason, we detail this aspect
in the next section on the concrete scenario of the ACM Digital Library dataset.

4 Trust Layer and the ACM Digital Library Dataset

We focus on the ACMDigital Library social environment, whichmodels the evolu-
tion of collaborations between authors based on the year of their first joint publica-
tion. In such a scenario,we expect that new established collaborations are based on
trust among authors [9, 32]. To catch this correlation in our experiments, our idea
is to analyze the evolution of the augmented social graph (i.e., of new established
collaborations built from the ACM Digital Library dataset), to see how this de-
pends on trust. More precisely, we perform several experiments so as to associate
a trust value with each couple of authors (a, b) that have not yet collaborated at
a given time T,11 so as to verify if they later on have established a collaboration.
We expect a new collaboration if the trust value between not yet collaborating au-
thors is greater than a given threshold α. If this happens, we say that our trust rule
captures the new collaboration. To this purpose, we defined three trust rules whose
trust event patterns take into account different events involving coauthors of a and
b in a certain period of time. The ratio underlying the experimented trust rules is
explained in the next sections. It is important to note that the experimented trust
rules have been defined based on a set of assumptions. Here, we do not want to
show that the proposed trust rules are the best possible ones. Instead, we intend

11 In the ACMDigital Library, the time T of creation of a new co-authorship relationship
is given by the year of publication of the co-authored paper.
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to show that, given a scenario based on some properties that an expert judges rel-
evant for trust computation on it (e.g., the number of mutual collaborators), the
components of our Trust Layer are expressive enough to capture these properties
and to associate proper trust values with the involved users.

1. First of all, we expect that for each couple of authors (a, b) not having
collaborated yet, the higher is the number of coauthors that a has not in
common with b, the lower is the level of trust that a has in b. This because
we expect that a could decide not to write a paper with b, in the case b is
an author having collaborated with very few of a’s (trusted) coauthors.

2. Furthermore, we expect that, being equal the number of mutual collaborators
between a and b, the higher is the number of those, among the mutual
collaborators of a and b, having established a collaboration relationship, the
higher is the trust between a and b. We correlate, this way, a high social
connectivity with a high level of trust.

3. As a last property, we expect that the higher is the difference between a and
b in terms of number of publications with the mutual collaborators (a has
published more with the mutual collaborators with respect to b), the lower
is the level of trust that a has in b. Similarly to property 1, even in this case,
a could decide not to collaborate with b, if b is an author that, in general,
publishes very few papers with a’s trusted coauthors.

4.1 Trust Computation

We develop three formulas (each of which respecting the corresponding property
described before) to compute the trust value tv(a, b) between each couple of
authors (a, b), which will be then associated with three different event patterns:

F1. tv(a, b) =
σ(a, b) · cc(a, b)

c(a)
(13)

F2. tv(a, b) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

σ(a,b)·cc(a,b)
c(a)

)(1− σ(a,b)·cccc(a,b)
cc(a,b) )

if cccc(a, b) < cc(a, b)

(
σ(a,b)·cc(a,b)

c(a)

)( σ(a,b)·cc(a,b)
cccc(a,b) )

otherwise

(14)

F3. tv(a, b) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

σ(a,b)·cc(a,b)
c(a)

)(1− cp(b,a)
cp(a,b) )

if cp(b, a) < cp(a, b)

(
σ(a,b)·cc(a,b)

c(a)

)( cp(a,b)
cp(b,a) )

otherwise

(15)

where

– σ(a, b) is the trust judgement associated with the semantics describing the
relationship between a and b;

– cc(a, b) is the number of mutual collaborators between a and b;
– cccc(a, b) is the number of authors, among the mutual collaborators of a and

b, having established a collaboration relationship;
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– c(a)/c(b) is the number of coauthors of a/b;
– cp(a, b)/cp(b, a) is the number of publications of a/b with collaborators com-

mon to b/a.

4.2 Events and Rules Specification

In order to compute the above defined formulas for collaboration prediction
based on trust, we have (i) to associate a specific rule with them; and (ii) to
express them in terms of event patterns. The rule must, at a given time, associate
a trust value with each couple of authors (not having collaborated yet) on the
basis of the addition of collaborations between other authors in the data set.
This means to formally define:

– the simple event pattern capturing all the collaborations:
ė1(∗|add| ∗ | ∗ | ∗ |collaborate|∗);

– the simple event patterns capturing collaborations between a and b:
ė2(∗|add|a|a|b|collaborate|∗), ė3(∗|add|b|b|a|collaborate|∗);

– the complex event patterns verifying the nonexistence of collaborations be-
tween a and b: ë1(ė2 /∈ ė1), ë2(ė3 /∈ ė1) in a certain period of time: c1(ë) :
t1 ≤ t ≤ t2;

– the trust event pattern: ε̃1(ë1 ∧ ë2, c1(ë));
– the trust rule: r̄1(ε̃1) → tv(a, b).

With r̄1 we can now associate one of the three formulas (13), (14) and (15). This
means to express the components of the formulas in terms of event patterns.

– To compute c(a) and c(b):
ė4(∗|add|a|a| ∗ |collaborate|∗), ė5(∗|add|b|b| ∗ |collaborate|∗), ε̃2(ė4,∅), c(a) =
||ε̃2||, ε̃3(ė5,∅), c(b) = ||ε̃3||.

– To compute cc(a, b):
ë3(ė4 ∧ ė5), c2(ë) : ė4.t

r
p = ė5.t

r
p, ε̃4(ë3, c2(ë)), cc(a, b) = ||ε̃4||.

– To compute the trust value associated with the action ‘collaborate’:
σ(a, b) = Π.ε̇1.σ.

– To compute the number of common collaborators of common collaborators
between a and b: ε̃5(ė1, ė1.t

r
p ∈ Π.ε̃4.t

r
p), cccc(a, b) = ||ε̃5||.

– To compute the number of publications of a with collaborators common
to b, and viceversa: ė6(∗|add|a|a| ∗ |publish|∗), ė7(∗|add|b|b| ∗ |publish|∗),
ε̃6(ė6, ė6.t

r
p ∈ Π.ε̃3.t

r
p), ε̃7(ė7, ė7.t

r
p ∈ Π.ε̃2.t

r
p), cp(a) = ||ε̃6||, cp(b) = ||ε̃7||.

4.3 Evaluation

From the ACM Digital Library dataset, we have extracted a subset of data in
a thirteen years interval, from 1996 to 2010. In this time interval, we dispose
of 283 authors and 6,477 collaborations between them. As introduced before,
it is a static a posteriori dataset. Since it is our aim to evaluate the number of
collaborations which has been established based on trust, we have, for each year,
considered authors not having collaborated before. For each couple of them, we
evaluate their trust level using the trust rule introduced in Section 4.2, associ-
ated with the three formulas for trust computation described in Section 4.1. We
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used, as a trust threshold α, a value of 0.6, representing a ‘sufficient’ amount of
trustworthiness between users with a σ = 0.9 value connected to the semantics
of the ‘collaborate’ relationship, since this kind of relationship represents a high
degree of correlation between users. Figure 3 illustrate the correlation between
the computed trust values and the generation of new collaborations. As Figures
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Fig. 3. Correlation between trust and new collaborations with F1. (a), F2. (b), F3. (c)
and global correlation from 1996 to 2010 (d).

3 (a), (b) and (c) clearly show, by using F2 or F3, we have better results with
respect to F1. This means that, by considering trustworthiness between users
based on common collaborators, a clearer correlation between trust and new
collaborations emerges as we exploit additional information connected to users
with respect to F1, such as the number of common collaborators of the common
collaborators, or the exact number of publications between common collabora-
tors. Independently from the chosen formula, if we consider the complete time
interval from 1996 to 2010, we can see in Figure 3 (d) how the number of col-
laborations created in absence of trust (i.e., collaborations that have not been
captured by our trust rules) is extremely low. On the contrary, it clearly emerges
the correlation (lower or higher, depending on the chosen formula) between trust
and the generation of new collaborations.

5 Related Work

Trust has been widely investigated in different fields and for different aims, such
as security and access control [7,20,30], peer-to-peer systems [1,5,10,37], agent
systems [15,28,35], online service provision and recommender systems [17,18,31].
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Nowadays, in the scenario of the Social Web, relationships between social
behavior and trust, have to be taken into consideration in the process of trust
management. In this sense, trust modeling and computation has been explored
in the context of online social networks [12, 16, 23, 27]. Most of these techniques
are based on probabilistic approaches, and on the concept of trust transitivity
among users [19]. However, as discussed in [13], trust propagation is far from
being a trivial task, and it is not always applicable. It is fundamental to under-
stand which are the assumptions under which trust can propagate transitively,
and in which context. Research in this direction has been done in [25], a work
proposing a complex social network structure taking into account trust, social
relationships, recommendation roles and preference similarity. Authors use trust
transitivity connected to these aspects based on the topology of the complex
social network. Another technique in the same field, has been proposed in [2],
where authors describe a high-level model to evaluate how much a person or
computational agent trusts another in a special decision context. Unfortunately,
they leave as topic of future study how social norms contribute to trust and
how this notion of social trust can be inferred from network structure, network
flows and the evolution of the network structure. A more concrete approach
for multi-dimensional social trust computation has been described in [33]. Here,
authors capture multi-faceted trust relationships considering multi-faceted inter-
ests similarity among users in product review sites. This work does not illustrate
a general model to capture social trust independently from the domain, and does
not address the issue of the dynamic evolution of social scenarios.

TheTrust Layerwe have proposed in the paper deals with these open issues, and
overreach trust transitivity problems connected to context and to the topology of
a specific social network. Taking into account the bigger and general scenario of
social interactions on theWeb, andmultiple evolving relationships amongusers,we
are able to capture different context-based trustworthiness among them, without
having to deal with, at least in this phase, the concept of transitivity.

6 Conclusions and Future Work

In this paper, we presented a new way to estimate trust values among users in
the Social Web. The key idea is to gather as much as possible information from
different social environments so as to form an augmented social graph, consisting
of multiple types of relationships among users as well as resources. By elaborating
this information and analyzing the evolution of the augmented social graph, we
can estimate the trust relationships between involved users. At this purpose,
we introduced event-based trust rules, associating a certain trust value with
users performing a given pattern of events. We studied the effectiveness of the
proposed Trust Layer on the social environment extracted from the ACM Digital
Library dataset. We plan to extend this work following several directions. The
first concerns the implementation of the CEP-based architecture in addition to
the log-based one illustrated in the paper. Another relevant future work implies
the generation of other experiments on different datasets, among which data
from online social networks (e.g., Facebook) and other social environments.
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Abstract. Twitter network is currently overwhelmed by massive
amount of tweets generated by its users. To effectively organize and
search tweets, users have to depend on appropriate hashtags inserted
into tweets. We begin our research on hashtags by first analyzing a
Twitter dataset generated by more than 150,000 Singapore users over
a three-month period. Among several interesting findings about hashtag
usage by this user community, we have found a consistent and signif-
icant use of new hashtags on a daily basis. This suggests that most
hashtags have very short life span. We further propose a novel hashtag
recommendation method based on collaborative filtering and the method
recommends hashtags found in the previous month’s data. Our method
considers both user preferences and tweet content in selecting hashtags
to be recommended. Our experiments show that our method yields bet-
ter performance than recommendation based only on tweet content, even
by considering the hashtags adopted by a small number (1 to 3)of users
who share similar user preferences.

Keywords: Twitter, hashtag, recommendation systems.

1 Introduction

Motivation. Recommendation systems have been widely used at e-commerce
websites to identify from a huge range of products the most appropriate ones
for each user. Various recommendation methods have been proposed to predict
the wanted products based on users’ preferences as well as preferences of similar
users [12]. A rising star of social information networks, Twitter presents to its
users the same challenge of finding the most appropriate people to follow, tweets
to read, as well as hashtags to use in their tweets [7]. Recommendation systems
are therefore pertinent in these scenarios [1,2].

In Twitter, users write tweets which are short messages containing no more
than 140 characters. A hashtag is a word prefixed by a # symbol and one or
more hashtag can be inserted into a tweet. Past empirical research shows that
hashtags have been used for different purposes. Some people use hashtags to
categorize their tweets. Others use hashtags to tag content related to disasters
or special events such as elections. Hashtags are also used for brand promo-
tion or micro-meme discussions [6]. Hashtags make tweets easily searchable by
other relevant users and this facilitates conversations among the users. Moreover,
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hashtags make tweets more accessible by hashtag-based search engines such as
hashtags.org1. In [4], hashtags have been used to help users tag other social
media sites. Since hashtags are neither registered nor controlled by any user or
group, it will be hard for some users to find appropriate hashtags for their tweets.

Research Objectives and Contributions. In this paper, we therefore ad-
dress the personalized hashtag recommendation task in Twitter. The objective
is to recommend a list of hashtags appropriate for a given user who has just
written a new tweet. We do not consider hashtag recommendation for retweets
(i.e., “forwarded” tweets) as they often contain the same hashtags as the cor-
responding original tweets. It is therefore relatively easy to derive hashtags for
retweets. Hashtag recommendation should be personalized as we would like to
consider the user preferences in the choice of hashtags. Twitter users adopt dif-
ferent styles and preferences in writing tweets. For example, users from UK may
prefer hashtags in British spellings. Classical music lovers may prefer using com-
poser names as hashtags for musical pieces. Knowing their personal preferences
will help to predict the appropriate hashtags.

We begin this research by first analyzing a Twitter dataset consisting of tweets
written by more than 150,000 Singapore users over a three-month period from
October 2011 to December 2011. This is a reasonably large user community
with 44M tweets. We examine the usage of hashtags among these users and
their tweets, and highlight several interesting findings about the dataset.

The second part of the paper focuses on our proposed hashtag recommenda-
tion method. Our proposed method selects hashtags from both similar tweets
(of the target tweet) and similar users (of the user who writes the target tweet).
The selected hashtags are ranked and the top ranked hashtags are then recom-
mended to the target user. We evaluate our proposed method and compare it
with the recommendation method which only considers the hashtags from the
most similar tweets. The results show that our method outperforms the latter
approach by about 20 percent.

On the whole, this paper makes a number of contributions to hashtag analysis
and recommendation as shown below:

– For the first time, a very large user community and its tweets have been used
in a study on hashtag usage and recommendation. We have observed in this
dataset that less than 8% of tweets contain hashtags and 40% of users ever
use hashtags in our three-month data.

– Our study shows that hashtag usage by a user community is very skewed.
Very few hashtags enjoy high popularity in tweets and users, while the vast
majority of them are used in one tweet or by one user. This observation is
consistent with the earlier studies.

– For any given day, we observe that 40% of the hashtags are not used by the
user community in the last 30 days. This suggests that a lot of hashtags used
are new to the users. This observation is only possible as we track the tweets
from the same user community over time.

1 http://www.hashtags.org

http://www.hashtags.org
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– We have developed a personalized hashtag recommendation method consid-
ering both user preferences and tweet content. The former has not been used
in the previous methods.

– Our experiments show that user preferences from very few similar users can
help to improve recommendation accuracy significantly.

Paper Outline. Our paper is structured as follows. Section 2 provides a quick
summary of the related recommendation research in Twitter. We describe the
Singapore’s user community and Twitter data collected from its users in Sec-
tion 3. We also present our analysis results in this section. Section 4 describes
our proposed hashtag recommendation method and its experiment results. We
conclude the paper in Section 5.

2 Related Works

In this section, we give a brief overview of the traditional recommendation sys-
tems followed by previous recommendation research on Twitter network.

2.1 Traditional Recommendation Systems

Recommendation systems are information filtering systems which predict the
preference of a user towards items (such as songs, books, or movies) or social
elements (e.g. people or groups) that she has not considered before [5,12]. There
are two types of recommendation systems – personalized and non-personalized.
Non-personalized recommendation systems rank the items without considering
the individual user’s preferences. For example, one may recommend the top ten
popular songs of the current month. On the other hand, personalized recom-
mendation systems consider the preferences of an individual user. The focus of
our paper is on personalized recommendation. There are essentially two ma-
jor approaches to perform personalized recommendation, namely collaborative
filtering and content-based recommendation.

Collaborative Filtering Approach. The underlying assumption of the col-
laborative filtering approach is that if a person X has adopted several common
items as adopted by another person Y previously, X is more likely to adopt
other Y ’s items than the items of a random person. In the context of product
rating recommendation, collaborative filtering has been used to predict the rat-
ing a target user assigns to an item using the ratings on the item assigned by
other users who share similar rating preferences as the target user. This type of
collaborative filtering is referred as the “user-to-user” collaborative filtering [13].

Another type of collaborative filtering approach is “item-to-item” collabora-
tive filtering. In this approach, we first derive the correlation between two items
which is measured by the portion of common users who purchase both items.
We then recommend a new item to a target user using its correlation with other
items already adopted by the target user.
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Beyond user and item level information, collaborative filtering approach can
also be performed in the latent factor space as a user or item can be represented
by a set of latent factors through matrix factorization techniques[8]. It has been
shown that matrix factorization techniques can yield very accurate recommen-
dation results albeit higher algorithmic complexity.

Content Based Approach. Content-based recommendation approach mea-
sures similarity between items by comparing their features and characteristics.
The recommendation of an item is made to a targeted user if the item is similar
to other items adopted by the user before. Unlike item-to-item collaborative fil-
tering, the content based approach makes use of item content only to determine
similarity between items.

Other Approaches. More recently, community-based recommendation sys-
tems have been introduced to recommend items based on the preferences of a
user’s friends. Such a recommendation approach is only possible when users
are connected with one another by friendship links or other forms of social
relations[3]. There are many other recommendation systems using demographic
information, such as age, profession, country, language, etc., to predict the user’s
preferences. Such systems use domain specific knowledge about how item fea-
tures meet the user’ needs and preferences or how the items are useful for the
user. There are also hybrid systems which combine the above approaches.

2.2 Hashtag Recommendation for Twitter Users

Currently, Twitter has not implemented any hashtag recommendation system
which suggests appropriate hashtags for the users’ tweets. In the research litera-
ture, there are works related to hashtag recommendation and hashtag prediction.
We found two hashtag recommendation approaches that are relevant and both
of them use only tweet content[15,11]. They will be described below in greater
detail. Hashtag prediction refers to predicting the hashtag to be used by a user in
the future. In [14], Yang et. al proposed to solve hashtag prediction by training
a SVM classifier using a variety of features. Note that this task does not involve
any target tweet.

Tweet Similarity Approach. Zangerle et al. [15] assumed that the primary
purpose of the hashtags is to categorize the tweets and facilitate the search.
The paper recommends suitable hashtags to the a target user, depending on the
content that the user enters without considering user’s preference for specific
hashtags. Preliminary analysis of hashtags usage in a Twitter data collection
obtained by a set of search queries shows that 86% of unique hashtags are used
less than five times within 3,209,281 tweets with hashtags. The five most popular
hashtags (#jobs, #nowplaying, #zodiacfacts, #news and #fb) appear in 8%
of all tweets with hashtags. In other words, a few popular hashtags are used
intensively while most of the other hashtags are used very sparsely. The paper
also finds out the use of hashtags by spammers (e.g. assigning 17 hashtags to a
single spammed tweet).
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Zangerle et al. proposed a hashtag recommendation system that retrieves a set
of tweets similar to a user given tweet. Similarity score is calculated by TF-IDF
scheme. Then, the hashtags are extracted from the retrieved similar tweets and
are ranked using one of the proposed score functions: (a) OverallPopularityRank
score: number of hashtag occurrences in the whole dataset; (b) Recommenda-
tionPopularityRank score: number of hashtag occurrences in the retrieved similar
tweet dataset; or (c) SimilarityRank score: similarity score of the most similar
tweets containing the hastag. Experiments showed that SimilarityRank score is
the best among them and the performance of the recommendation system is the
best when only five hashtags are recommended.

Naive Bayes Method. In [11], Mazzia et al. recommended hashtags by observ-
ing the content produced by the target user. Instead of TF-IDF to find similar
tweets, the method proposes to use Bayes model to estimate the probabilities
of using different hashtags. In the experiments, the Twitter dataset used is first
cleaned by removing micro-memes and spams. Micro-memes are detected by
identifying tweets which use the same hashtags but are very dissimilar. Spams
are filtered by removing users who have too many tweets using the same hashtag.
The Bayes model used in this paper is represented by the following formula.

p(Ci|x1, ..., xn) = p(Ci)p(x1|Ci)...p(Ci)p(xn|Ci)/p(x1...xn)

where Ci represents the ith hashtag and x1, ..., xn represent the words.
p(Ci|x1, ..., xn) is the probability of using hashtag Ci given the words that the
user generates and the hashtags with the highest probabilities are recommended
to the user. p(Ci) is the ratio of the number of times hashtag Ci is used to the
total number of tweets with hashtags. p(x1|Ci)...p(xn|Ci) is calculated from the
existing data of tweets.

3 Hashtag Usage Analysis

3.1 Twitter Data for Usage Analysis

In our study, we collect the Twitter data generated by a community of Singapore
users. A complete analysis of hashtag usage in the entire Twitter network is not
possible as such a dataset is not publicly available. Most researchers in the past
chose to analyze Twitter data collected using some forms of data sampling on
the stream of Twitter data returned by the APIs provided by the company.
For example, Zangerle et. al used a set of query keywords to gather tweets[15].
Inevitably, the analysis results will be biased by the query relevant tweets.

As there is yet a comprehensive analysis of hashtag usage in the tweets gen-
erated by user communities, and how the usage patterns may affect hashtag
recommendation, we first perform a detailed analysis on the three-month data
(October 2011 to December 2011) generated by this Singapore user community.
Our analysis aims to answer the following research questions: (a) How often are
hashtags used in tweets? (b) How many hashtags do we expect in a tweet? (c)
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How familiar are users in using hashtags? (d) Do the hashtags assigned already
appear in earlier tweets? Providing answers to the above questions will give us
a good understanding of the hashtag usage patterns of a user community and
their changes over time.

We collect the Twitter data generated by more than 150,000 Singapore users
who are identified by the location field in their user profiles. Every user is at
least directly or indirectly connected to a small set of carefully selected seed
users so as to prevent spammers to be included. The seed users are popular
political bloggers, commentators, election candidates and news media during
Singapore Election 2011. Since election is a big socio-political event, we believe
that we cover the majority of Singapore Twitter users. We crawl all tweets of
these Singapore users on a daily basis. In this manner, we are assured that
almost all tweets from this user community have been completely downloaded
for our study. Table 1 shows the important statistics found in this dataset. There
are more 65,000 users who have written some original tweets during the three-
month period. The remaining users (nearly 60% of total user population) do not
write original tweets. They could perform retweeting or simply reading tweets
from others. Our dataset also contains nearly 450,000 distinct hashtags and 45M
original tweets.

Table 1. Data Statistics

# users 65,410

# users using hashtags 46,244

# distinct hashtags 449,206

# original tweets 44,997,784

# original tweets containing hashtags 3,534,869

3.2 Hashtag Usage Analysis

There are substantial fraction of users (about 39%) using hashtags in their origi-
nal tweets, and very small fraction of original tweets containing hashtags (<8%)
as shown in Table 1. This suggests that many users know how to use hashtags
but very few actually tweet a lot using hashtags. Figure 1 shows that the fraction
of users using hashtags and the fraction of tweets containing hashtag over the
three-month period remain very stable for this user community.

We define tweet popularity of a hashtag by the number of tweets containing the
hashtag. We show the scatterplot of tweet popularity of hashtags in Figure 2(a).
Each point in the figure represents the number of hashtags with the same tweet
popularity. The distribution is power law-like showing that most hashtags appear
in one tweet each and very few tweets enjoy very high tweet popularity. In a
similar way, we define user popularity of a hashtag by the number of users using
the hashtag. Figure 2(b) shows that the user popularity distribution of hashtags
also follows the power law distribution. This suggests that only a few hashtags
enjoy high popularity while most hashtags are used by a single user.
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Fig. 1. Hashtag usage

Next, we analyze how frequently users write tweets with hashtags. As shown
in Figure 2(c), most users write only one tweet containing hashtag(s) during
the observed period. Very few users write many tweets that contain hashtags.
Finally, we found out most tweets with hashtag(s) contain only one hashtag as
shown in Figure 3. There are very few tweets containing more than one hashtag.
This is not a surprise given the short tweet length.

Finally, we want to know if the hashtags are new as users assign them to
tweets. Unfortunately, the verification of new hashtags is very costly and may not
be viable due to the lack of all historical twitter data. We therefore introduce the
definition of “fresh hashtag”. A hashtag is said to be fresh to a user community
if it has not been used by any user in the community in the last k months. This
definition constrains the freshness verification to only k previous months of data
generated by a user community. To reduce the verification cost, we have k = 1
in our current study.

Figure 4 depicts the fraction of fresh hashtags, the fraction of tweets containing
fresh hashtags and the fraction of users using fresh hashtags for each day. It is
interesting to find 40% fresh hashtags are introduced each day. This suggests
that another 40% hashtags are replaced each day. The life expectancy of many
hashtags are therefore very short. Less than 30% of tweets contain fresh hashtags
and around 40% of users use fresh hashtags each day. These observations lead
us to believe that hashtag recommendation is an important task as it helps
users to adopt more hashtags and makes their tweets easily searchable by other
relevant users. The recommendation should also involve recent past data so as
to recommend fresher hashtags.
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4 Personalized Hashtag Recommendation

Unlike previous methods that recommend hashtags found in similar
tweets [15,11,10], we propose a new recommendation method that recommends
hashtags which are not only appropriate for the tweet but also match the target
user’s taste. In other words, given a user-tweet pair, we would like to find other
similar user-tweet pairs and recommend the hashtags from those user-tweet pairs.
We believe that this approach will be able to personalize the recommended hash-
tags to the user’s perferences. In the following, we first describe our proposed
method followed by its evaluation.
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4.1 Our Proposed Method

Finding similar user-tweet pairs involves three subtasks: (a) selecting hashtags
from users with preferences similar to the target user, (b) selecting hashtags from
tweets that are similar to the target tweet, and (c) deriving ranking scores for
the selected hashtags. In both subtasks (a) and (b), we adopt a TF-IDF scheme
to find similar users and tweets as described below.

Selecting Hashtags from Similar Users. We represent a user by her prefer-
ence weights for each hashtag in our hashtag dictionary H . Formally, a user uj

is represented by a weight vector:

uj = {w1j , w2j , w3j , . . . , wi|H|}

where wij is the preference weight of user uj towards hashtag hi and can be
defined by the TF-IDF scheme.

wij = TFij .IDFi

TFij =
Freqij
Maxj

, IDFi = log

(
Nu

ni

)
where Freqij = usage frequency of hashtag hi by user uj , Maxj = maximum
hashtag usage frequency by uj , Nu = total number of users, and ni = number
of users who use hi before.

The intuition of TFij is that if a user uses a hashtag a lot, more preference
weight is given to the hashtag. At the same time, this weight is normalized by
the maximum hashtag frequency of the user. IDFi assigns higher weight to a
hashtag if the latter is rarely used by other users.

Given a target user u and another user ui, we can measure the cosine similarity
between them as follows.

Sim(u, ui) =
u · ui

||u|| · ||ui||
We then rank the users by similarity score and the most similar X users are se-
lected. Let TopXUsers(u) denote theX users most similar to u, andHashtags(ui)
be the set of hashtags previously used by ui. We combine the hashtags from these
top-X users to be our candidate hashtag set HTofUsers(u).

HTofUsers(u) = ∪ui∈TopXUsers(u)Hashtags(ui)

Selecting Hashtags from Similar Tweets. In a similar manner, we represent
a tweet tk can be represented by a weighted vector of words in a word vocabulary
W .

tk = {wk1, wk2, wk3, . . . , wk|W |}
where

wkl = TFkl.IDFl
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TFkl =
Freqkl
Maxk

, IDFl = log

(
Nt

nl

)
where Freqkl = frequency of word wl in tweet tk, Maxk = maximum word
frequency in tk, Nt = total number of tweets, and nl = number tweets in which
wl appears.

The similarity score between the target tweet t and another tweet tk is defined
by:

Sim(t, tk) =
t · tk

||t|| · ||tk||
We now select the top-Y tweets most similar to the target tweet t, denoted by
TopY Tweets(t). Let Hashtags(tk) denote the set of hashtags in tweet tk. We
derive a second set of candidate hashtags HTofTweets(t) from TopY Tweets(t)
as follows.

HTofTweets(t) = ∪tk∈TopY Tweets(t)Hashtags(tk)

Ranking Candidate Hashtags. The candidate hashtags to be recommended
for the target user u and tweet t can be obtained by the union of hashtags from
top-Xsimilar users and top-Y similar tweets.

SuggestedHashtags(u, t) = HTofUsers(u) ∪HTofTweets(t)

After that, hashtags in SuggestedHashtags(u, t) are ranked by frequency. The
hashtag frequency is defined by adding the number of times the hashtag is used
by top-X users with the number of times it appears in top-Y tweets. Finally,
the top ranked hashtags are finally recommended to the user u.

4.2 Experiment

To evaluate our hashtag recommendation method, we conduct experiments using
the tweets generated by Singapore users in November and December of 2011.
Tweets that do not contain hashtags are removed from the dataset. The remain-
ing dataset in November contains 2,264,801 tweets and 37,617 unique users and
is used as training data. To evaluate the recommendation results, we randomly
selected 5606 original tweets from the December data with authors in the train-
ing set. These tweets form our target tweet set. The hashtags actually used in the
target tweets serve as the ground truth. Since the hashtags to be recommended
are from November, we expect that they are still relatively fresh.

Since other previous methods recommend hashtags purely based on similar
tweets, our experiment varies the number of similar users (i.e., X) used in our
method. When X = 0, our method will recommend only hashtags from similar
tweets. We also want to evaluate the different number of similar tweets Y used
in recommendation.
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For each target user-tweet pair, we consider the top five and top ten recom-
mended hashtags and measure the performance of our method using hit rate
as defined below.

Hit Rate =
Number of Hits

Number of Target User-Tweet Pairs
(1)

A hit occurs when the recommended hashtags for a target tweet t include at least
one of the ground truth hashtags. Although multiple hashtags may be used in a
target tweet, such cases are rare. Hence, it is reasonable to use the above hit rate
measure.

We use Apache Lucene2 to derive the similarity scores and retrieve the hash-
tags of the top-X similar users and hashtags of the top-Y similar tweets as
Lucene is very efficient in such computation and retrieval.

4.3 Results

Figure 5(a) shows the hit rate (in percentage) of top five recommended hashtags.
We vary the number of top similar tweets Y used from 0 to 50, and measure the
performance of our method with top X = 0 to 4 similar users. The figure shows
that as we increase the number of similar tweets from 0 to 10, the hit rate improves
significantly. The improvement beyond 10 similar tweets is however very small or
evennegative.We can also observe that considering top 1 to 3 similar users can help
to further improve the hit rate when the number of similar tweets are small, i.e., 10
and 20. The improvement percentage of recommendation using top 1 similar user
over recommendation without similar user at Y = 10 is about 20%. Our method
performs best with hit rate = 31.56% whenX = 1 and Y = 20.
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Fig. 5. Hit Rate

Figure 5(b) shows the hit rate (in percentage) of top ten recommended hash-
tags. We vary the number of top similar tweets Y used from 0 to 200, and
measure the performance of our method with top X = 0, 1, 3, 5 and 7 similar

2 http://lucene.apache.org/core/

http://lucene.apache.org/core/
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users. On the whole, the hit rate has improved as we recommend more hash-
tags. Again, most significant improvement in hit rate occurs between Y = 0 and
Y = 10. Beyond Y = 10, the improvement is small. On the other hand, using
similar users is almost always better than not using similar users. The improve-
ment margin of recommendation using top 1 similar user over recommendation
without similar user at Y = 10, i.e., 21%, is similar to that observed for top 5
recommended hashtags. This time, our method performs best with hit rate =
37.19% when X = 5 and Y = 50.

5 Conclusions

Hashtag recommendation is a novel problem in Twitter. It is also important
as most tweets do not carry hashtags and most hashtags do not have long life
span. Our hashtag usage study on a three-month Twitter data generated by over
150,000 users in Singapore confirms the above observations. Our study shows
that 40% of the hashtags in any day are fresh, i.e, not used in the last 30 days.
We also observe that the usage patterns are stable over the period.

Our paper also proposes a personalized hashtag recommendation method that
considers both target user preferences and target tweet content. Given a user
and a tweet, our method selects the top most similar users and top most sim-
ilar tweets. Hashtags are then selected from the most similar tweets and users
and assigned some ranking scores. Experiment results show that using user pref-
erences and tweet content will give us better recommendation than just using
tweet content alone.

Beyond this early and promising results, there are several other interesting
future directions to explore for hashtag recommendation. We can further divide
hashtags into different categories, e.g., by freshness or by topic, and study their
recommendation accuracies. In [9], popular hashtags have been clustered into
four categories by their before-peak, after-peak, and during-peak popularity. For
each hashtag category, it will be interesting to propose different recommenda-
tion methods that work well. So far, our proposed method is based on simple
collaborative filtering. More sophisticated methods such as matrix factorization
can also be used in the future.
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Abstract. This paper describes how a nascent collective of individuals
can coalesce into a complex social system. The systematic study of such
scenarios requires a mathematical framework within which to model the
behavior of the individual members of the collective. As individuals in-
teract, they develop social relationships and exchange resources – that
is, they develop social capital that quantifies the value of social influence
that individuals exert on each other. Social capital can be expressed via
conditional preference orderings for each individual. Conditional prefer-
ences reflect the influence relationships of an interacting social collective.
Conditional preference orderings can then be aggregated via conditional
game theory to form a concordant utility that provides an emergent
group-level ordering of the harmony of interests of the members of the
collective. We can thus develop a complete social model that takes into
consideration all social relationships as they propagate through the sys-
tem. Solution concepts can then be defined that simultaneously account
for both group-level and individual-level interests.

1 Introduction

A complex social system comprises individuals whose motives and behavior are
difficult to understand and whose actions lead to emergent group-level behavior
that is difficult to predict. Computer-based modeling of such societies provides
a powerful tool for predicting and explaining human and social behavior. It
also provides a powerful synthesis tool for designing artificial societies that are
intended to perform useful tasks as a group. A key component of such models
is the need for clearly defined notions of rational behavior on the part of the
individuals and for a clearly understood aggregation process that leads to an
understanding of the behavior of individuals and groups. Extant formal models
of individual and social behavior and aggregation, however, are developed in
highly idealized situations – in effect, within a social vacuum. In contrast, most
social scientists study such behavior and aggregation without drawing on the
repertoire of tools developed by computer scientists and mathematicians. We
therefore seek to add a level of realism to mathematical and computational
models by looking at the role that various social factors play in the formation of
individual preferences and the emergence of social choices.
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Game theory provides a powerful and parsimonious mathematical framework
to model decisions by multiple agents where the outcome for each depends on
the choices of all [8,13,23,24,29,38]. Noncooperative, single-stage, strategic-form
games, in particular, are the most well known and also the simplest formulation
of a mathematical game. Such a game consists of (i) a set of autonomous decision
makers, or players, XXX = {X1, . . . , Xn} (n ≥ 2), (ii) an action set Ai for each Xi,
and (iii) a utility uXi

:AAA → R for eachXi, i = 1, . . . , n, whereAAA = A1×· · ·×An is
the outcome space. For any action profile a = (a1, . . . , an) ∈ AAA, the utility uXi

(a),
defines the benefit to Xi as a consequence of the outcome a. These utilities are
categorical in the sense that uXi

(a) unconditionally defines the benefit to Xi of
the group instantiating the action profile a, ostensibly without regard for the
benefit this offers to other agents. In addition to the categorical structure of the
utilities, it is usually assumed that each Xi possesses a logical structure that
defines how it should play the game. The most widely used logical structure is
the doctrine of individual rationality: eachXi should act in a way that maximizes
its own utility, regardless of the effect on others. When each player subscribes to
this notion and believes that all others do so as well, each solves its corresponding
constrained optimization problem, resulting in a Nash equilibrium.

These mathematical and logical structures may provide an appropriate vehi-
cle with which to model behavior in an environment of competition and market-
driven expectations since, in that environment, the dominant notion of rational
behavior is self-interest. It is less clear, however, that self-interest is the dominant
notion in mixed-motive social environments, such as those containing opportuni-
ties for cooperation, compromise, and unselfishness, as well as for competition,
intractability, and avarice. Several researchers have addressed this limitation.
Fehr and Schmidt introduce the concept of inequity aversion by including pa-
rameters in the utility to account for the player’s self-centered concept of itself
as a fair individual [10]. Bergstrom defines a player’s interdependent utility as
a function of its own private utility and the perceived happiness of other play-
ers [2]. Sobel introduces psychological factors into the utilities to account for the
player’s beliefs about the intentions of others [33]. Another class of approaches
invokes repeated-play protocols in an attempt to elicit social behavior. Bicchieri
argues that rational choice theory must be augmented with a theory of belief
formation, that is, a theory of learning [3]. If players are permitted to play the
same game many times, they may gain insight regarding the social dispositions of
the other players, and may be able to predict their behavior, establish their own
reputations, and gain the trust of others to their mutual advantage. As players
interact, they may learn to recognize behavioral patterns and settle on stable
ones. Sophisticated social behavior, therefore, is viewed as the end result of social
evolution. Yet another approach is offered with evolutionary game theory, where
the preferences of the players are modified via replicator dynamics [37] or by
genetic algorithms [11]. All of these approaches, however, are attempts to intro-
duce social features into the utilities without altering the mathematical structure
of the utilities. Thus, while they may introduce much needed psychological and
social realism into the results, what is still missing is a notion of group benefit.
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Multiagent systems are typically designed so that individuals work in a coop-
erative manner to accomplish some task, but, unfortunately, relying on individ-
ual rationality does not foster group rationality [20]. Consequently, conventional
game theory has proceeded by making assumptions about individual preferences
only and then using those preferences to deduce information about the choices
(but not the values) of the group. It might be expected that cooperative game
theory possesses some notion of group rationality. This version of game theory
permits a subset of players to enter into a coalition such that each receives a
payoff that is greater than it would receive if it acted alone. However, cooperative
game theory employs categorical utilities and its solutions concepts are based
squarely upon the assumption of individual rationality. Each player enters into
a coalition solely on the basis of benefit to itself and, even though each may be
better off for having joined, a notion of “group benefit” is not an issue when
forming the coalition. Shubik has encapsulated the current state of conventional
game theory as a framework within which to model the interrelationships of a
complex social system. Following Shubik [31], we argue that the classical util-
ity structure is not appropriate when it comes to behavior that falls outside
the confines of self-interested behavior where preferences are already given. The
objective of this paper is to investigate and provide a viable alternative.

Our approach is to move further upstream and get closer to the headwaters of
the way preferences are actually formed. Our starting point is to extend beyond
the classical notion of categorical preferences to accommodate conditional pref-
erence orderings, that is, preference orderings for an individual that can depend
on the preferences of other individuals. We then propose to define these prefer-
ences in terms of the social capital possessed by the members of a society that
empowers them to exert influence on other members. These influence linkages
constitute the edges of a graph, or network, that models the social relationships
that exist among the members of a group. The next step is to aggregate these
conditional utilities to form a social model of the group. This social model may
then be used to extract preference orderings for the group and for its members,
leading to sophisticated solution concepts designed to reconcile the interests of
the group with those of the individuals.

2 Preference Formulation and Social Capital

Perhaps the main attribute of a member of a collective is its ability to form
preferences over the consequences of actions taken by the members of the collec-
tive. Whereas much of classical theory focuses on the behavior of the members
of a collective whose social structure is assumed to be in place (i.e., each mem-
ber has well-defined notions of preference and rational choice), we offer ways
in which the members of a collective can form their preferences as they inter-
act. Our fundamental assumption is that the members of a collective do not
form their preferences in a vacuum; rather, they naturally consider the influence
(e.g., political, economic, and social) that others may have on them. If an indi-
vidual is confined to a categorical preference ordering, then it must effectively
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aggregate the influence of others with its own narrow self-interest to arrive at a
single compromise preference ordering. But distilling such potentially conflicting
information into a single categorical ordering can strip the representation of im-
portant, and even essential, social content. Furthermore, categorical preferences
do not permit individuals to modify their preferences upon contact with others.
Goodin also argues that members of a complex social system possess metapref-
erences; that is, preferences for preferences [12]. Hence, we propose that, rather
than relying on categorical preference orderings, a more sophisticated approach
is to represent the preferential attributes of the members of a complex social
system with conditional preference orderings. Our approach is to express these
preferences using the mathematical syntax of probability theory. We thus intro-
duce the notion of a conditional utility.

Consider the following scenario: X1 and X2 are to purchase an automobile
under the following division of labor: X1 will choose the color, either red (r)
or green (g), and X2 will choose the model, either a convertible (c) or a sedan
(s). The corresponding outcome space is AAA = {(r, c), (r, s), (g, c), (g, s)}. Thus,
for any action profile (a1, a2) ∈ AAA, a categorical utility for X1 is of the form
uX1

(a1, a2), and the expression uX1
(r, c) > uX1

(g, c) means that X1 prefers a
red convertible to a green convertible, with a corresponding categorical utility
for X2. Suppose, however, that X1 does not possess a categorical utility over
the joint action space. Instead, let X1 reason a follows: if X2 were to most
prefer a green sedan, then X1 would prefer the green sedan to the green convert-
ible. Such a statement is a hypothetical proposition. X1 does not need to know
for certain that X2 does indeed most prefer a green convertible. That state-
ment is merely the antecedent of a hypothetical proposition whose consequent
is X1’s preference ordering. Symbolically, we may express this relationship as
uX1|X2

(g, s|g, s) > uX1|X2
(g, c|g, s), where the argument to the left of the condi-

tioning symbol “|” is the profile under consideration by X1 and the argument
on the right is a hypothetical profile for X2 (this syntax is similar to that of
conditional probability). This relationship does not commit X1 to prefer a green
sedan to a green convertible. In fact, X1 may also possess the following condi-
tional preference ordering: uX1|X2

(g, c|g, c) > uX1|X2
(g, s|g, c). These two expres-

sions indicate a willingness for X1 to conform its preferences to the preferences
of X2, but this willingness need not apply to all situations. For example, it may
also be true that uX1|X2

(r, s|r, c) > uX1|X2
(r, c|r, c), that is, X1 is not willing to

conform to X2’s preferences if X2 were to most prefer a red convertible.
This utility structure permits the modeling of social relationships that may

or may not go beyond self-interest. One explanation for X1’s conditional pref-
erences is altruism: a willingness to defer to X2’s wishes, thereby expanding
beyond self-interest. Another possible explanation is that X1 has a well-defined
notion of aesthetics, but does not really care what X2’s preferences are – its only
concern is that the car they purchase meets its personal aesthetic criteria. Other
explanations are certainly possible. The critical issue is that X1’s preferences
can be influenced by X2’s preferences. This social influence is in contrast with
notions of influence employed by classical game theory, where it is assumed that
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each player’s payoff is influenced by the actions of the other player, but not by
the other player’s preferences (at least ostensibly).

The concept of social capital provides a natural starting point to reason about
the formation and evolution of social influence. Whereas most forms of capital
are functions of what individuals possess, social capital is grounded in a) the re-
lationships that exist among individuals, and b) the resources that are available
to individuals because of these relationships [7, 17, 27]. Social capital quantifies
the value of social relationships for achieving some individual or group benefit
based on the resources present in the underlying network [1, 4, 18, 26]. Here, we
adopt the definition of social capital proposed by Bourdieu and Waquant: “the
sum of the resources, actual or virtual, that accrue to an individual or a group
by virtue of possessing a durable network of more or less institutionalized rela-
tionships of mutual acquaintance and recognition” [5]. Hence, an individual Xi’s
social capital is created and evolves as a result of social interaction with individ-
uals who possess resources Xi needs. Social interactions may be used to create
and strengthen bonds within homogeneous groups, or to leverage diversity by
creating bridges across heterogeneous individuals and groups. They may take on
various forms, involving different levels of engagement (e.g., emailing, attending
a meeting, going out to dinner) and the possible exchange of resources (e.g.,
information, goods, services). Social interactions are also affected by individual
attitudes and dispositions. For example, some individuals are naturally more
philanthropic than others, while some always consider “what’s in it for them.”
Similarly, some people are more naturally grateful than others (thus feeling a
strong sense of reciprocity), while others may suffer from a sense of entitlement
(thus feeling detached). As social interactions take place, relationships among
social agents may change in intensity, new relationships may arise, and existing
relationships may dissolve. In turn, the strengths of these relationships affect the
accessibility and mobilization of resources within the social network.

In general, a social resource is a specific asset, material or symbolic, available
through social connections within the network. Not all resources are created
equal. An individual may attach much value to their material possessions while
another might not. An individual may have a naturally altruistic attitude while
another may find it more difficult to part with or share resources with others. An
individual may value a resource highly today and much less tomorrow, because
that resource ages (e.g., it may be easier to let someone borrow your old beat up
truck than your brand new sports car), or more of the resource becomes available
(e.g., it is generally easier to give away money when there is a surplus than when
there is only enough to meet one’s own needs), or attitude towards the resource
changes (e.g., as children get older they find it easier to pass their once most
valued toys on to their younger siblings). In addition, it is generally the case that
the flow of resources depends not only on how the owner values them but also on
their relationship to the requestor. For example, if r is Xj ’s personal vehicle, Xj

will likely access to the use request of a family member or a close friend, but not
to that of a stranger. On the other hand, if r is one of Xj’s screwdrivers, Xj will
likely let almost anyone borrow it. We model these ideas by saying that Xi may
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get access to a resource r owned by Xj if and only if sESN
XjXi

≥ vrXj
, where sESN

XjXi
is

the strength of the explicit relationship from Xj toXi,
1 and vrXj

is the value that
Xj assigns to resource r. It follows that the social capital of the members of a
network is defined as sc(Xi) =

∑
Xj

|{r ∈ Rp
Xj

: sESN
XjXi

≥ vrXj
∧ CXi(r) = Y es}|,

where Rp
Xj

is the set of resources possessed by Xj, and CXi(r) is an indicator
function that determines whether r is relevant to Xi.

We argue that the social capital possessed by each individual in a collective
is the appropriate starting point for constructing a model for a complex social
system. There is indeed an intuitive connection between one’s social capital
and one’s ability to influence others, and hence an opportunity to model the
formation and evolution of preferences. In contrast to the conventional game-
theoretic assumption that the way preferences are formed is irrelevant to the
function of the society, our approach constructs the preferences as consequences
of the social structure. As the car-buying example illustrates, these preference
orderings may be conditional, and thus need to move beyond the assumption
that all individuals possess categorical preferences. The challenge invoked by this
novel structure is that the existing decision methodologies that are commonly
used to characterize multiagent decision problems is no longer applicable. Thus,
we need to extend the theory beyond the approaches taken by classical game
theory and social choice theory.

3 Conditional Game Theory

Classical game theory, as developed by von Neumann and Morgenstern, requires
each individual to possess categorical utilities [36]. As commonly employed in
general economic theory, it is assumed that all social complexity can be expressed
via categorical utilities, and that individual rationality is the logical structure
behind whatever solution concept that is applied. In an attempt to move beyond
these mathematical and logical limitations, Stirling has developed an extension
of game theory, termed conditional game theory, that is designed to accommo-
date complex social relationships that cannot easily be expressed via categorial
utilities, and for which individual rationality is inadequate to characterize the
behavior of the members of a complex society [34, 35].

Let XXX = {X1, . . . , Xn} be an agent-based system. We denote by pa (Xi) =
{Xi1 , . . . , Xipi

} the subset of XXX that socially influences Xi. The subset pa (Xi)
is termed the parent set of Xi. For each Xij ∈ pa (Xi), j = 1, . . . , pi, let
aij denote an action profile that Xi hypothesizes as the outcome most pre-
ferred by Xij . The profile aij is called a conjecture for Xij . The collection
{ai1 , . . . , aipi } of conjectures is a joint conjecture for pa (Xi). For each joint
conjecture {ai1 , . . . , aipi } for pa (Xi), the conditional utility for Xi is a mapping

1 Explicit social relationships are clearly directed. The amount of social capital Xi may
realize from a relationship with Xj is not predicated upon the value thatXi places
in the relationship, but rather upon the value that Xj places in it. For example, if
Xi is seeking a job reference from Xj , the reference will only be as strong as Xj

thinks of Xi, and not the other way.
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uXi| pa (Xi)(·|ai1 , . . . , aipi ): AAA → R. A conditional game then comprises a) a set of
players XXX = {X1, . . . , Xn} where n ≥ 2, b) a set of outcomesAAA = A1×· · ·×An,
where Ai is the action set for Xi, i = 1, . . . , n, and c) a set of conditional utilities
{uXi| pa (Xi): AAA → R}, where pa (Xi) = {Xi1 , . . . , Xipi

} is the parent set for Xi.
The function uXi| pa (Xi)(ai|ai1 , . . . , aipi ) is the utility that Xi ascribes to action
profile ai, given the conjectures aik , k = 1, . . . , pi. If pi = 0, then Xi possesses a
categorical utility, denoted uXi

. A conditional game reverts to a classical game
if all utilities are categorical.

As conditional preferences propagate through the system via influence link-
ages, social bonds are created among agents. The end result of this propagation
is an aggregation function that combines all of the individual conditional util-
ities to form a group-level utility termed a concordant utility, which provides
a complete social model of the group. A new theory of preference aggregation
has also been developed, which establishes conditions under which the aggrega-
tion of conditional utilities possesses the same mathematical syntax as proba-
bility mass functions (albeit with different semantics,2 and aggregating them is
achieved by applying the chain rule of probability [34, 35]. In other words, the
aggregation of conditional utilities is mathematically equivalent to computing
the joint probability of a family of discrete random vectors as the product of
conditional probability mass functions. Thus, the concordant utility is of the
form UX1···Xn(a1, . . . , an) =

∏n
i=1 uXi| pa (Xi)(ai|ai1 , . . . , aipi ).

Since it is a function of n action profiles, the concordant utility cannot be used
directly to define a group-level ordering. Rather, it provides a representation of
the social consistency of the group, in that it gives a measure of the degree of
severity of controversy. To illustrate, consider a two-stakeholder group {X1, X2}.
Let a and a′ be such that a is best for X1 and next-best for X2, and a′ is worst
for X1 and best for X2. It is reasonable to argue that if both were to conjecture
a, the degree of controversy would be fairly small, since both agents receive a
reasonable reward. If both were to conjecture a′, however, the outcome would
be worst for one and best for the other; hence the degree of controversy would
be quite large, and the condition UX1X2

(a, a) > UX1X2
(a′, a′) would obtain.

In general, UX1···Xn(a1 . . . , an) ≥ UX1···Xn(a
′
1, . . . , a

′
n) means that if the group

were jointly to conjecture {a1, . . . , an}, the level of controversy for XXX would be
less than or equal to what it would be if the group were jointly to conjecture
{a′1, . . . , a′n}. The concordant utility characterizes all of the social relationships
that exist in the group and permits the definition of an emergent notion of
group preference, namely, an aversion to controversy. Thus, the concordant util-
ity induces an ordering for the group; namely, that {a1, . . . , an} is preferred to
{a′1, . . . , a′n} if the severity of controversy is less with the former than with the
latter. It should be noted that a lack of controversy does not necessarily imply a
condition of harmony or agreement. For example, with an athletic contest, the

2 The power of probability theory is succinctly expressed by Shafer (cited in [25, p. 15]):
“probability is not really about numbers; it is about the structure of reasoning.” This
reasoning structure is not only applicable to the stochastic domain; it applies equally
well to reasoning about the utility of alternative outcomes.
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opposing players do not cooperate in the sense of pursuing a common objec-
tive; rather, success in playing the game depends on their ability to perform in
opposition to each other. In other words, there is a preference, from the group
perspective, for the players to have disputes regarding their desired behavior. In
such a case, diametrically opposed conjectures would, from a group perspective,
have a low degree of controversy and, accordingly, a high concordant utility.

Although the concordant utility provides a complete description of all of the
interconnections among the members of the collective, in its present form it does
not enable the members of the collective to make decisions, since it is a function
of multiple conjectures, not just one action profile.

4 Solution Concepts

Given a conditional game with influence relationships that admit the DAG struc-
ture, the issue now becomes one of defining solution concepts that are compatible
with this more sophisticated structure. To do this, we must extract informa-
tion from the concordant utility. We propose a two-step procedure comprising a
meso-to-macro (intermediate to global) step followed by a macro-to-micro step
(global to local) step. The meso-to-macro step aggregates the conditional pref-
erence orderings to form a global representation of the group in the form of a
concordant utility. Once formed, we may use this representation to perform a
macro-to-micro reduction to individual preferences, which then may be used to
define solution concepts that simultaneously take into account both individual
and group preferences.

4.1 Conditioned Nash Equilibria

Once a conditional game is defined, it is natural to consider how to apply clas-
sical solution techniques. We may easily extend the Nash equilibrium to the
conditional case as follows. Suppose a = (a1, . . . , ai, . . . , an) is a fixed action
profile. For each Xi, let a′i = (a1, . . . , a

′
i, . . . , an); that is, a′i differs from a

in the ith position. The action profile a is a conditioned Nash equilibrium if
uXi| pa (Xi)(a| a, . . . , a︸ ︷︷ ︸

pi times

) ≥ uXi| pa (Xi)(a
′|a, . . . , a) for all a′i �= ai, i = 1, . . . , n. If

all utilities are categorical, the conditioned Nash equilibrium becomes a classical
Nash equilibrium. A conditioned Nash equilibrium permits each agent to define a
rational choice for itself that also takes into consideration the interests of others,
and therefore allows the agent to extend its sphere of interest beyond narrow
self-interest. This approach may be a manifestation of enlightened self-interest,
but it does not lead to a notion of group preference.

4.2 Concurrence

Since the concordant utility is a function of the conjectured action profiles of all
players and these profiles may all be different from each other, this utility does
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not provide a basis for making decisions unless we constrain all of the profiles to
be the same. In that case, the concordant utility provides a measure of benefit
(the severity of controversy) for the group if all participants were to agree on the
same profile. Given a concordant utility UX , a concurrent utility is defined as the
concordant utility evaluated at a common profile, namely cX (a) = UX (a, . . . , a).
A concurrence, denoted ac, is then a profile that maximizes the concurrent utility,
i.e., ag = argmaxa cX (a). A concurrence maximizes the functionality of the
group in the sense that the severity of controversy is minimized, regardless of
the benefit to its members. If all members of the group were intent on, and only
on, maximizing concordance, they would unanimously choose a concurrence.

4.3 Marginalization

During the process of aggregation, the local social relationships, as charac-
terized by the ex ante conditional utilities, propagate throughout the group
to form the concordant utility UXn . The ex post unconditional utilities uXi

,
i = 1, . . . , n are then extracted from the concordant utility by marginalization,
yielding uXi

(ai) =
∑

∼ai
UXn(a1, . . . , an). The ex post utilities take into consid-

eration all of the social relationships that are expressed ex ante via conditional
utilities. They define each agent’s personal preferences after having taken into
account the interests of all agents who influence it. Once the marginal utilities
are defined, the history of their creation ceases to be relevant to the application
of classical techniques. They are unconditional and indistinguishable in structure
from ex ante categorical utilities. Consequently, they may be used according to
any classical solution concept (e.g., we may compute the ex post Nash equilibrium
action in the usual way that Nash equilibria are defined). Such an approach, how-
ever, while perhaps providing more psychologically realistic individual utilities,
does not get us any closer to a notion of group preference or group rationality.

4.4 Group and Individual Welfare

Classical game theory drives a wedge between the concept of what is good for
individuals and what is good for the group. Shubik warns against the anthropo-
morphic trap of ascribing judgment and choices to a group [30]. This sentiment
may be true in the context of individual rationality and categorical utilities,
but when the preferences of agents are influenced by the preferences of other
agents, it is premature to argue that a notion of group wants or preferences
cannot be defined. Again drawing on the probabilistic analogy, if two random
variables are independent, then knowing the value of one of them conveys no
information about the value the other takes. However, if they are not indepen-
dent, then knowing the value of one of them does indeed say something about
the value the other takes. In other words, some notion of group association exists
between the two random variables. By the same reasoning, if two agents are not
praxeologically independent, then some notion of group association (sociality)
exists between them. If so, then it may indeed be meaningful to define a notion
of group preferences that does not obviate notions of individual preferences.
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In Section 4.2 we introduced a notion of group preference, but at the expense
of considering individual preferences, and in Section 4.3 we were able to extract
ex post individual utilities from the concordant utility, but no notion of group
preference was considered. Here we show how both preference notions can be han-
dled simultaneously. Let us first consider preference orderings for the group. To
identify such an ordering, we must focus on the concordant utility. The concor-
dant utility, however, does not directly serve as the basis for taking action, since
it is a function of multiple profiles (conjectures), and only one profile can actually
be implemented. Nevertheless, just as we may extract marginals from the concor-
dant utility for each individual, we may also extract a marginal for the group. To
proceed, we observe that since each agent can control only its own actions, what
is of interest is the utility of all agents making conjectures over their own action
spaces. Consider the concordant utility UXn(a1, . . . , an). Let aij denote the jth
element of ai; that is, ai = (ai1, . . . , ain) is Xi’s conjecture profile. Next, form
the action profile (a11, . . . , ann) by taking the ith element of each Xi’s conjec-
ture profile, i = 1, . . . , n. Now let us sum the concordant utility over all elements
of each ai except the ii-th elements to form the group welfare function3 vX for
XXX , yielding vX (a11, . . . , ann) =

∑
∼a11

· · ·∑∼ann
UX (a1, . . . , an), where

∑
∼aii

means the sum is taken over all aij except aii. The individual welfare function
vXi

of Xi is the i-th marginal of wX , that is, vXi
(aii) =

∑
∼aii

wX (a11, . . . , ann).
The group welfare function provides a complete ex post description of the re-

lationships between the members of a multi-agent group. Unless its members are
praxeologically independent, this utility is not simply an aggregation of individual
utilities. It represents a true meso-to-macro transformation of individual condi-
tional utilities to a group-level utility (the global level) as the individual conditional
preferences propagate through the group, resulting in an emergent notion of group
preference. Such a preference ordering is strictly a mathematical notion, and cor-
responds to the degrees of concordance that the outcomes provide. We define the
maximum group welfare solution as a∗ = argmaxa∈A vX (a). Once the group-level
utility is defined, wemay extract individual utilities (the local level) for each player
as a functionof its ownactions.Wemay thendefine themaximumindividualwelfare
solution as a†i = argmaxai∈Ai vXi

(ai). If a
†
i = a∗i for all i ∈ {1, . . . , n}, the action

profile is a consensus choice. In general, however, a consensus will not obtain, and
negotiation may be required to reach a compromise solution.

4.5 Negotiation

The existence of group and individual welfare functions provides a rational basis
for meaningful negotiations; namely, that any compromise solution must at least
provide each agent with its security level, i.e., the maximum amount of benefit
it could receive regardless of the decisions of others. The security level for Xi is
the maximin profile, defined as sXi

= maxai min∼ai uXi
(a1, . . . , ai, . . . , an).

3 The term “social welfare” is heavily used in welfare economics as a measure of the
benefit to a group in a social choice context. In our game-theoretic context, we use
“group welfare” in lieu of “social welfare” when discussing the benefit to the group.
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In addition to individual benefit, we must also consider benefit to the group.
Although a security level, per se, for the group cannot be defined in terms of a
minimum guaranteed benefit (after all, the group itself does not actually make
a choice), a possible rationale for minimum acceptable group benefit is that it
should never be less than the smallest benefit to the individuals. This approach
is consistent with the egalitarian principles of justice espoused by Rawls, who
argues, essentially, that a society as a whole cannot be better off than its least
advantaged member [28]. Accordingly, let us define a security level for the group
as sX = mini{sXi

}/n, where we divide n since the utility for the group involves
n agents. Then, let NX = {a ∈ AAA: vX (a) ≥ sX} be the group negotiation set,
NXi

= {ai ∈ Ai: vXi
(ai) ≥ sXi

}, i = 1, . . . , n be the individual negotiation sets,
and RX = NX1

× · · · ×NXn be the negotiation rectangle (i.e., the set of profiles
such that each member’s element provides it with at least its security level).
We can now define the compromise set, CX = NX ∩ RX , which simultaneously
provides each member of the group at least its security level, as well as meeting
the group’s security level. If CX = ∅, then no rational compromise is possible at
the stated security levels. One way to overcome this impasse is to decrement the
security level of the group iteratively by a small amount, thereby enlarging NX
until CX �= ∅. If CX = ∅ after the maximum reduction in group security has
been reached, then no rational compromise is possible, and the group may be
considered dysfunctional. Another way to negotiate is for individual members to
iteratively decrement their security levels. Once CX �= ∅, any element of this set
provides each member, as well as the group, with at least its security level. If CX
contains multiple elements, then a tie must be broken. One possible tie-breaker
is ac = argmaxa∈CX vX (a), which provides the maximum benefit to the group
such that each of its members achieves at least its security level.

5 Discussion and Conclusion

Wehave introduced a computational framework to deal with the role that social re-
lations play in preference formation andaggregation.Extantmodels focus solely on
self-interestedactors andcategorical preferences, or theypostulate other-regarding
behaviors (e.g., fairness), but these models have not systematically incorporated
the social relations and ensuing social capital, which bind and enable agents, and
influence both their preferences as well as emergent social choices.We have placed
particular emphasis on conditional preferences, which provide a general framework
for considering many factors that naturally influence social interaction and aggre-
gation. For example, conditioning might be a function of expertise, where the es-
tablished hierarchy of relations and influence is conditioned bywho knowswhat, or
the expertise needed for the particular choice at hand. In otherwords, if a particular
member of the group is seen asmore knowledgeable, then their preferencesmight be
weighted more heavily and they may influence the joint outcome. This condition-
ing, of course, may also apply to multi-agent systems where some agents are seen
as less knowledgeable, and thus their preferences and information are discarded
by others. Our computational framework thus opens the door to a more realistic
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and accurate study of important real-world problems. We mention two here as an
illustration.

Organizations and Markets. The question of preference aggregation and collec-
tive behavior is central in the context of organizations and markets. If orga-
nizations indeed are composed of “individuals and groups whose preferences,
information, interests, or knowledge differ” [21], and if “administrative activity
[indeed] is group activity” [32], then the aggregation of heterogeneous prefer-
ences and information is also central for understanding the choices and behavior
of firms in markets [14]. Another, more upstream question also relates to the
emergence of organization in markets [6]. That is, how do individuals coalesce
in markets to initiate joint, collective action? Extant theory focuses largely on
the role of an “entrepreneur” in choosing which activities and transactions to
engage with (for an overview, see [40]). However, the collective aspects and social
choices behind entrepreneurship have received little, if any, analytic attention.
That is, the theory of the firm, for example, is relatively atomistic in focusing on
singular entrepreneurs rather than specifying the social processes behind collec-
tive decision-making about nascent organizational activity and strategies. With
our framework as a basis, we can study (via simulations) the emergence of or-
ganizations and the evolution of firm strategies as individuals and firms interact
with each other over time and resolve differences in their beliefs and expectations
about possible organizational strategies.

Extremism and Terrorist Violence. Most explanations of political behavior are
firmly rooted at the individual-level [16]. Thus, compelling explanations for some
of the most common acts of dissidence remain elusive. For example: Why do
some individuals engage in suicide terrorism when arguably they likely will not
be alive to reap any of the benefits? Why do extremists join violent movements
when the probability of detection (and therefore punishment) is so high? These
questions have been considered primarily by economists, political scientists, and
sociologists, and most explanations rely almost exclusively on individual no-
tions of rationality, even when analyzing groups [9, 15, 19]. Rationalist explana-
tions are in some ways compelling, but they can be incomplete and the logic
somewhat tortured. Suicide terrorists are argued to be self-interested because
they seek extra-world rewards (think 72 virgins) rather than material benefits
in this life [22]. Extremists are thought to be self-interested and primarily en-
gaged in ethnic or political violence because of promised (or hoped for) selective
incentives [16], such as killing in order to avoid being killed. And yet numerous
empirical accounts of terrorism and violent conflict clash with such notions of
rationality, and more generally indicate that social bonds within larger groups
matter [39]. Because individual-level explanations face so many “anomalies,”
much conflict scholarship jumps directly to group-level explanations. But such
group-level explanations, which treat groups as unitary actors, ignore completely
the fact that groups are social constructs that depend on the correct aggrega-
tion of individual preferences and behaviors. Social capital and networks clearly
matter in the context of terrorism, civil war, and extremism. The concepts of
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conditional preferences and utilities as well as social capital of our framework al-
low a rigorous examination of how rebel, extremist, and terrorist groups emerge
and shape each others’ individual preferences, and how those preferences aggre-
gate to the group level in ways that imply particular individual and group-level
equilibrium behavior as they compete against an established state.

While we do not claim that ours is a definitive solution, we argue that the
notion of socially conditioned preferences is essential to explaining the formation
of both individual and social preferences. Similarly, we feel strongly about the
dynamic aspects of how social relations and interactions evolve over time. Here,
we have pointed out how social capital might dynamically capture the extant set
of social relations and their evolution. As individuals interact, they learn more
about each other and their respective abilities or similarities and differences.
Thus, social capital might develop, where information about who knows (or
prefers) what might then in turn influence subsequent interaction. Thus we think
there is power in looking at the dynamic aspects of social interaction, where the
conditioning relationships change over time as agents, and the system itself,
adapts. In that sense, we feel that our proposed framework can be applied to a
wide set of multi-agent settings and contexts.

References

1. Adler, P., Kwon, S.W.: Social capital: Prospects for a new concept. The Academy
of Management Review 27(1), 17–40 (2002)

2. Bergstrom, T.C.: Systems of benevolent utility functions. Journal of Public Eco-
nomic Theory 1, 71–100 (1999)

3. Bicchieri, C.: Rationality and Coordination. Cambridge University Press, Cam-
bridge (1993)

4. Borgatti, S., Jones, C., Everett, M.: Network measures of social capital. Connec-
tions 21(2), 27–36 (1998)

5. Bourdieu, P., Wacquant, L.: An invitation to reflexive sociology. University of
Chicago Press (1992)

6. Coase, R.: The nature of the firm. Economica 4(16), 386–405 (1937)
7. Coleman, J.: Social capital in the creation of human capital. American Journal of

Sociology 94, S95–S120 (1988)
8. Easley, D., Kleinberg, J.: Networks, Crowds, and Markets: Reasoning about a

Highly Connected World. Cambridge University Press, Cambridge (2010)
9. Fearon, J., Laitin, D.: Explaining interethnic cooperation. American Political Sci-

ence Review, 715–735 (1996)
10. Fehr, E., Schmidt, K.: A theory of fairness, competition, and cooperation. Quar-

terly Journal of Economics 114, 817–868 (1999)
11. Golberg, D.E.: Genetic Algorithms in Search, Optimization, and Machine Learning.

Addison-Wesley (1989)
12. Goodin, R.: Laundering preferences. In: Elster, J., Hylland, A. (eds.) Foundations

of Social Choice Theory, pp. 75–101. Cambridge Univ. Press, Cambridge (1986)
13. Jackson, M.O.: Social and Economic Networks. Princeton University Press, Prince-

ton (2008)
14. Knudsen, T., Levinthal, D.A.: Two faces of search: Alternative generation and

alternative evaluation. Organization Science 18(1), 39 (2007)



364 W. Stirling, C. Giraud-Carrier, and T. Felin

15. Kuran, T.: Ethnic norms and their transformation through reputational cascades.
Journal of Legal Studies 27(2), 623–659 (1998)

16. Lichbach, M.: The Rebel’s Dilemma. University of Michigan Press, Ann Arbor
(1998)

17. Lin, N.: Social Capital: A Theory of Social Structure and Action. Cambridge Uni-
versity Press, NY (2001)

18. Lin, N.: A network theory of social capital. In: Castiglione, D., van Deth, J.W.,
Wolleb, G. (eds.) The Handbook of Social Capital, pp. 50–69. Oxford University
Press (2008)

19. Lohmann, S.: The dynamics of informational cascades: The monday demonstra-
tions in leipzig, east germany, 1989-1991. World Politics 47, 42–101 (1994)

20. Luce, R.D., Raiffa, H.: Games and Decisions. John Wiley, New York (1957)
21. March, J., Simon, H.: Organizations. Blackwell, Oxford (1993)
22. Moghadam, A.: Palestinian suicide terrorism in the second intifada: Motivations

and organizational aspects. Studies in Conflict and Terrorism 26(2), 65–92 (2003)
23. Nisan, N., Roughgharden, T., Tardos, E., Vazirani, V.V.: Algorithmic Game The-

ory. Cambridge University Press, Cambridge (2007)
24. Parsons, S., Wooldridge, M.: Game theory and decision theory in multi-agent sys-

tems. Autonomous Agents and Multi-Agent Systems 5, 243–254 (2002)
25. Pearl, J.: Probabilistic Reasoning in Intelligent Systems. Morgan Kaufmann, San

Mateo (1988)
26. Portes, A.: Social capital: Its origins and applications in modern sociology. Annual

Review of Sociology 24, 1–24 (1998)
27. Putnam, R.: Bowling Alone: the Collapse and Revival of American Community.

Simon & Schuster, NY (2000)
28. Rawls, J.: A Theory of Justice. Harvard University Press, Cambridge (1971)
29. Shoham, Y., Leyton-Brown, K.: Multiagent Systems. Cambridge University Press,

Cambridge (2009)
30. Shubik, M.: Game Theory in the Social Sciences. MIT Press, Cambridge (1982)
31. Shubik, M.: Game theory and operations research: Some musings 50 years later.

Yale School of Management Working Paper No. ES-14 (May 2001)
32. Simon, H.A.: Administrative behavior. Free Press, New York (1947)
33. Sobel, J.: Interdependent preferences and reciprocity. Journal of Economic Litera-

ture XLIII, 392–436 (2005)
34. Stirling, W.: Conditional game theory: A generalization of game theory for coop-

erative multiagent systems. In: Proceedings of The Third International Conference
on Agents and Artificial Intelligence, Rome, Italy, Rome, Italy, pp. 345–352 (2011)

35. Stirling, W.: Theory of Conditional Games. Cambridge University Press, Cam-
bridge (in press, 2012)

36. von Neumann, J., Morgenstern, O.: The Theory of Games and Economic Behavior.
Princeton Univ. Press, Princeton (1944); 2nd ed. (1947)

37. Weibull, J.W.: Evolutionary Game Theory. MIT Press, Cambridge (1995)
38. Weiss, G. (ed.): Multiagent Systems. MIT Press, Cambridge (1999)
39. Wood, E.: Insurgent Collective Action and Civil War in El Salvador. Cambridge

University Press, New York (2003)
40. Zenger, T., Felin, T., Bigelow, L.: Theories of the firm–market boundary. The

Academy of Management Annals 5(1), 89–133 (2011)



Swayed by Friends or by the Crowd?

Zeinab Abbassi1, Christina Aperjis2, and Bernardo A. Huberman2

1 Department of Computer Science, Columbia University, New York, NY, USA
2 Social Computing Group, HP Labs Palo Alto, CA

zeinab@cs.columbia.edu,
{christina.aperjis,bernardo.huberman}@hp.com

Abstract. We have conducted three empirical studies of the effects of friend rec-
ommendations and general ratings on how online users make choices. We model
and quantify how a user deciding between two choices trades off an additional
rating star with an additional friend’s recommendation when selecting an item.
We find that negative opinions from friends are more influential than positive
opinions, and people exhibit “more random” behavior in their choices when the
decision involves less cost and risk. Our results are quite general in the sense that
people across different demographics trade off recommendations from friends
and ratings from the general public in a similar fashion.

1 Introduction

When making choices, people use information from a number of sources including
friends, family, experts, media, and the general public. Two sources that are particularly
relevant in an online setting are the opinions of friends and ratings from the general
public. Friends are believed to influence choices of their friends. In many cases, how-
ever, recommendations from one’s friends are in contrast to opinions of individuals in
the general public who are not one’s friends.

In this paper we study how an online user’s decision is influenced by recommen-
dations from friends and ratings from the general public, particularly when these two
sources of information are in conflict with each other. This question is interesting for
two reasons. First, understanding how people trade off friends’ opinions with ratings
from the general public helps to determine the weight assigned by consumers to these
two sources when they are uncertain about choosing one of two possible options. Sec-
ond, this information can be used when designing algorithms that display these two
sources of information in order to increase the probability of a user selecting one of the
options. For example, an online social network platform that has information about how
a user’s friends and the general public have rated two different items can display to the
user the item that she is more likely to select. On the other hand, if users tend to disre-
gard some source of information, this source need not be shown to the user. Finally, an
advertiser that wishes to make the user choose a certain item may strategically choose
which pieces of information to show.

Specifically, focusing on friends and the general public as two components of social
influence is important because these sources of social information are already used
in a variety of algorithms and applications online. Social recommender systems take

K. Aberer et al. (Eds.): SocInfo 2012, LNCS 7710, pp. 365–378, 2012.
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into account the actions of a user’s friends and make recommendations accordingly.
Social search is also gaining more attention. Google recently launched its +1 button for
search results and ads in order to improve its search algorithm. If a user thinks that a
search result or an ad is useful she can click on the +1 button. The +1 will be displayed
along with the user’s name in the search results to all her friends who subsequently
search a similar query. For users who are not friends, only the number of +1’s will
be displayed. Facebook uses a similar approach for business pages with the intention
of getting higher click-through rates. The model that we suggest can be leveraged to
design better algorithms for these and other similar applications.

In particular, in this paper we ask the following questions:

– How much are one’s choices influenced by the opinions of her friends compared to
ratings from the general public? What mathematical model predicts this?

– Do friends’ negative opinions have a stronger or weaker effect than friends’ positive
opinions about an item?

– Do friends’ opinions have the same effect on one’s decision in higher risk situations
versus lower risk situations?

To answer the above questions, we performed user studies on Mechanical Turk involv-
ing around 350 participants using positive and negative opinions from friends, as well
as ratings from the general public; the latter was represented by the average number of
stars. We find that the choice between two options fits a logit model. Our major contri-
butions are (1) Our model is able to predict the probability of selection of an item by a
user given two choices when recommendations from friends and star ratings from the
general public is displayed, (2) We find that negative opinions from friends are more
influential than positive opinions, and (3) We observe that people exhibit more random
behavior in their choices when the decision involves less cost and risk. Our results are
quite general in the sense that people across different demographics trade off recom-
mendations from friends and ratings from the general public in a similar fashion.

2 Related Work

A number of empirical studies have considered the effect of social influence in vari-
ous contexts, including prescription drug adoption and use [1], viral and word of mouth
marketing [2,3,4], health plans [5], crime rates [6], online graphical perception tasks [7]
and investment in the stock market [8,9]. Tucker et al. focus on how quality and popu-
larity influence decisions on a wedding website [10]. Salganik et al. study the effects of
social influence over time on the popularity of songs in an artificial online music mar-
ket [11]. Guo et al. study the effect of messages from friends in online shopping [12].

Some previous works have compared recommendation strategies that are based on
friends with recommendations based on similar users who are not necessarily friends
(collaborative filtering) [13,14,15]. These papers found that recommendations based on
friends behavior or direct suggestions were more useful to the users. Since the users
did not know which recommendations came from friends and which from collaborative
filtering, social influence could not be measured in these studies.



Swayed by Friends or by the Crowd? 367

The existing literature does not consider the effect of multiple sources of social in-
fluence at the same time. Each of the aforementioned papers studies a specific source of
social influence (e.g., friends or the general public). However, different groups of peo-
ple have different levels of influence on one’s decision. With the availability of social
network data, in many online settings, recommendations from friends are available in
addition to ratings and reviews from other people. In this work we focus on these two
sources of social influence.

3 Method

In this section we describe the experimental design and report some statistics about the
data we collected. Our goal is to study how people trade off information from friends
and the general public when choosing between two items. Moreover, our experiments
allow us to compare a setting where the information from friends consists of positive
recommendations to a setting where the information from friends consists of negative
opinions.

Furthermore, we compare people’s choices with respect to two types of decisions:
one that involves a monetary cost (booking a hotel) and a low risk decision that involves
no monetary cost (watching a movie trailer). We chose booking hotels because the user
cannot go and check it out before deciding and should rely on the information she
gets from others. Similarly, a user may not have any information about a movie trailer
before she watches it. We can think of the setting with the movie trailers as a less
serious decision, since it involves less cost (just a couple of minutes of one’s time) and
risk. Users often make choices of this type online, e.g., when watching Youtube videos,
clicking on a link or ad, etc.

In total, we conducted three user studies: booking a hotel with positive recommenda-
tions from friends (Study 1), booking a hotel with negative opinions from friends (Study
2) and watching a movie trailer with positive recommendations from friends (Study 3).

To collect the data we conducted the three studies with 350 participants each in the
form of surveys on Amazon’s Mechanical Turk (MTurk) during July and August 2011.
MTurk is a crowdsourcing online marketplace where requesters use human intelligence
of workers to perform certain tasks, also known as HITs (Human Intelligence Tasks).
Workers browse among existing tasks and complete them for a monetary payment set by
the requester [16]. Once a worker completes the task, the requester can decide whether
to approve it. In particular, if the requester believes that the worker did not complete the
task correctly, he can reject her work. In that case, the worker does not get paid for the
particular task and her approval rate is decreased.

A number of papers discuss how to use MTurk to conduct behavioral research in a
variety of disciplines [16,17]. Horton et al. use MTurk to replicate three classic eco-
nomics experiments and confirm their results [18]. Heer and Bostock demonstrate that
MTurk perception experiments are viable and contribute new insights for visualization
design [19].

For our studies, we only hired workers that had approval rates of over 95%, that is,
workers who had performed well in the past. We asked each worker to put herself in
the following hypothetical situation: she is about to book a hotel (resp. watch a movie
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trailer) an on e-commerce site (resp. online), and among the options, she has come down
to two between which she is indifferent. The website has an underlying social network
of friends (or it runs on top of an online social network). For each of the two options,
we provide the following information:

(i) the overall rating (in terms of stars on the scale of 1 to 5) based on ratings from
a large number of previous customers (resp. users) in the case of selecting which
hotel to book (resp. which movie trailer to watch)

(ii) the number of friends who recommend (resp. have negative opinions about) the
option in the case of positive (resp. negative) recommendations

For each question, the option that has more stars is the one that is less recommended by
friends; that is, we did not use a pair of options where one clearly dominated the other.

Fig. 1. Sample questions for Studies 1, 2, and 3 (top to bottom)

A sample question from each survey is shown in Figure 1. Each question consists
of two parts: 1) “Which one would you choose?” and 2) “Which one do you think
others would choose?” The answer to the first question provides information on how
a particular worker trades off information from friends and the general public when
making her choice. We only use the data from this question for our analysis1.

1 The data is available upon request from the authors.
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Even though we do not use the answers to the second question for our analysis, we
included it in the survey for two reasons. First, by asking the second question the sub-
jects felt that the survey’s goal was to study how people think their decisions are similar
to the decisions of others, weakening the reactivity effect [20]. Second, we offered three
bonus payments ($5 or $10 each, which is 50 or 100 times the amount we paid for each
HIT) to the three workers whose answers to the second question was closest to the oth-
ers’ answers to the first question in order to incentive workers to answer the survey
carefully.

Apart from using the bonus to incentivize workers to put some thought when answer-
ing the survey, we incorporated two “validity check” questions in the survey. If a worker
did not answer these two questions correctly, we did not include any of her responses in
our analysis (and rejected her work). In the first such question one option clearly domi-
nated the other in terms of both the number of stars and friends’ recommendations (one
option had only one star and 10 negative recommendations from friends, whereas the
other had more stars and 10 positive recommendations from friends). The second test
question was a repeated question with the order of choices reversed and without graph-
ics. Overall, we rejected 33% of the responses across all 3 studies because they were
invalid. The average completion time for each valid HIT was 174.8 seconds while the
average completion time for the invalid HITS was 153.3; this suggests that the workers
that were rejected had not taken the task as seriously as the rest of the workers.

In addition to the “validity check” questions, each study consisted of 8 questions
(with the format of Figure 1) which we use in our analysis and 3 demographics ques-
tions asking about the gender, the age and the education level of the respondent. Overall,
36% of the approved respondents, were female. Other demographic information for the
approved respondents according to the self-reporting of the workers are shown in Ta-
bles 1 and 2.

Table 1. Age Distribution

Age Percentage

age<20 6
20 < age < 30 59
30 < age < 40 24
40 < age < 50 8
50 < age < 60 3

age > 60 0

Table 2. Education Level Distribution

Education Level Percentage

Highschool graduate 19
Associates Degree 4
Bachelors Degree 53
Graduate Degree 24
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4 Results

For each question, there are two options that the worker can select from, which we
refer to as option 1 and option 2. We denote the number of stars Si and the number of
friends’ recommendations by Fi, for i = 1, 2. To predict the probability that option 1 is
selected, we conduct a logistic regression2 on our dataset of choices with the difference
in the number of friends (i.e., F1 − F2) and the number of stars (i.e., S1 − S2) for each
question as the predictor variables. We denote the corresponding coefficients by αf and
αs respectively.

We also ran the logistic regression with an intercept, but the intercept was not statisti-
cally significant. This is good news, since a statistically significant intercept in this case
would imply bias (that is, the position in which an option is presented would affect the
probability that it is selected). We next report the results from each survey separately.

4.1 Study 1: Positive Opinions for Hotels

Model 1. We first only considered the difference in the number of stars and friends as
predictor variables. The estimated coefficients along with other parameters are shown
in Table 3, and as can be seen both are statistically significant. Observe that both coef-
ficients are positive; this is intuitive, since more stars (resp. more positive recommen-
dations) indicate that the option is better and thus the worker is more likely to select it.
Finally, the pseudo -R2 for this model3 is 0.95, indicating that the fit is very good.

Interpretation of the Coefficients. We first interpret the coefficients for our model in
terms of marginal effects on the odds ratio. The odds ratio measures the probability that
the dependent variable is equal to 1 relative to the probability that it is equal to zero. For
the logit model, the log odds of the outcome is modeled as a linear combination of the
predictor variables; therefore, the odds ratio of a coefficient is equal to exp(coefficient).
Since αs = 0.735, we conclude that a unit increase in S1 − S2, multiplies the initial
odds ratio by exp(0.735) = 2.07. For the friends predictor variable, the odds ratio
is equal to exp(0.204) = 1.22. Another way to interpret the coefficients is in terms of
relative change in the probability when there is one unit of change in one of the predictor
variables while other parameters remain the same. In this case the relative probability
increases by at most 10% with a unit change in F1 −F2 and by at most 35% with a unit
change in S1 − S2.

2 We note that a number of other empirical studies also use the logit choice function to model
social influence [21,6,5].

3 We computed Efron’s pseudo -R2 which is defined as follows:

R2 = 1−
∑N

i=1(yi − π̂i)
2

∑N
i=1(yi − ȳ)2

where, N is the number of observations in the model, y is the dependent variable, ȳ is the
mean of the y values, and π̂ is the probabilities predicted by the logit model. The numerator
of the ratio is the sum of the squared differences between the actual y values and the predicted
π probabilities. The denominator of the ratio is the sum of squared differences between the
actual y values and their mean [22].
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Table 3. Study 1: Positive Opinions for Hotels

Predictor Estimated Coefficients z-value
αf 0.20471∗∗∗ (0.027) 7.597
αs 0.73549∗∗∗ (0.050) 14.307

Note: Standard errors are shown in parentheses.
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
Pseudo-R2 = 0.95

To further assess the predictive power of the model, we performed cross validation.
We left out one question at a time and estimated the coefficients using the remaining
questions. Then, we predicted the probabilities for the question that was left out. The
predicted values were very close in all cases with absolute mean difference of 0.021.
The actual values and their differences can be found in Table 4.

Table 4. Cross validation for study 1

Left out question Actual Predicted |Difference|
Q1 0.54 0.53 0.01
Q2 0.58 0.55 0.03
Q3 0.71 0.62 0.09
Q4 0.74 0.74 0.00
Q5 0.77 0.77 0.00
Q6 0.74 0.72 0.02
Q7 0.82 0.83 0.01
Q8 0.54 0.53 0.01

Finally, we used one of the questions of this survey twice in Amazon’s Mechanical
Turk (in two separate HITS) in order to see whether workers would react to the question
in similar ways. We found that the percentage of workers that chose the first option
of the question was similar in both cases (26% versus 24%), further validating our
approach.

Model 1’. In Model 1’, we included all self reported demographic information as pre-
dictor variables in addition to the stars and friends’ recommendation variables. This
information includes: gender, age (in five 10-year brackets from 20 to 60 years old:
called age1-5), and education level (high school, associates degree, bachelors degree,
and graduate degree: called edu1-3). More specifically, we coded the following vari-
ables as dummy variables. The estimated coefficients and other information is shown
in the second column of Table 5. As can be seen in Table 5, these extra coefficients are
not statistically significant. This suggests that people in different demographics trade
off ratings from the public and friends’ recommendations similarly.
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Table 5. Studies 1 and 2 with demographic information

Predictor Study 1 Study 2
αf 0.263∗∗∗ (0.19) 0.35∗∗∗ (0.07)
αs 0.793∗∗∗ (0.08) 0.66∗∗∗ (0.12)

genderf -0.006 (0.07) -0.02 (0.06)
genders 0.31. (0.16) -0.13 (0.11)
edu1s 0.11 (0.16) -0.01 (0.11)
edu1f 0.04 (0.08) -0.02 (0.07)
edu2s -0.11 (0.46) 0.16 (0.40)
edu2f -0.16 (0.23) 0.18 (0.63)
edu3s -0.05 (0.16) -0.03 (-3.1)
edu3f -0.02 (0.08) -0.24 (-0.31)
age1s 0.061 (0.39) -0.12 (0.15)
age1f 0.02 (0.21) -0.14 (0.11)
age2s 0.06 (0.16) 0.17 (0.12)
age2f 0.11 (0.08) 0.16 (0.08)
age3s -0.08 (0.34) -0.05 (0.16)
age3f -0.02 (0.18) -0.13 (0.10)
age4s -0.05 (0.16) 0.10 (0.11)
age4f -0.17 (0.08) 0.04 (0.07)
age5s 0.16 (0.40) 0.05 (0.24)
age5f 0.03 (0.22) 0.15 (0.17)

Note: Standard errors are shown in parentheses.
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1

4.2 Study 2: Negative Opinions for Hotels

Model 2. In this section we look at negative opinions from friends — instead of posi-
tive recommendations. In particular, each option is characterized by the number of stars
(based on information from the general public) as well as the number of friends who have
negative opinions about it. We run a logistic regression and report the results in Table 6.
As can be seen in the table both variables are statistically significant and the pseudo-R2

measure for this model is 0.95 which implies that the model is a good fit. Moreover, as we
would expect, the friends coefficient is negative in this case, as more negative opinions
from friends decrease the probability that the worker selects an option.

Table 6. Study 2: Negative Opinions for Hotels

Predictor Estimated Coefficients z-value
αf -0.281∗∗∗ (0.030) 9.378
αs 0.503∗∗∗ (0.050) 10.018

Note: Standard errors are shown in parentheses.
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
Pseudo-R2 = 0.95
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Interpretation of the Coefficients. Similarly to Study 1, we interpret the coefficients
for our model in terms of marginal effects on the odds ratio. For the present model
(negative recommendations), the fact that αs = 0.503 means that one unit increase
in S1 − S2, multiplies the initial odds ratio by exp(0.503) = 1.65. In other words, the
odds of choosing option 1 increases by 65%. For the friends predictor variable, the
odds ratio is equal to exp(−0.281) = 0.75, which means that the odds of selecting
option 1 decreasing by 25%. Equivalently, the relative odds of selecting option 1 when
F1 − F2 decreases by one unit is (exp(0.281) − 1) ≈ 32%. Another way to interpret
the coefficients is by looking at the relative changes in the probability of choosing each
option. In this case the relative probability decreases by at most 14% with a unit change
in F1 − F2 and by at most 26% with a unit change in S1 − S2.

For this study we did cross validation as well to test the predictive power of our
model. The results are shown in Table 7. The predicted and actual values are very close
(mean absolute difference = 0.231).

Table 7. Cross validation for study 2

Left out question Actual Predicted |Difference|
Q1 0.30 0.25 0.05
Q2 0.39 0.41 0.02
Q3 0.43 0.44 0.01
Q4 0.54 0.53 0.01
Q5 0.58 0.60 0.02
Q6 0.38 0.39 0.01
Q7 0.40 0.42 0.02
Q8 0.45 0.50 0.05

Model 2’. Similarly to Model 1’, in this model we include all variables: stars, friends’
opinions, and demographics information in the model. The results are shown in the
last column of Table 5. As for Model 1’, the estimated demographic coefficients are
not statistically significant, meaning that the addition of demographic information does
not improve the predictive power (compared to Model 2). In other words, individuals
choose between options in these situations similarly across all demographics.

4.3 Study 3: Positive Opinions for Movie Trailers

Model 3. Our third study considers the effect of positive recommendations from friends
in a low risk decision: choosing which movie trailer to watch. We perform a logistic re-
gression and report the estimated coefficients in Table 8. The estimated coefficients are
statistically significant; however, in this case pseudo-R2 is 0.61 which is lower than the
pseudo-R2’s for previous models Models 1 and 2 (0.95). The coefficients for stars and
friends are αs = 0.349 and αf = 0.167. As for Model 1, both coefficients are positive,
since people are more likely to select an option if it has more stars and/or more posi-
tive recommendations from friends. Therefore, the odds ratio for the number of stars is
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1.41 and for the number of friends’ recommendations is 1.18. By computing the rela-
tive probability changes, we conclude that an additional star increases the probability
of selecting that option by 18%, whereas an additional recommendation from a friend
increases the probability by 8%.

Table 8. Study 3: Positive Opinions for Movie Trailers

Predictor Estimated Coefficients z-value
αf 0.167∗∗∗ (0.049) 7.101
αs 0.349∗∗∗ (0.027) 6.014

Note: Standard errors are shown in parentheses.
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
Pseudo-R2 = 0.61

5 Discussion

This paper studies how positive and negative opinions from friends affect our decisions
compared to ratings from the crowd for different types of decisions. Our three user
studies result in some interesting conceptual findings about the tradeoff between these
two types of social influence.

First, negative opinions from friends are more influential on one’s decision than pos-
itive opinions. We can see this by comparing the odds ratios of Study 1 and Study 2, in
which the number of positive and negative friends’ opinions are shown respectively: the
odds ratio for the friends variable is higher in Study 2 (1.32 versus 1.22 where the dif-
ference is statistically significant with p = 0.046), whereas the odds ratio for the stars
variable is higher in Study 1 (2.07 versus 1.65 where the difference is statistically sig-
nificant with p = 0.001). In other words, one less negative opinion from a friend has a
larger effect than one more positive opinion, whereas one more star increases the odds of
an option being chosen less in the case that negative opinions from friends are present.
Such an asymmetry between the effect of negative and positive actions and opinions have
been studied in the social psychology literature [23,24,25,26,27]. The positive-negative
asymmetry effect has been observed in many domains such as impression formation [28],
information-integration paradigm [29] and prospect theory for decision making under
risk [30]. The finding in all the above cited work is that negativity has stronger effects
than equally intense positivity. Our results confirm this finding in online settings.

Second, people exhibit more random behavior when the decision involves less cost
and less risk. We can see this by comparing the results from Study 1 and Study 3,
where the decisions are “which hotel to book” and “which movie trailer to watch”
respectively. Booking a hotel clearly involves a monetary cost and some risk, whereas
the worse thing that can happen with a movie trailer is to waste a couple of minutes
of one’s time. The odds ratios are lower in Study 3 than Study 1 (1.18 versus 1.22 for
friends with p = 0.345 which is not statistically significant, and 1.41 versus 2.07 for
stars where the difference is statistically significant with p < 0.0001). This implies that
one added star has a smaller influence on one’s decision in the case of movie trailers.
However, one added friend has basically the same influence as in the case of hotels.
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Moreover, the fraction of respondents choosing either option is closer to half compared
to the hotel booking surveys. This implies that the choices were more random in this
case, which may be explained by the fact that choosing which movie trailer to watch is
a less important/serious decision than booking a hotel.

Third, we observe that in all three studies one more star increases the probability
of selecting that option more than one more (resp. less) friend in the case of positive
(resp. negative) recommendations. Equivalently, the odds ratio of the stars’ coefficient
is larger than the odds ratio of the friends’ coefficient (2.07 versus 1.22, 1.65 versus
1.32 and 1.41 versus 1.18 for studies 1, 2 and 3 respectively where for all three studies
the differences are very statistically significant.) This does not mean that the number
of friends’ positive or negative recommendations does not influence decisions; on the
contrary, an additional recommendation (resp. one less negative opinion) from friends
changes the probability by at least 18% across all three studies. The fact that an ad-
ditional star has a larger effect that an additional friend opinion is reasonable if we
consider that the number of stars is bounded between 1 and 5, whereas the number of
friends’ recommendations may take values from a larger range.

Forth, for all of our user studies, we find out that the demographic variables (gender,
age, and education level) do not significantly impact the choice that is made, implying
that people across different demographics trade off recommendations from friends and
ratings from the crowd in a similar way. It also implies that our predictive model and
results are generalizable across different demographics.

5.1 Practical Implications

Our studies offer insights that can be useful in various online domains such as recom-
mender systems, social search results ranking, online advertisement placement, online
social network newsfeed rankings, and social shopping websites. In these applications
when both friends’ recommendations and ratings from the general public are available,
our estimated model can help the platform determine which option to display or what
ranking to display the options for a given user.

As an example, consider a specific user that is searching for a hotel on a booking
website. There are two hotels that match the user’s search criteria, hotel A and hotel B.
Assume that hotel A has 3 stars from customer ratings and 4 (positive) recommenda-
tions from the user’s friends, and hotel B has 4 stars but only 2 (positive) recommenda-
tions from friends. According to the results of Study 1, the user is more likely to prefer
hotel B (if everything else is equal). Thus, if the booking website does not have any ad-
ditional information about the user’s preferences, it should recommend hotel B to the
user, or equivalently rank hotel B higher than hotel A if it provides personalized rank-
ing of hotels to the user. Such personalization benefits both the user and the booking
website by improving user experience and increasing the chances that the user books a
hotel through the website..

The same ideas can be applied to recommender systems based on collaborative filter-
ing and in particular social recommender systems. Social recommender systems lever-
age the actions of one’s friends to determine which items to recommend. The choice
and ranking of the items can be obtained using our model. The same is true for social
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search. Finally, a marketer that wishes to maximize the probability that a user selects a
given item may be able to strategically select what information to show to the user.

5.2 Limitations

In our studies, users could only see the number of friends that had positive or negative
opinions about an item — and not the names of the corresponding friends. We focused
on the number of friends, because in this way we can get more general qualitative
results. Moreover, given that people tend to have a large number of friends in online
social networks, showing the number of friends (instead of specific names) may be a
good way to avoid privacy concerns. Nevertheless, we note that opinions from specific
friends could have a different effect than the number of friends, e.g., [31].

Another limitation of our work is that we only consider the difference of star ratings
and friends’ recommendations between the two options in our analysis. This was suffi-
cient for the purposes of the current paper — given we got our simple logistic regression
was a very good fit. Of course, the absolute numbers of friends’ recommendations and
stars could also play a role and there could also be interesting non-linear effects.

Finally, we on purpose set the number of people on which the number of stars is based
on equal to a large value (115), which we kept constant across all questions and studies,
in order to focus on the effect of the other parameters. The dependence of one’s choice
on the number of people that the stars are based on is an interesting future direction.

6 Conclusion

Our study of how online users make choices based on information from friend rec-
ommendations and ratings from the general public is important for a range of online
applications in particular social search results ranking, recommender systems, online
advertisement placement, online social network newsfeed rankings, and social shopping
websites. When both friends’ recommendations and ratings from the general public are
available, our estimated model can help the platform determine which option to display
or in what ranking to display the options for a given user.

Our results offer insights that can be useful in various online domains. Specifically we
found that negative opinions from friends are more influential than positive opinions, and
people show more random behavior in their choices when lower cost or risk is incurred.

While this paper focuses on two sources of information, namely friends’ opinions
and ratings from the general public, our approach can also be applied to the study of
how individuals trade off information from other sources, such as experts, celebrities,
and the media.
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Abstract. Existing studies on predicting election results are under the
assumption that all the users should be treated equally. However, re-
cent work [14] shows that social media users from different groups (e.g.,
“silent majority” vs. “vocal minority”) have significant differences in the
generated content and tweeting behavior. The effect of these differences
on predicting election results has not been exploited yet. In this paper,
we study the spectrum of Twitter users who participate in the on-line
discussion of 2012 U.S. Republican Presidential Primaries, and examine
the predictive power of different user groups (e.g., highly engaged users
vs. lowly engaged users, right-leaning users vs. left-leaning users) against
Super Tuesday primaries in 10 states. The insights gained in this study
can shed light on improving the social media based prediction from the
user sampling perspective and more.

Keywords: Electoral Prediction, Twitter Analytics, Social Intelligence,
User Categorization, Engagement Degree, Tweet Mode, Content Type,
Political Preference.

1 Introduction

Over 80% of Americans use at least one social network, and people spend nearly
23% of their online time on social networks1. Among those popular social network
sites, Twitter has over 140 million active users, generating over 340 millions
tweets per day2. The topics being discussed in social networks cover almost
every aspect of our lives. On one hand, researchers are making every effort to
make sense of the social data to understand what is going on in the world. On
the other hand, there is a surge of interest in building systems that harness the
power of social data to predict what is about to happen. It has been reported that
social data is used to predict box-office revenues [1, 13], stock market [3, 9, 18],
and election outcomes [2, 11, 15–17], etc.

Existing studies using social data to predict election results have focused on
obtaining the measures/indicators (e.g., mention counts or sentiment of a party

1 http://www.socialmediaexaminer.com/

26-promising-social-media-stats-for-small-businesses/
2 http://blog.twitter.com/2012/03/twitter-turns-six.html

K. Aberer et al. (Eds.): SocInfo 2012, LNCS 7710, pp. 379–392, 2012.
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or candidate) from social data to perform the prediction. They treat all the
users equally, and ignore the fact that social media users engage in the elections
in different ways and with different levels of involvement. A recent study [14]
has shown that significant differences exist between silent majority (users who
tweeted once) and vocal minority (users who tweet very often) in the generated
content and tweeting behavior in the context of political elections. However,
whether and how such differences will affect the prediction results still remains
unexplored. For example, in our study, 56.07% of Twitter users who participate
in the discussion of 2012 U.S. Republican Primaries post only one tweet. The
identification of the voting intent of these users could be more challenging than
that of the users who post more tweets. Will such differences lead to different
prediction performance? Furthermore, the users participating in the discussion
may have different political preference. Is it the case that the prediction based
on the right-leaning users will be more accurate than that based on the left-
leaning users, since it is the Republican Primaries? Exploring these questions
can expand our understanding of social media based prediction, and shed light
on using user sampling to further improve the prediction performance.

In this paper, we investigate above questions by studying different groups of
social media users who engage in the discussions of elections, and comparing the
predictive power among these user groups. Specifically, we chose the 2012U.S. Re-
publican Presidential Primaries on Super Tuesday3 among four candidates: Newt
Gingrich, Ron Paul, Mitt Romney and Rick Santorum. We collected 6,008,062
tweets from 933,343 users talking about these four candidates in an eight week
period before the elections. All the users are characterized across four dimensions:
engagement degree, tweet mode, content type, and political preference. We first
investigated the user categorization on each dimension, and then compared differ-
ent groups of users with the task of predicting the results of Super Tuesday races
in 10 states. Instead of using tweet volume or the overall sentiment of tweet corpus
as the predictor, we estimated the “vote” of each user by analyzing his/her tweets,
and predicted the results based on “vote-counting”. The results were evaluated in
two ways: (1) the accuracy of predicting winners, and (2) the error rate between
the predicted votes and the actual votes for each candidate.

The main contributions of this paper are as follows. (1) We group social media
users based on their participation (engagement degree, tweet mode, and content
type) as well as political preference, and study the participation behaviors of
different user groups, (2) we present a method to predict the “vote” of a user
based on the analysis of his/her tweets, and count the votes of users to predict
the election result, and (3) we examine the predictive power of different user
groups in predicting the results of Super Tuesday races in 10 states.

2 Related Work

Using social media data for electoral prediction has attracted increasing interest
in recent years. Gayo-Avello [7] provided a comprehensive summary of literature

3 http://en.wikipedia.org/wiki/Super_Tuesday

http://en.wikipedia.org/wiki/Super_Tuesday
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on election prediction with Twitter data. Here, we focus on the literature which
is most relevant to our task.

O’Connor et al. [15] discovered correlations between public opinion derived
from presidential job approval polls and sentiment based on analysis of Twit-
ter messages. Tumasjan et al. [17] used the number of tweets mentioning a
party or candidate to accurately predict the 2009 German federal elections.
Sang et al. [16] showed that merely counting the tweets is not sufficient for
electoral predictions, and the prediction could be improved by improving the
quality of data collection and performing sentiment analysis. Bermingham and
Smeaton [2] used both sentiment-based and volume-based measures to predict
results of the 2011 Irish General Election. They found that social analytics us-
ing both measures were predictive, and volume was a stronger indicator than
sentiment.

Meanwhile, some researchers argue that the predictive power of social media
might be exaggerated, and the challenges of building the predictive models based
on social data have been underestimated, especially for the electoral predictions.
Gayo-Avello [8] showed that simple approaches based on mention counts and po-
larity lexicons failed in predicting the result of 2008 U.S. Presidential Elections.
In another study [12], the authors found that the social data did only slightly
better than chance in predicting the 2010 U.S. Congressional elections. They
pointed out the need of obtaining a random sample of likely voters in order to
achieve accurate electoral predictions.

To summarize, existing studies on electoral prediction have focused on explor-
ing the measures and indicators (e.g., tweet volume or sentiment) to predict the
election results, and left the problem that whether all the users and their tweets
should be treated equally unexplored. Previous research [14] has shown that dif-
ferent groups of users could be very different in tweeting behavior and generated
content. Should a user who posts one tweet be handled in the same way as an-
other user who posts 100 tweets in predicating the election? Should a democrat
be treated equally as a republican in predicting the republican primaries? We
focus on exploring such questions in this paper.

3 User Categorization

Using Twitter Streaming API, we collected tweets that contain the words “gin-
grich, “romney”, “ron paul”, or “santorum” from January 10th 2012 to March
5th 2012 (Super Tuesday was March 6th). Totally, the dataset comprises
6,008,062 tweets from 933,343 users. The data used for this study is collected
as part of a social web application – Twitris4, which provides real-time mon-
itoring and multi-faceted analysis of social signals surrounding an event (e.g.,
the 2012 U.S. Presidential Election). In this section, we discuss user categoriza-
tion on four dimensions, and study the participation behaviors of different user
groups.

4 http://twitris.knoesis.org/

http://twitris.knoesis.org/
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Table 1. User Groups with Different Engagement Degrees

Engagement Degree Very Low Low Medium High Very High Total

Tweets per User 1 [2, 10] [11, 50] [51, 300] >300

User Volume 56.07% 35.93% 6.19% 1.58% 0.23% 100%

Tweet Volume 8.71% 20.31% 20.42% 26.83% 23.73% 100%

3.1 Categorizing Users by Engagement Degree

We use the number of tweets posted by a user to measure his/her engagement
degree. The less tweets a user posts, the more challenging the user’s voting intent
can be predicted. An extreme example is to predict the voting intent of a user
who posted only one tweet. Thus, we want to examine the predictive power of
different user groups with various engagement degrees.

Specifically, we divided users into the following five groups: the users who
post only one tweet (very low), 2-10 tweets (low), 11-50 tweets (medium), 51-
300 tweets (high), and more than 300 tweets (very high). Table 1 shows the
distribution of users and tweets over five engagement categories. We found that
more than half of the users in the dataset belong to the very low group, which
contributes only 8.71% of the tweet volume, while the very highly engaged group
contributes 23.73% of the tweet volume with only 0.23% of all the users. It raises
the question of whether the tweet volume is a proper predictor, given that a small
group of users can produce a large amount of tweets.

To further study the behaviors of the users on different engagement levels, we
examined the usage of hashtags and URLs in different user groups (see Table 2).
We found that the users who are more engaged in the discussion use more hash-
tags and URLs in their tweets. Since hashtags and URLs are frequently used in
Twitter as ways of promotion, e.g, hashtags can be used to create trending top-
ics, the usage of hashtags and URLs reflects the users’ intent to attract people’s
attention on the topic they discuss. The more engaged users show stronger
such intent and are more involved in the election event. Specifically, only
22.95% of all tweets created by very lowly engaged users contain hashtags, this
proportion increases to 39.45% in the very high engagement group. In addition,
the average number of hashtags per tweet (among the tweets that contain hash-
tags) is 1.43 in the very low engagement group, while this number is 2.68 for
the very highly engaged users. The users who are more engaged also use more
URLs, and generate less tweets that are only text (not containing any hashtag
or URL). We will see whether and how such differences among user engagement
groups will lead to varied results in predicting the elections later.

3.2 Categorizing Users by Tweet Mode

There are two main ways of producing a tweet, i.e., creating the tweet by the
user himself/herself (original tweet) or forwarding another user’s tweet (retweet).
Original tweets are considered to reflect the users’ attitude, however, the reason
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Table 2. Usage of Hashtags and URLs by Different User Groups

Engagement Degree Very Low Low Medium High Very High

Tweets with Hashtags 22.95% 26.98% 30.58% 32.85% 39.45%

Hashtags per tweet 1.43 1.58 1.95 2.14 2.68

Tweets with URLs 33.44% 40.16% 49.02% 53.88% 59.89%

Only Text 50.93% 43.11% 34.19% 29.35% 25.31%

for retweeting can be varied, e.g., to inform or entertain the users’ followers, to
be friendly to the one who created the tweet, etc., thus retweets do not neces-
sarily reflect the users’ thoughts. It may lead to different prediction performance
between the users who post more original tweets and the users who have more
retweets, since the voting intent of the latter is more difficult to recognize.

According to users’ preference on generating their tweets, i.e., tweet mode,
we classified the users as original tweet-dominant, original tweet-prone, bal-
anced, retweet-prone and retweet-dominant. A user is classified as original tweet-
dominant if less than 20% of all his/her tweets are retweets. Each user from
retweet-dominant group has more than 80% of all his/her tweets that are retweets.
In Table 3, we illustrate the categorization, the user distribution over the five
categories, and the tweet mode of users in different engagement groups.

Table 3. User Distribution over Categorization of Tweet Mode

Tweet Mode Orig. Tweet-Dom. Orig. Tweet-Prone Balanced RT-Prone RT-Dom. Total

Retweet <20% [20%, 40%) [40%, 60%) [60%, 80%) >=80%

All Users 49.04% 4.76% 7.22% 4.27% 34.71% 100%

Very Low 55.32% 0.00% 0.00% 0.00% 44.68% 100%

Low 41.04% 9.83% 16.70% 8.81% 23.62% 100%

Medium 42.01% 15.41% 14.78% 13.21% 14.59% 100%

High 38.44% 15.21% 16.62% 15.39% 14.35% 100%

Very High 31.89% 13.88% 17.03% 17.73% 19.47% 100%

It is interesting to find that the original tweet-dominant group accounts for the
biggest proportion of users in every user engagement group, and this proportion
declines with the increasing degree of user engagement (55.32% of very lowly
engaged users are original tweet-dominant, while only 31.89% of very highly
engaged users are original tweet-dominant). It is also worth noting that a sig-
nificant number of users (34.71% of all the users) belong to the retweet
-dominant group, whose voting intent might be difficult to detect.

3.3 Categorizing Users by Content Type

Based on content, tweets can be classified into two classes – opinion and infor-
mation (i.e., subjective and objective). Studying the difference between the users
who post more information and the users who are keen to express their opinions
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could provide us with another perspective in understanding the effect of using
these two types of content in electoral prediction.

We first identified whether a tweet represents positive or negative opinion
about an election candidate. We used the approach proposed in [4] to learn a
candidate-specific sentiment lexicon from the tweet collection. This lexicon con-
tained sentiment words and phrases which were used to express positive or nega-
tive opinions about the candidates. Totally, this lexicon comprised 1674 positive
words/phrases and 1842 negative words/phrases, which was applied to recognize
the opinions about each candidate in tweets. If a tweet contained more positive
(negative) words than negative (positive) words about a candidate, e.g., Mitt
Romney, it was annotated as “positive(negative) Mitt Romney”. If there were
no sentiment words found in a tweet about a candidate, e.g., Mitt Romney, it
was annotated as “neutral Mitt Romney”. Thus, every tweet has four sentiment
labels (one for each candidate). “I want Romney to win over Santorum but you
must be careful in your negative ads.” was labeled as “neutral Newt Gingrich”,
‘neutral Ron Paul”, “positive Mitt Romney”, and “negative Rick Santorum”.

The tweets that are positive or negative about any candidate are considered
opinion tweets, and the tweets that are neutral about all the candidates are
considered information tweets. We also used a five-point scale to classify the
users based on whether they post more opinion or information with their tweets:
opinion-dominant, opinion-prone, balanced, information-prone and information-
dominant. Table 4 shows the user distribution among all the users, and the users
in different engagement groups categorized by content type.

The users from very low engagement group have only one tweet, so they
either belong to opinion-dominant (39%) or information dominant (61%). With
users’ engagement increasing from low to very high, the proportions of opinion-
dominant, opinion-prone and information-dominant users dramatically decrease
from 11.09% to 0.05%, 11.75% to 0.42%, and 27.40% to 0.66%, respectively. In
contrast, the proportions of balanced and information-prone users grow. In high
and very high engagement groups, the balanced and information-prone users
together accounted for more than 95% of all users. It shows the tendency that
more engaged users post a mixture of content, with similar proportion
of opinion and information, or larger proportion of information.

3.4 Identifying Users’ Political Preference

Since we focused on the Republican Presidential Primaries, it should be in-
teresting to compare two groups of users with different political preferences –
left-leaning and right-leaning. Some efforts [6, 10, 5] have been made to address
the problem of predicting the political preference/orientation of Twitter users
in recent years. In our study, we use a simple but effective method to identify
the left-leaning and right-leaning users.

We collected a set of Twitter users with known political preference from Twel-
low5. Specifically, we acquired 10,324 users who are labeled as Republican, conser-
vative, Libertarian or Tea Party as right-leaning users, and 9,545 users who are

5 http://www.twellow.com/

http://www.twellow.com/
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Table 4. User Distribution over Categorization of Content Type

Content Type Opinion-Dom. Opinion-Prone Balanced Info.-Prone Info.-Dom. Total

Opinion >=80% [60%, 80%) [40%, 60%) [20%, 40%) <20%

All Users 25.89% 4.74% 14.75% 9.92% 44.70% 100%

Very Low 39.00% 0.00% 0.00% 0.00% 61.00% 100%

Low 11.09% 11.75% 30.92% 18.84% 27.40% 100%

Medium 0.59% 8.02% 42.85% 38.60% 9.94% 100%

High 0.22% 1.43% 53.84% 42.06% 2.45% 100%

Very High 0.05% 0.42% 58.98% 39.89% 0.66% 100%

labeled as Democrat, liberal or progressive as left-leaning users. We denote the
top 1000 left-leaning users and top 1000 right-leaning users who have the most
followers as LI and RI , respectively. Among the remaining users that are not con-
tained in LI or RI , there are 1,169 left-leaning users and 2,172 right-leaning users
included in our dataset, and these 3,341 users are denoted as T .

The intuitive idea is that a user tends to follow others who share the same
political preference as his/hers. The more right-leaning users one follows, the
more likely that he/she belongs to the right-leaning group. Among all the users
that a user is following, letNl be the number of left-leaning users from LI andNr

be the number of right-leaning users from RI . We estimated the probability that
the user is left-leaning as Nl

Nl+Nr
, and the probability that the user is right-leaning

as Nr

Nl+Nr
. The user is labeled as left-leaning (right-leaning) if the probability that

he/she is left-leaning (right-leaning) is more than a threshold τ . Empirically, we
set τ = 0.6 in our study. We tested this method on the labeled dataset T and
the result shows that this method correctly identified the political preferences of
3,088 users out of all 3,341 users (with an accuracy of 0.9243).

Totally, this method identified the political preferences of 83,934 users from all
of the 933,343users in our dataset. Other usersmaynot followany of the users inLI

or RI , or follow similar numbers of left-leaning and right-leaning users, thus their
political preferences could not be identified. Table 5 shows the comparison of left-
leaning and right-leaning users in our dataset.We found that right-leaningusers
were more involved in this election event in several ways. Specifically, the
number of right-leaning users was two times more than that of left-leaning users,
and the right-leaning users generated 2.65 times the number of tweets as the left-
leaning users. Comparedwith the left-leaning users, the right-leaning users tended
to create more original tweets and used more hashtags and URLs in their tweets.
This result is quite reasonable since it was the Republican election, with which the
right-leaning users are supposed to be more concerned than the left-leaning users.

4 Electoral Prediction with Different User Groups

In this section, we examine the predictive power of different user groups in
predicting the Super Tuesday election results in 10 states. We first recognized
the users from each state. There are two types of location information from
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Table 5. Comparison between Left-leaning and Right-leaning Users

Political Preference Left-Leaning Right-Leaning

# of Tweets 702,178 1,863,186

# of Users 27,586 56,348

Tweets per User 25.5 33.1

Original Tweets 48.46% 56.09%

Retweets 51.54% 43.91%

Tweets with Hashtags 33.02% 37.99%

Hashtags per Tweet 1.68 1.93

Tweets with URLs 45.95% 52.75%

Only Text 34.57% 30.19%

Opinion 41.31% 41.47%

Twitter – the geographic location of a tweet, and the user location in the profile.
We utilized the background knowledge from LinkedGeoData6 to identify the
states from user location information7. If the user’s state could not be inferred
from his/her location information, we utilized the geographic locations of his/her
tweets. A user was recognized as from a state if his/her tweets were from that
state. Table 6 illustrates the distribution of users and tweets among the 10 Super
Tuesday states. We also compared the number of users and tweets in each state
to its population. The Pearson’s r for the correlation between the number of
users/tweets and the population is 0.9459/0.9667 (p < .0001). In the following
of this section, we first describe how we estimated a user’s vote, and next report
the prediction results, followed by a discussion of the results.

4.1 Estimating a User’s Vote

To answer the question that for whom a user will vote, we need to find for which
candidate the user shows the most support. We think there are two indicators
that can be extracted from a user’s tweets of one candidate – mention and sen-
timent. Intuitively, people show their support for celebrities through frequently
talking about them and expressing positive sentiments about them.

As described in Section 3.3, we have analyzed each user’s tweets, identified
which candidate is mentioned, and whether a positive or negative opinion is
expressed towards a candidate in a tweet. For each user, let N be the number
of all his/her tweets, Nm(c) be the number of tweets in which he/she mentioned
a candidate c, Npos(c) be the number of positive tweets about c from the user,
Nneg(c) be the number of negative tweets about c from the user. We define the
user’s support score for c as:{

(1− Nneg(c)
Npos(c)+β )× Nm(c)

N if Npos(c) +Nneg(c) > 0

γ × Nm(c)
N otherwise

6 http://linkedgeodata.org/About
7 Since geographical analysis is not the focus of this paper, we did not verify if the
users are actually from the locations specified in their profiles.

http://linkedgeodata.org/About
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Table 6. Distribution of Tweets and Users over 10 Super Tuesday States

U.S. State Alaska Georgia Idaho Massachusetts North Dakota

# of Tweets 7,633 88,555 17,331 89,842 3,763

# of Users 736 13,210 1,830 15,009 661

Population 722,718 9,815,210 1,584,985 6,587,536 683,932

Ohio Okalahoma Tennessee Vermont Virginia

# of Tweets 102,880 27,747 58,384 5,525 73,172

# of Users 18,066 3,965 7,980 1,183 9,796

Population 11,544,951 3,791,508 6,403,353 626,431 8,096,604

where β (0 < β < 1) is a smoothing parameter, and γ (0 < γ < 1) is used
to discount the score when the user does not express any opinion towards c
(Npos(c) = Nneg(c) = 0). We used β = γ = 0.5 in our study. According to this
definition, the more positive tweets (less negative tweets) are posted about c,
and the more c is mentioned, the higher the user’s support score for c is. After
calculating a user’s support score for every candidate, we selected the candidate
who received the highest score as the one that the user will vote for.

4.2 Prediction Results

In this section, we report the comparison of different user groups in predicting
Super Tuesday races, and discuss our findings.

To predict the election results in a state, we used only the collection of users
who are identified from that state. Then we further divided each user collection
of one state over four dimensions – engagement degree, tweet mode, content type,
and political preference. In order to get enough users in one group, we used a
more coarse-grained classification instead of the five-point scales described in
the section of User Categorization. To be specific, we classified users as three
different groups according to their engagement degree: very low, low, and high*.
The very low and low engagement groups are the same as what we have defined
in Section 3.1. The high* engagement group comprises the users who post more
than 10 tweets (i.e., the aggregation of the medium, high and very high groups
defined previously). Based on the tweet mode, the users were divided into two
groups: original tweet-prone* and retweet-prone*, depending on whether they
post more original tweets or more retweets. Similarly, the users were classified
as opinion-prone* or information-prone* according to whether they post more
opinions or more information. The right-leaning users and left-leaning users were
also identified from the user collection of each state. In all, for each state, there
were nine user groups over four different dimensions.

We also considered users in different time windows. Our dataset contains the
users and their tweets discussing the election in 8 weeks prior to the election
day. We wanted to see whether it will make any difference to use the data in
different time windows. Here we examined four time windows – 7 days, 14 days,
28 days or 56 days prior to the election day. For example, the 7 days window
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is from February 28th to March 5th. In a specific time window, we assessed a
user’s vote using only the set of tweets he/she creates during this time8.

With each group of users in a specific state and a specific time window, we
counted the users’ votes for each candidate, and the one who received the most
votes was predicted as the winner of the election in that state. The performance
of a prediction was evaluated in two ways: (1) whether the predicted winner is
the actual winner, and (2) comparing the predicted percentage of votes for each
candidate with his actual percentage of votes, and getting the mean absolute
error (MAE) of the four candidates.

Table 7 shows the accuracy of winner prediction by different user groups in

different time windows. The accuracy was calculated as
Nstate

true

Nstate , in which Nstate
true

was the number of states where the winner was correctly predicted, andNstate(=
10) was the number of all Super Tuesday states. Figure 1 illustrates the average
MAE of the predictions in 10 states by different user groups in different time
windows. From Table 7 and Figure 1, we do see that different user groups on
each dimension show varied prediction performance.

Table 7. The Accuracy of Winner Prediction by Different User Groups

7 Days 14 Days 28 Days 56 Days

Engagement Degree

Very Low 0.5 0.4 0.3 0.6

Low 0.7 0.3 0.3 0.6

High* 0.5 0.8 0.5 0.6

Tweet Mode

Original Tweet-Prone* 0.7 0.4 0.4 0.6

Retweet-Prone* 0.6 0.3 0.3 0.6

Content Type

Opinion-Prone* 0.5 0.5 0.4 0.6

Information-Prone* 0.6 0.4 0.3 0.7

Political Preference

Left-Leaning 0.5 0.2 0.3 0.6

Right-Leaning 0.5 0.7 0.7 0.8

As shown in Table 7, the high* engagement group correctly predicted the
winners of 5 states in 7 day, 8 in 14, 5 in 28 and 6 in 56 day time windows,
respectively, which is slightly better than the average performance of very low
and low engagement groups. In addition, the average prediction error of high*
engagement group is smaller than that of very low and low engagement groups
in three out of the four time windows (see Figure 1a). Comparing two user
groups over the tweet mode dimension, original tweet-prone* group beat the
retweet-prone* group by achieving better accuracy on winner prediction and
smaller prediction error in almost all the time windows (see Figure 1b). The two
user groups categorized by content type also show differences in predicting the

8 A user’s vote might be varied in different time windows, since we used different sets
of tweets for the assessment.
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Fig. 1. The Mean Absolute Error (MAE) by Different User Groups in 10 States

elections, but the difference is not as clear as that of user groups on other dimen-
sions. On winner prediction, the opinion-prone* group achieved better accuracy
in 14 day and 28 day time windows, and information-prone* group achieved
better accuracy in 7 day and 56 day time windows. Although the prediction er-
ror of opinion-prone* group was smaller than that of information-prone* group
in three time windows, the gap was quite small (see Figure 1c).

It is interesting to find that, among all the user groups, the right-leaning group
achieved the best prediction results. In Table 7 and Figure 1d, right-leaning
group correctly predicted the winners of 5, 7, 7 and 8 states (out of 10 states) in
7 day, 14 day, 28 day and 56 day time windows, respectively. Furthermore, it also
showed the smallest prediction error (<0.1) in three out of four time windows
among all the user groups. In contrast, the prediction by the left-leaning group
was the least accurate. In the worst case, it correctly predicted the winners in
only 2 states (in the 14 day time window), and its prediction error was over 0.15.

To further verify our observation, we looked at the average prediction error
of four time windows for each state, and applied paired t-test to find whether
the difference of the average prediction errors in 10 states between a pair of user
groups was statistically significant. The test showed that the difference between
right-leaning and left-leaning user groups is statistically highly significant (p <
.001). The difference between low and high* engagement user groups was also
found statistically significant (p < .01). However, the difference between original
tweet-prone* and retweet-prone*, or between opinion-prone* and information-
prone* was not significant.
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In addition, we also compared our results with random predictions. From the
winner prediction perspective, all the user groups except the left-leaning one
beat the random baseline (25% accuracy) in all the time windows. The random
baseline showed a mean prediction error (of vote percentage) over 0.13, which is
higher than that of all the user groups except the left-leaning one.

4.3 Discussion

There are at least two factors that could affect the accuracy of electoral predic-
tion. Firstly, whether the prediction of users’ votes is accurate. Secondly, whether
the users’ opinion is representative of the actual voters’ opinion. We interpret the
varied prediction results with different user groups based on these two factors.

In our study, the high* engagement user group achieved better prediction
results than very low and low engagement groups. It may be due to two reasons.
Firstly, high engagement users posted more tweets. Since our prediction of a
user’s vote is based on the analysis of his/her tweets, it should be more reliable
to make the prediction using more tweets. Secondly, according to our analysis,
more engaged users showed stronger intent and were more involved in the election
event. It might suggest that users in the high* engagement group were more likely
to vote, compared with the users in the very low and low engagement groups.

However, the low engagement group did not show better performance com-
pared with the very low engagement group. One possible explanation might be
that the users from these two groups are not that different. A more fine-grained
classification of users with different engagement degrees might provide more in-
sight. Since the prediction is state-based, we could not get enough users in each
group (especially the groups of highly engaged users) if we divided users into
more groups. It is worth noting that more than 90% of all the users in our
dataset belonged to very low and low engagement groups. Accurately predicting
the votes of these users is one of the biggest challenges in electoral prediction.

The results also show that the prediction based on users who post more origi-
nal tweets is slightly more accurate than that based on users who retweet more,
although the difference is not significant. It may be due to the difficulty of identi-
fying users’ voting intent from retweets. In most of the current prediction studies,
original tweets and retweets are treated equally with the same method. Further
studies are needed to compare these two types of tweets in prediction, and a
different method might be needed for identifying users’ intent from retweets.
In addition, a more fine-grained classification of users according to their tweet
mode could provide more insight.

No significant difference is found between the opinion-prone* and the
information-prone* user groups inprediction. It suggests that the likely voters can-
not be identified based on whether users post more opinions or more information.
It also reveals that the prediction of users’ votes based on more opinion tweets is
not necessarily more accurate than the prediction using more information tweets.

The right-leaning user group provides the most accurate prediction result,
which is significantly better than that of the left-leaning group. In the best case
(56 day time window), the right-leaning user group correctly predict the winners
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in 8 out of 10 states (Alaska, Georgia, Idaho, Massachusetts, Ohio, Oklahoma,
Vermont, and Virginia). It is worth noting that this result is significantly better
than the prediction result of the same elections based on Twitter analysis re-
ported in the news article9, in which the winners are correctly predicted in only 5
out of 10 states(Georgia, Idaho, Massachusetts, Ohio, Virginia). Since the elec-
tions being predicted were Republican primaries, the attitude of right-leaning
users could be more representative of the voters’ attitude. To some extent, it
demonstrates the importance of identifying likely voters in electoral prediction.

This study can be further improved from several aspects. First, more effort
could be made to investigate the possible data biases (e.g., spam tweets and
political campaign tweets) and how they might affect the results. Second, we
estimated the vote intent of each Twitter user in our dataset and aggregated
them to predict the election results. However, these users are not necessarily
the actual voters. Identification of the actual voters from social media is also an
interesting problem to explore. In addition, our work examined the predictive
power of different user groups in republican primaries, thus some of our findings
may not apply to other elections of different natures, e.g., general elections.
However, we believe the general principle that Twitter users are not equal in
predictions is common for all elections.

5 Conclusion

In this paper, we studied the spectrum of Twitter users in the context of the
2012 U.S. Republican Presidential Primaries, and examined the predictive power
of different user groups in predicting the results from the 10 states that held
Republican primaries on Super Tuesday. We divided users into different groups
on four dimensions – engagement degree, tweet mode, content type, and political
preference. To predict the election results, we first predicted each user’s vote
based on analyzing the mentions and sentiments of the candidates in the user’s
tweets, and then counted the votes received by each candidate from every user
group. Comparing the prediction results obtained by different user groups, we
found the result achieved by right-leaning users was significantly better than
that achieved by left-leaning users. The prediction based on highly engaged
users was better than that based on lowly engaged users. The users who posted
more original tweets provided slightly higher accuracy in the prediction than the
users who retweeted more did. To some extent, these findings demonstrate the
importance of identifying likely voters and user sampling in electoral predictions.
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Abstract. The growth of the web has created a big challenge for directing the 
user to the Web pages in their areas of interest. Meanwhile, web usage mining 
plays an important role in finding these areas of interest based on user’s pre-
vious actions. The extracted patterns in web usage mining are useful in various 
applications such as recommendation. Classical web usage mining does not take 
semantic knowledge and content into pattern generations. Recent researches 
show that ontology, as background knowledge, can improve pattern's quality. 
This work aims to design a hybrid recommendation system based on integrating 
semantic information with Web usage mining and page clustering based on se-
mantic similarity. Since the Web pages are seen as ontology individuals, fre-
quent navigational patterns are in the form of ontology instances instead of Web 
page addresses, and page clustering is done using semantic similarity. The re-
sult is used for generating web page recommendations to users. The recom-
mender engine presented in this paper which is based on semantic patterns and 
page clustering, creates a list of appropriate recommendations. The results of 
the implementation of this hybrid recommendation system indicate that inte-
grating semantic information and page access sequence into the patterns yields 
more accurate recommendations. 

Keywords: Web usage mining, semantic web, ontology, web page recommen-
dation, page clustering. 

1 Introduction  

In semantic web content and information is interpretable and understandable not only 
by humans, but also by computers. In order to support the user in his task, the Web 
should be enriched by the machines’ ability to process the information [1]. Therefore, 
the Web content and objects should be semantically introduced into the machine 
world by using ontologies. Ontologies have been created to facilitate knowledge reuse 
and sharing in the decentralized and distributed context of the Web [5].  

The rapidly growing amount of information on the Web causes difficulties for the 
Internet users to find desired information and due to the huge volume of data and lack 
of structure in many Web sites finding relevant information on the Web has become a 
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real challenge. Therefore, the research field of Web usage mining has gained notable 
consideration for finding user behavioral patterns. Web usage mining is concerned 
with finding user navigational patterns on the World Wide Web by extracting know-
ledge from web logs. One of the most important disadvantages of the current ap-
proaches in Web usage mining is that the result is produced in terms of Web pages 
(i.e. web page addresses); hence, there is no semantic meaning of the common navi-
gation profile. Another disadvantage of classical web usage mining is called the new-
item problem, which is the failure to recommend newly added pages or products to 
the visitors since these products or pages are not in the current common navigation 
profiles. To overcome this, the common navigation profile can be extracted in terms 
of semantic information so that the common navigation profile will be in ontological 
terms and concepts. Therefore, newly added items can be recommended to the user as 
long as this item’s concept is in the common navigation profiles. 

From that point, Web site content has started to play a more important role in the 
Web usage mining process, relying only on Web usage data for user modeling can be 
inefficient. In recent years, there have been studies where semantic knowledge sys-
tems are used in order to provide further improvement in accuracy. 

The extracted patterns in web usage mining are useful in several different areas, in-
cluding recommendation, Web site restructuring, prefetching, etc. Recommendation is 
a heavily studied research subject, where web usage patterns can improve the accura-
cy of the task. 

In this work, we present a hybrid web recommender system, which incorporates 
semantic knowledge and sequence information into pattern generation and clusters 
Web pages by using a constructed ontology for Web site. The information of cluster-
ing is used for identifying of irrelevant pages in recommendation set. In [3] a hybrid 
recommender system is proposed, which integrates document clustering and semantic 
knowledge with web usage mining.  In another hybrid system [4] user sessions are 
clustered and the navigational patterns are generated without using semantic informa-
tion and then semantic features, which extracted from domain specific ontologies 
combined with the navigational patterns. However, in our work, semantic information 
is used within pattern generation, rather than in postprocessing, and we cluster the 
web pages based on semantic similarity among individuals in ontology which is 
created for the Web site. The results of the implementation of our hybrid recommend-
er system show a significant improvement on the quality of recommendation engine 
output. 

The rest of the paper is organized as follows. In Section 2, related work is pre-
sented. In Section 3, the details of the proposed approach are described. Section 4 
includes the experimental work. Finally, Section 5 presents the concluding remarks. 

2 Related Work 

In the area of web usage mining, there are various approaches such as clustering, 
association rule mining, sequence mining, and sequence alignment to mine the data  
in the server logs. However, those works which combine web usage mining and  
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semantic web are limited. Bettina Berendt, Andreas Hotho and Gerd Stumme [1, 17] 
are the authors of one of the first studies of web usage mining on the Semantic Web. 
In [16] they show how the Semantic Web can improve web usage mining, and how 
usage mining can help to build up the Semantic Web. In their work, they assumed that 
the server log contains terms of ontology concepts and individuals, so the mining 
algorithms like clustering and association rule mining can be applied on it, but there 
are no details about generation of pattern by using semantic information. 

Mobasher et al., [9] have provided a system for incorporating domain ontologies 
with Web usage mining and in this work the emphasis is on the personalization 
process and the frequent pattern generation is done by clustering. 

The work presented by Adda et al., [14] proposes using metadata about the content 
that they assume is stored in domain ontology to enhance the quality of the discovered 
patterns. Authors use two-level taxonomy, while the first taxonomy branches between 
concepts, the second one branch between relations among concepts, and this increases 
the time complexity of the algorithm considerably. 

 Recent studies presented in [13, 18] aim to enhance association rules with domain 
ontologies. In [18] each web server log file entry converts into a single ontology con-
cept. After applying SPADE algorithm on the converted log file, sequential associa-
tion rules are generated. Unlike standard sequential rule miners, this approach yields 
rules that have ontological objects as antecedent and consequent and the result is used 
for generating web page recommendations to the visitor. On the other hand, in the 
work presented in [13], the emphasis is on improving the time efficiency of online 
next page prediction, rather than pattern quality.  In [19] they integrate semantic web 
into web usage mining and clustering of sessions is used for extracting navigational 
patterns. 

3 Proposed Approach 

The general architecture of the system has the basics of classical web usage mining 
systems. The initial steps include the data acquisition and data cleaning. These steps 
are followed by offline mining part and lastly, the recommendation phase which is the 
online part of the system. 

As illustrated in Fig. 1, the proposed system consists of 4 phases: preprocessing, 
rule extraction, page clustering, and recommendation. In the rest of this section, the 
steps of the process are described in more detail. 

3.1 Preprocessing 

For Web Log Preprocessing, the entries of the Web server log is cleaned, transactions 
are extracted, and ontology class individuals are mapped to the Web page addresses. 
The preprocessing method which is used in [2] is chosen for the preprocessing phase 
our system. 

The first phase of the log file parsing is the pruning of the non-responded web re-
quests and eliminating requests made by software agents such as Web crawlers. 
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After pruning, the navigation history of each session from the log file is extracted. 
For extraction of navigation history User Identification and Session Identification 
must be done.  

 

Fig. 1. General Framework of Overall System Design 

We identify users with their IP address registered in each record in log file. For 
Session Identification, we should define session timeout. We assumed 20 minutes 
session timeout for the experimental procedure. 

In order to prevent any postprocessing, in the last step, each page access in every 
transaction is mapped to the ontology instances defined in the ontology for the web 
site. Since the automatic extraction of semantic information is a hard task, and it is a 
research problem on its own, we accomplished this task manually.  At first, we con-
struct ontology in OWL associated with our web site by helping Web page structures. 
The construction of this basic ontology can be achieved through knowledge extraction 
from Web sites, based on content and structure mining. For mapping the suitable con-
cepts and instances is chosen by considering the content of the Web pages.  

Construction and creation of ontology are done using Protégé [11]. This ontology 
contains the concept of InfoResource, Science and FreeResource in first level. The 
Science concept includes a hierarchy relation in which higher lever categories include 
more details than lower level categories (for example Agriculture concept has a child 
named Forestry). After construction of ontology, the visited Web pages’ URLs in 
navigation history are mapped to one or more individuals of the ontology. This map-
ping is done according to the semantic annotation of the web pages and web objects 
on the pages. At the end of this step, transactions consist of ontology individuals in-
stead of pages’ URLs. 



 Web Page Recommendation Based on Semantic Web Usage Mining 397 

3.2 Navigational Patterns Creation 

After the preprocessing step, the next step is the extraction of frequent navigation 
patterns. Association rule mining1 is used to discover interesting relations among 
items in a large database. Sequential association rule mining2 is a limited version of 
association rule mining. In sequential association rule mining, items in both input (the 
dataset) and output (association rules) are presented in a sequential form (mostly or-
dered by a timestamp). In this research, we preferred to use sequential association rule 
mining since the sequence information in the navigation is retained in the generated 
patterns. Through sequential rule mining, the results will be in a sequential form that 
permits us to know which pages are visited and in what order. Since taxonomies are 
encountered in many ontology definitions and classes may have  relations, it is 
necessary to find generalized sequence patterns under a given taxonomy. In order to 
find generalized association rules, the dataset is extended in such a way that each item 
is also associated with the item’s taxonomical parent. For efficient and scalable min-
ing of sequential patterns, PrefixSpan [7] is used. The PrefixSpan’s input includes 
transactions which each transaction is a sequence of events. A sequence is an ordered 
set of events, and event is a set of one or more items. In Fig. 2, a sequence database is 
shown. 
  

Sequence_id Sequence 

10 <a(abc)(ac)d(cf)> 

20 <(ad)c(bc)(ae)> 

30 <(ef)(ab)(df)cb> 

40 <eg(af)abc> 

Fig. 2. A sequence database [7] 

SPMF [12] is an open-source data mining framework written in Java. For extract-
ing sequential association rule mining, we used RuleGen [6] algorithm in this frame-
work. So the input of this algorithm is an extended dataset, such taxonomies are in-
troduced into the dataset, and each transaction is a sequence of events. 

Some examples for the generated frequent sequence rules are presented in Fig. 3. 
The rule NaturalResource => Irrigation, LiveStock, NaturalResource tells that visiting 
concept “NaturalResource” will be followed by visits to the concepts of Irrigation, 
LiveStock and NaturalResource. 

                                                           
1  The support of rule X ⇒Y is the percentage of the transactions that contain both X and Y to 

all transactions. The confidence is the percentage of the transaction that contains Y to the 
transaction that contains X. 

2  For a sequential association rule, a → b ⇒ c, a → b is the head of the rule and c is the body of 
the rule. When body is concatenated to the head, we end up with the sequence a → b → c. 
Therefore, support for this rule is ((number sessions including a → b → c) / (all transactions)) 
and confidence for this rule is ((number of sessions including a → b → c) / (number of ses-
sions including a → b)).  



398 S. Abrishami, M. Naghibzadeh, and M. Jalali 

Sample Rules  

NaturalResource => Irrigation , LiveStock , NaturalResource 

Gardening => Gardening , Irrigation , LiveStock , NaturalResource 

LiveStock , AgricultureEngineering => AgricultureEngineering , 

Foresty , Irrigation , LiveStock , NaturalResource 

Irrigation => AgricultureEngineering , Foresty , Irrigation 

Fig. 3. Sample rules for the library Web site  

3.3 Page Clustering By Using Semantic Similarity 

In this step, we clustered URLs which were visited by users. We used K-means [20] 
clustering algorithm for grouping the pages. As described before, in this work, we 
mapped pages into a set of ontological item sets, so we clustered pages by using se-
mantic similarities between ontology’s individuals. For example, we have pages  
and which are mapped into certain individuals. 1.  is mapped into  2, 3, 4  2.  is mapped into   8,  15,  17 

Where each  is a unique page and each  is ontology individual. 
In [19], an approach, which clusters user sessions that have been mapped into se-

quence of objects, is presented. In our research, we employed and modified this pro-
posed approach to cluster the pages and used the result of this clustering in order to 
increase accuracy of our recommendation. In our method, although clustering is used, 
instead of sessions, pages are clustered. Since our clustering is based on semantic 
similarity between ontology’s individuals, the result of page clustering reflects the 
similarity of pages.  The outcome of clustering is used for identification of irrelevant 
pages in recommendation phase. 

In order to cluster these pages we need two instruments: 

• A distance metric to compute the distance between two ontology concepts. 
• A distance metric to compute the distance between two ontology instances. 

Since instances which are used in mapping are string types, we use “LevenshteinDis-
tance” string comparison algorithm. 

The distance between two concepts can be defined as a function of the distance be-
tween their attributes and their location in the ontological tree. We assume a concept 
to be a tuple   , , where  is set of attributes 1, 2, 3, … ,  and  is a 
location representation in the taxonomy of the ontology. The distance between two 
concepts 1 and 2, 1, 2 , can be defined as the weighted sum of distances 
of object attributes and tree locations. 1, 2  1, 2 1 1, 2 2  (1)
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where  is a function that returns the distance between two sets of attributes and 
 is a function that returns the distance between two locations in a tree; 1 and 2 are weights of the distance functions. For  we use the approach by [8] that 

is based on the positions of the concepts in the concept taxonomy. For  func-
tion, we employ the string distance definition “LevenshteinDistance”. 

By using these metrics for computing distances in the K-means algorithm, the pag-
es are clustered. At the end of this phase, we have clustered URLs according to their 
semantic information.  

3.4 Recommender Engine 

This is the final component of the system. It combines the analysis of the usage min-
ing and Web page clustering and produces recommendations for current users. The 
current user’s navigation path is compared to all sequential association rules to pro-
duce recommended pages. For each recommended page, the page is checked to de-
termine in which cluster it is located. After defining maximum clusters, which are 
clusters with a larger number of pages, the pages of these clusters are added to the 
final recommendation set. 

Since the association rules are composed of ontology individuals, the user naviga-
tion history is converted into the sequence of ontology instances. In the recommenda-
tion phase, firstly, according to the window_count (window_count is a parameter 
which defines the maximum number of previously visited pages which should be used 
in order to recommend a new page) navigated items are taken as the search pattern. 
The association rules and user navigation history are joined and the consequent part 
association rules, whose antecedent part is equal to the search pattern, are extracted 
and added to the recommendation set. The ontology instances in the rule consequents 
are mapped back into Web page addresses. As a result, the number of pages in rec-
ommendation set increases. In previous work [18], the number of recommended pages 
is large and it is possible that some irrelevant pages are recommended as well. 

In this research, by using information related to page clustering we identify irrele-
vant pages and only the pages which are unrelated will be deleted. Before these pages 
are recommended to a user with respect to page clustering information and how many 
of these pages are located in each cluster, the maximum clusters are selected and  
the pages which belong to these clusters are recommended to the user. This  
process is expressed in Algorithm 1. As an example, consider the active user naviga-
tion  :  :  where these two pages are concrete  
Web pages with URLs. In the first step, user navigation history is mapped into  
ontology instances. As the result of this step, user navigation is turned 
to . Assume that the only rule 
we have is ⇒ . Since   is 
the parent of  , it can be used for recommendation. At last, 

 is mapped back into pages.  If we assume these pages are p3, p5, 
p7, p9, p2, p4 and we have a page clustering like this:  1: 1, 6, 8, 4          2: 2, 10, 5       3: 9, 3, 7 

Pages p3, p7, p9 are located in C3, p2, p5 are located in C2 and p4 is located in  
C1. Since the number of clusters is three and based on the proposed algorithm, two 
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clusters which are maximum, are selected and their pages are recommended to the 
user. Since two clusters C3 and C2 are maximum, Web pages p9, p3, p7, p2, p5 are 
added to the final recommendation set. By doing so, the number of recommended 
pages is reduced according to semantic similarity. 

 
Algorithm 1. construct recommendation set(R, T, K, window_count,  Clustered Pages) 

Comment: Constructing recommendation set algorithm 
Comment: R is set of association rules T is active user navigation path K is number of cluster    , , … ⇒ , , …
   { 
  If (        . . . _   _ ) 
    then L = L  R; 

   } 
   If 2  

  {       , , …  
          Identify cluster         
   Sort the clusters based the number of pages exist in them 
    If 3 7  
       then select 2 clusters are maximum and  add pages of them to final recommendation set 
  If 9  
       then select 3 clusters are maximum and  add pages of them to final recommendation set 
    If 11  
       then select 4 clusters are maximum and  add pages of them to final recommendation set 
}  

4 Evaluation Measures and Experimental Result 

4.1 Evaluation Measures 

Precision and coverage [15] are the two popular metrics that are used to evaluate and 
compare the performance of the proposed system. 

Each testing session ( ) of testing set is divided into two parts. The first  web 
pages of session  is used as the input of the recommendation engine which is de-
note as Recomment_List and the second part is simulated as the future requests (page 
visits) which are compared with the output of the recommendation system and denote 
as Real_List. 

The precision of a transaction is given as the number of web pages correctly pre-
dicted divided by the total number of web pages predicted.  | _  _  || _  |                              (2) 

The coverage of a transaction is given as the number of web pages correctly predicted 
divided by the total number of web pages visited by the user.  | _  _  || _  |                            (3) 

The precision and coverage were evaluated for all the transactions in the testing data-
set and their averages were calculated. The average precision and average coverage 
values helped to evaluate the system. 



 Web Page Recommendation Based on Semantic Web Usage Mining 401 

In order to get a single evaluation measure, the M-metric, define in [10] is used.                                                 (4) 

4.2 Experimental Results 

In this work, the experiments were conducted on the navigation logs that belong to 
library Web site of Ferdowsi University of Mashhad (http://c-library.um.ac.ir). We 
selected that Web pages related to Information Resources and Open Access parts. 
After the preprocessing, the log file includes 1300 sessions and contains 5,200 Web 
page views. The average number of Web pages in a session is 4. As described before, 
the ontology model of these parts consists of three concepts InfoResource, Science 
and FreeResource in first level which Science concept has a taxonomy levels.   

The dataset is divided into two parts.  The first part is the training part, 75% of the 
dataset, and the other part is reserved for testing, included the remaining 25% of the 
dataset. By applying the association rule mining algorithm on training data set, asso-
ciation rules are generated. In addition, by using K-means algorithm on mapped pag-
es, clusters are determined. In our experiments, we used K=9 for K-means clustering 
since the best results are obtained by this value for K. 

The first set of experiments shows that using semantic information improves the 
rule and recommendation quality. As it is seen in the table 1, in part (a) the resulting 
precision, coverage and matching rate values are higher than the result shown in part 
(b). As it was expected, using semantic information improves pattern and recommen-
dation quality. In part (b) since semantic information does not contribute to the pat-
tern structure in this experiment, the generated patterns and recommendations have 
low precision and coverage values. 

Table 1. Comparison of the proposed system with recommender system without semantic web, 
window_count=1, min_ confidence=1, k=9 

Results by 
Applying 
Semantic  
and page 
clustering 

K=9       
(a) 

Support  Precision  Coverage  M 

0.43023  0.496032  0.161199  0.243323 

0.33720  0.603175  0.214802  0.316789 

0.23255  0.603175  0.214802  0.316789 

0.19767  0.603175  0.214802  0.316789 

0.13953  0.515873  0.169488  0.255148 

Results with-
out Semantic 
(Just URL) 

(b) 

0.0697 0.0238095  0.0010131 0.00194363 

0.0581  0.08333 0.028255 0.0422019  

0.046511  0.0809524  0.0285255  0.0418899  

0.03488  0.166667  0.037723  0.0608728  

0.02325 0.153886  0.0734597  0.0994469  
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In second set of experiments, we compared our work with approach presented in 
[18] by applying on our log file.  In the first experiments, we have evaluated the ef-
fect of change in minimum support on precision values by using window_count=1 
and comparison between our approach and method [18]. In our experiment and as Fig. 
4 shows initially, precision value increases when the minimum support increases. This 
is due to the facts that, when the minimum support increases, weaker association rules 
are eliminated, and more accurate recommendations can be generated. However, after 
a breaking point, precision starts to decrease, since the number of association rules 
and recommendations decrease. Fig. 4 illustrates better result for precision recom-
mendation in our system over [18]. As it was mentioned before, in [18] the number of 
pages, which are recommended, is large. However, in our method by using page clus-
tering unrelated pages in recommendation sets are identified and those pages which 
are unrelated are omitted. Consequently, a more precise recommendation set can be 
presented to users. 

 

Fig. 4. Precision comparison of the proposed system with the system in [18], window_count=1, 
min_ confidence=1, k=9 

Fig. 5 shows coverage comparison between our work and the work in [18].  
As Fig. 5 depicts, the coverage of our system is less than the previous system. The 
reason for this is that in the system [18] when an individual is mapped back to 
URL’s page, the number of pages which are obtained is large, the coverage metric 
is increased accordingly. However, in our system, using page clustering, we elimi-
nate irrelevant pages and in some parts the number of recommended pages is re-
duced noticeably consequently, coverage metric is reduced as well. This reducing of 
extra pages exerts positive effect, and as it’s obvious in Fig. 4, the precision metric 
is also improved.  
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Fig. 5. Coverage comparison of the proposed system with the system in [18], window_count=1, 
min_ confidence=1, k=9 

In the last group of experiments, the recommendations are generated under win-
dow_count=2 to display the effect of window count in results. Fig. 6 demonstrates 
that the precision asset value in both method is less than precision values in win-
dow_count=1, but as we expected our method for precision metric works better than 
[18] in window_count=2 as well. 

 

Fig. 6. Precision comparison of the proposed system with system in [18], window_count=2, 
min_ confidence=1, k=9 

Fig. 7, shows coverage values as same as precision are decreased too and our ap-
proach has lower values than the [18] like window_count=1. In last set of experiments 
important observation is that the increase in window count has an insignificant and 
negative effect on the precision and the coverage, hence most recent visit appears to 
be the most effective one on the recommendation. 
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Fig. 7. Coverage comparison of the proposed system with system in [18], window_count=2, 
min_ confidence=1, k=9 

5 Conclusion 

Extracted pattern in Web usage mining has an important role in many areas, including 
recommendation, Web personalization, Web construction, Website organization and 
Web user profiling. In this paper, we have proposed an approach to extract user navi-
gation behavior by using semantic web usage mining. To achieve this aim, we incor-
porate semantic web into generated patterns. With this combination the created rules 
contain ontology individuals instead of web pages’ URLs.  

The success of the system is measured by evaluation of the recommendations. In 
the presented work, improved pattern quality is used to recommend pages more accu-
rately. Since the number of recommended pages is large, unrelated pages must be 
determined and omitted. Information from page clustering based on semantic similari-
ty is used for identifying irrelevant pages which are obtained by rules and added to the 
recommendation set. In previous works, the number of pages which were recom-
mended was large but in this research by using page clustering, that pages which are 
unrelated will be omitted so, the number of pages is narrowed down. The reducing 
number of pages affect positively. Therefore, the precision of our proposed system is 
enhanced. In this way, recommender engine, by using the created rules, selects some 
pages to recommend but before that irrelevant pages are eliminated according to page 
clustering.  Our experiments suggest that integrating semantic knowledge with web 
usage mining and in addition to clustering of pages by using of concept similarity in 
ontology, can indeed be useful in recommender systems. 
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Abstract. Studies on social networks have proved that endogenous and exoge-
nous factors influence dynamics. Two streams of modeling exist on explaining
the dynamics of social networks: 1) models predicting links through network
properties, and 2) models considering the effects of social attributes. In this inter-
disciplinary study we work to overcome a number of computational limitations
within these current models. We employ a mean-field model which allows for the
construction of a population-specific model informed from empirical research for
predicting links from both network and social properties in large social networks..
The model is tested on a population of conference coauthorship behavior, consid-
ering a number of parameters from available Web data. We address how large so-
cial networks can be modeled preserving both network and social parameters. We
prove that the mean-field model, using a data-aware approach, allows us to over-
come computational burdens and thus scalability issues in modeling large social
networks in terms of both network and social parameters. Additionally, we con-
firm that large social networks evolve through both network and social-selection
decisions; asserting that the dynamics of networks cannot singly be studied from
a single perspective but must consider effects of social parameters.

1 Introduction

Dynamics of social networks are receiving increasing attention in multiple research do-
mains [1–3]. Theoretical developments posit that dynamics are influenced by network
[4] and social processes [2]; with recent theory suggesting that the two co-evolve [1].
Methods to explore dynamics of networks traditionally implement evolving graph mod-
els, using inferential statistics to assert the likelihoods of the creation, maintenance or
dissolution of edges. Two distinct classes of modeling exist: 1) exclusively modeling
the effect of network structures on dynamics [5, 6], and 2) modeling effects of social
parameters and network effects for small networks (∼ 1000 nodes) [2]. Both types of
models prove that network processes affect the dynamics of networks. Network mod-
els have been able to accurately predict a small percentage of edges, suggesting that
dynamics may also be fed by other processes. Social-parameter models have proved so-
cial attributes, in combination with network structures, play a role in network dynamics.
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Despite this growing knowledge from both model classes, these models have limi-
tations. The main limitation relates to using an evolving graph model which calculates
statistical probabilities of individual nodes. This approach generally leads to a super-
linear growth in computational load as the network size increases, partly caused by the
quadratic growth in the number of links that need to be considered. Both models attempt
to overcome this through different means. One is limited to either testing the effect of a
few parameters on a large network, or a number of parameters on small networks. Con-
sequently, neither provide a terrain to empirically confirm the effect of both network
and social parameters in large social networks.

In order to better understand the dynamics of large social networks, a different com-
putational approach must be taken to overcome the issue of scalability in present mod-
els. In this paper we review the two existing model classes used to investigate dynamic
social networks, and present a model for overcoming a number of acknowledged limi-
tations. Using a mean-field model approach we are able to overcome scalability issues
in previous models through aggregation of individual nodes. Parameters are developed
using a data-aware approach which combines empirical research from Social Science
and standard inferential statistics to develop a population-specific model for exploring
the dynamics of collaboration in science.

We consider the question whether mean-field modeling allows us to describe the be-
havior of a social system, considering a number of network and social parameters. In
this first application of the mean-field model to large social networks, we aim to explain
the effect of a set of parameters governing networking patterns of collaboration in Dutch
Computer Science (CS). Four parameters are considered in this research: institutional
affiliation, scientific age, cosmopolitanism of knowledge production, and visibility of
the scientists. We prove that mean-field models expand the empirical testing ground of
dynamic network models through increased scalability. This allows us to better under-
stand dynamics of large social networks, covering space that has not been investigated
in the past using a mean-field approach.

The paper is set up as follows. In Section 2 we review the state of social network
models, specifically highlighting the limitations of present models. In Section 3 we
explain the mean-field model, discussing in detail the computational advantages of the
model as well as the steps taken to implement a data-aware approach for improved spec-
ifications. In Section 4, we test the model on the coauthorship networks of papers from
the conference proceedings for Dutch computer scientists, collected from the DBLP
data set for 2006 – 2010. Finally, we conclude with the results and implications for
scalable, data-aware modeling solutions for explaining dynamics of social networks.

2 Network Models

The evolution of a network is driven by the addition, maintenance, and dissolution of
interactions (edges) between nodes over time. Evolving graph models are the most com-
monly implemented models to explain the dynamics of networks [7–9]. These models
assume that nodes are added one-by-one to the network, in discrete time. They infer the
probability of a link emerging given a node-transition rate using a Markovian model
of simulation. Within this model type two distinct approaches exist investigating social
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network dynamics: 1) global network-structure link-prediction models, and 2) social-
parameter models integrating social factors into link prediction.

Models with pure network-structure prediction assumptions derive from the vast re-
search on global network structures. Studies on network properties confirm that many
real-world networks display small-world properties in which high node clustering is
combined with short average internode distances [7,10]. Networks have also been found
to behave according to a power-law scale-free phenomenon where a relatively small
number of nodes have numerous connections [3, 11, 12]. Additionally, networks have
properties of clustering hierarchies [3], and tendencies of transitivity or “triangles of
interaction” describing the manner in which ties between node A and B, and between
node B and C facilitate a likely tie between A and C.

From this knowledge on network properties a second generation of studies emerged
addressing how a social network can be modeled using properties intrinsic to the net-
work. These global network-structure link-prediction models provide insight into not
yet identified or observed linkages [13], as well as to infer not directly observed likely
links [14–16]. Within these studies two approaches are taken to predict links: (1) com-
puting node-level measures from greater network structures and, (2) meta-level analy-
ses. In this study we consider only node-level measures (which are comparable to the
gap we aim to fill in this research), while still maintaining the network structure.

Several approaches for predicting social network linkages have been proposed, for a
complete list see [5]. Despite the extensive research of different measures used to model
the network dynamics, all of these models suffer from low fitness, with random link pre-
diction performing just as well as Katz’s model of path collection- predicting links by the
sum of collected path lengths per individual [17]. This has led informaticians to explore
the effects of additional parameters in understanding network dynamics. A second model
type works to address the effect(s) of social parameters on the dynamics of social net-
works. The justification for these models arose from research on social networks which
proved that social selection plays a key role in relation formation [18–20]. Models of this
type allow us to question how a social network can be modeled using both network and
social properties of nodes. These models also infer edges through evolving graph models
but consider state spaces with both network and social parameters. Two model types are
commonly used to investigate the inference of these dual parameters: stochastic actor
models (SIENA) [2] and exponential random graph models (ERGM) [21].

The key distinction in these models, from the network-only models, is the combina-
tion of link prediction based on both local effects, as well as on “social circuits” that
capture the influence of more distant ties on behavior [22]. This leads to an exponential
growth of the state space due to the consideration of more parameters, requiring exten-
sive computing power in prediction. Given the computational complexity of calculating
this for every node these models are not easy to develop in a way that convergence
emerges in large networks [22]. Consequently, these classes often limit the size of net-
works through a theoretical boundary of inferring statistics for a bounded network. This
reduces the burden of having to perform computations on potentially very large graphs,
but also effectively limits application to small networks (∼ 1000 nodes).
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In summary, these two model classes provide a testing ground to explore dynamics,
but are both not without limitations. Both network and social parameters have scalability
problems. As we discuss next, in order to empirically explore the effect of both network
and social parameters on large social network dynamics a scalable solution is required.

3 Modeling Framework

We propose a mean-field approach for studying social networks; (equally behaving) in-
dividual nodes are grouped according to their states. This approach is used for an opti-
mized analysis of large-scale systems, allowing for a prediction of the average behavior
of the system. The mean-field theory has been applied previously, e.g., to large-scale
gossip systems in [23]. Concisely, the state of the system is represented by a distribu-
tion, or a vector of fractions of nodes δs(t) in each state s at time unit t. The evolution
of the stochastic system is governed by a so-called master equation of the form:

δ(t+ 1) = Mδ(t) · δ(t) (1)

Mδ(t) is the matrix, each entry of which is a transition probability from a state s at
time t to state s′ at time t+ 1. Thus, we are effectively reducing the global state space,
thereby increasing the computational efficiency of the model, and in turn, allowing us
to consider more parameters as well as more nodes.

Moreover, we use the notion of classes, introduced in [23], to distinguish between
equally behaving nodes affiliated to different categories. To this end, the mean-field
model predicts average behavior of sets of nodes of each class given a number of social
and network parameters. We highlight the modeling steps:

Forming a Model. In order to model the network, first we need to define the system
in the form of its parameters. This will form a state of the system. Given the type of
network under study, the effects of system parameters are considered using either man-
ual classification or statistical classification (e.g., [24]) to identify the set of significant
parameters to form states and classes. For example, some parameter u can be a theoret-
ically informed organizational constraint (e.g. an organization, a background, etc).

Applying Abstraction Refinement. The theory underlying the mean-field model requires
also the population of each state to be large enough to be approximated by the law of
large numbers. The size of the population in a sampled data set may force one to con-
sider further abstraction for the ranges of the parameters, thereby reducing the size of the
system state space. For instance, if chosen parameters for the system are the number of
papers per author p ∈ N and the number of an author’s coauthors c ∈ N, the number of
possible states of the system will simply be a product N × N. Some parameters can be
restricted in their value ranges without loss of the accuracy of the model itself.

Computing the Model Input. To execute the model, input data is needed on the ini-
tial state of the system, as well as on distributions for networking behavior, which will
be used for the matrix Mδ(t). The input distributions for the mean-field model include
three categories: (1) communication, (2) idle, and (3) collision. Communication de-
scribes the interaction between nodes, and idle is a state of no interaction. Collision
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is the disappearance or decay of an interaction. The distributions of interaction (links,
from a graph-theoretical perspective) are estimated for each class, which determines the
nonuniform behavior by different classes for the model. We compute these distributions
statistically from the sampled data set.

Estimation of Distributions. The aforementioned transition probability distributions
are determined using a discrete-time model to identify the optimal time slicing for the
studied data set. Such a time slice corresponds to one time unit in the model. The dis-
tribution for probability of transition from one class to another one is also used in the
master equation (1) (for a more detailed equation, cf. [23, Fig. 10]. The method used
for estimation of the probability distributions is a Hidden Markov Model (HMM) [25].

Applying Automated Mean-Field Framework. Armed with the knowledge regarding
states, classes and transition rates, obtained from the previous steps, we apply an au-
tomated mean-field framework to infer average behavior of the system. We repeat the
earlier steps until all parameters are included for a time period covered by the data set.
We use the resulting mean-field model to make average link predictions on the system
given the parameters under consideration. The model provides a number of advantages
over models discussed in Section 2, such as greater flexibility in modeling behavior of
nodes through a number of processes. The use of HMMs provides an additional round
of probability in node interactions, to compensate for the aggregation. Moreover, such a
model allows us to consider both social parameters as well as network structures. Unlike
simulation or deployed models, the model is flexible given a theoretical knowledge of
the interactions under study. In analyzing the system under question we set the formal
specifications which provide detailed processes of specification.

Considerations for Extensions of Social Networks. The challenge in applying the mean-
field model to social networks is to derive accurate predictions of the local behavior of
the nodes within defined classes. Particularly, for social networks, model abstractions
need to be done using a data-aware approach. A data-aware approach implies that both
classes and parameters are informed through an intense, robust knowledge of the system
under study, as well as the content of edges in the network data. It is a requirement
that this is approachable through a theoretically or empirically grounded conceptual
scheme on both the system under study and the mechanisms that inform the parameters
considered in simulation models. Consequently, not all social networks and or systems
can be analyzed using such an approach.

Additionally, we argue for an interdisciplinary approach in development of the model
as data needs to be intensely explored to inform parameters by both a data engineer
and validated by social scientists or informed experts of the system under study. This
implies, unlike other models, that the data-aware approach is essential to determining
accurate results, which can be compared in model-fit tests. This results in a model that
specifically fits the needs of the system under study, and which can be adapted per
population given the basic set of rules for abstraction we describe. In the next section
we lay out the general steps for the application of a mean-field model.
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4 Application

As discussed in the previous section a set of requirements are necessary for implement-
ing a mean-field model to investigate the effect of social and network factors on network
dynamics: network data, parameter data, and knowledge from empirical studies of the
system under study. We explain the case studied here and detail the abstraction steps
undertaken to model the effect of network and social parameters on network dynamics.

4.1 Network Data

A majority of computational analyses of large social networks implement coauthor
or similar co-occurrence networks to examine network dynamics [3]. Coauthorship
networks, via publication data, provide a representation of a specific social interaction-
successful collaboration, in producing an output- dissemination of knowledge through
publication. Moreover, publication data is readily accessible on the Web providing
large, reliable, and scalable data sets to model network dynamics.

In addition to the use of coauthorship data to study network dynamics, empirical
studies on coauthorship provide a framework to develop measures to consider in the
model testing. In science studies, coauthorship is a standard measure for collaboration
in science. Collaboration is increasingly common in science; from the near disappear-
ance of single-authored papers to the growth in prevalence of an increasing numbers
of coauthors on academic publications [26]. A decade of studies on collaboration in
science have proved the effect of different social variables on collaborative behavior of
scientists [27, 28]. Recent studies have found that task types and a number of external
factors influence collaborative behavior of scientific processes [29]. Both institutional
and short geographical distances play a key role in the collaborative behavior of sci-
entists [30, 31]. Given these studies we have a basis at which to both test informed
parameters and link findings to knowledge on collaborative tendencies of scientists.

In this paper we explore a system of collaborative behavior of scientists in testing the
mean-field model for large social networks. We select one nation and discipline – Dutch
computer scientists, to investigate dynamics as to limit known exogenous effects of
different knowledge production practices between disciplines and nations. Effectively,
we comment only on the average behavior of the system of Dutch CS. The field of CS
was chosen for three reasons: the traditions of the field with a diversity of subfields
within the discipline; the known tendency for collaboration through coauthorship; the
validity and reliability of online sources documenting publications. The Dutch context
provides a diversity of cases at which to examine different institutional processes.

A source list of 434 tenured Dutch computer scientists in 2010 was acquired from
the Nederlands Onderzoekdatabank, an official body that keeps records on research in
the Netherlands. To identify a valid and reliable set of coauthorship data for the Dutch
computer scientists a snapshot of DBLP DataBase was queried. (DBLP is one of the
most comprehensive bibliographic indices for the field of CS.) Within this set the list
of Dutch computer scientists was queried for all publications of scientists from 2006 -
2010 (the year of our list of tenured scientists). This list was manually cleaned to dis-
ambiguate names. From this list the name of the publication was queried to identify the
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unique author IDs of each author per publication. These unique author IDs were queried
to pull full publication lists of each author (Dutch scientists and their coauthors).

Conference proceedings were selected for the case study as conferences in CS require
at least one author to physically present work at a conference to be published. Confer-
ences provide a good fit for the assumption of interaction in previous computer models as a
potential meeting points for coauthors. Additionally, it provides a number of clear times-
tamps discerning possible transition periods, with most conferences occuring annualy,
with regular cycles. Conference proceedings are denoted in this data set by the BibTeX
entry ���������	��
�, allowing us to further query for proceedings-only publications.
This resulted in 3639 scientists, and 2757 conference-proceeding publications. Nodes
represent individual scientists and links represent shared coauthorship of proceedings.
From this data set of individual authors we also collect data on the social parameters.

4.2 Parameters

In this study we aim to include parameters that are informed from previous empirical
studies in the field of science studies. Four parameters are considered in the model:
scientific age, cosmopolitanism of knowledge production, visibility, and institutional
affiliation. For the collection of social parameter data in this study the Web is used,
providing a reliable method for collecting meta-data on scientists within publication
records [32]. The use of Web data as the source of meta data is integral in this first model
development as it reduces the burden of data collection of social variables (compared to
traditional social science data of surveys or interviews). This allows us to quickly test
the effect of social parameters on behavior with a considerable amount of reliability
from merging meta-data from additional online databases.

The parameters – scientific age, cosmopolitanism of knowledge production, and visi-
bility are calculated from within the DBLP data set. Scientific age was selected because
tenure and rank are both said to play a role in collaborative behavior of scientists, with
scientists of a higher tenure more likely to collaborate than mid-range, tenure-seeking
colleagues [33]. We first noted publication per author in the DBLP data set for which we
compute per year per author as his or her scientific age. A second parameter, cosmopoli-
tanism, relates to the socio-technical acquired capabilities of scientists suggesting that
access to potential coauthors in a field plays a key role in collaboration [27]. This param-
eter was measured through previous coauthorship experience. The number of coauthors
per year per author is computed from the DBLP. The third parameter aims to comment
on the visibility of the scientist. The visibility of the scientist is the likely popularity
through publication magnitude. These three parameters allow us to consider a number
of possible social factors that are not network effects but rather social attributes on the
scientists’ networking behavior.

One additional parameter was collected for consideration in the model – the institu-
tion. Previous studies proved that the institution is statistically significant with respect
to how scientists collaborate [29–31]. The institution is identified through a query of
two databases. These data are considered static in this model, unlike the previously
mentioned data, as we assume minimal change of institution in the five-year period un-
der study. The automatic collection of historical data on institutional affiliation is not
currently stored in one database, to our knowledge, thus we assume a five-year period
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as a valid period of time to accurately measure inference. A query using Microsoft
Academic Search – a database which includes the DBLP data set is used to identify
institutions. To locate additional missing data another database, ArnetMiner.org was
used. The remaining unidentified institutions were queried manually giving us a total
of 1358 identified institutions. In order to disambiguate institutional names, to have a
reliable and valid set of data, this list was queried in geocoding Web service Yahoo!
PlaceFinder [34]. This query provides a proximity measure for each institution and a
uniform institutional affiliation based on common GPS coordinates.

These four parameters provide a setting to explore the application of the mean-field
model in large social networks. The occupancy measure at time δ(t) in our model is the
fraction of people in state (p, c, h, u), where p is a number of publications, c is a number
of coauthors, h is scientific age, and u is affiliation. We test the following social science
hypothesis: institutions effect the patterns of collaborative behavior (by behavior we
mean average number of coauthors, and average number of papers). In addition to these
social parameters we also include the network parameter of transitivity. As discussed in
section 1, social networks have tendencies of transitivity [3, 7]. We consider the social
parameters in predicting the triadic interactions between nodes.

4.3 Classes Abstraction

In principle, any of our parameters could be considered a class. When studying a social
system, however, we need to consider known social and organizational constraints. In
order to define a class we investigate the four possible parameters under consideration
in this model. We first consider known effects.

Our system is already bounded by the selection of one national science structure and
one scientific discipline. The effect of the institution provides a valid and logical bound-
ary at which to explore aggregation. Additionally, we know that geographical location
also plays a key role in collaboration, which we aim to consider in the abstraction. Con-
sequently, we employ institutions as classes in our mean-field model, and as one of the
parameters u contributing to a state (p, c, h, u) of a collaboration network. Due to lim-
itation of the data-mining techniques to automatically extract full history of scientific
employment, we assume that a scientist has one affiliation during the four year period.

The data set for our model consist of 3639 Dutch authors with 749 different institu-
tions. However, the theory underlying our mean-field model requires that the population
of each class should be large enough to be approximated by the law of large numbers. To
this end, we applied an abstraction on classes (institutions) based on statistical metrics
for the given distribution D of computer scientists among institutions.

Since both our data set and results are focused on the system of Dutch computer
scientists, we distinguish (1) institutions in the Netherlands, and (2) institutions in other
countries. For each of these categories we estimate a statistical threshold of the signif-
icance of the institution. This threshold depends on the dispersion of the distribution
D′ of scientists sampled for each of the categories of institutions. If values are highly
dispersed, then we set the threshold to be the average number of affiliated scientists.

To measure the statistical dispersion for the scientists’ distribution S, we compute a
sample covariance, which is the average distance to the mean value between any two
values in the distribution S. To allow for some dispersion, we compare the arithmetic
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mean for S and its sample covariance: if the sample covariance for a subset S ∈ D is
higher than the mean, then the values of the sampled D′ are highly dispersed.

In addition to estimation of the significance threshold, this simple test is applied in
two steps: (1) for the continental abstraction, and (2) the country-wide abstraction. In
case 1, we sample data for all universities per continent (using the UN list of coun-
tries per continent and GPS coordinates). In the case of high dispersion in the number
of scientists in institutions in one continent, we proceed to test the dispersion of the
number of scientists affiliated with institutions in one country. We merge only those in-
stitutions that have a number of scientists below the mean of the entire distribution D.
The histogram in Fig. 1 shows the number of scientists in each class, before and after
the classes abstraction. The number of classes has been reduced from an initial 749 to
157, effectively reducing also the state-space size.

4.4 Other Parameters Abstraction

Scientific Age. The scientific age h is based on the first publication date of an author
according to DBLP. The earliest possible publications in DBLP date back to 1971,
which inevitably leads to an increase by a factor 40 of the state-space size of our model.
Considering our sampled data set with only 3639 scientists, the distribution of the pop-
ulation in such a state space is very sparse. Thus, we identify five main groups of sci-
entific age, categorizing age into ten-year periods as to generalize about generations of
scientists: 70, 80, 90, 2000, 2010. In general, scientific careers require substantial in-
vestments to establish tenure. These positional differences, whether it being established
tenure, or a starting PhD, all influence the manner in which scientists undertake col-
laboration [27, 33]. Our abstraction granularity is fine enough to strongly indicate the
scientific position of researchers, e.g., senior staff, junior staff.

Visibility. The visibility of the scientists is measured by the annual number of confer-
ence publications. We choose only conference publications, as a potential interaction
point, assuming that scientists encounter future collaborators during conferences. With-
out loss of generality, we limit the highest number of conference publications per year
to 12 assuming it takes on average one month of preparation per publication. Those sci-
entists that publish 12 and more papers per year we distinguish as fast publishers with
a parameter value of 12.

Fig. 1. The distribution of scientists among institutions before (left) and after (right) the abstaction
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Cosmopolitanism. The cosmopolitanism of the science is measured by number of coau-
thors, indicating how well connected a scientist is. We studied the distribution of the
number of coauthors on our sampled data set. We observed that there are few publica-
tions with a large (more than 12) number of coauthors on a single paper. A high number
of coauthors on a paper generally indicates a participation in a large research project.
This results in an unnecessary large state-space size of the model, given the sampled
authors in this sample. To tackle this, we distinguish five categories of coauthor count
per paper: “non cooperative” (0) for the papers with one author, “regular” (1) for the
papers with up to 3 coauthors, “high” (2) with up to 6 coauthors on the paper, “team”
(3) with up to 10 coauthors, and a “large project” (4) for papers with more than 10 coau-
thors. Since we consider the unique coauthors of a scientist as possible network contacts
within one year, we take the annual number of coauthors relative to the number of the
publications per year per person.

4.5 Transitions and Distributions

There are three categories of distributions needed to derive from our data set for our
mean-field model: (1) communication κ, (2) idle η, and (3) collision φ. Communication
is defined as collaboration via shared coauthorship between two scientists resulting in
a conference paper. Both idle and collision states signify the decay of communication;
in fact, for our application, these probability distributions are both an identity function.
Moreover, in terms of the model, selection of the collaboration partner is governed by
the distribution function contact, which specifies the collaboration network topology.

Computing Transition Probabilities. We first measure from the collected data the evo-
lution of collaboration between scientists (nodes) for each year 2006–2010. That is,
we compute the state vector δ(t), entries of which are the fractions of nodes in every
possible state of the system at time t. This state vector δ(t) is used in the initial config-
uration for the model: we sum up all fraction of nodes with scientific age h from class
u, δ(p,c,h,u)(t) for all possible p and c and set the result as δ(0,0,h,u)(0) at the beginning
of each year t. In the model, we split the time frame onto a week τ , for finer granularity,
with 52 weeks in each year.

Consider states A = (pa, ca, ha, ua) and B = (pb, cb, hb, ub). For each pair of
classes ua and ub, we compute the probability contact(ua, ub) that a node from ua

contacts any node in ub in year t as follows. Each paper i with ci-authors by a node
from ua and a node from ub gives the probability Pi(ci, ua, ub) = 1

m(ua)·ci that the
node from class ua contacts a node from ub. Here, m(ua) is the number of nodes in
class ua. Since we have to take into account that papers jointly written by nodes from
ua and ub may have other coauthors, divisor c distributes the share of contribution to
each coauthor. Then, contact(ua, ub)(t) is obtained as follows: contact(ua, ub)(t) =∑

i(ua)

∑
i(ub)

Pi(ci, ua, ub), where i(ua) and i(ub) means “for each author of paper i
from class ua” (ub, respectively).

The computation of the collaboration distribution κ(A,B)(t) is as follows. For each
paper penned by authors in states A and B (within a one-year time frame), we ob-
serve all possible state transitions (i.e. before and after collaboration). The result is an
expression of the form:
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κ(A,B)(t) = {(p1, (A,B), (A1, B1)), . . . (pn, (A,B), (An, Bn))}
where pi is the probability that the nodes in state A at time t make a transition to state Ai

at time t+1 (and, those in state B move to state Bi, respectively). All these distributions
are normalized to a weekly timescale.

Estimating Distributions. These rates may vary from year to year thereby requiring
an average to be determined for every of these distributions to ensure accuracy in the
model. To that end, we obtained probabilities, as described earlier, for the years 2006–
2008, and use an HMM approach to sample the underlying distribution. Our goal is to
approximate the set of pairs that have positive probability of collaborating. Our mean-
field model takes these sampled distributions as its input.

5 Results

The mean-field model allows us to predict average behavior. The analytical results to
the statistical results for the years 2009 and 2010 are compared to the ones produced
by the mean-field model. Institutions are labeled and sorted in lexicographical order;
this list is enumerated and corresponds to the number on the x-axis (similar to Fig. 1).
Classes 98-116 correspond to Dutch institutions. As we can see from Fig. 2a the mean-
field results for the larger institutions corresponds with the statistics from the data set
for 2010. Our data set does not list all papers of the coauthors of coauthors, but we
divide by all people in the class; so statistics produced are lower than actual.

Institutional Factor. The results produced by the alternative mean-field model with uni-
form distribution contact for collaborations between different institutions show that the
sample distribution is non uniform. This contact distribution produces the equal prob-
ability of collaboration between any two scientists in the whole network, irrespective
their affiliations, and thus forms a baseline for comparison to see whether affiliations
are statistically significant. The comparison in shown in Fig. 2b. As we can see, the
uniform contact distribution predicts higher output for foreign institutions but lower for
Dutch institutions, since the output is then uniformly “redistributed”.
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Sci. age avg # pubs.

2010s 1.8

2000s 1.61

1990s 1.76

1980s 1.95

1970s 2.3

(a) Average output for
different scientific age.

ua ↔ ub, ub ↔ uc avg. ua ↔ uc

>= 0.0 1.0
>= 0.2 1.13
>= 0.4 1.15
>= 0.6 1.20
>= 0.8 1.27
>= 1.0 1.32

(b) Triad relations.

Fig. 3. Results for the age impact and triad relations for Dutch institutions

Impact of Scientific Age. Fig. 3a shows the average number of papers for different
scientific age. The results from only Dutch institutions were averaged. The mean-model
model shows that a principle of preferential attachment [3] is occuring in the network
based on age, with higher tenured scientists acquiring more collaborators and papers.
The average output per scientific age per institution, was also computed; see results
in [35], which displayed differing tendencies in collaboration patterns.

Link Prediction. In accessing the manner in which links are made through transitivity: if
class A has a paper in common with B, and class B with C, then A has stronger connec-
tivity with C. Within this system we consider the institution parameter, allowing us to
reflect on the initial hypothesis – an institution plays a role in the collaborative patterns
of scientists. The connectivity factor based on the distribution contact, which in turn,
depends on the probability Pi(ci, ua, ub), the number of coauthors from a certain insti-
tution implicitly contributes to strength of the connectivity between institutions. Fig. 3b
shows the generalized triad relations of Dutch institutions; considering a scientific age
in contact produces results in [35].

6 Discussion and Conclusion

In investigating the system of Dutch computer scientists’ collaborative behavior through
the mean-field model we observed systematic networking behavior associated with a
number of social parameters, which aid in describing the networking dynamics of scien-
tists. The past collaborative partners of one’s institution plays a key role in how future col-
laborations unfold. With every conference proceeding with another institution the chance
of collaborating with the institution increases. Age also matters; the age of the scientists
plays a role in the visibility of a scientist (number of publications) within the system. The
cosmopolitanism of the scientists (number of co-authors) also contributes to the likeli-
hood of future interaction. Consequently the mean-field model allows us to describe the
Dutch CS system of conference paper collaboration to be governed by a number of so-
cial variables, where ties can be predicted given previous relationships among common
institutions, reinforcing clustering tendencies in these networks.

In this first application of the mean-field model in predicting both social and network
parameters for large social networks, we also recognize a number of shortcomings. The
first is the sensitivity of the data-aware approach and thus the empirically informed
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aggregations of nodes into clusters from such an approach. Future work should aim to
consider additional social parameters, such as performance, gender, discipline, length
of time known in understanding the system. To improve the precise description of states
the notion of idle and collisions in the model should be improved for social networks.
Additionally, we acknowledge that this explorative study of the mean-field model did
not address both the potential for shift classes reflecting the fluidity of actual organiza-
tion constraints in social life, as well as model checking. These limitations are related
to the current state of computing techniques, in first data-mining techniques which does
not currently allow us to collect such refined information on social beings, and secondly
the lack of methods to appropriate accurate model checking.

The incorporation of the modeling knowledge with population specific dynamics
we are able to identify the conditions under which links emerge given a set of both
network and social parameters through the mean-field model. This allows us to provide
informed predictions to comment on the mechanism(s) under which specific patterns
of behavior emerge in large social networks. Mean-field models provide a meta-scopic
method, which overcomes limitations of the network only and social parameter models.
Meta-scopic models of this sort allow us to incorporate both the micro (considered in
evolving graph models) and the mega networking processes to infer links through a
data-aware approach. Additionally, it provides an empirical terrain at which to explore
the effects of both network and social parameters on large social networks.

Acknowledgements. We thank Paul T. Groth for the initial DBLP data set, and Jörg
and Stefan Endrullis for their support in the "refitting" of the automated mean-field
framework for the social domain.
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Abstract. Twitter is a social information network where short messages
or tweets are shared among a large number of users through a very sim-
ple messaging mechanism. With a population of more than 100M users
generating more than 300M tweets each day, Twitter users can be easily
overwhelmed by the massive amount of information available and the
huge number of people they can interact with. To overcome the above
information overload problem, recommender systems can be introduced
to help users make the appropriate selection. Researchers have began
to study recommendation problems in Twitter but their works usually
address individual recommendation tasks. There is so far no comprehen-
sive survey for the realm of recommendation in Twitter to categorize
the existing works as well as to identify areas that need to be further
studied. The paper therefore aims to fill this gap by introducing a tax-
onomy of recommendation tasks in Twitter, and to use the taxonomy to
describe the relevant works in recent years. The paper further presents
the datasets and techniques used in these works. Finally, it proposes a
few research directions for recommendation tasks in Twitter.

Keywords: Twitter, recommender systems, personalization.

1 Introduction

1.1 Motivation

Twitter is an online social information network launched in July 2006. By 2012,
the number of Twitter users has grown to over 140 million 1. Unlike many other
online social networks, the user-user relationships in Twitter network can be so-
cial or informational, or both. This is because users not only follow other users
for maintaining social links, but also for gaining access to interesting informa-
tion generated by others[13, 15]. For example, Twitter has been often used to
share information and sentiments about live events including the 2011 Egypt’s
revolution[5].

As Twitter users generate more than 300M tweets each day, these users are
also overwhelmed by the massive amount of information available and the huge
number of people they can interact with. To overcome the above information
overload problem, recommender systems can be introduced to help users make

1 http://en.wikipedia.org/wiki/Twitter

K. Aberer et al. (Eds.): SocInfo 2012, LNCS 7710, pp. 420–433, 2012.
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the appropriate selection. While some of these are already deployed so far, most
of them are still being studied as research projects in universities and industry
labs. These research projects usually address individual recommendation tasks.
There is currently no comprehensive survey for the realm of recommendation in
Twitter to categorize the existing works as well as to identify areas that need
to be further studied. The paper therefore aims to fill this gap by introducing
a taxonomy of recommendation tasks in Twitter, and to use the taxonomy to
describe the relevant works in recent years.

Our taxonomy is designed considering the unique functions users can perform
in Twitter. Before we show the taxonomy, we first review these functions as
follows.

– Tweet - This refers to posting a message of up to 140 characters, known
as tweets. The content of tweets may vary from users’ daily activities to
news[13]. Some messages may also include URLs to web pages or hashtags
to relate tweets of similar topics together. Each hashtag is a keyword prefixed
by a # symbol. For example, #Egypt and #Jan25 have been used to group
tweets related to Egypt’s revolution in January 2011.

– Retweet - This refers to forwarding a tweet from another user to the follow-
ers. Such re-sharing of tweets is a prevailing mechanism in Twitter to diffuse
information.

– Follow - This refers to linking to another user and receiving the linked user’s
tweets after that. The user creating such a link is called the follower and the
linked user is known as the followee.

– Mention - One may mention one or more users in a tweet by including in
the tweet the mentioned user name(s) prefixed by the @ sign. The mentioned
user(s) will subsequently receive the tweet. This is a means for users to gain
attention from the other users so as to start new conversations.

1.2 A Taxonomy of Recommendation Tasks for Twitter

Our taxonomy represents the information required for the above user functions.
We represent the information involved in different functions by different tuples as
shown in the Table 1. For example, a tweet action performed can be represented
by tweeti = 〈ui, ti, Urli, T agi〉 where ui, texti, Urli, Tagi denote the user who
tweets, tweet’s text, the set of URLs and set of hashtags that appear in the tweet
respectively.

For each of the above functions, one can define one or more recommenda-
tion tasks to aid users in deciding the missing field(s) in the corresponding
tuples. For example, a user u0 trying to perform a tweet function may have
written a piece of text, e.g., “SocInfo2012 has announced the keynote speak-
ers” but does not know what hashtag(s) to use. In this case, we have a tu-
ple 〈u0, “SocInfo2012 has announced the keynote speakers”, {}, T ag?〉 with the
hashtag information to be suggested as represented by the Tag? variable. This
tuple with a variable therefore corresponds to a recommendation task that sug-
gests hashtags for a given piece of text written by a given user.
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Table 1. Tuple Representations

Function Tuple Function Tuple

tweeti 〈ui, texti, Urli, T agi〉 mentioni 〈ui, Ui, texti, Urli, T agi〉
ui: user who tweets ui: user who mentions others
texti: tweet’s text Ui: users who are mentioned
Urli: set of URLs in the tweet texti: the tweet’s text
Tagi: set of tags in the tweet Urli: set of URLs in the tweet

Tagi: set of tags in the tweet

retweeti 〈ui, uj , tj〉 followi 〈ui, uj〉
ui: user who retweets ui: user who follows
uj : user whose tweet is retweeted uj : user who is followed
tj : the tweet that is retweeted
(URLs and tags may already exist in tj)

One can work out a variety of recommendation tasks by assuming that some
field(s) in some tuples are not known. In Figure 1, we show our proposed tax-
onomy of recommendation tasks in Twitter and each task is accompanied by
its corresponding tuple representation and recommendation statement. In the
remaining parts of this paper, we will survey some of the recommendation tasks
which have been studied or are being studied.

ui

Fig. 1. Taxonomy of Recommendation Tasks in Twitter

1.3 Paper Outline

The remainder of the paper is structured as follows. Section 2 provides a sum-
mary of the traditional recommendation methods. Followees, followers, hashtags,
tweets, retweets and news recommendation tasks and their methods are summa-
rized in Section 3, 4, 5, 6, 7, and 8 respectively. We finally conclude the paper
in Section 9.
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2 Traditional Recommender Systems

Recommender systems perform information filtering by suggesting to a user some
new items (e.g., songs, books, or movies) to purchase or some new users for build-
ing friendships [21]. There are two types of recommender systems – personalized
and non-personalized. The personalized recommender systems consider the pref-
erences of users to be recommended. The non-personalized recommender systems
however do not make use of user preferences. An example of non-personalized
recommendation method is to return top ten songs of the current month. Most
recommendation methods to be surveyed in this paper are personalized. Person-
alized recommender systems utilize characteristics of items, profiles of users and
the interactions or transactions between users and items to predict the users’
future item adoptions. Collaborative filtering and content-based approaches are
often used in personalized recommendation.

2.1 Collaborative Filtering and Content-Based Recommendation

The underlying assumption of the user-to-user based collaborative filtering ap-
proach is that if a person X has the same opinion as a person Y on an issue A, X
is more likely to adopt Y ’s opinion on a different issue B than a randomly chosen
person. The recommender system finds people with similar tastes or preferences,
according to their past ratings or implicit interactions. Then, the system pre-
dicts the preference of a user on an unrated item using the preferences of similar
users [23].

Another personalized recommendation approach is item-to-item collaborative
filtering which is used by Amazon.com’s recommender system. Items A and B
are highly similar if a relatively large portion of the users who purchase item
A also buy item B. Then, the preference of a user over an unrated item B is
predicted based on the user’s rated item A.

Content-based recommender system finds similar items by comparing their
features and characteristics. Then, the recommendation of an item is made to
the user who likes or purchases similar items before. In other words, various
candidate items are compared with items previously rated by the user and the
best-matching items are recommended.

2.2 Other Approaches in Social Media

Social recommender systems recommend items based on the preferences of a
user’s friends or other social media information, such as tags and comments.
The recommended items might not necessarily be components of social net-
works. For example, in the case of Twitter, one can recommend news articles
making use of the attention the articles received from Twitter users. Hence, such
recommendation may be targeted for users outside of Twitter.

Technique wise, the existing recommendation methods used in social media
have to adapt to the unique features in Twitter. For example, the friendship
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recommendation methods that work well at social networking sites such as Face-
book may not work well in Twitter’s follow link recommendation as the latter
is asymmetric (i.e. users do not necessarily follow back those who follow them).

3 Followee Recommendation

In Twitter, users are interested in finding not only their close friends but also
new relevant contacts not yet known to them. A user may follow other users
whom he or she does not know offline but who share interesting trending topics.
These users can be treated as information sources for the user. Depending on the
target user needs, different followee recommendation algorithms can be used. For
instance, one may use number of common friends to recommend known friends,
or use user profile similarity measures to recommend users with similar interests,
or popularity scores to find good information sources.

Twitter has a “Who to follow” feature at Twitter home page, the user profile
pages, and Connect and Discover pages 2. It recommends followees who are sim-
ilar to the existing followees of the target user, and followees of those followees.
When the target user visits another user’s profile page, users who are similar to
the visited user profile will be recommended. The exact recommendation algo-
rithm behind this feature is however unknown. The recommendation algorithm
also includes advertiser accounts which are labeled as “promoted” accounts.

3.1 Topology-Based Methods

Armentano et al. proposed three very similar topology-based approaches for
followee recommendation [1–3]. They [3] use both collaborative filtering and
content-based recommendation.

Collaborative filtering approach is considered a topology-based method since
similar users are found based on follow graph. The authors assume that the
target user is similar with the followers of his or her followees. Hence, candidate
followees are ranked according to the number of common followees with the
target user, page rank and the number of mentions. The top ranked candidates
are then recommended as potential followees. The number of common followees
represents the similarity between the two users’ preferences. Both page rank and
number of mentions determines the popular and reliable information source.

In the content-based approach proposed by the same research group, user
interest is represented by the tweet content of his or her followees. The users
whose followees’ tweets are similar to the followees’ tweets of the target user
will therefore be recommended. The implicit assumption is that a target user
is likely to follow those who are similar. This is consistent with the homophily
effect where individuals have tendency to bond with similar people [18].

The above two approaches are somewhat different from typical collaborative
filtering which recommends followees of similar users, instead of similar users.

2 https://support.twitter.com/

https://support.twitter.com/
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For instance, a user X follows those who tweet about A, while a user Y follows
those who tweet about A and those who tweet about B. In a typical collab-
orative filtering approach, if user X and user Y are similar, user X should be
recommended with those who tweet about B as potential followees. Nonetheless,
user Y is recommended as a potential followee in the above approaches.

3.2 Weighted Content-Based Methods

The paper proposed by Garcia [7] identifies features that might be useful for
recommending followees. Although five features, namely popularity, activity, lo-
cation, friends in common and content of the tweets, are predicted to be relevant
for recommendation, only popularity and activity have been evaluated. The intu-
ition of the paper is that if a target user has many popular and active followees,
other popular and active followees should be recommended to the user. If the
target user has only popular followees, only popular followees should be recom-
mended. A similar approach can be applied for target users with active followees.

Popularity is measured by the follower and followee count ratio, while activity
is defined by the number of tweets a user has posted since he registered on
Twitter. A user is regarded as popular or active when the score is greater than
certain threshold. Then, the preference score of a user towards popularity is
defined by the fraction of followees who are popular. The preference score of a
user towards activity is defined by the fraction of followees who are active. When
the preference score of the target user towards popularity or activity is greater
than certain threshold, popular or active followees will be recommended.

Moreover, the paper observes that the two features together perform better
in prediction than alone. It gives an insight that if more features are considered,
the recommendation accuracy can be further improved.

3.3 Structural Methods

A structural approach to contact recommendations in Twitter is introduced by
Golder et al. [8]. This work introduces ‘reciprocity’, ‘shared interests’, ‘shared
audience’ and ‘filtered people’ methods for recommending followees. The reci-
procity method assumes that a user will follow back his or her followers, just to
return the attention.

Shared interests and shared audience methods are based on the assumption
of homophily, which states that people form ties with like-minded or similar
others. A set of users is considered similar or shares the same interest if they
are following the same people. Similarly, users who share the same audience or
followers are considered similar. A user is then recommended to follow his similar
users.

Filtered people of a user are the users whose tweets are retweeted by the
followees of this user. The paper states that a user may be interested to follow
those filtered people who are the followees of the user’s followees because they
may also share the same interest.
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3.4 Twittomender

In [9–11], Hannon el al. presents a Twittomender system that recommends
followees using both content-based and collaborative-based approaches.

In their content-based approach, users are represented by: (i) their own tweets,
(ii) their followees’ tweets, (iii) their followers’ tweets, or (iv) combination of all
of them. In case (i) where a user is represented by his own tweets, users with
similar tweets are recommended to the targeted user. In case (ii), a target user is
recommended with a list of users whose followees’ tweets are similar to those of
this user’s followees. Cases (iii) and (iv) are treated similarly. In all these cases,
each user is represented by TF-IDF weighting scheme [22].

In the collaborative-based approach, the users are represented by IDs of their
followees, IDs of their followers or combination of them. IDs are treated as key-
words and each user is represented by a set of his follower/followee IDs. Then,
TF-IDF weighting scheme is used to find users with similar follower/followee
IDs. For example, in the first case where the users are represented by IDs of
their followees, a followee is more likely to represent the user’s interest if it is
not followed by a lot of other people (IDF score). When two users have such com-
mon followee, they are more likely to be similar than if they share a common
followee who is followed by many users.

Experiments have shown that the above collaborative methods is more precise
than the content-based methods. The three most precise methods are, the com-
bination of all the individual methods, followed by the method where users are
represented by their followees’ IDs, and the method where users are represented
by both of their followees’ IDs and followers’ IDs.

3.5 Recommendation Based on Followers and Lists

In the paper of Krutkam et al. [14], followee recommendations are made based
on the number of followers that the user has, the number of lists or groups
that the user is listed in and the number of news related group the user is
in. The methods are not personalized. In other words, they suggest the most
popular users based on the above methods, without considering the individual
user’s preferences. According to the surveyed results, recommendation based on
the number of followers significantly outperforms recommendation based on the
number of lists the user is in.

4 Follower Recommendation

While the needs of the general users are targeted by the followee recommender
systems, marketers and politicians are interested in finding out new followers
who can spread their tweets by retweeting. The following paper emphasizes on
identifying followers who can efficiently share information, recommendations and
news (such as conference announcements and events) with like-minded users in
a community.
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4.1 Tadvise

Nasirifard et al. introduced Tadvise to recommend new followers based on their
hashtags. The purpose of Tadvise is to help users know their followers better[19].
A set of hashtags is associated with each user’s profile as the hashtags appear
in the user’s tweets. The weight of each hashtag in the user’s profile is defined
by the total PageRank of the users who mention the profile’s owner with the
corresponding hashtag. The intuition behind this is that a hashtag is highly
relevant to a user if it is frequently used in the user’s incoming tweets by highly
authoritative users.

Tadvise then recommends well-connected topic-sensitive users as followers.
These users may serve as hubs for broadcasting a tweet to a larger relevant
audience. The candidate followers are ranked by their hub scores which represent
the number of interested users who could potentially receive tweets from the
former.

Given a user and a tweet with at least one hashtag, Tadvise determines
whether the tweet will likely diffuse from the user. Firstly, Tadvise identifies
if the hashtag(s) used in the tweet are relevant to the followers and followers-
of-followers. If there are a large number of relevant followers and followers-
of-followers who have high weight profiles for the given hashtag, the tweet is
expected to attract much attention. Otherwise, the followers and followers-of-
followers may choose to ignore the tweet.

5 Hashtag Recommendation

There are multiple purposes of using hashtags. Some people use them to catego-
rize their tweets. Some use them as mass broadcast media for disasters or special
events like elections. Hashtags are also used for brand promotion or micro-meme
discussions [12]. Since hashtags are neither registered nor controlled by any user
or group, it may be hard for some users to find appropriate hashtags for their
tweets. Therefore, recommender systems for suggesting appropriate hashtags to
the users are proposed.

5.1 Recommending Hashtags in Twitter with TF-IDF Scheme

The paper by Zangerle et al. [25] assumes that the primary purpose of the hash-
tags is to categorize the tweets and facilitate the search. The paper recommends
suitable hashtags to the user, depending on the content that the user enters
without considering user’s preference for specific hashtags.

When a user writes a tweet, the recommender system retrieves a set of tweets
similar to the given tweet. Similarity score is calculated by TF-IDF scheme.
Then, the hashtags are extracted from the retrieved similar tweets and are ranked
using their number of occurrences in the whole dataset (OverallPopularityRank
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score), their number of occurrences in the retrieved dataset (Recommendation-
PopularityRank score) or similarity scores of the tweets (SimilarityRank score).
The precision and recall measures of these three ranking scores show that Similar-
ityRank score is the best among them and the performance of the recommender
system is the best when only five hashtags are recommended.

5.2 Suggesting Hashtags on Twitter Using Bayes Model

Another paper which recommends hashtags on Twitter is proposed by Mazzia
et al. [17]. Similar to the previous paper, this paper recommends hashtags by
observing the content that the user generates. Unlike the previous paper, this
paper proposes to use Bayes model which calculates the probabilities of using
hashtags.

Before processing the data, the paper cleans the data by removing micro-
memes and spams. Micro-memes are detected by identifying tweets which use
the same hashtags but are very dissimilar. Spams are filtered by limiting the
number of tweets with a particular hashtag from a user. The Bayes model used
in this paper is represented by the following formula.

p(Ci|x1, ..., xn) = p(Ci)p(x1|Ci)...p(Ci)p(xn|Ci)/p(x1...xn)

where Ci represents the ith hashtag and x1, ..., xn represents the words.
p(Ci|x1, ..., xn) is the probability of using hashtag Ci given the words that the
user provides and the hashtags with the highest probabilities are recommended
to the user. p(Ci) is the ratio of the number of times hashtag Ci is used to the
total number of tweets with hashtags. p(x1|Ci)...p(xn|Ci) is calculated from the
existing data of tweets.

The paper also suggests another model which makes use of Inverse Document
Frequency (IDF) to calculate the probability.

p(x1, ..., xn|Ci) = p(x1|Ci)
(1−t1)...p(xn|Ci)

(1−tn)

where tj is the IDF weight of the word xj .

5.3 High Dimensional Euclidean Space Model

The paper proposed by Li et al. [16] also recommends hashtags based on the
information provided by the previous similar tweets. It constructs high dimen-
sional Euclidean space with the words of tweets. Hashtags of the tweets which
have the minimal distances are recommended. Distance of tweets in this approach
is measured as 1) Euclidean Distance, 2) Ontology Based Distance (OBD), or 3)
Centralized Ontology Based Distance (COBD). The comparison of error rates
for these three methods shows that OBD method performs the best.

6 Tweet Recommendation

All tweets from the followees of a user are displayed in the user’s home page.
When the user is following many active users, there are chances that the user
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might miss out reading some interesting tweets. With the careful information
filtering, important tweets can be chosen and emphasized according to the user’s
preference.

6.1 User Oriented Tweet Ranking: A Filtering Approach to
Microblogs

A personalized tweet filtering approach is proposed [24], which introduces two
methods – ranking incoming tweets and ranking targeted users. In the first
method, for each user, tweets are ranked according to their probabilities of being
retweeted by the user. In the second method, for each tweet, users are ranked
according to their probabilities of retweeting the tweet. The underlying assump-
tion is that a tweet is considered relevant and recommended to a user if the user
is likely to retweet the tweet.

This paper treats the ranking as a classification problem. First, the classifier
is trained with four features, namely author-based, tweet-based, content-based
and user-based features.

– Author-based features are features that can be inferred from the user profile,
such as number of followers, tweet rate, age of the account, etc.

– Tweet-based features are the syntactic features of the tweet, such as hash-
tags, URLs, etc.

– Content based features are the ones related to the information contained in
the tweet, such as minimum cosine distance to other tweets.

– User-based features are related to the user whose tweet is being ranked, such
as “Is the author following me?”, “Is the author my conversation friend? (i.e.
did we mention each other before?)”.

The trained classifier will predicts whether a given tweet is likely to be retweeted
by a given user, depending on the above features. Tweets with high probabilities
of being retweeted by the target user will be recommended.

7 Retweet Recommendation

Currently, there is no paper about personalized retweet recommendation. How-
ever, the work [24] introduced in Section 6.1 can be considered as a retweet
recommender system because they are suggesting tweets according to the prob-
abilities of being retweeted by the user. Tadvise [19] identifies whether the hash-
tags used in the tweets are relevant to the followers of the targeted user. It can
also be used to recommend tweets which the user should retweet for his followers.

8 News Recommendation

Since the tweets are actively written or retweeted by the user, they can be
assumed to strongly reflect the user’s interest. The following two papers recom-
mend news articles to the user based on the tweets generated by that user.
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8.1 Recommending URL from Information Streams

The paper by Chen et al. [4] takes URL as a unit of news information in Twitter.
They design and implement a URL recommender system called Zerozero88 which
recommends URLs that a particular user might find interesting. This paper uses
a choose-and-rank approach, where a candidate set of URLs is chosen first and
then ranked according to two methods summarized as follows.

The candidate set of URLs are chosen by followees of followees and popularity
methods. The first method is based on the intuition of the locality – neighbor-
hood of a user is considered similar and relevant to the user, such that the URLs
posted by a user’s neighborhood are likely to produce high quality recommen-
dations. Therefore, this approach selects only the URLs posted by the followees
and followers of followees of a user. In the second method, popularity score of
URLs are utilized to select the candidate set.

After choosing the candidate URL set, two methods are used to rank the
candidate URL set. The first method uses topic relevance and the second uses
social process. In the topic-relevance method, two factors are considered, which
are the similarity between the tweets containing candidate URLs and the tweets
of this user, and the similarity between the tweets containing candidate URLs
and the tweets of this user’s followees. In the social process method, candidate
URLs are ranked according to the vote powers of the users who tweet the URL.
The vote power of a user is proportional to his follower count, and inversely
proportional to the frequency of tweeting.

After testing different combinations of choosing and ranking methods, the
paper concludes that using the followees of followees approach in choosing can-
didate set gives the highest probability of recommending the most interesting
URLs. For the ranking methods, the method which performs best is the one that
combines 1) the similarity between the tweets containing candidate URLs and
the tweets of this user, and 2) the vote powers of the users who tweet the URLs.

8.2 Personalized News Recommendation by Analyzing Tweet
Contents

The personalized news recommender system by Morales [6] uses tweets to build
user profiles and recommend interesting Yahoo news articles to users based on
the supervised learning method. The recommendation ranking algorithm is given
by the following formula.

RT (u, n) = α.
∑

T (u, n) + β.ΓT (u, n) + γ.
∏

T (n)

where
RT (u, n) = Ranking of news n for user u;∑

T (u, n) = Content-based relatedness between user u and news n at time T ;
ΓT (u, n) = Social-based relatedness between user u and news n at time T ;∏

T (n) = Popularity of news n at time T ;
α, β, γ = Coefficients that specifies the relative weights of the components.
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The paper uses spectrum entity extraction system [20] and applies the concept
of entity to find the relatedness between tweets and news articles. Content-based
relatedness (

∑
T (u, n)) captures the intuition that if the news articles and the

user’s tweets are under common entities, then the news is relevant to the user.
Social-based relatedness ΓT (u, n) computes the relevant scores by taking into
account of the tweets authored by the neighboring users. Other features, such
as age, hotness and click count of news articles are also applied in the learning
algorithm. For the purpose of testing and evaluation, Twitter user IDs and Yahoo
toolbar cookie IDs are linked by the simple heuristic that a user visits his own
account more often.

9 Conclusions

Several recommender systems have been proposed to help Twitter users per-
form information sharing and social interactions more easily. Our paper outlines
a taxonomy to classify all the recommendation tasks into a few categories de-
fined around the types of user functions in Twitter. Using the taxonomy, we
have surveyed several recommendation methods specially developed for Twit-
ter. To the best of our knowledge, this is the first time a taxonomy is used to
classify recommendation tasks in Twitter. Our survey shows that while some
recommendation tasks have been well studied, there are some tasks that could
be included in future social media mining research. For instance, the current
hashtag recommendation systems only consider the content of tweets but not
user preferences or effectiveness of hashtags in spreading information. There are
also very few works on mention or retweet recommendation. When solutions to
these recommendation tasks are developed and evaluated with high accuracies,
one can envisage a more comprehensive range of recommendations personalizing
the use of Twitter.
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Abstract. This paper describes recommendation techniques that help users to 
find potentially interesting people to follow at Twitter. The explored techniques 
are based on a confirmed assumption that the recent activity of users is indica-
tive of their latest friend preferences. Several content-based recommendation 
strategies are explored, compared and tested. Among them the foundations for a 
novel hybridization framework are provided and a multi-view approach towards 
modeling user profiles is considered. The training and test database is crawled 
with real users and tweets from the Twitter network. A non-standard evaluation 
scheme is applied in an offline testing context for the various algorithms. Con-
clusions are drawn as to the viability, relative predictive power and accuracy of 
the recommendation approaches.  

Keywords: recommendation system, social network, Twitter, content-based, 
multi-view hybridization. 

1 Introduction 

In recent years social networks like Facebook and Twitter are taking the lead in pro-
viding ways for online communication and data sharing among the Internet communi-
ty. The figures for the number of active users in each network reach easily over sever-
al hundred million. In fact the number of Twitter users soared to just over half a bil-
lion a few months ago. With the increasing amount of users who publish data on a 
regular basis via messages and micro-blogging, the volume of data regarding people’s 
social activity becomes incomprehensibly massive and provides numerous opportuni-
ties and challenges for data miners. 

With the immense availability of user-generated content brought by social net-
works including Twitter researchers have started investigating the different aspects of 
modeling user activity. This focus on activity is of prime importance because users 
become easily overwhelmed by the huge amounts of information resources and data 
generated by peers. Recognizing relevant or interesting content among the piles of 
data has turned into quite a challenge for the average user.  

One of the players among the large online social networks where users generate 
excessive amount of content is Twitter. This internet social phenomenon offers its 
registered users the ability to post short messages (tweets) of up to 140 characters and 
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allows each user to gain access to a continuous stream of tweets (known as their time-
line) posted by other users explicitly identified as friends (followees). The user is said 
to be a follower of their friends and the relation between two users is not necessarily 
reciprocal. In response to the call for systematizing and filtering interesting content 
for users the presented paper is concerned with evaluating to what extent the latest 
activity of Twitter users predetermines their choice of most recent followees. It sug-
gests a correlation between the most recently published tweets of users and their latest 
friend preferences. The paper exploits the mentioned correlation assumption and ex-
amines the viability of content-based techniques for recommending potential friends 
to Twitter users.  

2 Related Work 

In Twitter user activity is represented with the tweets published by users. Researchers 
have identified two main streams of recommending potentially intriguing content: (1) 
prioritizing and filtering interesting tweets and (2) identifying sources of information 
(other users) that tend to generate messages of value for the subject of recommenda-
tion. The authors of [1] are targeting the second goal (2) by examining different strat-
egies for modeling the user profile of a Twitter participant. A number of content-
based approaches to recommendation have been evaluated which model the user as a 
document in the vector space of key words mentioned in the tweets of a user’s own 
timeline or those sent by their followers. In addition the authors have managed to 
implement a recommendation strategy which resembles collaborative filtering by 
modeling the user with identifiers of their friends or followers.  

[4] on the other hand present a topology-based recommender that inspects the net-
work structure of a target user’s relations. They build recommendations by looking at 
the followees’ followers preferences with the intuition that other users who follow the 
same friends as the target user’s ones are likely to already have identified relevant 
sources of information similar to the target user’s tastes. In [8] the same authors are 
extending their study so that they have also built a content-based recommender 
representing the content of the tweets from the public timeline of the user which con-
sists of the messages sent by friends. Upon evaluating the relative accuracy of both 
approaches the authors have come to the conclusion that both algorithms perform 
similarly at different thresholds for the number of recommended users. [9] are also 
one of the few that focus on building user followee recommendations by determining 
relevant features when modeling a user profile (profile popularity based on the ratio 
between friends and followers and activity based on the range of different posts). 

The first goal (1) has been the target of much more scientific focus than the second 
one. [2], [5], [7] and [11] are concentrating on different strategies for recommending 
interesting content available from the links in the tweets. The cited links to external 
resources provide a means for extending the volume of topics mentioned in tweets 
and give the users a chance to express themselves beyond the constraints of 140 cha-
racters. [2] look at ways for modeling user’s preferences  by building semantically-
enriched profiles. They have adopted entity resolution by unifying the set of concepts 



436 M. Chechev and P. Georgiev 

mentioned in users’ tweets and utilize that approach to recommend news items similar 
to the ones referred to by the user. [5] in contrast focus solely on recognizing poten-
tially interesting URLs for the subject of recommendation. The authors take into con-
sideration 3 dimensions when forming their URL recommendations - the source of the 
URL (globally popular or mentioned in the user’s friend network), the type of the 
content-based user profile and the level of popularity of the URL in the user’s friend 
network. [11] develop a system for ranking and searching of interesting URLs. The 
relevance of the URL is defined based on a combination of different link-specific 
features such as link authority, link popularity and link longevity (the time between 
the first and last mention of the item). [7] look at ways for evaluating and optimizing 
the performance of collaborative-filtering approaches in the context of recommending 
links in Facebook. The authors have the necessary means for implementing collabora-
tive-filtering as there exists an explicit user binary rating (like/dislike) for the links. In 
contrast, in Twitter the explicit way for classifying some content as interesting is 
through marking tweets as favorites. However, the amount of favorites compared to 
the number of generated tweets is quite small. 

The authors of [3] heavily research the first goal (1) by considering a large set of 
features that contribute to the ranking of how interesting tweets are. When summariz-
ing the results of their experiments they conclude that among the best features for 
classifying tweets as interesting are the presence of a URL in the text and the length 
of the tweet. 

To sum up, it should be mentioned that the goals (1) and (2) that have been identi-
fied here are by no means exhaustive with regard to the ways for recommending con-
tent of interest to users. One alternative example is the work of [6] who try to predict 
information spreading in Twitter by building a model that calculates the probability of 
a tweet to be retweeted. The process of retweeting a tweet is in essence forwarding 
the tweet so that other users who follow the retweeter can gain access to the same 
piece of information. 

3 Sample Network Data Harvesting and Analysis 

Providing recommendations for potentially relevant users to follow on Twitter is an 
important and challenging task that requires the close observation of the users’ social 
activity. The first step towards understanding the users’ preferences inferred from 
their online social behavior is gathering activity and relation data from a large enough 
representative subset of the Twitter network. The targets of the harvesting process are 
users with public profiles in Twitter (unprotected accounts) which means that their 
tweets are readily available for viewing by other Twitter users. Besides, only users 
who have identified their main language of communication in the social network as 
English are considered. 

To build a sample network of users the Twitter API is utilized and a breadth-first 
search is performed by following the friend relations in Twitter of the authors of the 
paper. Initially, the search is limited at depth 2 or in other words the authors’ friends 
and their friends are included in a network which amounts to 33737 Twitter users in 
total. As the aim of the research is evaluating ways to recommend users to follow, 
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what is also needed is information regarding the friend relationships for a subset of 
the gathered users’ general profiles.  

So far the harvested data does not form a compact graph structure where the users 
are mainly following other users in the same built network. In order to understand 
what the density of the edges in the user graph is, 1054 of the users are selected with a 
relatively large number of friends (around 5000 for the majority of them). For those 
users a calculation is made concerning the number of friends they have in our network 
and the results are that on average 250 friends are already among the 33737 users. To 
further enrich the graph of known users with relations we gather for the handpicked 
ones the 7 latest added friends. 

It is worth pointing out that the focus of the harvesting process is obtaining as 
much information as could be extracted for the latest friends of targeted users. The 
manner in which users are gathered is crucial to the evaluation method employed later 
for assessing the effectiveness of the social recommendation strategies and as far as 
the authors are aware it has not been observed in other related work. The main idea 
behind the discussed approach is tightly connected with the latest activity of the Twit-
ter users. The intuition is that the latest tweets of the users are representative of their 
latest interests in topics and concepts and it is highly likely that the latest added 
friends of the users reflect these preferences.  

For the purposes of evaluation and testing a representative set of users are picked 
whose friend relations reflect the observed distribution (table 1). After the latest ex-
pansion of the network of known users their total number reaches 40306. The test 
users are selected so that their median for the friends count is exactly the one found 
for the current user set (table 1). Furthermore, the public general profiles of their lat-
est 5 friends are harvested. The user’s latest followees are easily obtained with the 
Twitter REST API which returns their identifiers in reverse order of addition by the 
target user. 

Table 1. Statistics for the expanded network of users (40306) 
 

Friends Followers
Min 0 1
Max 766119 22914722

Average 1845 24989
Median 227 249

 
Now out of our further expanded network of 43562 users a subset (21779) is se-

lected such that the test users and their 5 latest friends are inside. Finally, for these 
users the latest 200 tweets on average are crawled (if they have as many). The result is 
a database of 4365222 tweets gathered in a period of one week in April 2012. 

4 Recommendation Strategies 

In Twitter the social activity of users is represented with the short messages they pub-
lish and the network dynamics of their friends and followers. The fluctuations in the 
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structure of the users’ social graph happen because of their deliberate decision to fol-
low and unfollow certain users. The act of adding a user to a friend set is much more 
common than removing a user and it reflects the conscious decision of a Twitter par-
ticipant to begin following the tweet feed of a potentially interesting source of infor-
mation. Understanding the reasons for choosing one friend over another is essentially 
the core of any viable recommendation strategy that suggests users of interest to fol-
low. It is assumed that what people talk about lately in Twitter is what they would like 
to hear more about which in turn unambiguously determines their latest friend choic-
es. Therefore, the next part of the paper explores several content-based techniques 
that model user preferences based on tweet activity and lays the foundations for the 
verification of the correlation between friends and tweets. 

So far the authors have come across several content-based strategies for building a 
user profile presented by other authors but none of them has considered the predictive 
power of the tweet text elements in isolation. For example, the authors of [1] have 
focused on 4 strategies for building a pure content-based user profile but all of them 
examine the whole content of the tweets. The tweet has a rich structure of meta-data 
which deserves its own attention. Apart from free text, a tweet may contain links to 
external resources, mentions of other Twitter users (beginning with the character @) 
and hashtags (explicitly marked key words represented with a continuous sequence of 
characters without intervals preceded by the symbol #). A challenging question which 
needs answering is to what extent the different elements of the tweet text represent 
users’ preferences for following one user over another.  

To address the issues raised by the above mentioned question a different approach 
is taken towards building a content-based user profile which takes into account the 
separation of concerns between the tweet free text and the entity meta-data. A profile 
of a user is built by examining a set of views based on the published content of their 
latest tweets: 

(V1) Free-text based - considering only the free text without additional elements in 
the tweets 

(V2) Hashtag based - considering only the hashtags of the tweets 
(V3) Link based - considering only the domains referred to by links in users’ 

tweets 
(V4) A weighted hybrid approach that combines (V1) and (V2) 

The first view (V1) of the user content-based profile which is brought in the spotlight 
is concerned with the text of the tweet freed from all meta-data. For each user u in the 
network of 21779 Twitter participants the text of the latest 200 tweets is merged into 
one document of keywords. Thus all things that user u has said in their latest 200 
tweets apart from links, hashtags and user mentions is subjected to indexing. For the 
indexing step Apache Lucene1 has been used. It is a Java library for information  
retrieval that offers functionality for indexing large volumes of text data and more 
importantly gives the ability to search through the corpus of indexed documents for 
relevant matches that satisfy an information need presented with a query. As a result 
of the indexing, each user u is modeled in the term-vector space of the words they 
                                                           
1  http://lucene.apache.org/ 
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have written in tweets. The extracted textual content is processed with enhanced tools 
for text analysis - a lower-case filter is applied, tokens which belong to a list of smart 
stop words are removed and a Porter Stemmer is finally used to process the remaining 
of the text stream. Consequently, the user profile in this view is a vector of key terms 
each of which is given a special weight. The used values for weights are given ac-
cording to the commonly used TF-IDF weighting scheme (term frequency - inverse 
document frequency). Formula (1) gives the equation for the TF-IDF value where tf(i, 
d) is the term frequency of term i in user document d, df(i) is the number of docu-
ments containing i at least once and N is the total number of indexed users. , ,                                          1  

The TF-IDF weighting scheme gives a higher score to terms that are uniquely men-
tioned in few of the documents but that have high frequencies within the document. 
Thus words which are frequently used by a user but which are not common among all 
Twitter users achieve high scores to denote that such words are much more represent-
ative of the user’s topic preferences. 

Next given that user profiles have been built as vectors of keywords, a question 
arises how a recommendation can be designed to fit in the chosen approach. For a 
user u all other users in the built network are compared according to the Apache Lu-
cene scoring scheme. The users (presented as documents) who have the highest simi-
larity score to user u become the objects of the recommendation for u. The Apache 
Lucene scoring scheme2 uses a modified version of the widely adopted cosine similar-
ity for measuring how close to one another two documents are. The advantage of the 
measure is that shorter and longer documents can be compared safely by considering 
only the angle between them in the high dimensional vector space and not their 
length. The cosine similarity (formula 2) between 2 document vectors A and B essen-
tially sums the product of the weights of the words that are mentioned by both users 
(corresponding to vectors A and B) and normalizes the sum by dividing it by the 
product of the length of the vectors. The range of the resulting similarity values lies in 
the closed interval [0, 1] with the value 1 being reached only when the two document 
vectors are identical. In this way users that have mentioned the same set of key words 
will have higher similarity scores over others with fewer matching words in tweets.   cos , ∑∑ ∑                                 2  

Thus the motivation for our similarity ranking approach is that the latest users’ tweets 
capture their latest interests and the text of these tweets can be used to determine the 
users’ choices of recently added friends. In other words what is subject to verification 
here is whether the user and their latest friends talk about the same topics as reflected 
in their latest tweets. 

                                                           
2  http://lucene.apache.org/core/3_6_0/api/all/index.html 
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The next view (V2) that is proposed is concerned with the hashtag entities and their 
power to represent the users’ tastes. The hashtags are explicitly posted by the user in 
their tweets and intuitively such entities can be used to capture the explicitly defined 
topic preferences. As seen in table 2, the average number of hashtags a user in our 
network has posted in their latest 200 tweets is 57 while the median is 32. What is 
more, of 21779 almost 90% (19338) have used at least one hashtag in their tweets. It 
is therefore safe to assume that the hashtags are a reliable source for modeling user 
preferences. 

Table 2. Statistics for the number of hashtags in users’ tweets 
 

Number of tweets with at least one 
hashtag 

Total number of hashtags in the 
tweets

Min 0 0
Max 397 2157

Average 40 57
Median 26 32
 
Now to model the user preferences in a view of their hashtags we proceed in a 

manner similar in spirit to the previous text-only-based approach. All the hashtags of  
a user are combined into one document which is analyzed and indexed with Apache 
Lucene. The user is again represented as a vector of keywords (hashtags) but the dif-
ference here is that the enhanced analysis step is skipped since each hashtag denotes a 
special meaning regardless of whether it coincides with a stop word in a natural lan-
guage. Furthermore, often hashtags are phrases and the Porter Stemmer becomes in-
applicable here. Only a lower-case filter is used. 

The third view (V3) of the user profile under consideration is a novel one in a 
sense that as far as the authors are concerned none has evaluated user preferences in 
such a manner. The view is based on the domain of the links mentioned in the tweets. 
When citing external resources in their tweets the users refer to different URLs which 
in turn refer to a smaller set of site domains representing the sites that are visited. On 
average 18 different domains are mentioned in the latest 200 tweets of the users in the 
network. 

Motivated by the fact that users with similar tastes probably visit a common set of 
sites we proceed to build for each user a document of mentioned link domains. Again 
the document is indexed with the help of Apache Lucene without applying special text 
analysis. The user profile in this view is a vector of site domains weighted by the 
standard TF-IDF score. 

It is worth pointing out that the Twitter API provides the means for finding the real 
domain behind links in tweets. Since the maximum number of allowed characters in a 
tweet is 140 very often a URL shortener is used to shrink the size of the original URL. 
However, for each URL in a tweet the Twitter API returns the shortened URL, the 
expanded (original) version of the URL and how the URL is displayed. Yet it is poss-
ible that a small proportion of the users prematurely shorten the published links which 
are later subject to further shortening by the standard Twitter tools.   
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So far the methods for building a user profile represent various aspects of the us-
ers’ interests without taking advantage of their joint power. Using the recommenda-
tion strategies (V1), (V2) and (V3) in isolation is important for the understanding of 
the relative predictive power of the tweet elements but is certainly not enough for a 
comprehensive recommendation. The isolation does not take advantage of the fact 
that users provide more insight into their preferences by publishing inter-related con-
tent. Next a hybridization framework (V4) that can be used to combine a set of con-
tent-based approaches is proposed and is motivated by the need to accurately model 
the user tastes with more of the available information regarding the user’s social net-
work activity. The suggested framework for combining strategies utilizes a weighted 
hybrid according to the classification presented by [10]. Although the actual imple-
mented hybrid combines (V1) and (V2) the approach works for an arbitrary number 
of content-based ranking strategies. It should be noted that the framework suggests a 
non-standard approach towards ranking users’ similarity which is evaluated at the 
next chapter. 

Let u be a user who is the subject of our recommendation. Let v denote a potential 
user whose profile is evaluated as to how similar it is to u. Let x1(u, v) and x2(u, v) be 
the cosine similarity values (lying in the closed interval of [0, 1]) computed for the 
users u and v by two content-based recommendation algorithms. Then the aim of the 
hybrid weighting scheme is to combine these values in a way that gives a better repre-
sentation of the similarity between users u and v.  

Let the actual similarity between these users be a target function g(u, v). The re-
quirement for this function is to give higher scores (preferably close to 1) for the re-
cently added friends of u. In addition, it should be decreasing for users who were 
added long time ago by u. The idea behind such a modeling is that most of the u’s 
recently found friends are intentionally added because of their latest activity (pub-
lished tweets) in Twitter which is similar to the content with which u has been recent-
ly engaged. So let fn(u) denote the number of the friends for user u  and reverseOrd-
er(u, v) denote the reverse order of addition for user v as a friend of u if user v is in-
deed a u’s followee. To illustrate this point if v is the most recently added friend of u, 
then reverseOrder(u, v) should give a value of 1. Then the functions o(u, v) and t(n) 
are defined as follows: , , ,       1,                                   3  ,                                                              4  

The goal is to find a function g(u, v) = g’(t) such that it is non-increasing in the inter-
val [0, 2] and approximately gives values in the interval [0, 1]. One such a function is 
(5) which is used in the hybridization approach. Experimentally it has been found out 
that this function gives the best predictive power. 1  11                                                                  5  

Now that the values for x1, x2 and g are clearly defined a training set for a sample of 
the users is built. The training set is simply a list of m triples (x1, x2, g) for a set of 
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relations between users and their friends. The aim of this set is to be used as the entry 
point for a regression strategy which tries to find weights w0, w1 and w2 such that the 
error between f  (as defined in (6)) and g is minimal.  ,                                          6  

The error between f and g is given by the objective function (7), and it is optimized 
(minimized) by running a gradient descent classifier. The used method for building 
the hybrid model uses the Java library for machine learning Weka3. 

, , 12                                 7  

5 Offline Testing and Evaluation  

The evaluation of the recommendation strategies described in the previous section is 
intended to addresses two issues that have been raised – namely, whether the latest 
Twitter user activity presented by the recent content of the published tweets deter-
mines the choice of latest friends to follow and whether this assumption can actually 
be used for the successful application of the built recommendation techniques. In fact, 
the two questions can be answered by testing the accuracy of the considered recom-
mendation schemes against a carefully selected set of rules whose essence is based on 
how recently the friends for a test user have been added. The test set consists of 1004 
users for whom the latest 5 friends are known and have profiles built according to the 
proposed algorithms (V1) to (V4). Only the latest followees of the users are being 
considered for measuring the algorithm accuracy in the test setting and only they are 
deemed as relevant recommendations. The rationale behind this evaluation scheme 
attempts to capture the intuition that the latest tweets of the users are indicative of 
who they deliberately choose to follow. We only test against 5 recently added users 
because the rate at which new friends are added for the majority of users in a social 
network is not excessive. 

To see how well the algorithms perform a ranked list of recommendations for each 
test user is provided. This ranked list is nothing more but all 21779 users sorted in 
decreasing order by their similarity value to the current test user as computed by each 
of the algorithmic approaches. What is expected is that the most relevant recommend-
ed users appear among the first in the list. For each test user all of their friends are 
removed from the ranked list except the latest added 5 followees. Depending on the 
position of the latest 5 followees in the recommendation list it can be inferred to what 
extent the tweet content corresponds to the user interests in friends.  

The figure 1 shows the number of test users with at least one of their latest friends 
ranked by an algorithm with similarity value greater than 0. When applying each of 
the recommendation approaches for some of the users none of the latest added 5 
friends were found to be similar by some of the algorithms. This is partly due to the 
fact that some of the test users as well as some of their friends do not have a represen-
tation in the corresponding profile view. The representation is missing when the user 

                                                           
3  http://www.cs.waikato.ac.nz/ml/weka/ 
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has not resorted to using the enriched entities such as hashtags and links in their latest 
published 200 tweets. A recommendation strategy that uses the entities as the source 
of content-based profiles fails to give a similarity value greater than 0 when either the 
tested user or their friend is lacking a representation. The other reason for classifying 
two users as completely dissimilar is that sometimes there is no common term men-
tioned by both users. In such a case the formula (2) for the cosine similarity naturally 
produces a 0 output. In contrast, the event of missing representation is reflected  
by simply assigning a default value of 0 for the similarity and it is not a result of a 
computation. In either case the dissimilar users are listed at the end of the queue of 
potential recommendations with a farthest position ranking and are counted towards 
the final measurement of the algorithmic accuracy.  

 

Fig. 1. Actual number of test users with at least one of their latest friends ranked by an algorithm 

What can be noticed from figure 1 is that the hashtag based strategy (V2) produces 
the fewest number of ranks which can be explained by the fact that hashtag presence 
in tweets is relatively scarce compared to linked URLs and written free text. The 
strategy (V2) can be used for a set of users that regularly create hashtags in their mes-
sages but these entities cannot be solely relied upon. An interesting observation that is 
worth mentioning is that the hybrid approach (V4) is able to produce a rank of simi-
larity greater than 0 as long as either (V1) or (V2) computes a non-zero value. Thus 
users that have representation in only one of the views (free-text or hashtag) can still 
benefit from the recommendations computed by the strategy based on the view. Con-
sequently, the hybrid approach extends the coverage of recommendations. 

To understand the viability of the proposed recommendations and to test the corre-
lation between latest published tweets and added friends what is needed to be checked 
is where the relevant recommendations for a user (latest 5 friends) appear in the 
ranked list of all users. One of the most suitable measures for such evaluation purpos-
es is recall which has its roots in information retrieval. The recall is the percentage of 
actually retrieved relevant recommendations and it increases with the number of rec-
ommended users. As the number of actual recommendations is usually not strictly 
defined beforehand, the recall at different levels of suggested items (users) is looked 
at. In our case all the users with built profiles are ordered in decreasing order of  
similarity to a test user which means that the recall at level 21779 (which is the total 
number of examined users) is 100% (or 1 if normalized to values between 0 and 1). 
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However, as our goal is to find whether the latest 5 friends are at the front of the rec-
ommendation list, the recall at levels below 100 is computed, i.e. the relevant friends 
are searched only among the first 100 recommended users. The figure 2 shows the 
recall curves for user profile views (V1) - (V4). The best performing contenders are 
the text-based and hybrid strategies.  

 

 

Fig. 2. Recall at various levels for the number of recommended users 

The best among the considered strategies succeeds in retrieving 20% of the latest 
added friends among the first 100 users ordered by their similarity to a test user and 
12% among the first 20 ranked users. This is an indication that indeed at least some of 
the latest chosen friends to be followed are picked by a user because they have similar 
topic interests as reflected by the content of their most recent tweets. It can also be 
inferred that such a content-based strategy is reasonably viable for recommending 
users to follow. 

The figure 2 also illustrates the relative predictive power of the strategies compared 
to one another. Among the isolated strategies (V1), (V2) and (V3), the best one in 
terms of recall is (V1). Despite the fact that links and hashtags are becoming increa-
singly common as a way of expressing concepts and preferences in Twitter, the free 
text of the tweets remains the strongest indicator of the topic interests of a user. Fur-
thermore, the link-domain-based strategy (V3) does not seem to be an extremely 
promising candidate for making recommendations compared to the other strategies. 
The result can be explained by the fact that although users with similar interests are 
expected to visit similar sites, the number of different domains linked by users in 
tweets is not so great. To be more specific on average 18 domains are cited in the 
latest 200 tweets of a user. Besides, a large number of the visited sites provide news 
in various areas of everyday life. In this case the site domain in its own right is insuf-
ficient to determine the topic of interest for users. The whole link must be followed 
and the content of the linked resource must be analyzed for a better representation of 
what the user cares about. 
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Another important observation that should be highlighted is that the hybrid ap-
proach performs better than all other strategies at all levels of recall. This confirms the 
intuition that when considering the user activity the more of it is employed to model 
preferences, the better the final user representation is. To further analyze the accuracy 
of the recommendation techniques the Mean Average Precision is calculated for each 
one (figure 3). 

 

 

Fig. 3. Mean Average Precision for the different recommendation techniques  

The Mean Average Precision is a single-figure measure across all levels of recall 
that has been found to have especially good stability and to be a reliable source for 
representing algorithmic accuracy. It is the mean of the average precision among a set 
of queries. Let qj be a user from the test set Q and {d1, d2, d3, d4, d5} be the set of rele-
vant recommendations (latest friends) for user qj. Let Rjk be the set of top recom-
mended users for following until user dk is found in the suggested friend list. Then the 
Mean Average Precision is expressed by formula 8. 1| | 15| |                                  8  

The precision is the percentage of the relevant recommendations among the suggested 
ones. For each test user the precision of retrieving each of their latest friend is calcu-
lated at the level of the position of the friend in the global ranking of users. That is to 
say if friend f appears at position N in the ranked list, the precision at level N is com-
puted. The precision for the latest 5 friends is averaged for a user and the mean of all 
averaged values is computed to produce a single floating point value between 0 and 1. 
It is worth pointing out that since only 5 friends for a given user  (out of the set of 
21779 excluding the user’s other friends) are classified as relevant the values for the 
precision are naturally low. 

Figure 3 shows that the hybrid approach has the highest accuracy again. It also 
demonstrates a rather intriguing outcome – the hashtag-based strategy (V2) is much 
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closer to the leaders in terms of precision than it is in terms of recall. On the other 
hand, the hashtag-based scheme (V2) according to figure 1 is the one to provide the 
fewest similarity results greater than 0. This means that if the latest friends are indeed 
ranked by (V2) with a similarity greater than 0 then they are much more likely to be 
in the top recommendations in the list of suggested users. So, explicitly defined no-
tions in the form of hashtags are candidates for a good topic-of-interest predictor 
when they are present in the user’s tweets content. 

6 Conclusions 

In this paper an evaluation of several content-based strategies for modeling a Twitter 
user’s profile has been provided with the aim of investigating the viability of tech-
niques for recommending potential friends for following. The recommendations serve 
as a basis for the verification of the assumption that recent Twitter user activity in 
tweets is indicative of the latest friend choices made. The evaluation method used is 
non-standard in the sense that it has not been observed to be used in other related 
work.  

Among the 4 evaluated recommendation strategies the best one in terms of cover-
age and recall proves to be the hybrid one (V4) which combines the higher precision 
results from the hashtag-based algorithm (V2) (compared to the link-based (V3))  and 
the coverage of actual made recommendations for friends of (V1). The hybrid strategy 
succeeds in taking advantage of the availability of more user-generated content by 
considering both the free text and hashtags published in users’ tweets. As on average 
20% of the latest added friends are retrieved among the first 100 recommendations by 
the hybrid strategy, the correlation between latest added friends and tweet content is 
confirmed. Besides, here only hashtags and free text have been employed.  

The improvement of the hybridization approach in terms of accuracy suggests that 
more of the unused tweet content should be incorporated for a complete representa-
tion of the users’ preferences. The analysis of the content of the externally linked 
resources is the next step towards bringing the full power of recent user activity into 
the act of effective recommendations. What remains to be done is finding a hybridiza-
tion strategy that captures all aspects of communication and tweet activity in Twitter. 
Yet this paper has been able to show that research in that area of hybridization is not 
in vain and is in fact the approach to be pursued in the quest for filtering relevant and 
interesting content for users. 
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Abstract. Tagging in online social networks is very popular these days,
as it facilitates search and retrieval of diverse resources available on-
line. However, noisy and spam annotations often make it difficult to
perform an efficient search. Users may make mistakes in tagging and
irrelevant tags and resources may be maliciously added for advertise-
ment or self-promotion. Since filtering spam annotations and spammers
is time-consuming if it is done manually, machine learning approaches
can be employed to facilitate this process. In this paper, we propose and
analyze a set of distinct features based on user behavior in tagging and
tags popularity to distinguish between legitimate users and spammers.
The effectiveness of the proposed features is demonstrated through a set
of experiments on a dataset of social bookmarks.

Keywords: Social tagging systems, Social spam, Spam detection, Spam-
mers, User behavior, Tags popularity.

1 Introduction

Social systems (networks) allow users to store, share, search and consume con-
tent (resources) online. Tagging in social systems has become increasingly popu-
lar since the transition to Web 2.0, as it simplifies and eases search and retrieval
of information, and allows users to access these information globally while in-
teract and collaborate with each other. Tags can be assigned to different types
of resources, such as images, videos, publications and bookmarks, making it a
valuable asset to search engines on the Internet and in social tagging systems.

A few challenges have been identified in research community as important in
social tagging systems, namely tag recommendation, tag propagation and tag rel-
evance. For example, tag recommendation approaches suggest appropriate tags
to resources (e.g., videos) in order to make it easy for users to search and ac-
cess information in social systems [11]. In order to speed up the time-consuming
manual tagging process, tags can be automatically assigned to images by mak-
ing use of tag propagation techniques based on the similarity between image
content (e.g., famous landmarks) and its context (e.g., associated geotags) [7].
Since user-contributed tags are known to be uncontrolled, ambiguous and per-
sonalized, one of the fundamental issues in tagging is how to reliably determine
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the relevance of a tag with respect to the content it is describing [1]. The fact
that tags are user-contributed enables spammers to pollute social systems with
irrelevant or wrong information (spam) to mislead other users, and to damage
the integrity and reliability of social systems. In general, spam on the Internet
is created to trick search engines by giving the spam content higher rank in the
search results for advertisement or self-promotion purposes. Various techniques
have been proposed in the literature for combatting spam, for example, Google’s
PageRank [10] and TrustRank [20].

Tags play a vital role in social systems, since it is important that resources
in these systems are assigned with relevant tags. Injection of irrelevant tags and
inappropriate content in social systems can be performed mainly in two ways.
First, spammers can use legitimate resources and assign irrelevant tags to them
for the purpose of advertisement or self-promotion [3]. Second, spammers can
use popular and high ranking tags to describe a spam resource and boost its
rank [12]. Therefore, one of the most important issues in social tagging systems
is to identify appropriate tags and at the same time filter or eliminate spam
content or spammers.

In this paper, we propose a set of distinct features that can efficiently identify
spam users in social tagging systems. The introduced features address various
properties of social spam and users activities in the system, and provide a helpful
signal to discriminate legitimate users from spammers. The effectiveness of the
proposed features is demonstrated through a set of experiments on a dataset of
social bookmarks.

The rest of the paper is organized as follows. Section 2 reviews the most
recent related work. In Section 3, we propose a set of distinct features for spam-
mer detection based on user behavior in tagging and tags popularity. Evaluation
methodology and dataset are presented in Section 4. In Section 5, we compare
several supervised learning approaches applied to the proposed features and an-
alyze their performance. Finally, Section 6 concludes the paper with a summary
and some perspectives for future work.

2 Related Work

The research work presented in this paper is related to different fields including
tagging, tags characteristics, impact of spam and fighting spam in social systems.
Therefore, the goal of this section is to review the most relevant work in the
fields of spam impact on tagging and fighting against spammers in social tagging
systems.

2.1 Tag Characteristics and Spam Impact in Tagging

Xu et al. [19] studied the characteristics of tags and categorized them into five
groups: content-based which are used to describe the category an object belongs
to, context-based which provide contextual information about the resource, at-
tribute tags which point unnoticeable characteristic of a resource, subjective tags
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which describe users point of view, and organizational tags that are personal like
reminders and scheduler tags. Furthermore, the authors introduced criteria that
must be fulfilled in order for a tag to be considered good. According to their
study, a well-defined tag has properties like coverage of multiple facets of the
resource, employing popular tags, excluding unlikely tags such as organizational
or subjective tags.

Koutrika et al. [12] were the first to explicitly discuss methods of tackling
spamming activities in social tagging systems. The authors studied the im-
pact of spamming through a framework for modeling social tagging systems and
user tagging behavior. They proposed a method for ranking content matching
a tag based on taggers reliability in social bookmarking service Delicious. Their
coincidence-based model for query-by-tag search estimates the level of agree-
ment among different users in the system for a given tag. A bookmark is ranked
high if it is tagged correctly by many reliable users. A user is more reliable if
his/her tags more often coincide with other users tags. The authors performed
a variety of evaluations of their trust model on controlled (simulated) dataset
by populating a tagging system with different user tagging behavior models, in-
cluding a good user, bad user, targeted attack model and several other models.
Using controlled data, interesting scenarios that are not covered by real-world
data could be explored. It was shown that spam in tag search results using the
coincidence-based model is ranked lower than in results generated by, e.g. a tra-
ditional occurrence-based model, where content is ranked based on the number
of posts that associate the content to the query tag.

2.2 Spam Fighting in Social Tagging Systems

Heyman et al. [5] classified anti-spam (or spam fighting) approaches into three
categories: prevention-, rank- and identification-based. Prevention-based
approaches employ series of mechanisms to keep spammers out of social tag-
ging systems, such as CAPTCHA [16] and reCAPTCHA [17], or make it hard
for spammers to pollute social system by restricting access, limiting number
of resources a user can interact with, or requiring registration fee. Usually,
prevention-based approaches are used as complementary defense systems to
rank- or identification-based approaches. Rank-based approaches are very com-
mon in search by query scenarios and are used to demote spam content in order
to return most legitimate resources on top of search results. Identification-based
(or detection-based) approaches create a model from users’ information, activi-
ties and interactions to efficiently detect and filter spam users (or content) from
social tagging systems.

Bogers et al. [3] proposed an approach to identify spammers in social bookmark-
ing systems such as BibSonomy and CiteULike. The approach is based on user lan-
guagemodels assuming that spammers and legitimate users use different language
jargons when posting. To detect spam users, they learned a language model for
each post, and then measured its similarity to the incoming posts by making use of
Kullback-Leiber (KL) divergence. The spam status of a new post takes the status
of the most similar language model. Status of a user is determined by grouping all
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users posts. This approach was evaluated on BibSonomy dataset for spam detec-
tion, proposed at ECML PKDD Discovery Challenge 2008 [6].

Krause et al. [13] employed a machine learning approach to detect spammers
in BibSonomy. They investigated a framework for detecting spammers. The au-
thors assumed that spammers usually use different strategies for polluting social
bookmarking systems such as creating several accounts, publishing a particular
post several times, and using semantically diverse tags to describe a bookmark
and teaming up with other spammers to give good votes to each other. The
authors investigated features considering information about a users profile, lo-
cation, bookmarking activity and semantics of tags. By making use of these
features, and näıve Bayes, support vector machine (SVM) classifiers, logistic re-
gression and J48 decision trees, they were able to distinguish legitimate users
from malicious ones. This study represents a good foundation for future machine
learning spam detecting approaches.

Markines et al. [14] proposed six different tag-, content- and user-based fea-
tures for automatic detection of spammers in BibSonomy. The authors used
features representing the probability of a tag being spam, number of adver-
tises per post and number of valid resources per user posts. It was shown that
“TagSpam” feature (tag diversity in posts) is the best predictor of spammers
among all other features, because spammers tend to use certain “suspect” tags
more than legitimate users. Although their work showed promising results, most
of the proposed features rely on an infrastructure to enable access to the con-
tent, and must be recalculated periodically to remain reliable. Therefore, the
feasibility of the proposed features depends on the circumstances of a particular
social tagging system.

Although BibSonomy is the most popularly explored domain for spam fight-
ing, there are researchers who developed techniques for other social systems, such
as Delicious, YouTube, MySpace or Twitter. Ivanov et al. [8] surveyed recent ad-
vances in techniques for combatting noise and spam in social tagging systems,
classified the state-of-the-art approaches into a few categories and qualitatively
compared and contrasted them.

3 Distinct Features

In this section, we first present a model of a social tagging system and then
introduce a set of distinct features to distinguish between legitimate users and
spammers in social systems.

Social tagging systems allow users to assign tags to resources shared online in
order to enrich a resource with metadata and facilitate search for a particular
resource, as previously explained in this paper. General model of a social tagging
system is represented as a hyper-graph structure called folksonomy where the
set of nodes consists of three kinds of objects: users, resources and tags, and
hyper-edges connect these objects based on their relations [2]. The folksonomy
can be defined with a quaternary structure F = (U, T,R, P ), where U represents
the set of users u in the system, T is the set of tags t posted by users, R shows
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Fig. 1. An example of folksonomy representing a social tagging system with 3 users, 4
tags, 3 resources and 5 posts

the set of resources r and P defines the relation existing between tags, users, and
resources. A relation linking a user, a tag and a resource represents a post. A
post p in folksonomy can be represented with a triple p = (u, r, Tu) which relates
a user u who associated a resource r with a set of n tags Tu = {t1, t2, ..., tn}.
Figure 1 shows an example of folksonomy with 3 users, 4 tags and 3 resources.

Distinguishing between legitimate users and spammers in social tagging sys-
tems can be regarded as a classification problem. The most important part in
any classification problem is the extraction of a good set of features from data.
Features should represent data well to achieve good classification rate. Features
are used to reduce the dimensionality of data while keeping important and rele-
vant information. After studying the BibSonomy user behavior, we introduce 16
distinct features for each user from the evaluation dataset. Each user is repre-
sented with a feature vector consisting of 16 features which can be used by any
known classifier to fight spam. In the following, we describe the proposed fea-
tures in details, discuss the observation behind them and explain how to extract
them out of a folksonomy.

3.1 LegitTags/SpamTags

We studied users behavior in BibSonomy and found out those spammers and
legitimate users tend to use different languages for their posts. Spammers of-
ten use a fraction of legitimate user vocabulary, mostly popular tags, to gain
higher ranks. Apart from this fact, they have a very distinctive jargon which is
barely used by legitimate users. Based on these observations, we propose two
features: LegitTags and SpamTags. LegitTags calculates the number of tags a
user has posted which are mostly used by legitimate users. However, spammers
also have habit to use popular tags that are previously posted by legitimate
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users. Therefore, we introduce a feature LegitTags which defines the probability
that a particular tag is used only by legitimate users. Let Ut be the set of all
users in a social tagging system who associated at least one resource with a tag
t, Tu be the set of all tags posted by a user u, St be a subset of spammers in
Ut and Lt be a subset of legitimate users in Ut. Then, the feature LegitTags for
user u can be calculated as follows:

LegitTagsu =
1

|Tu|
∑

t∈Tu

δ(u, t), (1)

where δ(u, t) returns 1 if |St|/|Ut| is less than a predefined threshold ThLegit,
otherwise it returns 0. Analogously, a feature SpamTags is defined as:

SpamTagsu =
1

|Tu|
∑

t∈Tu

σ(u, t), (2)

where σ(u, t) returns 1 if |Lt|/|Ut| is less than a predefined threshold ThSpam,
otherwise it returns 0. Optimal threshold values for ThLegit and ThSpam are
experimentally found, and for our evaluation dataset they are set to 0.21 and
0.13, respectively.

3.2 Tags Popularity Based Features

One characteristic of spammers is that they tend to use popular tags when anno-
tating online resources to gain higher rank in a search by keyword scenario [12],
as already discussed in Sections 1 and 2. Based on this finding, we propose six
features which address the popularity of tags shared in a social tagging system,
namely, LegitPopularity, SpamPopularity, TagPopularity, DistinctLegitPopular-
ity, DistinctSpamPopularity and DistinctTagPopularity.

For a particular tag t, we define a feature LegitPopularity as the number
of times users in Lt used tag t in their posts. In an analogous way, features
SpamPopularity and TagPopularity represent the number of times tag t was
assigned to resources by users in St and Ut, respectively.

We propose three additional features representing tags popularity, namelyDis-
tinctLegitPopularity, DistinctSpamPopularity and DistinctTagPopularity. They
represent the number of users in Lt, St and Ut who assigned tag t to at least one
resource, respectively.

3.3 User Activity Based Features

User activity based features take advantage of user’s posting behavior in a social
system to better discriminate between legitimate users and spammers. These
features are explained in the following and summarized in Table 1. All features
are computed for each user separately.

Feature AverageTagsPerPost shows the average number of tags a user as-
signed to different resources. The rationale behind this feature is that posts
from legitimate users usually have more tags describing resources compared to
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Table 1. Summary of user activity based features. All features are computed for each
user separately.

Distinct feature Description

AverageTagsPerPost Avg. no. of tags a user assigned to different resources

AverageDistinctTagsPerPost
Avg. no. of unique tags a user assigned to different re-
sources

NewTags
No. of unprecedented tags a user added to the global
dictionary of tags

Legit2Spam
Ratio between no. of legitimate and spam tags assigned
by a user

TagsPerUser Total no. of tags a user assigned to different resources

DistinctTagsPerUser
Total no. of unique tags a user assigned to different re-
sources

Posts No. of posts shared by a user

DistinctTagRatio
Ratio between no. of unique tags and total no. of tags
assigned by a user

posts shared by spam users. With the same rational, we introduce a feature
TagsPerUser, defined as the total number of tags a user assigned to different
resources.

Based on our observation that spammers tend to use different popular tags for
different posts and, at the same time, the intersection between sets of tags in two
arbitrary posts from one spammer is none or very small, we introduce a feature
called AverageDistinctTagsPerPost. This feature measures the average number
of unique tags a user assigned to different resources. With the same rational, we
present two other features: DistinctTagsPerUser, defined as the total number of
unique tags a user assigned to different resources, and DistinctTagRatio, which
represents the ratio between number of unique tags and total number of tags
assigned by a user.

Furthermore, number of new tags introduced by spammers to the global dic-
tionary of tags is relatively higher than number of tags introduced by legitimate
users. Based on this fact, we introduce a feature NewTags. This feature is defined
as the number of unprecedented tags a user added to the global dictionary of
tags.

We present here two other user activity based features. A feature Legit2Spam
represents the ratio between number of legitimate and spam tags assigned by a
user, while a feature Posts is defined as the number of posts shared by a user.

Discussion on the performance of all proposed features on discriminating le-
gitimate users from spammers is presented in Section 5.

4 Evaluation

In this section, we present a dataset and classification metrics used to evaluate
the set of proposed features.
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Table 2. Statistics of the original dataset (ECML PKDD Discovery Challenge 2008)
and a reduced dataset used for evaluation

Statistics of Original dataset Evaluation dataset
datasets Legitimate Spam Total Legitimate Spam Total

No. of users 2,467 29,248 31,715 500 500 1000

No. of resources 401,250 2,060,707 2,461,957 172,452 65,378 237,830

No. of tags 816,197 13,258,759 14,074,956 477,794 473,544 951,338

Avg. posts per user 162 70 77 344 131 238

Avg. tags per user 330 453 506 955 947 951

Avg. tags per post 2 7 6 3 8 4

4.1 Dataset

We used dataset collected from BibSonomy. BibSonomy is a social tagging sys-
tem that allows users to share bookmarks and publication references. The system
is aimed for researches and academic institutions which require a system with-
out irrelevant information and commercial content. Therefore, this system has
a rigorous policy against spammers. Moderators in this system manually find
and remove spammers from the system [3]. If a user is labeled as a spammer,
his/her posts will be no longer visible to other users. Spammer posts will not be
removed from the system and this fact gives an illusion to spammers that they
are still able to pollute the system.

We used a public dataset released by BibSonomy as a part of the ECML
PKDD Discovery Challenge 2008 on Spam Detection in Social Bookmarking
Systems [6]. Table 2 summarizes statistics of the dataset. This dataset consists
of around 32,000 users who are manually labeled either as spammers or legitimate
users, user-contributed tags and resources (bookmarks) which can be either web
pages or BibTeX files. However, as shown in the second column of Table 2, an
important skewness is present in this dataset since a majority of the users are
spammers. This means that if a classifier labels all users as spammers, we would
achieve a classification accuracy of over 0.92. Therefore, we selected randomly
a subset of users (500 legitimate users and 500 spammers) to achieve a balance
with respect to the number of users. Statistics of the dataset used for evaluation
in this paper is shown in the third column of Table 2.

4.2 Classification Metrics

After having extracted proposed features from the evaluation dataset, several
supervised classification methods, such as support vector machine (SVM), Ad-
aBoost and decision trees, were applied on the extracted features to classify
users as legitimate or spammers. Given the ground truth and the predicted la-
bels, a confusion matrix is created and the numbers of true positives (TP), true
negatives (TN), false positives (FP) and false negatives (FN) are computed.
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Different metrics are used to evaluate the proposed features. The accuracy of
the classification when shown solely is not a good indicator of a classifier behav-
ior, and therefore, we calculated some complementary measures to thoroughly
evaluate the proposed features. In addition to the classification accuracy defined
as TP+TN

TP+FP+FN+TN , we calculated: (1) false positive rate (FPR) as FP
FP+TN , (2)

precision (P) as TP
TP+FP , (3) recall (R) as TP

TP+FN , (4) F-measure as 2·P ·R
P+R , and

(5) area under receiver operating characteristics (AUC ROC) which represents
the probability that an arbitrary legitimate user is ranked higher than an arbi-
trary spammer. Finally, we determined Matthews Correlation Coefficient (MCC)
[15] to validate our result. As a less known performance metric, we explain it here
in more details. MCC is a performance quality measure used in two-class clas-
sification problems. It is often used as a performance metric in bioinformatics.
MCC is defined as:

MCC =
TP · TN − FP · FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
. (3)

MCC has values between -1 and +1, where +1 indicates perfect classification
(prediction), -1 shows total disagreement between prediction and observation,
and 0 represents a random classification.

5 Discussion

In this section, we discuss the prominence of the proposed features for detec-
tion of spammers. First, performance of each feature separately is estimated and
then some of them are aggregated to improve the classification performance.
Finally, performance of different classifiers are compared and analyzed. All per-
formance criteria were evaluated by making use of classifiers in Weka [18], a
software library of most distinguished machine learning algorithms. Evaluation
is performed using 10-fold cross-validation and default values for all parameters
in Weka.

Figure 2 shows how well each of the proposed 16 features discriminates spam-
mers. A decision stump classifier in Weka is applied on extracted features and
the performance of each proposed feature is measured as accuracy, AUC ROC
and F-measure. As we can see from the accuracy metric, each feature is able
to correctly classify at least 60 % of users. Feature LegitTags has the best per-
formance with more than 0.91 of accuracy in classification, and it is followed
by SpamTags, DistinctLegitPopularity and Legit2Spam with 0.87, 0.76, 0.73 of
accuracy, respectively. For classification of randomly selected users, as it can be
seen from AUC ROC, again LegitTags and SpamTags have the best performance
with 0.96 and 0.93 of AUC ROC. F-measure follows the trend of accuracy and
AUC ROC, showing that LegitTags and SpamTags are the adequate features.
Having considered all these measures, we can conclude that after LegitTags and
SpamTags, tags popularity based features are the best performing set of features.

Feature LegitTags has the ability to very well separate spammers from legit-
imate users when fed solely into the classifier, as discussed previously in this
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Fig. 2. The performance of each proposed feature plotted as accuracy, AUC ROC and
F-measure

section. Therefore, we explore the performance of this feature in more details.
10-bins histogram of LegitTags values calculated from the evaluation dataset is
shown in Figure 3 (a). When this feature is combined with the second best per-
forming feature SpamTags and feature values are plotted in the feature space, we
obtain the distribution shown in Figure 3 (b). These distributions give a visual
intuition for how well feature LegitTags alone or combined with other feature
separates two types of users. We can clearly see that the distributions of legiti-
mate users and spammers can be easily separated by a simple threshold, for case
(a), or line, for case (b). Therefore, linear discrimination classifiers are enough
for spammers detection when using LegitTags and SpamTags features.

After LegitTags and SpamTags, tags popularity based features are the most
powerful set of features, as shown in Figure 2. To further evaluate these features,
we applied a standard discrimination function, the χ2 statistics. The χ2 (chi-
square) statistics measures the goodness and powerfulness of features used for
classification [9]. Again, we used Weka to apply this discrimination function.
Figure 4 shows the consistent ranking of our six tags popularity based features
to discriminate spammers from legitimate users.

It is well known that classification accuracy can be significantly improved by
aggregating weak features rather than feeding different features separately into
a classifier [4]. We can see from Figure 2 that each tag popularity and user ac-
tivity based features have less than 0.75 and 0.73 of accuracy, respectively. Nev-
ertheless, combination of these features results in a performance improvement.
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Fig. 3. Discrimination power of the feature LegitTags to separate two types of users,
when: (a) used alone, (b) combined with the feature SpamTags. Figure (a) represents
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Fig. 5. Enhancement in the classification performance by aggregating: (a) all tag pop-
ularity based features, and (b) all user activity based features

Figures 5 (a) and (b) show how classification performance can be improved by
separately aggregating tag popularity based features and user activity based fea-
tures. Results are shown for two classifiers, namely AdaBoost and LibSVM. By
combining all tag popularity based features we can improve classification accu-
racy from 0.75 to 0.91, while aggregating all user activity based features the
accuracy increases from initial 0.73 to 0.86.

Finally, the proposed features are fed into more than 40 different classifiers
and their performance in classification is evaluated. We used Weka to train clas-
sifiers with our features and to measure performance. Diverse classifiers are used,
such as decision trees, neural networks and LibSVM, in order to have different
perspectives on discriminative functions in feature space. Furthermore, ensemble
classifiers [4] such as AdaBoost, bagging and rotation forest, were employed to
have a comprehensive evaluation. The top 10 performing classifiers are reported
in Table 3. Results show that AdaBoost was the best classifier for the evaluation
dataset. It performs well with 0.987 of accuracy and only 0.013 of FPR. LibSVM
and rotation forest classifiers have slightly lower accuracy of 0.986 and 0.981, with
0.014 and 0.019 of FPR, respectively. As noted by Markines et al. [14], in a de-
ployed social spam detection system it is more important that FPR is kept low
compared to high accuracy, because misclassification of a legitimate user is a more
consequential mistake than missing a spammer. Other researchers, who proposed
different features from the whole or partial dataset of ECML PKDD Discovery
Challenge 2008, obtained similar results, for example, Markines et al. [14] were
able to reach 0.979 of accuracy and 0.013 of FPR, while Bogers et al. [3] got 0.9799
of classification accuracy.
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Table 3. Top classifiers created in Weka. Evaluation is performed using 10-fold cross-
validation. The best performing classifier and metric values are highlighted in bold.

Weka classifier Accuracy FPR R P F-measure AUC ROC MCC

AdaboostM1 0.987 0.013 0.994 0.980 0.987 0.993 0.974

Libsvm 0.986 0.014 0.978 0.994 0.986 0.993 0.973

RotationForest 0.981 0.019 0.981 0.978 0.980 0.993 0.962

SMO 0.979 0.021 0.979 0.979 0.979 0.991 0.958

RBFNetwork 0.975 0.025 0.965 0.986 0.975 0.993 0.95

Bagging 0.974 0.026 0.974 0.974 0.974 0.996 0.948

Decorate 0.973 0.029 0.970 0.968 0.968 0.990 0.930

FT 0.972 0.028 0.966 0.972 0.970 0.985 0.944

MultiBoostAB 0.971 0.029 0.970 0.972 0.971 0.987 0.942

MLP 0.971 0.029 0.959 0.984 0.971 0.982 0.942

6 Conclusions

In this paper, we presented different features suitable for fighting spam in social
tagging systems. The problem of having trustworthy tags associated to resources
is important in social systems, because of their increasing popularity as means
of sharing interests and information. Therefore, one of the most important issues
in social tagging systems is to identify appropriate tags and at the same time
filter or eliminate spam content or spammers.

We proposed 16 distinct features based on user activity in posting and tags
popularity. The prominence of the proposed features in distinguishing between
legitimate users and spammers is discussed. We measured the performance of
each feature solely and showed that LegitTags feature, defined as the probability
that a particular tag is used only by legitimate users, performed the best. We
also showed that aggregation of features leads to the improvement in the classi-
fication performance. Finally, performance of different classifiers was compared.
The results are promising. The best classifier achieved accuracy of 0.987 with
false positive rate of 0.013 in discriminating legitimate users from spammers.

As a future study, we will explore more sophisticated features which are able
to deal with dynamics of trust, by distinguishing between recent and old tags.
Future work considering dynamics of trust would lead to better modeling of
phenomenon in real-world applications.
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Abstract. Viral campaigns on the Internet may follow variety of models, de-
pending on the content, incentives, personal attitudes of sender and recipient  
to the content and other factors. Due to the fact that the knowledge of the  
campaign specifics is essential for the campaign managers, researchers are  
constantly evaluating models and real-world data. The goal of this article is to 
present the new knowledge obtained from studying two viral campaigns that 
took place in a virtual world which followed the branching process. The results 
show that it is possible to reduce the time needed to estimate the model parame-
ters of the campaign and, moreover, some important aspects of time-generations 
relationship are presented. 

Keywords: viral campaigns, diffusion of information, branching process, social 
network analysis, virtual worlds. 

1 Introduction 

There are variety of models to describe the diffusion of information: starting  
from epidemic models [24], [2], through the Bass model [5], adoption model [8], [29] 
and variety of models combining network and user properties [14], [23], [7], [3]. An-
other model, the super-diffusion [26], [27], [31], may be called the fastest diffusion 
across all the previously mentioned. A good comparison of information diffusion 
models may be found in [28] and more recent research regarding new models is pre-
sented in [16]. 

Yet another model, the branching process [21] is since recently used for analysing 
diffusion of information extending the ability to describe how the information may 
flow through the social network [22], [25], [17], [18]. Even some suggestions may be 
found that the branching model is more adequate to describe the information diffu-
sion, especially while compared to the disease spreading models [18]. However, it is 
not a question of preference while fitting real-world data to a particular model – the 
goodness of fit decides which model a particular viral campaign follows. The out-
comes of having a model and its parameters discovered are that one may benefit from 
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this general model properties and implications which make the analysis of the cam-
paign easier. Generally, it is preferred to know which model a particular campaign 
follows while it happens, because in that case it would be easier to predict further 
behaviour of the information diffusion process. However, in that case, the branching 
process introduces some limitations described in Section 2. 

This paper focuses on analysing two campaigns conducted in virtual world envi-
ronment which followed the branching process model to present valuable outcomes in 
terms of reducing the need for having all the campaign data to calculate branching 
process parameters. To extend this result in terms of time aspects, authors decided to 
deepen the analysis towards the relationship between the time and generations in this 
model which led to better knowledge about how particular branches of the model are 
being developed in time, what may even allow to predict on-going campaigns results. 

The structure of this paper is as follows. The next section of this paper describes 
the problem, which is followed by the related work analysis. Section 4 presents the 
experiment setup and the description of the analysed campaigns. Experimental studies 
results are presented in Section 5 with the conclusions and future work directions 
presented in Section 6. 

2 Problem Description 

The branching process in terms of information diffusion may be basically described 
as a process where an individual may spread the information to a number of conse-
quents. Starting from a number of seeds understood as the first generation the infor-
mation is forwarded towards next generations, creating a tree of information traversal. 
The information diffusion ends when there will be no further infections, that means 
reaching the all of the susceptible users. The nature of the branching process, espe-
cially the fact that it is not based on time but on generations, makes the whole process 
a bit harder to interpret on a time basis, because the number of users infected in a 
particular generation changes over time. And as the basic equations of the branching 
process are calculating the number of infected in the next generation basing on the 
previous one, the chance to estimate the parameters while the campaign is on-going is 
very weak, unless there exists a certainty that the number of infected users in previous 
generations would not change, which is rather unlikely in real campaigns. That results 
in constant underestimation of the overall number of infected users. 

Basing on the above limitations of the branching model, authors of this paper de-
cided to examine whether is there any chance to estimate the total number of infected 
users in the viral campaign while using only a partial information of all infections. 
And in that case the partial information means the complete information about only 
part of consecutive generations starting from the first one. So, to describe the problem 
in more formal way, the task is to estimate the p, N and λ parameters for the model 
[22] by using real-world data in the way that only the complete information about 
particular number of generations is available beginning with the first generation. 
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The question arises why would one benefit from such an approach if it means that 
the analysis would be performed a posteriori? To name only the one major argument, 
the task to estimate the campaign parameters is to find a model which fits all the 
branching process generations as good as it is possible. So, in that case, it is necessary 
to find in a three-dimensional space a set of parameters which minimize the error of 
fit across all generations. If the approach proposed by the authors succeeds, the calcu-
lation time needed for estimating the parameters will reduce still providing good es-
timation. However, as it is described in Section 4, authors decided also to evaluate 
how are particular generations changing over time. And if it will be seen that all the 
generations needed for the model parameters estimation stabilize before the campaign 
ends, it will lead to the conclusion that the parameter estimation may be performed 
earlier as well. 

So, despite these limitations, why is the branching process becoming more popular 
in modelling the diffusion of information? As described in [22], most of the models 
base on aggregated information about the total number of infections. In that case the 
advantage of the branching process is that its approach allows to analyse the epidem-
ics on different level focused on individual reproduction rate, what may lead to ex-
tending the knowledge about the diffusion of information. 

3 Related Work 

The concept of fitting real life data to a particular model plays an important role in 
statistics. Goodness of fit tests are used to fit variety of data to the existing models, 
and social network analysis also often reaches for those tests. For instance, real life 
social networks are to be fitted to models [15], variety of analyses are performed to 
check how particular social network properties fit power law distribution [11], not 
mentioning on new model generation and fitting [30]. The benefit of having a particu-
lar process fit to the model is that in that case it is easier to generalize the observed 
data and predict the future behaviour of the information diffusion. 

As it was stated in the previous Section, the experiments conducted by authors of 
this paper are regarding finding the optimal set of parameters for modelling the 
branching process in terms of limited knowledge about the branching process. In that 
case authors wanted to find the answer on the question whether is it possible to esti-
mate the parameters of the model by having only the information about a few genera-
tions. Most of the literature regarding estimation of the branching processes is related 
to supercritical processes [12], [13], however those approaches were more related to 
obtaining the distribution of offspring probability. In [22] authors analysed the possi-
bility of use the branching process to model the diffusion of information and decided 
to estimate the model parameters in discrete time what differs from the approach pre-
sented in this paper. The other type of analysis authors of this paper perform is the 
study of the relationship between generations and time. An interesting case of con-
tinuous time branching processes was described in [20], where next generations were 
strongly related to the time due to biological reasons. Another work on the problem of  
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time-generation relationship in the branching process with regards to epidemics which 
also states that if the transitions are population dependent, the long-term prediction of 
these processes is an open problem is [19]. 

However, authors of this paper were unable to find similar to the presented ap-
proach in terms of modelling viral campaign by using consecutive generations and a 
single set of parameters, the deepened analysis of time-generations relationship was 
also not studied extensively by others. 

4 Experimental Setup 

Authors of this paper analysed two real-world campaigns from a virtual world envi-
ronment with the goal to estimate the branching process parameters. However, the 
basic intuition in the branching process is that in every generation the model parame-
ters will change due to increasing or decreasing interest in the campaign what may 
harden the task of predicting the final spread of the campaign. Authors decided to 
omit this problem by trying to estimate only a single set of parameters for the whole 
campaign. 

The experiment setup was as follows: for the whole dataset number of infections in 
every generation was calculated. Next, starting from only the first generation branch-
ing model parameters were calculated and evaluated with the real data in terms of 
MSE errors of overall campaign reach and the cumulative MSE error calculated as  
the difference of real data reach and estimated reach for every generation. Next, this 
procedure was repeated for a model parameters estimated by using two consecutive 
generations starting from the first one, three generations and so on until the set of 
generations was equal to the number of generations in real-data. This procedure al-
lowed to analyse how well the model built by using less number of generations is able 
to estimate the overall campaign reach and behaviour. 

As it was already described in the Section 2, due to the changing number of infec-
tions for each generation in time, the proposed approach still requires to have the 
whole dataset to be applied. However, if the approach succeeds only a limited number 
of generations would be required to calculate the model parameters what decreases 
the overall processing time. But to get additional knowledge about the overall behav-
iour of the branching process, authors decided to extend the study by analysing how 
particular generations change over time. In that case if the experiment results will 
prove that the number of generations required to adequately model the data stabilize 
before the campaign ends, the additional outcome may be the ability to predict the 
campaign behaviour at earlier stage (on-going). So the second part of the research was 
devoted to analyse the time-generations relationship. 

During the research, there were data from two viral actions with different charac-
teristics from social platforms working in a form of virtual world. In both actions, 
users were spreading virtual goods like avatars using viral mechanism to their friends. 
The first viral action denoted as V1 was based on sending gifts to friends and the 
senders’ motivation to spread those gifts was not incentivized. The second action, 
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denoted as V2, was based on incentives and competition among users to spread visual 
elements of avatars among their friends. 

The analysis of number of infections in time gives the knowledge about the dy-
namics of the campaign, however it is not delivering information about the structure 
of infections. Both campaigns had different specifics and by using aggregated models 
based on time dimension only, there is an additional analysis to show structures of 
infections needed. Next, both campaigns were analysed by using the proposed ap-
proach based on generations and parameters describing their characteristics. A gen-
eration is defined in terms of viral marketing as a number of transmissions required to 
reach a member along a chain of communication initiated by a single seed [4]. The 
approach based on generations can capture structures of transmissions which is not 
possible by the cumulative analysis based only on infections over the time. In the 
earlier research, three main parameters from epidemic theory were used for modelling 
the characteristics of viruses spreading which can be applicable to viral marketing 
campaigns as well [21]. Contagion parameter denoted as p describes the probability of 
transferring viral message by an infective. Epidemic intensity λ represents the number 
of customers reached. Epidemic threshold parameter ETP defined as p*λ describes the 
progression of epidemics. Becker defined relation between characteristics of cam-
paign and epidemic threshold parameter as sub-critical (ETP < 1), super-critical  
(ETP > 1) and critical (ETP = 1) [6]. D. B. Stewart et al. presented conceptual frame-
work for viral marketing [25]. The mathematical model presented by the authors for 
viral campaigns modelling was based on deterministic model discussed by J.C. 
Frauenthal [9], used by R.M. Anderson and R.M. Mayfor modelling epidemic [1], 
extended later by G. Fulford et al. [10]. 

5 Results 

The empirical research was conducted by using the above described approach. The 
main goal was to conduct extended analysis of viral campaign using the approach 
based on branching processes and verify the ability to predict the viral campaign 
model by analysing two real datasets. In Figure 1 and Figure 2 the cumulative number 
of infections in the analysed time period (days) for both campaigns is presented. 

 

 

Fig. 1. Cumulative number of infections - V1 Fig. 2. Cumulative number of infections - V2 
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Following the earlier approaches, the analyses of two viral campaigns were per-
formed and p, λ and ETP parameters were computed and showed in Table 1 for both 
of campaigns. 

Table 1. Number of infections and parameters of analysed campaigns 

 G  Infected Cumulative Decisions Infections sent p λ ETP 
V1 1 1 1 1 11 1.0000 11.0000 11.0000 

 2 11 12 10 49 0.9091 4.9000 4.4545 
 3 49 61 26 106 0.5306 4.0769 2.1633 
 4 106 167 42 123 0.3962 2.9286 1.1604 
 5 123 290 41 90 0.3333 2.1951 0.7317 
 6 90 380 33 79 0.3667 2.3939 0.8778 
 7 79 459 20 41 0.2532 2.0500 0.5190 
 8 41 500 11 43 0.2683 3.9091 1.0488 
 9 43 543 12 40 0.2791 3.3333 0.9302 
 10 40 583 14 38 0.3500 2.7143 0.9500 
 11 38 621 7 13 0.1842 1.8571 0.3421 
 12 13 634 3 4 0.2308 1.3333 0.3077 
 13 4 638 1 1 0.2500 1.0000 0.2500 
 14 1 639 0 0 0.0000 0.0000 0.0000 

V2 1 9 9 8 187 0.8889 23.3750 20.7778 
2 187 196 52 552 0.2781 10.6154 2.9519 

3 552 748 115 782 0.2083 6.8000 1.4167 
4 782 1530 105 450 0.1343 4.2857 0.5754 
5 450 1980 55 251 0.1222 4.5636 0.5578 
6 251 2231 32 137 0.1275 4.2813 0.5458 
7 137 2368 18 47 0.1314 2.6111 0.3431 
8 47 2415 5 27 0.1064 5.4000 0.5745 

9 27 2442 4 51 0.1481 12.7500 1.8889 
10 51 2493 4 6 0.0784 1.5000 0.1176 

11 6 2499 3 4 0.5000 1.3333 0.6667 
12 4 2503 2 0 0.5000 0.0000 0.0000 

As the above table shows, the epidemic parameters are changing over the time and 
describing campaign with a single set of parameters may be a challenging task. Due to 
these changes, it is difficult to predict the next stages of the campaign by using data 
from earlier periods. In the analysed campaign V1 ETP for the first generation was 
equal 11 while in the second generation it was only 40.49% of earlier value being 
reduced to 4.4545. After few generations of decreasing, it went up to 1.0488 at gen-
eration number eight. For campaign V2, even bigger changes were identified (possibly 
because of the incentives), especially between the first generation with ETP=20.78 
reduced to 2.95 in the second generation. In the next stage of research, the analysis of 
change of the parameters was performed for both of campaigns. Campaign V1 was 
identified as super-critical during generations G1, G2, G3, G4 and G8 while V2 can be 
treated as super-critical for generations G1, G2, G3 and G9. An interesting result is that 
characteristics of the second campaign show that incentives were not effective to  
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increase number of generations characterized as super-critical according to ETP, so 
the campaign reach in terms of number of generations was similar. The other problem 
identified during the analysis is related to changes of data for each generation with 
time periods, as it was described in Section 2. If the analysis is performed in the first 
period, after the second period the results from earlier analysis are useless in terms of 
prediction, because of changes in all existing generations. Computations must be  
performed on the whole data and cannot be based on incremental approach. Changes 
in the number of infections for campaign V1 are showed in the Table 2 for the first ten 
days of campaign. In the first period of time (the first day of the campaign), 19,56% 
of all infections where registered within ten generations. During the second day no 
additional infections occurred for G1 and G2 but additional infections are found for 
generations G3-G10. At this period, the first two infections are registered for genera-
tion G11. Generations G12 and G13 are not built until period P5 and P6. 

Table 2. Changes of number of infections in generations over the time  

G 
Campaign period (in days) 

1 2 3 4 5 6 7 8 9 10

1 1 0 0 0 0 0 0 0 0 0
2 10 0 0 0 0 0 0 0 0 0
3 29 6 5 1 0 2 3 0 1 0
4 40 25 13 8 0 0 3 0 2 0
5 22 31 12 7 3 1 1 3 3 2
6 14 7 11 3 5 7 2 0 0 1
7 3 12 2 0 3 4 0 4 3 3
8 2 7 0 0 4 0 1 3 1 0
9 2 6 3 5 4 2 5 2 0 0

10 2 4 1 4 5 2 3 3 1 0
11 0 2 1 15 3 0 1 3 0 0
12 0 0 0 0 1 1 1 2 0 0
13 0 0 0 0 0 1 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0

 19.56% 15.65% 7.51% 6.73% 4.38% 3.13% 3.13% 3.13% 1.72% 0.94%

The cumulative number of infections for chosen generations is presented in the 
Figure 3. It shows that the dynamics of increase of infections in generations is chang-
ing over the time. In the example presented, for generation G4 during the first four 
periods the increase of number of infections was observed and during the next period 
it stabilizes. The situation changes slightly at period 16 when the next increase is ob-
served. For earlier generations situation is more stabilized. For generations G5 and 
G6, growth is observed until the 21st period, but highest changes were identified in 
periods 1-5. 
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Fig. 3. Cumulative number of infections for selected generations in campaign V1 

In the next step, for both campaigns the dynamics of new generations creation was 
analysed and the results are presented in Figure 4. The figure presents the moment of 
the first occurrence of the particular generation. Even though the whole data set for 
campaign V1 is based on 31 days and V2 on 11 days, the results showed that during the 
first two hours of campaign ten generations were created for campaign V1 and seven 
for campaign V2. Dynamics of creation of new generations was higher for campaign 
V2 with incentives and during first twenty five minutes six generations were created 
while for first campaigns six generations were created during sixty minutes. It shows 
that campaigns go very fast in depth (vertically) and after that they start to grow  
horizontally. 

 

Fig. 4. The dynamics of generations’ creation for campaigns V1 and V2 
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The presented analysis show how the generations-based approach can be used to 
analyse characteristics of viral campaign. Volatile data and change over the time 
make it difficult to build a prediction model using data from past periods due to 
changes in generations. The results presented show that estimation of parameters for 
viral campaigns based on generations approach using contagion parameter and epi-
demic intensity needs computations with every time period after data increase in all 
generations. Apart from this it is difficult to estimate parameters because of changes 
at all generation. The most convenient way would be describing campaign with a 
single set of p and λ parameters for the whole campaign. It would be easy under the 
assumption that those parameters are stable during whole campaign. In the next stage 
experimental results of the proposed method are presented for searching the best fit-
ting model and estimating the campaign reach over consecutive generations. The 
statistics for the campaigns were used as a reference and the main goal was to esti-
mate campaign reach and to generate a model describing campaign performance with 
the minimal possible set of generations. For each stage of the campaign, starting from 
the first generation a branching model is built and parameters are adjusted to find the 
best fit. Estimations were computed for both campaigns and all generation sets, start-
ing from a set consisting of one generation towards the set combined of all genera-
tions, which, in fact, was the reference model. Results for campaign V1 are showed in 
Figure 5. 

 

Fig. 5. Estimations for campaign V1 

The estimation computed at generation three resulted in estimation of campaign 
reach at level of 1299.10 while real campaign reach was 639. Computations per-
formed after the fifth generation resulted in an estimated reach at level 461.97 with 
27.70% reach error comparing to the full campaign dataset. Estimation after genera-
tion G9 resulted in 16.35% reach error and after G12 - 7.23%. The results for the cam-
paign showed that at the sixth generation G6, it was possible to estimate the model 
acceptable in terms of minimizing the MSE over all generations. As it may be seen, 
the model parameters gave the opportunity to predict the reach of the campaign accu-
rately. Similarly, the quality of estimation was computed by using mean square error 
and there was a model selected giving the lowest error for all generations evaluated 
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for campaign V2. Computations after third generation predicted a total of 3867 reach, 
for the sixth predicted the reach was 2000 and for ninth while the observed campaign 
reach was 2536. In Table 3, the detailed errors computed for estimated model parame-
ters are showed and the differences between reach predicted from model and for cam-
paign V1. 

Table 3. Mean square errors and reach errors for campaign V1 

G Period MSE Campaign MSE Estimated 
reach 

Reach 
error 

Reach error  
[%] 

1 0.00 207295.54 5.15 633.85 99.19% 
2 0.16 140916.39 142.38 496.62 77.72% 
3 26.68 223639.37 1299.10 660.10 103.30% 
4 47.97 146480.08 1103.70 464.70 72.72% 
5 56.66 10083.63 461.97 177.03 27.70% 
6 142.19 10798.72 456.67 182.33 28.53% 
7 153.49 10798.72 456.67 182.33 28.53% 
8 1103.10 8900.25 475.36 163.64 25.61% 
9 454.36 3250.94 534.50 104.50 16.35% 

10 647.85 3250.94 534.50 104.50 16.35% 
11 1198.52 1363.36 592.79 46.21 7.23% 
12 1241.85 1363.36 592.79 46.21 7.23% 
13 1303.94 1363.36 592.79 46.21 7.23% 
14 1353.71 1353.71 604.17 34.83 5.45% 

The results in the Period MSE column show errors computed when comparing 
model chart for selected number of generations with real data. The column Campaign 
MSE shows error after comparing the model for all generations with the campaign 
data. Results for campaign V1 show that it is possible to build the model of the cam-
paign with acceptable reach error by using only data from five generations (35% of all 
generations). The reach error decrease for both of the campaigns is illustrated in  
Figure 6. 

 

Fig. 6. The relationship of number of generations used for estimation and the reach error 
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6 Conclusions and Future Work 

The presented research showed multidimensional approach to viral campaign analysis 
by using branching processes as a model and view on campaigns based on genera-
tions. By comparing to the time-based analysis, it is possible to catch some deepened 
characteristics and interesting results. Recently some research was focused on appli-
cations of branching processes in viral marketing but it was mainly focused on build-
ing models of campaigns on whole datasets and changes within generations were not 
discussed. 

The research focused on technical analysis of the distribution of media without tak-
ing into account the social aspects. This approach was targeted to separate the com-
ponents of generalized characteristic viral campaign from the social factors that may 
be unique to the analysed environment. This approach, however, does not exclude 
ability to use social network characteristics and take into account the distribution 
network and the attributes characterizing the participants in the campaign. 

This analysis based on branching processes approach delivered information about 
different specifics of both campaigns. Generations give the possibility to analyse 
structure of infections and make it possible to observe dynamics on each level. Cam-
paigns performance can be compared and the results obtained can be used to evaluate 
effectiveness and detect drop or increase in the campaign dynamics. It showed differ-
ent dynamics of changes at generation level for both campaigns. 

Apart from extended data analysis presented in this research, the method of build-
ing branching model with parameters based on best fit model not using data from all 
stages of campaign was also presented. The presented approach makes it possible to 
predict campaign reach without analysing campaign parameters for each generation. 
Results based on real campaigns showed that it was possible to estimate the campaign 
reach after fifth generation while whole dataset had fourteen generations. This ap-
proach is useful for situations when changes in the parameters make it difficult to 
describe the whole campaign with only two parameters which are stable for all stages 
like contagion and epidemic intensity. In terms of studying campaigns which are on-
going, the results from the proposed method are dependent on stabilization of infec-
tions in generations used for computations and the proposed approach may be used as 
a predicting one only after required generations will stabilize. That means generations 
should be included in the set used for the estimation of parameter when no dynamic 
growth is observed in number of infections. Apart from selecting the best fit model, 
the proposed approach can be used to build the knowledge base on campaign struc-
tures and instead of comparing the campaign to the model real campaigns data can be 
used as well.  

Despite extending the scientific knowledge in the topic, this sort of knowledge may 
be found out as valuable for practitioners. Especially the time-generation analysis 
results show that at the very beginning we are able to see how deep the campaign will 
go – in that case the early knowledge about the possible reach of the campaign may 
give the campaign managers additional time to start the campaigns in different social 
network areas as well. 
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The presented research opens new research questions which may be explored fur-
ther. For performance and quality of predictions a method can be developed to predict 
changes in generations in the next periods to detect a moment of time when stabiliza-
tion is expected to include generation in the set for computations. Factors and charac-
teristics of campaign affecting community exploration with generations and relations 
between the number of infections in each generation were also found to be an interest-
ing area for the next research, as well as research based on simulation data which 
shows for what kind of networks’ and parameters’ models the proposed approach is 
suitable. 
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Abstract. This work concerns the analysis of number, sizes and other
characteristics of groups identified in the blogosphere using a set of mod-
els identifying social relations. These models differ regarding identifica-
tion of social relations, influenced by methods of classifying the addressee
of the comments (they are either the post author or the author of a com-
ment on which this comment is directly addressing) and by a sentiment
calculated for comments considering the statistics of words present and
connotation. The state of a selected blog portal was analyzed in sequen-
tial, partly overlapping time intervals. Groups in each interval were iden-
tified using a version of the CPM algorithm, on the basis of them, stable
groups, existing for at least a minimal assumed duration of time, were
identified.

Keywords: social network analysis, groups, blogosphere, sentiment.

1 Introduction

An important problem in the analysis of social media is to identify the real rela-
tions between users in the best possible way, which allows us to identify groups
that best reflect reality considering majority of existing significant interactions
between entities and their emotional (sentimental) characteristics.

Nowadays, blogs play a significant role in the exchange of information on dif-
ferent subjects and the forming of opinions. A very important element of blogs
is the possibility of adding comments, which facilitate discussions. Comments
may be written in relation to posts or other comments and may have a different
content and emotional attitude. Blogosphere is very dynamic, thus the relation-
ships between bloggers are very dynamic and temporal: the lifetime of posts is
very short.

In the research on blogosphere, different interactions between users are used
for constructing models for analysis. This paper concerns the analysis of number,
sizes and other characteristics of groups identified in the blogosphere using a set
of models identifying social relations. These models differ regarding the method
of classifying the addressee of the comments (they are either the post author
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or the author of a comment on which this comment is directly addressing) and
a sentiment calculated for comments considering the statistics of words present
and connotation.

Taking into consideration the sentiment while analysing groups allows us to
identify groups built by interactions having different degrees of positive, neutral
or negative sentiment. Qualification of differences between such groups may be
important not only for sociological research, but also for identification of kind
of influence and its consequences, applied for example to choice of advantageous
marketing politics or identification of influential users who spread verbal violence
and hatred.

2 Research Domain Overview

2.1 Models of Blogosphere

The research concerning the analysis of blogosphere, produced constructions of
different models of parts of blogosphere. One can observe that the character of
these models is strictly dependent on the kinds of analysis for which they are
created, e.g. identification of key users and groups.

For such applications, it is possible to distinguish universal models, which
embrace both the representation of the character of given nodes and the links
between them, the models focusing on the classification of nodes without consid-
ering the strength of the links between given pairs of nodes and models focusing
mostly on neighborhoods of nodes and not taking the characteristic features of
individual nodes into consideration.

In [1] several graph structures related to blogs are distinguished: a blog net-
work (formed by linked blogs), post network (formed by linked posts) and blogger
network (formed by linked bloggers). The authors consider different methods of
identification of links between nodes: (i) hyperlinks to other blogs existing on
the blogs, (ii) every pair of nodes, whose distance is smaller than a given con-
stant ε are connected by links, (iii) number of k nodes nearest to a given node
is connected to it, (iv) all blogs are connected by edges with weights expressing
similarities of given blogs.

Another important factor of the models is the dynamics of existing links and
their weights in time. In [11], focused on the analysis of the evolving blog groups,
the similarity relations between blogs were expressed, which led to considering
them as members of the same group. In [4] the authors proposed a method (com-
munity factorization) for representation of structures and temporal dynamics of
blog groups. In [2] a model for the identification of influential bloggers is pre-
sented, which took into consideration the time of interactions and when the given
post ceased to be influential, causing new interactions to represent links between
blogs.

2.2 Groups in Social Networks

There are many definitions of groups (communities, clusters), mainly according
to the area in which they were created. So it is difficult to find in literature an
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unequivocal definition of a group, acceptable to everybody [16]. A group can be
treated as a dense subset of vertices in a network, which are loosely connected
with vertices outside the group. In practice, in complex social networks, groups
are not isolated and individuals can be, in a given time, members of many groups.
Many methods of finding groups (overlapping or not) have been proposed. In
[5] there are detailed descriptions of the most popular methods and algorithms.
Every group can be described by several parameters, e.g. density (ratio of the
number of links within the group to the maximum possible number of links),
stability (the ratio of the number of people, present in both group to the number
of all group members), cohesion (ratio of the average strength of links between
the members to the average strength of their links with people outside the group).

Due to the nature of the blogosphere (the user may be a member of vari-
ous discussion groups), the most useful are the algorithms finding overlapping
groups. The most prominent representative of this group of methods is CPM
algorithm [13,12] where groups are defined as sub-graphs consisting of a set of
connected k-cliques. With the increase of parameter k the smaller and more dis-
integrated groups arise [13] and there is a suggestion that values of k = 3,...,6
seem to be the most appropriate.

2.3 Sentiment Analysis

Emotions are an integral component of statements in social media, especially
on blogs or forums. Different groups of users can discuss the same topics in
a completely different atmosphere, supporting each other or disagreeing. For
each such statement, we can assign a value expressing an emotional attitude:
positive, negative, neutral, objective or bipolar [17].

A large increase in interest in problems of analysis of sentiment can be seen
around 2001. Some reasons for such interest in this research area are shown in
[14]: the development of advanced methods of analysis of natural language, which
were already mature enough that it can be successfully applied in practice, more
and easier availability of test data that were suitable for such analyzes (mostly
available on the WWW) and the increasing demand for intelligent applications.

The term “sentiment analysis” (also used later interchangeably with “opinion
mining”) was initially pertained to “automatic analysis of evaluative text and
tracking of the predictive judgments” and was closely associated with analyzing
market sentiment. Later, the term was rather treated as classifying reviews ac-
cording to their polarity: either positive or negative. Nowadays the term refers to
“computational treatment of opinion, sentiment, and subjectivity in text” [14].
Sentiment analysis is closely related to natural language processing. Analysis of
sentiment generally consists of several steps ([17]): part-of-speech tagging (divi-
sion into language tokens), subjectivity detection (determining the statement as
subjective or objective) and polarity detection (for subjective statements evalu-
ate their polarity). There are different techniques and statistical methodologies
to evaluate sentiment.
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The main difficulty in assessing the sentiment is that it is context-sensitive.
Currently, the increasingly popular use of sentiment analysis is the analysis of
political blogs [7], and more recently Twitter [15] due to the high amounts of
opinions, sentiments and emotions.

2.4 Sentiment Analysis in Domain of Social Networks and Group
Identification

The general idea of finding groups in a social network (e.g. blogosphere) is to
identify a set of vertices, communicating to each other more frequently than
with vertices outside the group, regardless of the expressed emotional potential.
Simply counting the number of comments and the weight of edges connecting two
users does not distinguish situations when a user writes a comment in support of
the ideas expressed by another in a post and when he disagrees with the writer
of the post he/she is commenting.

In [18] authors focus on group detection based on links and sentiment –
they were finding non-overlapping clusters that share similar sentiment. The
researchers claim that this is the first work on sentiment group detection. In
this work, they propose two methods of finding such communities. The first
method assumes that sentiment can be either positive or negative. In the second
method, the range of sentiment is divided into intervals and group users into
groups according to the specific differences in the ranges of values of sentiment.

The problem of sentiment based clustering was used directly for the analysis of
the blogosphere in [10]. The authors proposed an algorithm called
hyper-community detection and they used two methods: content-based hyper-
community detection and sentiment-based hyper-community detection. In the
first, they extracted topics from blog content, while the second method used sen-
timent information (from mood tags or emotion words used in posts).

In paper [3], the authors use sentiment analysis with social network approach
in the context of radicalisation, searching terrorists in some specific groups from
the Youtube portal 1. They tried to find out whether a chosen group was popu-
lated by radicals who could convince others to their beliefs and whether males or
females are more radical. Sentiment analysis was used to define the level of radi-
calization of their comments containing some chosen keywords and social network
analysis – to extract key members in the group and to compare some network
characteristics between a male and a female group. In article [9] authors tried to
predict the success in the Oscar Awards based on analysis of communication on
IMDb portal2. They used sentiment analysis as a tool to define positivity of the
user’s opinions about movies – authors searched for positive keywords that were
extracted based on their betweenness centrality. The researches took advantage
of social network analysis by weighting user posts according to the importance,
expressed by betweenness centrality, of users that wrote them and treating most
influential users as people who can possibly create trends.

1 www.youtube.com
2 The Internet Movie Database – www.imdb.com

www.youtube.com
www.imdb.com
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3 Dynamic Models of Social System

Our model of social system, which first version was presented in [8], is adapted
to the analysis of the characteristics of groups, their formation, dynamic, reasons
and predicted character of future evolution. The state of the system is analyzed in
subsequent time intervals called time slots. For each such interval the interactions
taking place between entities are analyzed, and groups identified. It is assumed,
that the groups may overlap.

For the identification of the groups the Clique Percolation Method [13,12]
in the version for a directed graph with weights is used. Then, among such
identified groups the stable groups are discovered, using SGCI (Stable Group
Changes Identification) algorithm [19,20,6]. The concept of stable groups was
introduced due the dynamic character of blogosphere, where groups may change
very rapidly, and for our analysis of the evolution of blogosphere the most in-
teresting are groups which last for a longer time. The condition that a group
is considered as a stable group is to identify in the next time slots groups with
similar sets of members, evaluated using the Jaccard measure modified by us
(expressed as a ratio of size of intersection of the pair of considered groups to
the size of one of the groups from them - the larger value of such a ratio is
considered as the modified Jaccard measure). The group is stable if it has such
similar groups at least during the minimum assumed number of time slots.

The model is described in two parts – the first (described in section 3.1) con-
cerns the fundamental elements of the model – entities and interactions among
them (more details in section 3.2), and the second (section 3.3) – the organization
with social system (section 3.4) and groups.

3.1 Fundamental Model of Social System

Dynamic model of social system Soc(t), describes its state in the time slot t:

Soc(t) = (N(t), X(t), ζ, I(t), Org(t)) (1)

where:

N(t) – set of entities building a social system,
X(t) – vectors of values of measures calculated for the entities from the set N ,

XNi(t) represents a vector of measures of the entity Ni for the time slot t,
ζ – function, which assigns values of a vector of measures to entities N ,
I(t) – set of interactions, consists of all the interactions between entities, to-

gether with the times they took place, their type, sets of involved entities and
their roles in the interaction, the content and/or sentiment of the exchanged
information,

Org(t) – organization of the social system, described in section 3.3.

3.2 Interactions between Bloggers

Applying the model to the analyzed blogosphere domain and the analyzed prob-
lem of group identification, we can distinguish the following kinds of interactions
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between entities: commenting on posts, commenting on a comment, static links
in blogs or posts to another blog/post, logins/nicks of bloggers mentioned in
the content of post or comment. The identification of some of these mentioned
interaction types burdened by the varying level of uncertainty, whether the as-
signment was correct or not. In our work we are focusing on the interactions
caused by commenting on posts of other users or by commenting on previously
written comments to posts. These interactions have varying characters which
make them useful while analyzing the dynamics of groups and for a significant
part of them it is possible to correctly identify who is being addressed.

The representation of the individual interaction, assumed by us, is as follows:

il = (Ni, Nj , Np, tz, k, s) (2)

where: Ni – interaction initiator (writer of post or comment), Nj – the addressee
of the comment (sometimes not specified), Np – author of post to which the
comment/interaction is written, tz – given time slot, k – type, which may be
post, comments to post, comments to comment, s – sentiment value, expressed
in the bounded interval [-1, 1].

3.3 Organization of Social System

The organization of social system Org is expressed using the following elements:

Org(t) = (R(t), ψ,GT (t), γ, G(t), ξ,XG(t), ζg) (3)

R(t) – social relation, shaped as the results of interactions taking place,
ψ – function which builds social relations R between a pair of entities, on the

basis of interaction taking place between them,

R(a, b, tz) = ψ(I(a, b, tz)) (4)

Equation (4) shows social relation between users a and b in the time slot tz ,
ψ returns a strength of the relation expressed as a positive real number.

GT (t) – set of identified temporary groups,
γ – a function which assigns entities to fugitive groups, γ : N×R → GT×{0, 1}

The used method of the classifications of nodes to groups is as follow: for
each time slot, the fugitive groups are identified on the basis of the version
of the CPM algorithm, calculated for a directed graph with weights.

G(t) – set of identified stable groups, Groups are considered as stable, when
their life span equals at least ltmin (which is set in the tests as equal to 3).

ξ – function which identifies stable groups among fugitive ones, ξ : GT → G,
XG(t) – vectors of values of measures calculated for the groups by ζg ,XGGri(t)

represents a vector assigned to a groupGri which may be temporary (element
of G) or stable (element of GT ),

ζg – a function which calculates values of defined vectors of measures for tem-
porary or stable groups and assigns it to XG(t).
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3.4 Building of Social Relations

In our model of social relations two main factors are considered: the frequency
of interactions between nodes and the sentiment of interactions. The sentiment
of the interaction may be classified into one of three groups: positive interaction,
negative interaction or neutral (indifferent) interaction, on the basis of content
analysis and strength of positive or negative connotation of words appearing in
the comment.

In this work the following versions of the ψ function are distinguished:

– ψpn – considers all comments as addressed to the author of post, does not
take sentiment of comments into consideration,

– ψcn – scores comments which have a defined addressee of the comments as
addressed to this addressee and not to the post author, if it is not possible
to identify the addressee, the comment is scored as addressed to the post
author, sentiment is not taken into consideration,

– ψcs – scores comments which have a defined addressee of the comments as
addressed to this addressee and not to the post author, if it is not possible
to identify the addressee, the comment is scored as addressed to the post au-
thor, sentiment is taken here into consideration, and either relations caused
by each kind of the sentiment (positive, negative, neutral) are considered
separately or average values of the sentiment for every existing links are cal-
culated, making this link to appear only in that adequate kind of sentiment
model. The following subversion can be distinguished:

• ψcs,p, ψcs,n, ψcs,i (sentiment counting models) – in the given models,
only interactions with positive (cs, p), negative (cs,n) or neutral (cs,i)
sentiment are considered, for every pair of users interactions with each
sentiment are scored separately,

• ψcs,p+i – similar to previous ones, interactions with positive or neutral
sentiment are taken into consideration together, the interactions with
negative sentiment are omitted,

• ψa
cs,p, ψ

a
cs,n, ψ

a
cs,i (sentiment mean models) – the average value of sen-

timent for a given ordered pair of users is taken into consideration, the
directed relation between two users may be assigned only to one of these
(which means positive, negative and neutral) models,

• ψa
cs,p+i – similar to previous ones, but considers links with both positive

or neutral average sentiment.

4 Application of Models to Group Identification and
Analysis

4.1 Description of Experiments

Data Set. The analyzed data set contains data from the portal www.salon24.pl
which consists of blogs (mainly political, but also have subjects from different
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areas). The data set consists of 26 722 users (11 084 of them have their own
blog), 285 532 posts and 4 173 457 comments within the period 1.01.2008 -
31.03.2012. The analyzed period was divided into time slots, each lasting 30
days. The neighboring slots overlap each other by 50% of their length and in the
examined period there are 104 times lots.

The large graph from all time slots consists of 26 053 nodes and 663 098
edges. Nodes in this graph are the users - both the owners of blogs and people
only commenting on other posts. The number of nodes in the graph is lower
than the overall number of active authors (26 722) in the given period, because
some posts did not have any comments. Thus their authors cannot appear in
this graph, unless they had commented on others or had any of their posts
commented on.

Data Set Preparation. We decided to remove edges with weights below 2 to
eliminate some noise and to reduce calculation time. After removing such edges,
the number of nodes was equal to 15 578 (59.8% of initial number of nodes) and
the number of edges to 311 718 (47% of the initial number of edges). When we
are considering the number of connections as the number of edges multiplied by
their weights, then the removed edges constitute 8.42% of such connections.

To extract groups from networks we used CPMd version (for directed graphs)
of CPM from CFinder3 tool, for different k in ranges 3 to 5.

Sentiment Calculation. The sentiment for posts and comments was calculated
using a tool developed at the Luminis Research company4. Their method is based
on searching words from analyzed text in a dictionary and counting sentiment
for found ones. The dictionary is manually built and contains about 37 000 words
(including about 4000 positive and negative words together – the others are the
neutral ones). Each word in the dictionary has a weight in the range < −1; 1 > -
negative values determine negative sentiment, positive – positive one and neutral
words have a weight equal to zero (intensity of positive or negative sentiment
depends on assigned value - the closer value to 1 or -1, the greater the intensity of
the sentiment is). Then the sentiment values for found words in the dictionary
are summed and using the sum value, the number of positive, negative and
neutral words in analyzed text the final sentiment value is calculated (based on
heuristic equation with mentioned values). The final value describing the overall
sentiment is between -1 and 1, but thresholds for negative, neutral and positive
sentiment need adjusting. This can be done by analyzing some texts (part of
texts earlier marked by algorithm) by human, manually assigning sentiment
values (positive/negative/neutral) for them, next comparing these values with
algorithm ones and finally setting appropriate thresholds.

In order to adjust thresholds for sentiment values, we analyzed about 150
random texts and based on this analysis we set the following thresholds: negative
(< 0), neutral (0− 0.3), positive: (> 0.3).

3 www.cfinder.org
4 www.luminis-research.com

www.cfinder.org
www.luminis-research.com
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4.2 Comparison of Post and Comments Models

During the analysis of the groups emerging in the blogosphere it is very im-
portant to identify, at first, the real characters of the interactions taking place,
especially who is sending and receiving them.

In the case of comments, although they are assigned to a given post, in reality
they often refer directly to an earlier entry commenting in this post. In the blog
portal salon24 we analyzed, the identification of the receiver of the comments is
not that evident as they are only assigned to the post and the commenter can
only refer to the name of the bloggers whose comment they are commenting on.
But, this is not done in an automatic way, the blogger is only able to do it by
appropriately writing the subject of their comment (by writing “@bloggername”
there). It is not always common practice, and if not specified, the writer of any
post is considered as a receiver of that comment.

Fig. 1. Percentage of responses of type comment-comment to all responses

For all 4 173 457 comments we identified 1 953 571 as comments that are
responses to other comments (about 50 %). In fig. 1 a noticeable increase in
the percentage of comments having the receiver specified in such a way in time
may be seen, so in the majority of cases it is possible to correctly consider
that information in the model, what increases the accuracy of the represented
interactions between bloggers and the subsequent emerging social relations.

Such assumptions are confirmed by the fact that in the new model (comments
model ψcn) more groups were identified (see fig. 2a) than in old one (post model
ψpn ), a smaller part of user are not assigned to any groups (see fig. 2b).

In figs. 3a and 3b, the numbers of users belonging to one, two or three sta-
ble groups in each interval for k=3 are specified. The figure presents mentioned
belongings only in the comments model, but in the post model diagram is very
similar. We can notice that these numbers increase, mostly because of the in-
crease of the popularity of the portal and the significance of political events
taking place.

In tab. 1a there are presented the total numbers of stable groups with different
sizes, calculated for k equal 3, 4 and 5, for models based on comments assigned
to post author (ψpn) and previous comments authors (ψcn). The most significant
differences are obtained for low sizes of groups. Usually, models with comments
give more groups, because of higher quantity of different links in these models.
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(a) Number of groups in timeslots. (b) Users not belonging to any stable group.

Fig. 2. Comparison between post and comments models for k=3

(a) 1 group (b) 2 and 3 groups

Fig. 3. Membership of people to groups for k=3 in comments model

In tab. 1b one can see, that comments model gives us more stable, dense and
cohesive groups what is confirmed by their mean values. The comment model
gives more different connected pairs of bloggers both inside the group which
influence increase of density and cohesion.

4.3 Comparison of Sentiment Models

In the next analysis we focused our attention on comparing models with com-
ments without (ψcn) and with sentiment (different versions of (ψcs) function,
described in section 3.4) for k=3.

In fig. 4a and 4b the negative groups are dominating, but for groups in model
with average sentiment (in fig. 4b – ψa

cs,n), stronger negative interactions are
necessary to form them. One can notice, that such relations build well-shaped
groups with strongly connected members. Such behavior seems to be natural in
the politic blogs, especially discussing controversial, emotion inspiring/arousing
subjects. It is worth noting that negative relation between bloggers does not need
to signify that the first blogger has a negative attitude regarding the second one,
but that during the discussed subject they express negative emotions caused by
another blogger or the general situation.
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Table 1. Comparison between posts and comments models

(a) Stable group sizes

k=3 k=4 k=5

Size post comments post comments post comments

3 992 1350 0 0 0 0
4 81 147 1373 1358 0 0
5 25 32 235 210 966 1059
6 7 10 52 54 213 205
7 2 4 19 21 74 63
8 1 3 13 6 39 35
9 3 1 3 10 26 26

10 0 0 5 4 20 13
11-50 0 0 40 58 50 121

51-100 0 0 1 0 14 10
101-200 0 0 4 5 30 22
> 200 104 104 98 99 57 69

(b) Mean values for stable groups

Measure Model k=3 k=4 k=5

Stability
post 0.100 0.081 0.099
comments 0.133 0.098 0.106

Density
post 0.459 0.489 0.511
comments 0.598 0.631 0.657

Cohesion
post 73.7 36.5 29.8
comments 157.9 46.0 41.9

(a) Sentiment counting model. (b) Sentiment mean model.

Fig. 4. Comparison of number of groups in slots in sentiments models for k=3

(a) Sentiment counting model. (b) Sentiment mean model.

Fig. 5. Comparison of percent of users not belonging to any stable group in sentiment
models for k=3

In fig. 5a and fig. 5b one can see a significant difference between models when
counting each kind of sentiment interactions separately and using the average
value of the sentiment. In mean comments model interactions with positive and
negative sentiment canceling each other out and the obtained average is close to
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0, for this reason there are significantly more persons belonging to the groups
constructed for neutral average sentiment (ψa

cs,i). It confirms the predictions that
a model with an average value of sentiment identifies only radical sentiments in
the case of positive and negative relations.

Table 2. Comparison of stable groups sizes between sentiment models for k=3
(a) Sentiment counting model

Size pos neutr neg pos+neutr comments

3 1606 1359 1855 1329 1350
4 220 147 256 149 147
5 52 33 74 36 32
6 19 12 14 10 10
7 16 2 11 4 4
8 5 2 8 2 3
9 4 3 4 2 1

10 2 1 3 0 0
11-50 10 3 13 2 0

51-100 0 0 0 0 0
101-200 14 0 2 0 0
> 200 90 104 102 104 104

(b) Sentiment mean model

Size pos neutr neg pos+neutr comments

3 282 2071 2780 1873 1350
4 87 238 458 201 147
5 25 58 139 57 32
6 21 23 62 16 10
7 15 10 22 9 4
8 6 3 18 0 3
9 6 3 7 1 1

10 6 2 12 3 0
11-50 48 12 20 6 0

51-100 3 0 2 0 0
101-200 0 1 28 1 0
> 200 0 103 72 103 104

Table 3. Comparison of stable groups parameters (mean values for all stable groups
in time slots) between sentiment models for k=3

(a) Sentiment counting model

Model Stability Density Cohesion

pos 0.114 0.538 89.8
neutr 0.130 0.59 157.3
neg 0.117 0.557 135.4

pos+neutr 0.135 0.593 157.4
comments 0.133 0.598 157.9

(b) Sentiment mean model

Model Stability Density Cohesion

pos 0.229 0.448 34.8
neutr 0.087 0.545 104.8
neg 0.087 0.526 61.4

pos+neutr 0.097 0.554 116.6
comments 0.133 0.598 157.9

Analyzing the total number of groups with different sizes depending on model
and character of polarization (tab. 2), one can notice that counting separately
the groups in each model, the sentiment counting models give much more posi-
tives groups then sentiment mean models, but significantly less for negative and
neutral groups.

In the sentiment mean model the most stable groups were obtained for positive
sentiment (tab. 3), it may be caused by the fact, that the number of these
groups is low (as can be seen in tab. 2). The method of the identification of
relations used in this model gave only groups exchanging very positive content,
such specific groups are characterized by a high stability of memberships. For
remaining models, measures of groups for sentiment mean models are lower or
much lower than for the sentiment counting models, so they identify groups less
dense, less stable and less separated from the environment. In sentiment mean
model there is a lot less connections between nodes than in sentiment counting
model, so it may explain smaller values of density.
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5 Conclusion

The paper introduces a set of developed models describing social networks, tak-
ing into consideration different kinds of interactions and sentiment polarization.
Models were applied to the analysis of stable groups, identified in the selected
blog portal. The introduced set of models can help in systematization of the
problem domain and allow us to identify research directions and relations be-
tween them.

Several experiments were conducted which delivered new, detailed information
about a character and behavior of groups of users on the portal. The method of
identification of stable groups in blogosphere was improved which allowed us to
obtain more stable, dense and cohesive groups. In new model (comments model)
lower number of users did not belong to any group. Introduction of the sentiment
as an interaction attribute allowed to observe different characteristic behaviors of
groups with different polarization. Positive sentiment groups are formed around
not controversial topics while negative sentiment groups are associated with
controversial matters and possibly quarrels.

The presented solutions will be applied to analyze other blog portals and
different kinds of social media, for example microblogs. The next works will em-
brace: improving the quality of the sentiment analysis, key bloggers identification
and analysis of their memberships in given groups. We are going to integrate pre-
sented sentiment models with our research on group dynamics and prediction
of group evolution, as well as the identification of the most significant, strongly
linked members of the group, constituting group cores. Another direction is to
associate models based on sentiment with extended description of groups which
considers the most popular discussed subjects identified by analysis of tags or
post and comment content.
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Abstract. Retweets are an important mechanism for recognising prop-
agation of information on the Twitter social media platform. However,
many retweets do not use the official retweet mechanism, or even com-
munity established conventions, and these “dark retweets” are not ac-
counted for in many existing analysis. In this paper, a comprehensive
matrix of tweet propagation is presented to show the different nuances
of retweeting, based on seven characteristics: whether it is proprietary,
the mechanism used, whether it is directed to followers or non-followers,
whether it mentions other users, if it is explicitly propagating another
tweet, if it links to an original tweet, and what is the audience it is
pushed to. Based on this matrix and two assumptions of retweetability,
the degrees of a retweet’s “darkness” can be determined. This matrix
was evaluated over 2.3 million tweets and it was found that dark retweets
amounted to 12.86% (for search results less than 1500 tweets per URL)
and 24.7% (for search results including more than 1500 tweets per URL)
respectively. By extrapolating these results with those found in existing
studies, potentially thousands of retweets may be hidden from existing
studies on retweets.

Keywords: retweets, tweet propagation, dark retweets, Twitter,
microblogs.

1 Introduction

There have been several studies investigating the propagation of tweets, focusing
on retweeting as the main mechanism of propagation. Existing work has tradi-
tionally looked at both conventional retweeting mechanisms, such as Twitter’s
proprietary retweeting mechanism, and manually inserted retweet markers, such
as “RT” and “via.”

Retweets form an important part of tweet propagation research, from conver-
sational patterns [1] to overall retweet ratios [2,3]. However, there are several
different nuances to the act of propagating a tweet, mainly due to the different
mechanisms and features involved in propagating a tweet. This paper aims to
describe these different nuances of retweeting by deconstructing the action into
separate characteristics. This paper also introduces “dark retweets”, describes
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the different assumptions of retweetability, and also discusses the possible im-
pact they may have on future tweet propagation studies. Our research shows
that there are many different ways a user may propagate information across
Twitter, and there may be proportions of propagating tweets which may have
been missing from existing work.

Section 2 discusses several existing papers on retweets and in particular those
which are not explicitly marked as retweets. Section 3 outlines the matrix of
tweet propagation, based on seven characteristics: whether it is proprietary, the
mechanism used, whether it is directed to followers or non-followers, whether it
mentions other users, if it is explicitly a retweet, if it links to an original tweet,
and what is the audience it is pushed to. Section 4 focuses on dark retweets
and the different assumptions of retweetability. The following Section 5 presents
the evaluation of this matrix, from descriptions of the experimental setup to
discussions of the results found.

2 Research Background

Since the introduction of Twitter and microblogs, researchers have been focusing
on patterns of propagation across Twitter. boyd et. al [1] was one of the earliest
studies focusing on retweets. Two datasets were used; one being a random sample
of tweets taken in 5-minute intervals, and the other being a sample of around
203,000 retweets. From the random sample, the study claimed 3% were retweets,
and that the existence of URLs increases the retweetability of that tweet. This
paper also acknowledges the existence of tweets which contained texts which were
similar to previously published tweets, yet do not contain conventional retweet
markers. However, due to the difficulty in determining the provenance of these
tweets, they were not focused upon within this study.

Several researchers have tackled this problem by making assumptions about
the existence of propagation paths between subsequent tweets based on the
timestamps of those published tweets and the content similarity between them.
The study that is being presented in this paper is most similar to the work
done by Adar et. al [4], which investigated the existence of implicit URL links
within the blogosphere. Similarly, the work by Matsumura et. al [5] also included
the assumption that if a collection of blogs which contained the same URL or
trackback also contained the same terms, then it was assumed that the first blog
in that collection was influencing the subsequent blogs. The paper written by
Galuba et. al [6] described the F-cascade within tweets. It involved users who
seemed to have copied a URL that was previously tweeted by someone they
follow.

Similarly, in the work done by Wu et. al [7], the phrase “reintroduction of
content” was used to describe intermediary tweets which are similar to previ-
ously published tweets but also do not contain conventional retweet markers.
Their dataset consisted of tweets which only had URLs in them. In this paper,
retweets and reintroductions were treated equivalently, with no separation be-
tween the two. The same approach was taken by Bakshy et. al [8], who studied
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influence prediction within Twitter. Their metrics indicating influence were not
restricted to just retweeting by including retweet markers within tweet texts.
Their study also used the approach of using URLs as unique keys which group
tweets together, thus all instances of tweets which include the URLs being fo-
cused on were considered as a “rebroadcast” of influence. Again, their paper did
not differentiate between conventional and non-conventional retweets.

In the study by Nagarajan et. al [9], tweets “without indication of retweeting
or making references to others” were initially classified as “other” tweets. The
paper studied datasets based on three topics: Health Care Reform Debate, Iran
Election, and the ISWC conference. Similarity engines were then used to retrieve
tweets similar to the top 10 most frequent tweets in each of these three datasets.
This allows tweets without explicit retweeting markers to be grouped together.
The retweet patterns of these groups were then subsequently studied. The paper
claimed that tweets for calls for action, collective groups and crowdsourcing do-
mains are more likely to have more unmarked, unattributed retweets, as opposed
to information sharing tweets.

Given the above studies, this paper presents a combination of the theory of
implicit links as presented by Adar et. al [4] with the methodology of only using
tweets containing URLs in them [7,8]. The hypothesis of this paper is that there
exists a proportion of dark retweets, or tweets which are propagated without
using conventional retweeting mechanisms. This may lead to hidden data which
would not have been focused upon within existing studies on tweet propagation.

3 Matrix of Tweet Propagation

In this study, tweets are deconstructed using several characteristics. In the follow-
ing descriptions of these characteristics, the abbreviations stated in parentheses
are used in the matrix of tweet propagation shown in Table 1.

Proprietary: The propagation of a tweet is considered proprietary (P) if it was
published using methods that were built into the Twitter use case structure.
For example, a retweet is considered proprietary if it was made using Twit-
ter’s proprietary methods, either by a) clicking the retweet button on its
official user interfaces (e. g. web page, mobile apps), or b) third party apps
utilizing the Twitter API’s proprietary retweeting method.

Propagation mechanism: Tweets can either be propagated as a retweet (‘Rt’),
a reply (‘@’), or a direct message (DM).

Follower or non-follower: The propagated tweets can be made by either a
follower (F) or a non-follower (nF). This relates to the relationship between
the author of the originating tweet and the person propagating that tweet.
In this column, a follower relationship is marked as ‘1’ in Table 1, while a
non-follower relationship is marked as ‘0’.

Mentions other users: A mention exists in a tweet if its text contains other
people’s Twitter usernames in them.



492 N. Azman, D.E. Millard, and M.J. Weal

Explicit: A tweet is considered to be explicitly propagated by a user if a
retweet marker such as ‘RT’ or the ‘@’ reply marker was written explic-
itly in the tweet text. Proprietary retweets/replies and manually marked
retweets/replies are considered explicit, while those without any retweet/
reply markers are considered as implicit. For example, “Done! RT @User X
Sign this petition! http://bit.ly/SmgF” would be considered as an explicit
retweet, while “@User Y Please sign this petition: http://bit.ly/SmgF” would
be considered as an explicit reply.

Links to original tweet: If a propagating tweet contains metadata that links
to the originating tweet, then the originating tweet’s unique ID is stored.
The Twitter API automatically stores this metadata when its proprietary
retweet or reply mechanism is used.

Tweet pushed to: all or some people: This denotes the difference between
the visibility of a retweet and a reply. Retweets are pushed onto the timelines
of all the followers of the retweeter. In Table 1, a ‘11’ value means the tweet
is pushed to all and some of the authors’ followers. This visibility changes
for replies addressed to a specific Twitter user. They are only pushed to
the timelines of mutual followers of the reply creator and the person being
addressed to. For example, if User A makes a reply to User B, then the
reply will only appear on the timelines of those who follow both Users A and
B. In theory, it is possible for anyone to see this reply by looking up User
A’s personal page on Twitter, which lists all the tweets made by User A.
However, this requires extra effort from those who don’t follow Users A nor
B, hence it is assumed that there exists a state where a tweet is visible only
to some people but not all. This is marked as ‘01’ in Table 1.

Using these seven characteristics, a binary matrix was constructed to illustrate
all possible combinations of these characteristics. This process resulted in a 210

matrix, containing 1024 rows. Each row was then manually evaluated to identify
if it is possible for any single tweet to possess the combination of characteris-
tics as recorded in that row. Table 1 shows the valid rows after this evaluation
was completed. The abbreviations used under the Categories column in Table
1 come from the characteristics described in Section 3. The categories in Table
1 were made mainly by grouping the rows according to the characteristics of
Proprietary, Mechanism and Follower/Non-follower. For example, PRtF denotes
proprietary (P) retweets (Rt) made by followers (F), while @nF denotes a non-
proprietary reply (@) made by a non-follower (nF). In Table 1, there are rows
which are coloured in three shades of grey. The lightest shade of grey corre-
sponds to Orphan Retweets and Replies, which will be described in Section 3.5.
The rows which are coloured in the two darkest shades of grey correspond to
Dark Retweets, which will be described in Section 4.

3.1 Original Tweets and Mentions

Table 1 shows 18 different groups. The base group is Original Tweets, which
a) do not seem to have been made using any proprietary retweeting or replying
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Table 1. Matrix of Tweet Propagation

Categories Proprietary
Mechanism

Explicit F/nF
Link to Mentions Push

Rt @ DM original other users All Some

Original Tweet 0 0 0 0 0 0 0 0 0 0

PRtF 1 1 0 0 1 1 1 1 1 1

PRtnF 1 1 0 0 1 0 1 1 1 1

Rt@F 0 1 0 0 1 1 1 1 1 1

Rt@nF 0 1 0 0 1 0 1 1 1 1

RtF

0 1 0 0 1 1 0 1 1 1
0 1 0 0 0 1 0 1 1 1
0 1 0 0 1 1 0 0 1 1
0 1 0 0 0 1 0 0 1 1

RtnF

0 1 0 0 1 0 0 1 1 1
0 1 0 0 0 0 0 1 1 1
0 1 0 0 1 0 0 0 1 1
0 1 0 0 0 0 0 0 1 1

P@F
1 0 1 0 1 1 1 1 1 1
1 0 1 0 1 1 1 1 0 1

P@nF
1 0 1 0 1 0 1 1 1 1
1 0 1 0 1 0 1 1 0 1

P@RtF
1 1 1 0 1 1 1 1 1 1
1 1 1 0 1 1 1 1 0 1

P@RtnF
1 1 1 0 1 0 1 1 1 1
1 1 1 0 1 0 1 1 0 1

@F
0 0 1 0 1 1 0 1 1 1
0 0 1 0 1 1 0 1 0 1

@nF
0 0 1 0 1 0 0 1 1 1
0 0 1 0 1 0 0 1 0 1

@RtF
0 1 1 0 1 1 0 1 1 1
0 1 1 0 1 1 0 1 0 1

@RtnF
0 1 1 0 1 0 0 1 1 1
0 1 1 0 1 0 0 1 0 1

PDMF
1 0 0 1 1 1 0 1 0 1
1 0 0 1 1 1 0 0 0 1

Orphan Rt (Ori
Not Found)

1 1 0 0 1 0 1 0 1 1

0 1 1 0 1 0 0 0 1 1
Orphan @ 0 1 1 0 1 0 0 0 0 1
(User Not Found) 0 0 1 0 1 0 0 0 1 1

0 0 1 0 1 0 0 0 0 1
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mechanisms, b) do not seem to be explicitly propagating another tweet, and
c) therefore do not have any links to originating tweets nor users.

There also exists the Original Mentions group, which is similar to Original
Tweets, but contains mentions in its texts. In this paper, the rows for Original
Mentions were omitted from Table 1 for brevity, and Original Mentions were
grouped together with Original Tweets, under the assumption that Original
Mentions behave similarly to Original Tweets. This is because they also do not
seem to have used any retweeting or replying mechanisms.

3.2 Explicitness and Links to the Originating Tweet

Tweets made using proprietary retweeting or replying methods are considered
to cause two other characteristics to be true, namely Explicit (explicitly propa-
gating another tweet), and Links to Original (contain metadata that links to the
tweet that is being retweeted or replied to). Therefore these proprietary retweets
and replies are marked in Table 1 with the value of 1 under the Explicit and
Link to Original columns.

Non-proprietary tweets are also considered to be explicit only if they include
retweet and/or reply markers within their texts.

3.3 Multiple Mechanisms in Tweets

Several categories include two mechanisms, such as Rt@ and @Rt. Although
the main common factor between these categories is the existence of multiple
mechanisms when creating these tweets, there are distinct differences between
these groups according to the order of the mechanisms used.

The Rt@ category was created specifically for retweets that were made using
Twitter’s proprietary replying mechanism. Manually typing in retweet markers
in front of copied and pasted tweets has been the traditional way of creating
retweets before Twitter’s proprietary retweeting mechanism was created. Manual
retweets allow users to modify the text of the tweet in order to add responses
or other new content into the retweet. This modification ability does not exist
with Twitter’s proprietary retweeting mechanism, which propagates tweets in its
original form. A completely manual retweet – where the user manually types in
‘RT @User B’ and then copies User B’s tweet – would not contain any metadata
that links to another tweet, which is opposite to all proprietary Twitter retweets
or replies.

However, there exists certain retweets which are not marked by the Twitter
REST API as being made using Twitter’s proprietary retweet mechanism. Even
so, they still contain metadata linking to originating tweets. On further inspec-
tion, these tweets were found to be retweets that were manually created after
the proprietary replying mechanism was used. For example, User A would like
to retweet some text written by User B, but instead of clicking on the ‘Retweet’
button, User A clicks the ‘Reply’ button next to User B’s tweet. This action
causes User A’s input textbox for new tweets to be automatically filled with
‘@User B’, and this allows User A to copy and paste User B’s tweet, prefix ‘RT’
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or other retweet markers in front of the whole text, or modify the text slightly
and prefix it with ‘MT’ (modified tweets). This retweeting style would not be
classified by the Twitter API as a proprietary retweet, therefore in Table 1, the
Rt@ categories contain 0 under the Proprietary column.

For @Rt categories, these tweets were intended to become replies, where the
tweet texts begin with a mention to another Twitter user. However, the tweet
texts also contain retweet markers such as ‘RT’ or ‘via’. These @Rt categories
are particularly interesting because the reach of these replies are not similar
to a normal retweet. Section 3 has already discussed the visibility of retweets
and replies. This difference in reach may have an implication to future retweet
propagation studies.

3.4 Limited Visibility of Direct Messages

The PDMF category in Table 1 concerns direct messages (DM) which can only
be accessed by the parties involved in private interactions. Due to this private
nature of DMs, we could not study DM propagations in more detail.

3.5 Orphan Retweets and Replies

As seen in Table 1, Orphan Rt and Orphan @ categories exist due to certain
missing elements.

A retweet is considered as an Orphan Rt if the Twitter API labels it as a
proprietary retweet, but the metadata related to the author of the originating
tweet is missing. On further manual checks on a separate trial dataset, it was
found that this is because the tweet that is being retweeted no longer exists.
Interestingly, the Twitter API response does not delete the metadata linking
to the unique ID of the deleted tweet, but returns an empty response for the
originating author’s metadata instead. In Table 1, the Link to Original column
is marked with 1 but Mentions Other Users is marked with 0.

Similarly, an orphan reply (Orphan @) exists when the person being replied
to (the username prefixed at the start of the tweet text) no longer exists. When
orphan replies are looked up via the Twitter API, the metadata for linking to
originating tweets and also originating authors become unavailable. In Table 1,
the Link to Original and Mentions Other Users are both marked with 0s.

Due to the unique characteristics of these orphan categories, they are grouped
separately to all the other categories in Table 1.

4 Dark Retweets

A dark retweet is defined as a retweet which is propagated using non-conventional
retweeting methods. The term “dark” is used to to denote how undetectable or
invisible a retweet is. In Table 1, several rows were shaded in different shades of
grey. The darkness of the shades signify the degree of difficulty in detecting the
retweet. There are two main assumptions of retweetability, consisting of varying
degrees:
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Assumption #1. Is Tweet A a retweet of Tweet B? This assumption
becomes more concrete if Twitter API returns a looked up tweet as a propri-
etary retweet, and metadata of the originating tweet exists. This assumption
also becomes moderately concrete for non-proprietary retweets if retweet
markers such as ‘RT’ or ‘via’ exists within the tweet text. However, this lat-
ter assumption is still debatable – is this manually marked, non-proprietary
retweet referring to an original tweet that does indeed exist?

Assumption #2. Who was the originating author? This assumption be-
comes more concrete if a tweet looked up via Twitter API results in metadata
identifying the author of the tweet that is being retweeted. This assumption
also becomes moderately concrete for non-proprietary retweets if they con-
tain the username of the perceived author of the originating tweet. However,
this latter assumption is still debatable – is the manually mentioned user the
correct author of the originating tweet?

The more we have to assume about these two questions, then the “darker” a
retweet becomes. For example, orphan retweets, as described in Section 3.5,
are assumed to be retweets due to Twitter API’s metadata that claims this
to be true. However, the originating tweets no longer exist, therefore violating
Assumption #1.

In the case of copied tweets with no attributions or retweet markers, they
may not be considered as retweets because there is no evidence that suggests
the existence of an originating tweet that is being referred to (which relates to
Assumption #1), nor any identifying information of an originating author (which
relates to Assumption #2). However, there have been several studies which have
documented the existence of tweets which propagate across Twitter without
using retweet markers nor giving proper attribution to originating authors [1,7,9].
In Table 1, retweets which are not explicitly marked as retweets are considered
as dark retweets. The darkest retweets are shown by the darkest-shaded rows,
where the Explicit, Link to Original and Mentions Other Users columns are all
marked with 0s.

Replies are also considered within the context of dark retweets, because a
tweet reply is still an explicit way of propagating tweets, albeit without using
conventional retweeting mechanisms. Manual inspections of URLs which return
lots of replies seem to show that there are authors who send out multiple replies
of similar tweets, rather than making a general retweet. The advantage of this
is that a user is able to send a tweet directly to a non-follower. Therefore in the
context of tweet propagation, replies are also included in this study. In this paper,
tweets are considered as dark retweets depending on its degree of “darkness”
compared to other conventional retweets.

Referring to Table 1, the darkest shade of grey denotes that both Assumptions
1 and 2 are difficult to presume within these types of tweets, whilst the second
darkest shade denotes that only one of the two assumptions are difficult to
presume. However, for brevity, this paper combines the rows coloured by the
two darkest shades of grey into one category which represents Dark Retweets.
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The following section outlines the proportion of visible, dark and orphan
retweets, based on the shades of grey illustrated in Table 1.

5 Matrix Evaluation

Based on the matrix that was described in Section 3, a study was done to
evaluate the proportions of tweets which fell within the different categories. The
objective of this evaluation was mainly to deduce the extent of dark retweets,
involving tweets which propagate without conforming to conventional retweeting
methods. These dark retweets may be missed out by existing research of tweet
propagation which focus only on retweets made by proprietary Twitter methods
or manual insertions of retweet markers in tweet texts.

The hypothesis of this experiment is that dark retweets do exist, and therefore
suggests that existing studies on tweet propagation may be missing some further
hidden data.

5.1 Experimental Setup

An experiment was run over 2,348,936 (2.3 million) tweets, spanning over 49
days (12/05/12–29/06/12). These tweets were collected at random from Twit-
ter’s Streaming API on its Spritzer setting, which provides a random sample
containing 1% of current tweets being published globally in real time.

The dataset used in this study only focused on tweets which had a URL in
them. This approach is similar to the one used by Wu et. al [7], as their dataset
had a similar restriction as well. To get these tweets, the Streaming API was
used to collect random URLs. Then, all the tweets that contained each of these
URLs were collected using the Twitter Search API. Using the search results, the
tweets are then classified by querying the Twitter REST API for more details of
each tweet. This includes the follower/following information for each particular
Twitter user that gets seen within these collected tweets.

A suite of Python scripts were created to perform two main tasks; data col-
lection and data processing. During data collection, the scripts access Twitter’s
real-time Streaming API and collect unique URLs from random tweets. They
then use Twitter’s Search API to collect all the tweets containing each of the
unique URLs collected. Due to Twitter’s rate-limiting policy, the search results
were limited to the most recent 1500 tweets, or tweets published in the last 7
days if the 1500 limit did not get reached.

During the experiment, several URLs returned exactly 1500 search results via
Twitter’s Search API. These URLs were classified as URLs which may have more
than 1500 search results, but further results could not be retrieved due to Twit-
ter’s rate-limiting policy. Section 5.3 will discuss in more detail the ramifications
of these limits with respect to the outcomes of this research.

5.2 Evaluation Results

Based on the matrix of tweet propagation as described in Section 3, an exper-
iment was run to observe the proportions of visible, dark and orphan retweets
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in the above dataset of 2.3 million tweets. Out of this dataset, 820,318 (34.92%)
were classified as either visible, dark or orphan retweets. For search results less
than 1500 tweets per URL, 15,840 URLs were analyzed. This total increased to
16,976 URLs when the other rate-limited URLs were included.

The results are shown in this paper in the form of pie charts (Figure 1) and line
graphs (Figure 2). As shown in Figure 1, Visible Rts form the biggest proportion
of retweets overall, but interestingly the proportion changes when search results
from rate-limited URLs were included. When the dataset is restricted to search
results less than 1500 tweets per URL, dark retweets only accounted for 12.86% of
all retweets, but this value increased to 24.7% when the restriction did not apply.

(a) Less than 1500 tweets/URL (b) Including 1500+ tweets/URL

Fig. 1. Pie charts of visible, orphan and dark Rts according to size of search results
(total tweets) per URL

Table 2 shows the proportions of visible, dark and orphan tweets as found in
Figure 1. This table contains more than the 18 categories outlined in Table 1
because the categories of RtF and RtnF are split into visible and dark groupings.
Table 2 shows that these dark RtF and RtnF categories accounted for 0% tweets.
Further tweet content analysis would be helpful in capturing these two categories.

For the purpose of this paper, only the URLs with up to 1500 search results
were considered. Section 5.3 will later present the reasoning for this approach,
in addition to further discussions of the impact of Twitter Search API’s rate
limit on findings such as the above. Figure 2 shows line graphs which plot the
proportions of visible, dark and orphan retweets over the total tweets found per
URL. These graphs appear to show a positive correlation between total tweets
and the proportions of both visible and dark retweets. However, there seems to
be no strong correlation between total tweets and orphan retweets. To verify
these observations, the Kendall tau-b correlation co-efficients, represented by τb,
were calculated for the relationships between visible, dark and orphan retweets
against the total tweets found per URL. A value of 1 for τb would signify a perfect
positive correlation between two variables. A value of -1 would signify a similar
perfect association but for a negative correlation. A value of 0 would denote that
no correlation was found. Calculations made showed that at τb = 0.739, visible
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Table 2. Proportions of Tweets Found Based on Table 1

Tweets All % Rts only %

Ori 65.08 -

Visible

PRtF 12.97 37.14
PRtnF 8.15 23.33
Rt@F 0.00 0.00
Rt@nF 0.13 0.37
RtF 3.11 8.90
RtnF 1.56 4.46
P@RtF 0.00 0.00
P@RtnF 0.08 0.23
@RtF 0.15 0.42
@RtnF 0.08 0.23

Dark

RtF d 0.00 0.00
RtnF d 0.00 0.00
P@nF 3.82 10.93
P@F 0.00 0.00
@F 1.64 4.71
@nF 3.16 9.06

Orphan
OrphanRt 0.00 0.00
Orphan@ 0.08 0.23

retweets seem to have a largely positive correlation against total tweets per URL.
Meanwhile, dark retweets have a moderately positive correlation against total
tweets per URL (τb = 0.453), while orphan retweets have a very small positive
correlation against total tweets per URL (τb = 0.120).

(a) Visible Rts %: <1500
tweets/URL

(b) Dark Rts %: <1500
tweets/URL

(c) Orphan Rts %: <1500
tweets/URL

Fig. 2. Proportions of visible, orphan and dark Rts according to size of search results
(total tweets) per URL

5.3 Twitter Search API’s Limit of 1500 Tweets

As explained in Section 5.2, two distinct findings emerged when the dataset used
was separated into two, namely search results which were not rate-limited, and
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those which included them. The proportions of dark retweets for search results
less than 1500 tweets per URL amounted to 12.86% of all retweets. However, this
value increases to 24.7% when rate-limited URLs were also taken into account.

The findings for URLs that were rate-limited were not focused upon in this
paper. This is because we could only see an incomplete subset of the tweets
which would have included these URLs. This limitation means that it was more
likely for us to underestimate the proportion of retweets that were found. This is
true particularly for dark retweets, which could only be detected if the complete
timeline of all related tweets were found. Only then could the tweets be ordered
based on each tweet’s timestamps. Since the ability to see complete timelines
is compromised by the 1500 search limit, therefore it is possible that we would
underestimate the amount of dark retweets found, and overestimate the amount
of original tweets found. Therefore, any estimation for dark retweets would be a
conservative estimate.

Since the proportion of dark retweets seems to rise substantially when the
rate-limited URLs are included (from 12.86% of all retweets to 24.7%), then this
seems to suggest that dark retweets are more prevalent amongst rate-limited
URLs. On manual inspection, it seems that the search results for rate-limited
URLs tend to contain tweets published by spambots, or autosenders tied to web
services. The importance of recording dark retweets may be slightly diminished
when they are considered to be more popular amongst spambots. However, it
would be difficult to automatically discount all tweets containing rate-limited
URLs as spam.

5.4 Impact on Existing Research

The existence of dark retweets may impact the findings of other existing studies
on tweet propagation. In this paper, 12.86% of dark retweets were found for URLs
which returned up to 1500 search results each. Table 3 shows the extrapolation
of our findings with two other papers, namely those made by Suh et. al [10] and
Cha et. al [2]. These figures were derived by matching the proportions found in
these papers with the findings as presented in this paper.

The main difference between the work by Suh et. al [10] and this paper is
that the dataset used in our research is restricted to tweets containing URLs
only. Therefore if we were to extrapolate the proportions of retweets with URLs
in them, as found by Suh et. al [10], then 0.47%, or 347,800 tweets, would
potentially be hidden from their dataset.

This extrapolation becomes more difficult to make when the retweets dataset
is not restricted to tweets containing URLs only, such as the case with Cha et. al’s
study [2]. However, in their paper, it was claimed that 92% of the retweets they
found contained URLs in them. The proportion of retweets that they found was
not given in their paper, therefore we could only extrapolate the proportion of
retweets with URLs as stated by them, amounting to 92% of all retweets. From
this percentage, 13.6% of those retweets could be extrapolated as dark retweets,
therefore potentially hidden from Cha et. al’s evaluation.
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There are various studies which use retweets as the basis of their studies, but
considering that our studies have restricted the dataset that we used to tweets
containing URLs only, then it is not possible to be certain that any extrapolations
will hold.

Table 3. Extrapolation of our Findings with Existing Research

Studies Suh Cha

Existing work

Dataset size 74 million 1.76 billion
Original tweets 88.85% -
All Rts 11.15% -
Rts with URLs 28.4% of retweets 92% of retweets

Extrapolation from our work

Original tweets 96.36% -
Visible retweets 3.17% 92% of retweets
Dark Retweets 0.47% 13.6% of retweets
Hidden Retweets 347,800 -

The impact of this hidden data is the current focus of ongoing research work.
One such focus is on the perceived reach of a retweet. In the work done by
Kwak et. al [11], it was claimed that an average retweet could reach 1000 users,
irrespective of who the originating author is. Considering the different visibility
properties of dark retweets, their existence may or may not affect this num-
ber. Further research could reveal the actual impact of dark retweets on tweet
propagation studies such as the above.

6 Conclusion

This paper has presented a comprehensive matrix of tweet propagation, which
was deconstructed into seven different characteristics, namely proprietary, mech-
anism, follower/non-follower, mentions other users, explicit, links to original
tweet, and push audience. The paper has discussed the different nuances of tweet
propagation, such as the availability of metadata linking to originating tweets.
The different visibilities of retweets and replies also meant that the reach of these
tweets were different. In addition, several retweets seemed to be using multiple
retweeting mechanisms, which impacts the total reach of their tweets. Orphan
retweets and replies also exist due to the subsequent deletion of originating tweets
and users at a later time. The concept of dark retweets was introduced, based
on two assumptions of retweetability pertaining to a retweet’s provenance; an
originating tweet exists and it was made by an originating author.

The experiment that was run to evaluate the matrix of tweet propagation
showed that over 2.3 million tweets, dark retweets amounted to 12.86% (for
search results less than 1500 tweets per URL) and 24.7% (for search results
including more than 1500 tweets per URL) respectively. By extrapolating the
results found in several existing papers [10,2], the potential hidden data as a
result of dark retweets amounted to between 0.47–13.6%.
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Several threads of future work is planned for this research, such as conducting
a deeper statistical analysis on the frequencies found in Table 2, by looking at the
stability of percentages found over time. This is in addition to identifying other
external factors impacting these percentages, such as location, working hours,
external offline events, etc. Another future work thread involves quantifying the
actual impact of dark retweet detection on existing studies on tweet propagation.
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Abstract. Authors propose a conceptual model of participation in viral diffu-
sion process composed of four stages: awareness, infection, engagement and ac-
tion. To verify the model it has been applied and studied in the virtual social 
chat environment settings. The study investigates the behavioural paths of ac-
tions that reflect the stages of participation in the diffusion and presents short-
cuts, that lead to the final action – the attendance in a virtual event. The results 
show that the participation in each stage of the process increases the probability 
of reaching the final action. Nevertheless, the majority of users involved in the 
virtual event did not go through each stage of the process but followed the 
shortcuts. That suggests that the viral diffusion process is not necessarily a lin-
ear sequence of human actions but rather a dynamic system. 

Keywords: information diffusion, online social networks, participation model, 
multistage analysis. 

1 Introduction 

The studies that direct attention to diffusion of innovation process [25], [7], [32], 
social influence mechanism [10], [21], [24], [12], [23] social contagion and epidemics 
outbreaks [5], [6] or cascades of influence patterns [34] investigate a similar phe-
nomenon: a propagation, transmission and adoption of information (content, opinions, 
behaviours, emotions) within a network of social relations. As the information gener-
ated and shared online is gaining steadily in importance [28], more and more re-
searchers are trying to deal with the power of electronic contagions. They are espe-
cially interested in social networking sites [26], [9] being recently the most popular 
online activity that has outnumbered e-mail actions [20], [1]. Because there is a great 
need to understand mechanisms and factors crucial for the spread of information, 
researchers search for new ways on how to study the phenomenon. The results from 
research areas related to dynamics and mechanisms of social transmission and  
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adoption are successfully adopted to word of mouth process investigation [11], [33], 
[22] and viral seeding strategies examination [17], [4]. Nevertheless, the empirical 
network studies seem to be promising, relatively little has been done in this area [31]. 

The research presented in this paper is targeted to online social platforms with the 
ability to capture different forms of users' behaviours: communications, activity and 
transfers among users. Most of the research in the field of information diffusion and 
viral contagion is addressed to participants' characteristics, the structures of network 
they are embedded in or/and characteristics of information that is transmitted. Rare 
are studies in which attention is paid directly to the behaviours. The main motivation 
in the current research is to observe human action systems in more detailed way -by 
analysing different forms of behaviours related directly and indirectly to viral cam-
paign and stages of the participation for the viral action. The study specifies several 
social behaviours related to the diffusion process and identifies several stages of par-
ticipation in viral diffusion, starting from activity before receiving or sending viral 
information and behaviours after infection towards reaching a final diffusion goal. 

2 Related Work 

The process of information contagion among individuals and their further participa-
tion in particular viral actions can be observed and studied in three-folds[22]. Re-
searchers focus on personal characteristics of people engaged in social contagion, 
their needs and motivations. Vital for the diffusion process are also social factors such 
as the characteristics of other people influencing an individual, attributes of the  
channels through which information flows and attributes of social system in which 
individuals operate.And finally, researchers consider the characteristics of spread 
information to be important for the social contagion. 

2.1 Personal Characteristics and Stages of Adoption 

Under the study there are personal characteristics of an individual who passes the 
message further as well as the one who is exposed to the message. What matters for 
the virus propagation are the personality traits like extraversion and innovativeness 
[4], authority of the sender, activity of the receiver [36] and similarity of sender and 
receiver demographics traits [29]. Moreover, people share information motivated by 
the need to be part of a group, but the need to be individualistic and stand out from a 
crowd is reported as a second reason [18]. Vital for virus propagation is also the need 
to be altruistic and the need for personal growth [18]. 

Multistage Models of Engagement 
The change of individual's opinion or behaviour is studied as the process of percep-
tional adaptation to a new stimuli, e.g. information, opinion, product or technology. 
The behavioural success of adoption depends on the cognitive processes that engage  
individual's attention as well as on personal motivations and emotions that lead to the  
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interest. A few stages of the adoption have been distinguished [25], [8]. To adopt the 
received message, an individual first needs to pay attention or simply identify and 
notice information which is called the awareness stage. In the next stage of adoption 
(interest stage) any interest about the news is required. Interest leads to the engage-
ment and active learning about the news by e.g. studying, searching, discussing, using 
or sharing it. Finally, the necessary information about the news, the decision of adop-
tion or rejection is made (final decision stage). The process was first reflected in the 
theory originally developed by Rogers [25] and successfully adopted and simplified to 
WOM marketing e-mail contagion research in the form presented above [8]. It has 
also been used as the background for the model and computer simulation of the deci-
sion to participate in viral marketing campaigns [33]. 

2.2 Social Factors and Mechanisms of Adoption 

Nevertheless, the change of behaviour is preceded by intra-individual cognitive proc-
ess, the perception and behaviour of a person is also influenced by inter-individual 
social context a person is embedded in. The innovation is communicated among the 
peers, friends, acquaintances and other members of a larger social group. As Rogers 
defines diffusion as "the communication of an innovation over time through certain 
channels among a social system" [25], the innovation is adopted due to interpersonal 
interaction within the social network. 

Social Influence, Imitation and Social Learning 
Social learning theory [3] explains how people learn within a social context and as-
sumes that the behaviour of an individual is influenced by other peoples' behaviour as 
well as by the personal characteristics of an individual. Moreover, behaviour of an 
individual influences the behaviour of others in a similar way that others influence an 
individual, what is called the reciprocal determinism. For the change of behaviour 
some important stages are required. First, an individual while observing a new behav-
iour needs to pay attention to characteristics of the behaviour to be able to imitate it. 
Next, the retention stage is needed, and this means that an individual is able to re-
member details of the behaviour. It is also possible for an individual to reproduce or 
imitate the behaviour and organize their own responses in accordance with the  
observed behaviour of others, which usually improves with practice. To do so, an 
individual must have the motivation or some other incentives [3]. Without any moti-
vation, even if the previous stages are present, no imitation occurs. On the other hand, 
the social influence phenomenon occurs when people intentionally and directly influ-
ence others, being their friends, co-workers, family, acquaintances, etc. When other 
people act on the targeted individual, the closer they are to a person (physically or 
psychologically) and the more they are - the strongest social influence occurs [21], 
[24]. Individuals have several motivations to follow other people. Social diffusion 
operates through spreading awareness and interest for an information, social learning  
about the benefits and risks or normative influence extending the validity and  
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legitimacy of the news. Informative influence occurs when there is lack of time or 
lack of other sources of knowledge and when the concerns that not adopting (when 
majority already adopted) can result in some disadvantages [30]. 

The Number of Connections and the Number of Adopting Friends 
A two-step flow model of communications [19] considered a small group of people 
called influentials as important for social influence and diffusion process, as they 
directly influence many neighbours. Influentials can be people with many connections 
occupying a central position in the social network [17], [15]. However, there are stud-
ies reporting that the viral content received from individuals with many ties have big-
ger chance to be ignored [22], [35], [13]. There is also a field of discussion if people 
with many connections are more or less susceptible in influencing other people. As 
they participate in a network more frequently, they are more often exposed to any-
thing that flows through the network including a virus or a viral content [17], [6]. On 
the other hand, individuals with many friends were observed as less likely to be influ-
enced by others and this is what researchers explain as generally weaker tie strength 
formed by highly connected individuals [2].  

Characteristics of Relations and Social Structures 
Strength of the tie that connects two individuals is one of the most important charac-
teristic having impact on the flow of information [22], [17], [4], [36]. Tie strength can 
be reflected by the number of common friends or triples formed by two individuals. 
Consumers are more likely to open e-mail messages sent from a person that they feel 
close to [8], [22] and stronger ties can increase the likelihood that the message will be 
passed along to others [26], [22]. Strong ties built on time spent together, emotional 
intensity, intimacy and reciprocal services between people [16], facilitate the flow of 
information. However, the weak ties serve as bridges creating short paths in the net-
work [16] and allow us to reach a larger number of people in the network and to trav-
erse greater social distance. 

2.3 Characteristics of Transmitted Information 

Vital for the awareness, usage and transmission of information is its relevance to the 
preferences of the receiver [22]. In Second Life community study [2], for the conta-
gion it was vital, if the asset was popular or niche, as both types of assets were spread-
ing through the network differently. 

2.4 Limitation of Earlier Approaches and Motivation 

Majority of the presented studies concentrate on characteristics of people engaged in 
the diffusion process, channels and structures through which an information is trans-
mitted and the characteristics of the information. Relatively small work is addressed 
to the behaviours of participants and social stimuli that directly or indirectly come  
from behaviour of other people engaged in the diffusion process. The goal of  
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proposed model is to focus on those behaviours. Authors take into account micro 
(personal decision) and macro (social stimuli) perspective of human action in the 
context of viral diffusion process. The study captures participants' activity before 
infection, actions related to information spreading, activity after infection and reach-
ing the goal of diffusion which in our case is the participation in the event.  

While multistage models of participation in the diffusion of information attempt to 
fill the research gap and investigate participants behaviours, the observations of this 
kind focus mainly on the behavioural paths previously assumed theoretically and 
ignore other paths that can occur. The authors propose and verify the conceptual 
model of participation in the diffusion process, and the study is not limited to the 
observations of behavioural paths assumed in the model. The present work attempts to 
observe all possible behavioural paths that reflect the stages of engagement in the 
diffusion process and presents as well some behavioural shortcuts that lead to the 
main information diffusion goal which is the decision to participate in the event.  

3 Conceptual Framework  

The model is targeted to virtual avatar chat world where the interactions among com-
municating users are more similar to a real world environment. Virtual versions of 
real goods can be used and exchanged. Interest can be built for example by observing 
goods possessed by other users or by messaging the information. In Fig. 1, the exem-
plary stages of communication based on viral content and typical activities in the 
system are shown.  

 

Fig. 1. Exemplary viral campaign in the online environment 

Among users U={u1,u2,u3,u4,u5,u6,u7,u8,u9} logged to the system, communication 
channels with messages m, pm may be identified. At the awareness stage, users are 
exposed to different ways of building attention to viral campaign integrated with chat 
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messages system. Both public and private messages can contain keywords related 
directly to viral action and are denoted as m* and pm* respectively. Communication 
containing keywords related directly to the campaign may build interest in action 
apart from the main viral visual components v1and v2. Users u1,u2,u7 are infected ear-
lier and they have visual components in their repository. User u1 has the set of two 
viral components C1={v1,v2}, assigned user u2has one component C2={v1}and user u7 
has one component C7={v2}. Messages containing keywords and visual components 
related to the campaign may be exposed to other users, building their interest and 
demonstrating the engagement in action. At this stage there are factors building atten-
tion for the user: using visual objectsa1,i, public messages containing keywords 
a2,iandprivate messages with keywordsa3,i. At the infection stage users are infected 
with viral content: user u3 receives content v1 from user u2, user u5 receives content v1 
and v2 from u1, and user u8 receives content v2 from u7. At the engagement stage in-
fected users can engage in propagating information about campaign and increase their 
own interest in virus. Newly infected user u3 exposes content v2 to user u4 increasing 
the current level of interest and sending private message pm*3,4 containing keyword 
used in the campaign. User u8 exposes content v2 to user u6and this results with the 
infection. User u5 is not engaged in spreading the information about viral content and 
he/she sends public messages without any viral content. Finally, at Stage 4 (action) 
some of the infected users make up their decision and they reach the campaign target 
which can be defined as interaction required by the campaign organizer. Usually, only 
a fraction of users will reach this stage. In the exemplary process users u2 and u8 in-
fected earlier with viral content, and user u4who was not infected with viral object but 
was exposed to the messages containing information about campaign, decided to per-
form the expected action. The example presented typical stages of communication 
from multiplayer online systems like games and virtual worlds. To generalize the 
approach, authors identified the characteristics of each phase of communication and 
characterized the process of participation in the campaign as composed of four stages: 
attention, infection, engagement and action presented in Fig. 2. 

 
Fig. 2. A multistage model for viral campaign in online environment 
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At each stage there were factors specific to the particular stage. At the first stage 
related to building attention, a set of activity factors before infection 
AF={af1,1,af1,2,…,af1,n} is measured. At this stage, users can send and receive both 
public and private messages. Interest in action is measured as a ratio of messages 
containing keywords to all messages. Some of the users from the first stage can be 
infected with different components of viral action at the second stage. And at this 
stage infection factors can be measured from set IF={if1,1,if1,2,…,if1,n}. After the infec-
tion took place, users can continue to engage themselves in the action but apart from 
messages with keywords they can spread viruses and use visual components to build 
the attention among other users. Factors measured at this level are included in a set 
EF={ef1,1,ef1,2,…,ef1,n}. At the last stage response factors showing engagement in 
relation to the main goal of campaign may be identified. A set of response factors 
during campaign is denoted by RF={rf1,rf2,…,rfk}. Apart from users engaged in the 
campaign and viral transmission, the activity of users that were not infected by viral 
content is captured, as they "can go" to last stage without earlier infection. To gather 
information about users’ activity, the transition probabilities between stages may be 
computed. Probability p2,4 represents the probability of response without engagement 
after infection, p3,4 represents the probability of reaching the goal of campaign after 
engaging in the spread of information about the campaign using different forms of 
activities. The p0,4 denotes the probability of reaching the campaign goal without in-
fection and no interest revealed in the campaign. Between stages the probabilities are 
measured as p1,2 and p2,3. Users do not necessarily need to take actively part in all 
stages of the campaign to perform the required action and in our case attend the event. 
In the system, the reference factor showing typical activity may be defined. Reference 
activity shows the typical action in the system as well as the overall activity in the 
period analyzed like number of logins, time spent in system or communication activi-
ty. The defined measures can be used for the evaluation of viral campaign not only in 
terms of viral spread but also as engagement in different stages of campaign, thus 
comparing different approaches. In the next step, the empirical research based on the 
proposed approach is presented. 

4 Empirical Results 

To verify the proposed approach, authors used the dataset from online platform that 
connects functionality of multiplayer system and virtual world was used. The system 
combines function of chat and the entertainment platform where users are represented 
by graphical avatars. They have the opportunity to engage in the life of online com-
munity and to perform actions in different fields. Users have the access to virtual 
objects like avatars, clothes, different characters and special effects that can be dis-
tributed among users thought the viral transmission. The dataset was collected during 
the event with the main goal to motivate users to attend meeting in the system related 
to the virtual protest. The action was started five days prior to the event and two  
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visual viral elements were used in a form of avatar face and informative object hold-
ing in avatar hand, which was an expression of a pro-protest attitude. The keywords 
related directly to viral action were identified. In the period t there is the total number 
of 4910 unique users logged into the system. The viral content was initially delivered 
to 16 users selected from the most active group of protesters which became seeds for 
viral transmissions. The only way to obtain the items was by receiving it from other 
users.  

To measure the campaign performance, a designed tracking system was used to 
capture all the actions related to the campaign by assigning them to the specific stages 
of campaign. The viral components were designed in a form of digital goods assigned 
to the user inventory. In the inventory, users can collect different elements of avatars 
or objects with special functionalities. After the viral infection, the digital object is 
added to the receiver inventory and it can be used in the visual chat environment. 
During the infection, the object is duplicated and a copy of the object is delivered to 
the receiver as well as stays at the sender’s account. The tracking system was measur-
ing the events related to sending objects and using the object at different stages of the 
process. The usage of the object was treated as an engagement and was represented by 
putting a mask on the avatar or using the transparent. Each time the mask or transpa-
rent was used, the system was saving the related actions with the assigned timestamps. 
Sequences of infections were used to build connection and to observe the diffusion of 
digital objects. Moreover, the tracking system was capturing keywords related to the 
campaign and assigning them as an additional measure of engagement. Also the infor-
mation about users entering the dedicated chat room was collected. The obtained data 
was anonymized and no personal information about participants was used. 

Among logged users 324 of them received viral content and 134 of them decided to 
send assets to friends which makes41% of receivers engaged in forwarding messages. 
The monitoring of participation at each stage was based on the messages, usage of 
viral components and sending the viral content. The results showed that from all in-
fected users 128 (39%) reached the goal of campaign and in the fifth day participated 
in the event. The event was visited by 197 users not infected directly by visual com-
ponents. It shows that other factors affecting decisions and attitudes exist and not 
necessarily directly related to main viral campaign. The next part of the analysis was 
performed by using participation factors for the proposed multistage approach. The 
analysis was performed for activity within five days frame. To monitor engagement at 
this stage, factors showing communication activity containing keywords in relation to 
all messages sent by user during the monitoring period were defined. As observed in 
the campaign, most of the users' activity was recorded in the system and it was possi-
ble to track the activity before the infections. In the stage S1 (awareness stage) activ-
ity prior to infections is included, S2 (infection stage) contains activity related to in-
fections and stage S3 (engagement stage) contains activity after infection prior to 
main event. Within stage S4 (actions stage) factors representing visiting event and 
activity during event where identified. The probabilities of transitions between stages 
where computed. Table 1 shows identified activity factors for all stages. 
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Table 1. Activity factors measured during campaign  

Factor Description 

S1:af1,1 Messages containing keywords sent by non-infected users before event divided 
by all sent messages 

S1: 
af1,2 

Messages with keywords received before event by non-infected users divided by 
number of messages received in this period 

S1: 
af1,3 

Messages containing keywords received by infected users before infection di-
vided by all messages prior to infection 

S1: 
af1,4 

Messages containing keywords sent before infection by infected users divided by 
all messages prior to infection 

S2: if2,1 Viral component received 
S2: if2,2 Viral component sent 
S3:ef3,1 Messages sent with the keyword after infection before event divided by all mes-

sages sent in this period 
S3:ef3,2 Messages with keywords received after infection before event divided by number 

of messages received in this period 
S3:ef3,3 Viral component used after infection before event divided by all messages sent 

by user 
S4:rf1 Visit to event 
S4:rf2 Number of messages sent during event by infected users with keywords divided 

by all messages sent during event 
S4: rf3 Number of messages sent during event by non-infected users with keywords 

divided by all messages sent during event 
S4:rf4 Number of times viral component was used during event divided by number of 

messages sent by user during event 

 
Among all logged users 1298 communicated the keywords and 245 of them were 

infected (p1,2= 0.19). 152 users after infection sent messages containing key-
words(p2,3= 0.47). 73 of the users from Stage 3 visited the event, resulting in 
p3,4=0.48. A number of 1021 users among not infected used keywords in messages 
and 118 of them visited the event (p1,4=0.12). 106 users after infections did not use 
keywords in messages and 44 of them visited the event, resulting inp2,4=0.41. 125 
users after infection sent messages with keywords and 61 of them visited the event 
(p3,4=0.49).3604 users (logged to system during five days)did not use keywords in 
messages and 79 of them visited event (p0=0.022). Fig. 3shows the probabilities as-
signed to each stage of the process. 

The transitions between the stages show that reaching each level of the process in-
creases the probability of attending the main event. The probability of attending the 
event was increased from p0=0.022 to p1,4=0.12 if the engagement in sending mes-
sages was observed even without infection. Receiving the viral content increased the 
probability of reaching the final stage to p2,4=0.41 even if no engagement was ob-
served after the infection. It shows that the viral content was affecting the decision to 
join event and the probability increased after engagement and infection to p3,4=0.48. 
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Fig. 3. Probabilities assigned to moving between stages 

The differences between users of group G1 visiting the event and group G2 not vis-
iting the event among all users logged to the system within the monitored period were 
found. A number of 4585 users did not visit the event while 325 visited. Table 2 
shows the analysis based on the Mann-Whitney significance test. 

Table 2. Differences between visitors and non-visitors for group G1 and G2 

Factor Rank 
Sum 

Rank 
Sum 

U Z p-value Valid N Valid N 

if2,1 1069235 10987270 473865.0 10.98194 0.000000 325 4585 

ef3,2 1011660 11044846 531440.5 8.65046 0.000000 325 4585 

af1,4 984894 11071612 558206.5 7.56659 0.000000 325 4585 

ef3,3 982105 11074400 560995.0 7.45367 0.000000 325 4585 

ef3,1 964057 11092449 579043.5 6.72281 0.000000 325 4585 

if2,2 940898 11115608 602202.5 5.78500 0.000000 325 4585 

af1,3 902094 11154412 641006.5 4.21366 0.000025 325 4585 

af1,1 880253 11176252 662847.0 3.32924 0.000871 325 4585 

af1,2 840438 11216067 702662.0 1.71696 0.085987 325 4585 

Significant factors were related to the messages: received messages with keywords 
related to event after infection ef3,2 and sending messages with keywords af1,4before 
infection. Before infection users interested in action were discussing about it and 
keywords related to event were used at this stage. Analysis show that engagement at 
early stage was resulting in higher interest to the main action. The next important 
factor ef3,3 is showing that users in group G1were more actively using viral compo-
nents after the infection. The engagement in the event and factors affecting intensity 
of messages containing keywords during the event were also analysed. The results 
based on multiple regression are showed in Table 3. 
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Table 3. Factors affecting engagement during event 

Factor b* Std. Err. b Std. Err. t(315) p-value 

Intercept   0.067661 0.014063 4.811124 0.000012 

ef3,3 0.000578 0.062929 0.000953 0.103667 0.009191 0.992673 

ef3,2 -0.001277 0.063362 -0.001440 0.071463 -0.020152 0.983935 

ef3,1 0.070580 0.054658 0.019943 0.015444 1.291298 0.197547 

if2,2 0.012411 0.062075 0.000573 0.002867 0.199935 0.841661 

if2,1 0.092130 0.067792 0.010677 0.007856 1.359003 0.175118 

af1,4 0.295254 0.059231 0.615257 0.123426 4.984810 0.000023 

af1,3 -0.052056 0.053760 -0.123527 0.127568 -0.968319 0.333628 

af1,2 -0.045759 0.050451 -0.508764 0.560928 -0.907004 0.365098 

af1,1 0.316411 0.050446 0.906451 0.144517 6.272283 0.000012 

Two from measured factors resulted as statistically significant. As the most impor-
tant factor af1,1was identified, representing the number of messages with the keywords 
sent by non-infected users in relation to all messages before the event. The second 
important factor was af1,4showing the engagement in the distribution of messages with 
the keywords by infected users before the infection. In the next stage, multiple regres-
sion analysis was performed only using infected users and their activity during the 
event. As factors affecting the engagement the results showedaf1,4and ef3,1, represent-
ing the engagement in the action before the event. The engagement before the  
infection was more important than after the infection. And finally, no statistically 
significant factors were identified as affecting af4,and the usage of visual components 
during the event. This result confirms that users engaged in the first stages of the 
process were more willing to engage in the final event. 

5 Discussion 

The performed experimental studies showed that reaching each level of the diffusion 
process increased the probability of attending the main event. The behaviour before 
the event (receiving and spreading messages and viral components) was related di-
rectly to the activity during the event. Not only the number of infections received by 
user was increasing its interest in action but also the number of infections sent by a 
user. Using viral components by a person increased the interest in action of people 
being receivers of the information, as well as confirms sender's interest in action as 
the expression of some attitude (e.g. manifesting the opinion or convincing others to 
it) strengthens the attitude. Interestingly, users directly interested in the action even 
without receiving the viral components joined it. Probably because the diffused in-
formation was not specific for the studied online platform and diffused also in a real 
world. Hence, the behaviour of some participants were not necessarily influenced by 
stimuli that directly came from other users but have their own attitude acquired out-
side the platform.  
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Tracking the steps of participation in the diffusion process, authors tried to fit us-
ers’ behaviour to the AIEA model, which describes the increase of participation lead-
ing to the final stage – action. Generally, the basic intuition suggests that the users 
which were the most engaged would follow to the action stage. As the results showed 
on Figure 3, this kind of intuition might be misleading because this group represents 
only a small fraction of all users in the last stage. This analysis showed that there is a 
significant importance of other paths in the model which may be understood as short-
cuts from one of the previous stages towards the last stage. For instance, a high frac-
tion of users took part in the event who were registered previously only in the atten-
tion stage (S0 -> S4).In that case all the paths should be analysed with equal impor-
tance because the analysis showed that the majority of users participating in the final 
event were not necessarily the most engaged ones. This leads to the conclusion that in 
the online environment, the action performed by users may result in bigger changes if 
someone was not present in all stages. The other question arises: what is the role of 
users who are very engaged but not participating in the event? Although someone 
may ignore them, their role is invaluable in terms of influencing other users – if they 
would be passive in terms of infecting other users, the number of users in previous 
stages would be significantly lower. The vital role of users in the third stage is to in-
crease the overall interest of users into the event and, as the analysis showed, even 
weak engagement of users in the whole multistage process will convert to the final 
action. 

6 Summary 

Social contagion studies are usually a simplification of a real world situation where 
decisions related to participation in viral diffusion are based on many different factors 
which are difficult to observe and monitor. The current study refers to some of them: 
verbal communication, visual aspects of infections when viral content is visible, inter-
est to viral content revealed prior to infection and talks about it. The proposed model 
attempts to merge micro and macro dynamics of human behaviour. The former reflect 
intra-personal process of making the successive actions by a person, the latter pay 
attention to the inter-actions that occur between a person and other people. 

The study showed that the stages in viral diffusion process are not necessarily se-
quential. By studying the additional paths (shortcuts) in the users’ participation proc-
esses, the analysis showed that users mostly did not followed the basic path. That 
leads to the finding that viral diffusion process probably is not a linear sequence of 
actions but rather a dynamic system, while many models of diffusion assumes the 
infection as a part of a sequential process and many empirical studies covers only the 
observation of previously defined sequence of behaviours. That of course doesn't 
mean that we cannot find any sequential model that describes great a social phenome-
non, but that empirical studies of social diffusion conducted with the interest to the 
dynamics of human actions can be an interesting way of further research. The pro-
posed model and analysis may be used in empirical studies related to social diffusion 
process in online environments, as the studied functionality is similar to many popular 
online setting and the studied phenomenon is not only relevant to social informatics 
but can be applied to many fields related to social contagion: word of mouth and viral 
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marketing, the studies of public opinion and actions, information systems and organi-
zational research.  
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Abstract. With social networks evolving and integrating within traditional pol-
icy domains, the question arises - do we have in our hands a tool for genuine 
participation, transparency and dialogue, or are the concerns surrounding priva-
cy, trust, provenance and localization still haunting and shaping the arena? In 
this paper, we discuss this very question via the illustrative lens of the WeGov 
Project. We start by providing a critical rethinking of e-governance within the 
context of social media. We then move onto an in depth look at the WeGov 
project, its toolkit, end-user engagement strategies and methodologies. Finally 
we draw from our findings some critical insights into the impacts on and impli-
cations of such technologies for the policy-making environment. We conclude 
with a set of recommendations for future work in this area as well as a summary 
of key lessons learnt within this innovative initiative. 

Keywords: Trust, Provenance, Social Networks. 

1 Introduction 

Recent developments in Information & Communication Technologies (ICTs) have 
reframed policy and governance contexts to allow for greater, more transparent citi-
zen engagement on issues relating to participative, citizen-led political change & de-
velopment. There is a need to provide both policy makers and citizens with access to 
the tools, information, and skills necessary to make informed decisions and to take 
full advantage of opportunities for community development in the policy-making 
process. 

With regard to technological innovations that are enabling shifts in policy making, 
two ICTs most dramatically influence the recent explosion of the “social web”: 

• Mobile Communications – extending Internet access through a new generation 
of mobile phones and handheld computers; 
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• Social Media – enabling individuals to easily upload their own content (text, 
photos, video) and to find (and discuss) the content generated by others; and 
closely linked to this is Online Social Networking – enabling people to main-
tain and to extend their personal and professional networks, as well as to faci-
litate the flow of information through these networks. 

All the above categories are also converging significantly, adding another layer of 
complexity to research in this field. What is of particular interest here is to determine 
how increasingly, policy makers are gaining access to platforms enabling them to 
challenge the status quo of traditional governance, and to imagine what non-
hierarchical participative governments might act like. 

Interest in social networks has grown exponentially with the development and 
spread of online social network sites. Social network sites (SNSs) are “web-based 
services that allow individuals to (1) construct a public or semi-public profile within a 
bounded system, (2) articulate a list of other users with whom they share a connec-
tion, and (3) view and traverse their list of connections and those made by others 
within the system” (Boyd & Ellison, 2007). While their key technological features are 
fairly consistent, the cultures that have emerged around SNSs are varied. Some sites 
cater to diverse audiences, while others attract people based on common language or 
shared racial, sexual, religious or nationality-based identities. Sites also vary in the 
extent to which they incorporate new information and communication tools, such as 
mobile connectivity, blogging and photo/video-sharing (Boyd & Ellison, 2007). 

An impressive body of work already exists around the thematic strains of trust and 
provenance in social networks (Golbeck, J., 2006 and Zhang, Y., Chen, H., and Wu, 
Z., 2006), these have mostly taken the route of computational modeling (agent based 
and statistical analysis). We hope to complement this understanding via a qualitative 
route, whereby we base our analysis on interview data derived from in-depth inter-
views with policy makers as stakeholders. Their experiences, opinions and outlook 
deriving directly from engagement with the latest technical tools has provided us with 
rich insights into the trends and trials facing the integration of social networks into 
every day policy making. 

In this paper we critically examine the value attributed to data collected from social 
media, in terms of localization as well as trust and provenance, from the point of view 
of policy makers. This stakeholder group is of particular importance we believe, as 
within the political arena of governance, citizen opinions and preferences have tradi-
tionally been vulnerable to manipulation to suit the vested interests of those in power. 
How this dynamic is influenced by current SNS evolution, forms the main thrust of 
our examination within this paper. To contextualize our inquiry we use the case of the 
WeGov project, which provides us with a unique lens through which to analyze press-
ing questions surrounding the meeting of social networking worlds and policy-
making. 

In particular we look at the WeGov toolbox, which is a web application to support 
policy makers’ everyday interactions with citizens on SNS. Politicians login with a 
username and password to see the landing page showing updated search and analysis 
results in a set of widgets that can be customized around topics and groups of their 
choice. Some widgets can be geographically restricted to the current location of the 
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politician and additional locations can be added to the WeGov toolbox. In addition to 
widgets on the landing page, the toolbox supports a search page with further functio-
nalities and more detailed search and analysis results. Three different analysis com-
ponents allow users and comments to be identified with respect to a particular topic: 
(i) the topic opinion analysis creates groups of words that represent the topics within a 
discussion; (ii) the user activity analysis predicts which posts are going to generate 
more attention; (iii) and the user behavior analysis classifies users according to their 
behavior and interactions within the SNS. During the design of the WeGov toolbox 
policy makers’ have been engaged in almost all phases of the development process. 

This paper starts with theoretical considerations concerning the rethinking of E-
Government (& in particular the integration of social networks within the field of 
policy making). It presents the landscape of governance with a brief overview of what 
new forms offer over traditional ones. This is followed by a detailed description of the 
WeGov case. The successive steps in the development of the WeGov toolkit are pre-
sented and illustrated with the most important research results. We examine in light of 
our stakeholder engagement, the issues of localization as well as trust and provenance 
that emerge with the adjustments brought on by SNS use in policymaking. Finally, the 
validation and evaluation of the toolkit is discussed, together with conclusions and 
recommendations drawn from the research. 

2 Rethinking Governance - The Landscape Then and Now 

Reform in the field of public governance relates to several ‘ideals’ upheld within the 
umbrella term of “good governance”. According to DFID, good governance is cen-
tered upon three main concepts (DFID, 2006): 

• State capability: the ability to get things done, to formulate and implement pol-
icies effectively. 

• Accountability: a set of institutionalized relationships between different actors 
that might help bring about responsiveness. 

• Responsiveness: when a government or some other public authority act on 
identified needs and wants of the citizens. 

It is these twin concepts of responsiveness and accountability that interest us the most. 
For we seek to critically examine both the trust and provenance attached by policy 
makers to dialogues with citizens on social networks, and their need to respond effi-
ciently to their local constituency needs. 

It is crucial to define what we mean when we refer to e-governance, given the 
broad nature of the term and its myriad uses. In this paper we look at e-governance as 
"the use by government agencies of information technologies (such as Wide Area 
Networks, the Internet, and mobile computing) that have the ability to transform rela-
tions with citizens, businesses, and other arms of government. These technologies can 
serve a variety of different ends: better delivery of government services to citizens, 
improved interactions with business and industry, citizen empowerment through 
access to information, or more efficient government management. The resulting  



520 S. Joshi et al. 

 

benefits can be less corruption, increased transparency, greater convenience, revenue 
growth, and/or cost reductions." (Retrieved at: http://go.worldbank.org/M1JHE0Z280 
on 29th Sept 2012.) 

Proponents often promise the outcome of better government including improved 
quality of services, cost savings, wider political participation, or more effective poli-
cies and programs (Garson, 2004; Bourquard, 2003; Gartner, 2000). Others argue the 
ideal of E-Government has not accomplished the promise of more effective and dem-
ocratic public administration (Jaeger, 2005; Garson, 2004). (Heeks, 2003) estimates 
that the failure rate of E-Government projects may be as high as 85%. Therefore, 
despite large investment, debate continues concerning the vision of E-Government for 
administrative reform. We take from these studies the idea of e-governance as a facili-
tator of efficiency and better utilization of resources, and critically examine this rhe-
toric in light of our experiences within the WeGov initiative. 

It is proven that access to information and communication in its own right plays an 
important role in promoting good governance (Coffey, 2007). In a policy note, 
DCERN (Development Communications Evidence Research Network) concludes that 
if “we accept the view that governance requires an inclusive public space based on 
informed dialogue and debate – an environment in which voice and accountability are 
central – then it is clear, in theory at least, that communication must have a positive 
impact on good governance” (DCERN, 2007, p 5). The question that arises then is - 
Can social networks facilitate in creating this inclusive public policy space, or at least 
access to it, where dialogue and debate is key? 

New possibilities offered by ICT give governments chances to rethink ways of 
working and providing services for citizens and businesses (Bekkers & Homburg, 
2007; Heeks, 2003; Prins, 2001). In this changing world, government authorities si-
multaneously face two challenges: the importance of fulfilling the new needs and 
expectations of their citizens and the reality of reduced budgets (Bertot & Jaeger, 
2008). The new service delivery must provide greater satisfaction with higher effi-
ciency (West, 2004). 

3 Trust and Provenance: How to Navigate Relationships 
between Policy Makers and Citizens in an Online World? 

Any technical system that is brought into the policy-making environment can only 
work efficiently as part of the larger socio-technical system - i.e. the organization and 
its human actors (Checkland, 1999). Some authors claim that reported failures of 
systems to yield the expected productivity gains in organizations (Landauer, 1996) 
partially stem from a reduction in opportunities to build social capital (Resnick, 
2002). Trust can be formed as a by-product of informal exchanges, but if new tech-
nologies make many such exchanges obsolete through automation, trust might not be 
available when it is needed. We find similar considerations in the field of sociology 
and public policy: the drop in indicators of social capital seen in modern societies in 
recent years has been attributed—among other factors—to the transformations of 
social interactions brought about by advances in communication technologies  
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(Putnam, 2000). Interactions that used to be based on long-established personal rela-
tionships and face-to-face interaction are now conducted over distance or with auto-
mated systems—a process known as ‘dis-embedding’ (Giddens, 1990). According to 
this view, by conducting more interactions over distance or with computers rather 
than with humans, we deprive ourselves of opportunities for trust building. If we are 
to realize the potential of new technologies for enabling new forms of interactions 
without these undesirable consequences, trust and the conditions that affect it must 
become a core concern of systems development. 

In a similar vein the provenance of data emerging from online social networks is an 
issue of considerable concern for policy makers who find themselves balancing finely 
between the need the reach out and engage their citizens, while at the same time not 
fall prey to false inputs from either the press or people outside of their local constitu-
ency context. There are two main aspects of data provenance: ownership of the data 
and data usage. Ownership will tell the user who is responsible for the source of the 
data, ideally including information on the originator of the data. So for example, with-
in the case of SNS, the policy maker will need to have a clear idea of where the feed-
back to a proposed law is coming from. Data usage on the other hand gives details 
regarding how the data has been used and modified and often includes information on 
how to cite the data source or sources. Data provenance is of particular concern with 
electronic SNS data, as data sets are often modified and copied without proper cita-
tion or acknowledgement of the originating data set. Within the remit of this paper we 
refer to provenance in terms of source traceability of inputs on SNS. In other words 
we look at who is posting the information and how this impacts trust within the net-
work of relationships online. 

3.1 The WeGov Context – Tool and Socio-technical Construct 

WeGov - Where eGovernment meets the eSociety is a 33 months research project that 
has been funded with support from the European Commission under the SEVENTH 
FRAMEWORK PROGRAMME THEME ICT 2009.7.3 ICT for Governance and 
Policy Modeling. The WeGov project addresses the networking of citizens about 
politics, and with policy makers, through social networks like Twitter and Facebook. 
The approach chosen consists in developing a site, including tools that support the 
political decision-makers in the analysis of social networks. 

The concept of the toolbox is like its name says a box with tools. The tools are ac-
cessible throughout the landing page within small and clearly widgets. Figure 1 shows 
a selection of these widgets. The first widget addresses the main requirement that 
were mentioned by stakeholders from the initial evaluation phase for monitoring the 
constituency or local regions. This widget works as storage for locations. End users 
can create locations and use them in combination of other functionalities. The geo-
graphically restriction is currently implemented with Twitter. 

The topic analysis functionality (Cp. Figure 1, panel bottom left) reorganizes 
comments within groups of words that represent a subset of a discussion. (Naveed  
et al. 2011; Sizov, 2010) The purpose of discussion activity analysis is to predict 
which posts are going to generate more attention. In the WeGov toolkit the output of 
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this analysis is translated in top posts to watch (Cp. Figure 1, panel bottom right). The 
top users to watch are computed by adding the scores of the top posts for each user 
(Cp. Figure 1, panel bottom center). I.e., the top users are those who generate more 
top posts (post that are likely to generate higher levels of attention). (Rowe et al., 
2011a; Rowe et al., 2011b) The purpose of user behavior analysis is to classify users 
according to their behavior and interactions within the SNS (Cp. Figure 1, panel top 
right). (Rowe et al. 2011a) 

 

Fig. 1. WeGov toolbox component 

3.2 Methodology – How We Set Up Our Experiments and How We Engaged 
Our Stakeholders? 

On the one hand the WeGov toolbox is a research project that develops a website 
within the field of policy-making to support everyday life functionality for engaging 
policy makers with citizens on SNS. Hereby the challenge is the overlapping of the 
politicians’ needs and the technical feasibility of analysis components that are devel-
oped in the project. On the other hand the WeGov toolbox is a feasibility study for 
validating its approach of using automatic analysis components to engage with citi-
zens on SNS. Therefore it is necessary to engage policy makers already in the design 
process of the analysis tools. The development process needs continuously iterations 
of combining the policy makers’ requirements with the technical feasibility from the 
viewpoint of analysis tool development throughout presenting and discussing soft-
ware prototypes. 

3.3 Socio-technical Plan 

The aspired outcome of the WeGov project is a toolbox for the e-government to better 
engage with the e-society and to attenuate the gap between them. Therefore the 
project has developed a three-step model how the socio-technical process will apply. 
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The WeGov toolbox mostly considers members of parliament for validating its ap-
proach. The MP and the MP’s employees organize these channels as well. That’s why 
our methodology includes the “state” person (policy maker) and the state PM’s office 
(PM’s researcher). The state person can have different political layers. For the paper 
we focus on the EU Parliament, the German Bundestag and the city level. The follow-
ing table shows an overview of engage stakeholders. 

The initial user engagement was based on a conceptual approach, supported by di-
agrams and workflows, without the opportunity for hands-on testing by the policy 
maker, making it difficult to create a sustainable commitment to integrate the tool in 
their daily workflow. For further evaluation a prototype that can be given to the end 
users is required. Nevertheless, the outcome of this first engagement phase was very 
helpful to understand the politician’s every day workflow, including profiling the 
politician’s image, public relations, press work and the dialogue with citizens 
(Wandhöfer et al., 2011). We were able to communicate the project’s concept and 
describe the tools. This led to the end users describing situations where they could use 
the tools. These findings (e.g. which Twitter user to follow on “climate change”) led 
to the definition of additional use cases and to the enrichment of the initial ones. 
These use cases have formed the basis of the requirements for the second prototype of 
the WeGov toolkit. The user interactions also supplied new useful specifications and 
functionalities (e.g. SNS search with local relevance to engage with the constituency) 
for the toolbox development. 

The image below captures our research design in a clear graphical form: 

 

Fig. 2. WeGov research design 

This iterative engagement with stakeholders on the projects evolution, progress and 
outcomes will enable the final results to be more grounded and externally verified by 
the current concerns of policy makers, their needs and expectations. The WeGov 
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stakeholder engagement model considers the good stakeholder engagement principles 
of transparency, meaningful dialogue, expectation-management, feedback and analy-
sis within its practical execution (Good Stakeholder Engagement - Key Components 
of Stakeholder Engagement. URL: http://goo.gl/hoq2L (Retrieved May 2012). 

For the purpose of this paper we look at 28 interviews that span the period of June 
2011 to June 2012. These were conducted in two phases. 

 
Fig. 3. WeGov methodology steps 

Within this process it is necessary to identify and understand the behavioral  
patterns how the e-Government interact with SNS and what their expectations and 
problems with this technology are. These patterns will be stereotyped to start the so-
cio-technical process of designing helpful tools to interact with SNS users. Within a 
further step technical systems are shown to the e-government to evaluate the imple-
mented use cases including the system functionality and its usability. This process is 
kind of a socio-technical harmonization to better understand behavior and require-
ments and to improve the everyday life functionality. Within the third step the focus is 
on the validation of the analysis results that are provided by the software. This step is 
quite important to receive feedback on the usefulness of the tool results for everyday 
life and to identify parameter that influences this usefulness for further improvement. 

4 Key Research Question 

Within the remit of this paper we want to examine two things essentially – the ques-
tion of 'localization' or 'proximity' of data to make it most relevant and desired from 
the point of view of the policy makers. And 'the question of 'trust' and provenance – 
which goes both ways – in terms of the policy maker trusting the data gathered from 
citizens via SNS and the resulting analysis from our semantic tools, as well as citizen 
being able to trust in the policy makers. Issues surrounding privacy are particularly 
relevant in the latter case as there is a fine line of consent between monitoring citizen 
responses in public debates and discussions and monitoring citizens themselves. Be-
low we examine some key findings along these two thematic axis (localization & 
trust), emerging from our interview data. 
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4.1 How Does WeGov Match Evolving Needs? 

The process of early stakeholder engagement has identified stereotypes that describe 
why the engaged stakeholders interact with the social web and how they proceed. 
These results are mainly from a live demo with stakeholders from the German Bun-
destag (n=29) that feeds into an open discussion and expert interviews (n=16) that 
were conducted between June and July 2011. The expert interviews included Mem-
bers of the European Parliament (n=3), employees that work to a Member of the 
German Bundestag (n=11), Members from the State Parliament Nordrhein-Westfalen 
in Germany (n=1) and members with leading positions from parliamentary parties 
(n=1). 

The following table outlines how WeGov matches the policy makers’ evolving 
needs during their engagement within the WeGov project. Three columns outlines 
some identified examples (1) why policy makers using SNS, (2.1) what their beha-
vioral patterns are and (2.2) what they expect to solve with Web2.0 technology like 
WeGov, and (3) how WeGov supports these needs. Main problems with SNS interac-
tions often address issues like, the workflow is applied manually, the tools are black 
boxes and do not provide transparency, or the tools are changed frequently (e.g. dri-
ven by data policy and new features). 

Table 1. How WeGov matches the policy makers‘ evolving needs 

(1) Identified purposes 
why policy makers 
using SNS 

(2.1) Identified stereotypes 
how policy makers using SNS 
(2.2) Identified stereotypes 
how policy makers wish using 
SNS  

(3) Supported WeGov 
functionality that matches 
policy makers’ needs 

(a) Information fishing 

─ for topics 
─ for persons 
─ within regions 
─ trends of topics 

─ PM using Twitter to identify 
information sources (Twitter 
users), to follow them and 
being informed on a topic. 
This requirement is also va-
lid within the constituency. 

─ PMs using tools like Google 
trends to get “trending” top-
ics. 

─ PMs are responsible for 
particular topics - so they 
want to know if topics get-
ting “hotter” or “colder” 

─ WeGov behavior analysis 
provides user roles like 
broadcaster that are in-
teresting to follow. This 
function is also available 
local. 

─ WeGov provides for 
areas that are supported 
by Twitter its “trending” 
topics. 

─ WeGov provides long-
term analysis on the post 
frequency to see if a top-
ic gets more impact. 

(b) Information broad-
casting for profiling 

─ Facebook 
─ Twitter profiles 

─ PMs search for influential 
Twitter users to disseminate 
their press releases. 

─ WeGov behavior analysis 
provides the user role 
“influential users”. 
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Table 2. (Continued) 

(c) Gathering citizens 
opinions and sentiments 

─ on topics 
─ on topics and loca-

tions 
─ within locations 

─ PMs search for citizens’ 
opinions on Twitter and Fa-
cebook. It’s difficult to iden-
tify relevant comments. 

─ PMs monitor Facebook 
pages (especially within 
their constituency). But there 
is much noise on the Face-
book feed. 

─ WeGov provides opi-
nions related to topics. 

─ WeGov provides opi-
nions related to topics 
and locations. 

─ WeGov will provide 
sentiments related to top-
ics and locations in the 
feature. 

(d) Gathering citizens 
feedback  

─ on topics 
─ on topics and loca-

tions 
─ on the MP’s state-

ment 

─ PMs search Twitter or Face-
book pages to gather citi-
zens’ feedback on particular 
topics. 

─ PMs post on Twitter and 
Facebook and read citizens’ 
comments. 

─ WeGov provides Twitter 
queries to identify topics 
and analyze users’ com-
ments 

─ WeGov provides main 
topics within the discus-
sions. 

(e) Starting a two-way 
dialogue with citizens ─ PMs often start a dialogue to 

citizens to address (c) and 
(d). 

─ WeGov toolbox will 
provide a “dialogue” and 
“reply” button. 

4.2 Our Findings and Evaluation Results 

We start our analysis by asking how the WeGov contribution to the policy domain 
differs from previous non-technological methods of communication between policy 
makers and citizens. While direct comparison is difficult, it is very common that SNS 
users react on MP’s post with calling the office or writing a letter or email to the MP. 
Thus we find the more traditional communication approaches are complemented via 
SNS rather than replaced by them. Furthermore, policy makers use more traditional 
mediums such as their departmental website or local print media in addition to posts 
on SNS. This ensures a wider audience base for them. Another key concern reported 
from our end users refers to the strong lobby of journalists or press who dominate the 
tracking and response to MP’s posts and who dive in the dialogue before citizens have 
a chance to. Our end users (policy makers) went on to state that the journalist (tradi-
tional media) "lobby is strong. They informed us that journalists directly answered on 
MPs Tweets and blocked citizens interaction out". " This finding highlights an older 
tension between policy makers and journalists with regard to access to information, 
which given the more informal setting of SNS, works in the favor of the latter. This 
was illustrated by our policy makers who said "journalists are fishing for MPs com-
ments" and this greatly impacts on the level of trust then invested in publishing com-
ments and information on SNS. 
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Our MEPs in Belgium and France also echoed this concern that ”the major users of 
Twitter were the professional journalists and the other policy makers, rather than the 
citizens”. 

What are the trends and trials facing the integration of social networks into every 
day policymaking? 

Twitter is very common for publishing information; monitoring information pro-
files or reacts on posts by replying. In addition it is very helpful to get informed very 
quickly. Within the German Bundestag it is a common situation that MPs need to 
speak on side topics that they have not known before. The preparation time for this is 
only a couple of days. Here Twitter is a useful tool to get informed on the topic very 
quick and to grab some sentiments what people are thinking on these sub topics. Fa-
cebook is more used for public relation. It is hard to find groups or pages (e.g. for 
topics and constituency) and if they found a group there is less conservation or less 
‘likes’. 

Social Networks – Opening new frontiers or reinforcing old dynamics – What is 
the inherent value added from data collected off these networks? 

MPs believe that web2.0 technology enables open and fast dialogue with citizens. 
Our end users informed us that "it's difficult to catch citizens opinions", via traditional 
means, so social networks at once offer a wider reach and immediacy. The proximity 
is something unparalleled and hence of great attraction to policy makers working at 
engaging more citizens. Our MEPs found Facebook to be "time consuming with re-
gard to finding influential groups or pages". Twitter was better suited for this kind of 
work. They also went on to state that "Facebook works as an ice breaker for dialogue" 
i.e. its inherent value lay in more social connections rather than information load. Our 
policy makers were interested in "asking citizens questions that typically they would 
ask other MPs. This would work as an ice breaker for dialogue". 

Measuring the impact of their communication online is by far an important chal-
lenge for our policy makers. Those interviewed were searching for mechanisms to 
measure the impact. For instance on Facebook it is possible to gather the counts how 
often a picture was clicked to view it in the bigger format. But it is not possible to get 
a count on how many people have recognized one post. And there are viral effects 
that spread posts to third people. The interviewees expect some tools (in the case of 
WeGov) to benchmark their activities within the social web. Currently they do not 
have a solution and need to get direct feedback from their network. 

The main rationales behind our policy makers’ use of SNS were "press work, pub-
lic relations, dialogue", " still. They went on to state that the "monitoring of their con-
stituency to measure MP's SNS public relation efforts", was identified as a key target. 
This links to our previous point of how traditional media relations within policy mak-
ing are supplemented by SNS rather replaced by it. Our end user experiences show: 
"citizens want to connect with MPs as friends rather than being fans". The "dialogue 
on a MP's friend page was felt to have more impact than on a MP's like page". 

Local context: the importance of immediacy: What are the implications for trust 
and what are the demands/ needs for localization? What does this say regarding the 
'global' nature of debate on SNS? 
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The policy makers we spoke to expressed a need for monitoring their local consti-
tuency in order to get aware of the problems within it. The French MEP in our user 
base in particular was very interested in analyses for a geographical area that more or 
less corresponds with his constituency territory. Meanwhile the city of Ghent asked 
whether it would be possible to perform analyses according to city quarters that de-
scribe the subdivision of the city into ‘neighborhoods’. Thus we see an interesting 
paradox here, where instead of a broadening or ‘global’ view of policy making, our 
end users were more interested in applying SNS tools to better understand more frag-
mented neighborhood level areas within their constituency. We were told the imme-
diacy and proximity this offered allowed them to better address their citizen needs, 
rather than if they looked thematically at issues affecting wider regions. Most "citi-
zens as friends or fans are from the MP’s own constituency" (n=3). Furthermore, 
"local topics enable more dialogue" (n=4), and "provenance and real user names are 
important" (n=4). Thus our end users were sending us a clear signal that the local 
content within their SNS feeds was of more relevance to their everyday work life. 

More precisely they were also interested in "finding and observing ‘citizen opinion 
leaders’ as this was more effective than finding and reading all citizens' posts" (n=4), 
where by opinion leaders they referred to those SNS users with the highest impact or 
influence in public debates. They also stated explicitly "constituency is important 
towards understanding what makes citizens tick" (n=10). 

The question of Trust? Provenance? 
Policy makers’ still use social media more as an outreach channel (outbound com-

munication) than as an observatory of society. Therefore, the question of relevance 
and authenticity didn’t seem to be a priority by now, within our sample. They were 
more worried by how the citizens would perceive the authenticity of their communi-
cation, how to create impactful posts, and complementary, how to motivate people to 
like and retweet them. The above was more a priority for our stakeholders that 
worked in a more institutionalized structure (political party & city administration). 

This was illustrated by one of our stakeholders in policy making in Belgium, who 
stated that the uptake of social media within their local community seemed slower 
than in a number of other EU countries and hence they felt that “the social media 
community, mainly the Twitter community was “insufficiently representative for the 
Walloon public opinion””. This is an interesting observation as the speaker here was 
directly referring to their local community needs within the context of SNS as a tool 
of political participation. The same people went on to complain, “A small group of 
negative people tend to rotten the debate.” They were referring to the lack of trust and 
harm caused by a few social media users who tended to be abusive and not construc-
tive in their comments. This they claimed was “disproportionate to the representative-
ness of these people and their conversations.” 

The social media owner of the City of Gent asked what the exact value is of the 
signals coming from the citizens through the social media? He asked to which extent 
do these indications arising from SNS have higher emotional load than the more tradi-
tional communication media? These are very pertinent communications arising from 
communities of users who see the value added of greater outreach that SNS promises, 
but at the same time are wary of expecting too many changes or paradigm shifts in 
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policy as a result of SNS integration. The presenter of the above doubts also went on 
to say that the different municipal administrations for which he is coordinating the 
social media are still analyzing what they exactly want to know from the citizen 
through the social media. Hence we are still in early days where the needs and expec-
tations of the two groups (policy makers and citizens) are co-evolving. 

In conclusion we found from our engagement with stakeholders that many policy 
makers find social media to be not representative of the total population they seek to 
address, and that it is still difficult to separate valuable citizen input or feedback from 
expressions of frustration. 

5 Conclusion and Future Directions for Research 

In this paper we have offered a close and critical view of the current landscape of 
social networks within the context of policy making. We have done so through the 
lens of the WeGov project - whose aim is to engage citizens and policy makers in a 
meaningful debate. We asked how WeGov matches the evolving, changing landscape 
of SNS (as well as policy making) and we saw how during the span of the three year 
project, our users themselves evolved in terms of their needs and sophistication of 
tools employed. We also saw that in its early stages of evolution there exist several 
concerns regarding trust, privacy and provenance, which determine update and the 
impact of such technological interventions within the policy domain. Our policy mak-
ers were hesitant in considering the new social media as being truly representative of 
their constituency and hence were only happy to use it in conjunction with more  
traditional media at present. With regard to increased accountability, responsiveness, 
efficient resource mobilization, creation of public policy space, and user (citizen) 
satisfaction - the sentiment of our policy makers was positive if cautious. It emerged 
that local needs and priorities trumped all other functionalities and the stakeholders 
(policy makers) we spoke to unequivocally requested this tool to better address their 
local constituency needs. 

We are aware that the results presented here represent a microcosm of the e-
governance world and in particular a very small niche that is fluent with the latest 
SNS and online tools of engagement. How the insights emerging from this early adap-
tor point of view, can be generalized to a wider domain, remains an issue of scalabili-
ty. We believe that with increasing use and integration of SNS within the arena of 
governance, the lessons we are learning via WeGov will emerge as key best practice 
guidelines for a broader set of end users. 

For future research we propose that the impact of information and data challenges 
such as inconsistent data structures, semantic issues, abusive, irrelevant posts and 
incomplete data, on the success of e-government initiatives need to be explored fur-
ther and presented more thoroughly. In particular we recommend that the need for 
localization be examined more critically in light of new technologies emerging that 
enable the detection of provenance of data. 
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Abstract. During the exhausting search for a given name for the yet unborn
baby, the idea of a name recommendation system based on relations mined from
the “social web” was born. This demonstration paper presents the Nameling1, a
recommendation system, search engine and academic research platform for given
names, which attracted more than 30,000 users within four months, underpinning
the relevance of the task and associated research questions.

Keywords: Given Names, Network Analysis, Recommendation System.

1 Introduction

Whoever had to chose a given name, knows how challenging it is to find a suitable name
which fits to the personal preference as well as the social environment. There is a huge
bibliography on books, listing given names in alphabetical order, as well as dozens of
respective websites. But finding a suitable name in such a list is an exhausting task. Out
of several thousand names, only a small fraction of names is typically relevant to the
reader.

In different contexts, recommendation systems are subject to scientific research, as,
e. g., finding relevant annotations [5], recommending products [3] or suitable movies [2].
So far, the task of finding relevant given names is not formally investigated, though rel-
evant in practice. Based on data observations from the social web, the Nameling gen-
erates such recommendations, enabling users to search for suitable names and browse
through a list of more than 35,000 given names.

2 Basic Concepts

The Nameling is designed as a search engine and recommendation system for given
names. The basic principle is simple: The user enters a given name and gets a browsable
list of “relevant” names, called “namelings”. Figure 1a exemplarily shows namelings
for the classical masculine German given name “Oskar”.

The list of namelings in this example (“Rudolf”, “Hermann”, “Egon”, . . .) exclu-
sively contains classical German masculine given names as well. Whenever an

1 http://nameling.net
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(a) Namelings (b) Co-occurring names

Fig. 1. The user queries for the classical German given name “Oskar”

according article in Wikipedia exists, categories for the respective given name are dis-
played, as, e. g., “Masculine given names” and “Place names” for the given name
“Egon”. Via hyperlinks, the user can browse for namelings of each listed name or get a
list of all names linked to a certain category in Wikipedia. Further background informa-
tion for the query name is summarized in a corresponding details view, where, among
others, popularity of the name in different language editions of Wikipedia as well as in
twitter is shown. As depicted in Fig. 1b, the user may also explore the “neighborhood”
of a given name, i. e., names which co-occur often with the query name.

From a user’s perspective, the Nameling is a tool for finding a suitable given name.
Accordingly, names can easily be added to a personal list of favorite names. The list of
favorite names is shown on every page in the Nameling and can be shared with a friend,
for collaboratively finding a given name.

3 Background

With the rise of the so called “Web 2.0”, various social applications for different domains
emerged, offering a huge source of information and giving insight into social interaction
and personal attitudes. The basic idea behind the Nameling was to discover relations
among given names, based on such user generated data. In this section, we briefly sum-
marize how data is collected and how relations among given names are established.

The Nameling is based on a comprehensive list of given names, which was initially
manually collected, but then populated by user suggestions. It currently covers more
then 35,000 names from a broad range of cultural contexts. For different use cases,
three different data sources are respectively used, as depicted in Fig. 2:

Wikipedia: As basis for discovering relations among given names, a co-occurrence
graph is generated for each language edition of Wikipedia separately. That is, for each
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Fig. 2. The Nameling determines similarities among given names based on co-occurrence net-
works from Wikipedia, popularity of given names via twitter and social context of the querying
user via facebook.

language, a corresponding data set is downloaded from the Wikimedia Foundation2.
Afterwards, for any pair of given names, the number of sentences where they jointly
occur is determined. Thus, for every language an undirected graph is obtained, where
two names are adjacent, if they occur together at least in one sentence within any of the
articles and the edge’s weight is given by the number of such sentences.

Relations among given names are established by calculating a vertex similarity score
between the corresponding nodes in the co-occurrence graph. Currently, namelings are
calculated based on the cosine similarity, which performed best in according experi-
mental evaluations [4].

twitter: For assessing up-to-date popularity of given names, a random sample of tweets
in twitter3 is constantly processed via the twitter streaming api4. For each name, the
number of tweets mentioning it is counted.

facebook: Optionally a user may connect the Nameling with facebook5. If the user
allows the Nameling to access his or her profile information, the given names of all
contacts in facebook are collected anonymously. Thus, a “social context” for the user’s
given name is recorded. Currently, the social context graph too small for implementing
features based on it, but it will be a valuable source for discovering and evaluating
relations among given names.

4 Emerging Usage Data and Research Questions

Beside being a tool for parents-to be, the Nameling also serves a research platform. The
choice of a given name is influenced by many factors, ranging from cultural background

2 http://dumps.wikimedia.org/backup-index.html
3 http://twitter.com
4 https://dev.twitter.com/docs/api/1/get/statuses/sample
5 http://www.facebook.com

http://dumps.wikimedia.org/backup-index.html
http://twitter.com
https://dev.twitter.com/docs/api/1/get/statuses/sample
http://www.facebook.com
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over social environment to personal preference. Accordingly, the task of recommending
given names is per se subject to interdisciplinary considerations.

Within the Nameling, users are anonymously identified via a cookie, that is, a small
identification fragment which uniquely identifies a user’s web browser. From now on
we talk about users relative to this identification, ignoring the fact that users may use
different browsers and/or computers.

Around 37,000 users issued more than 330,000 search queries within the time range
of consideration (2012-03-06 until 2012-07-23). For every user, the Nameling tracks the
search history, favorite names and geographical location based on the user’s ip address
and the GeoIP6 database. All these footprints together constitute a multi-mode network
with multiple edge types. Analyzing this graph (or one of its projections) can reveal
communities of users with similar search characteristics or cohesive groups of names,
among others.

Most importantly, recommendation systems can be personalized based on the Namel-
ing’s usage data via association rule mining [1] or collaborative filtering [6]. But also
new approaches can be applied and evaluated, e. g., by considering a users geographical
location. Furthermore, the usage data can also be used as a reference for evaluating and
improving the process of discovering name relatedness.

5 Conclusion

This demonstration paper introduced the Nameling, a search engine and research plat-
form for given names. From a user’s perspective, many more features are desirable
- but beforehand, methods for mining relatedness of given names must be evaluated
and specialized recommendation systems developed. The analysis of given names and
associated social background information is predestined for interdisciplinary consider-
ations, whereby the usage data which accrues at the Nameling may serve as a valuable
source of reference data.
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Abstract. Nowadays social media trends are becoming very important
to describe the variation of popularity, activity and influence of an entity.
In this paper we define an abstract model which can be used on different
social media to compare metrics with the same meaning. In particular
we describe three classes of metrics: popularity, activity and influence.
We also present SocialTrends, a web application (http://www.social-
trends.it/) which collects, elaborates and visualizes social media data.
Finally, we describe one experiment we have done to test SocialTrends.
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1 Introduction

Nowadays the popularity, the activity and the influence of an entity (e.g. politi-
cian, singer, journal...) on the web can be measured through Social Media (e.g.
Facebook, Twitter, YouTube...) [1], in which each person represented by a profile
can express his/her interests. The popularity, the activity and the influence of
an entity have been investigated according to two approaches. The first, which is
more theoretic, is based on scientific research and describes an abstract model.
The second is more practical and is based on web applications, which collect,
elaborate and visualize Social Media data. In this paper we merge both the ap-
proaches, through the definition of an abstract model and the implementation
of a web application.

The purpose of this work is to give a formal model for entity representation
in Social Media and implement a web application, which collects, elaborates and
visualize real data. Furthermore, we compare the entities by category, in order
to understand what is the most popular, active and influential entity for a given
category. We describe metrics which can be used to establish the impact of the
entity on a channel in their temporal evolution. We propose a web application,
called SocialTrends (http://www.social-trends.it/), which sorts entities belong-
ing to the same category in order to obtain a ranking and for each entity it shows
the distance to the other entities of the same category. SocialTrends can be used
by all the categories of end-users, from curious people to expert ones.

K. Aberer et al. (Eds.): SocInfo 2012, LNCS 7710, pp. 535–538, 2012.
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Fig. 1. a) Relationship among two entities.b) Percentage Increase of American CEOs’
popularity from Facebook

2 Social Media Model

2.1 Model

We define an abstract model which can be used on different social media. It
is composed of four elements: entity, source, channel and metrics. An entity
is an abstract concept representing something in the real world (e.g. person,
journal, political party...). A channel is defined as web site where each entity
can perform the following operations: a) build its profile, b) share its profile with
other individuals, c) communicate with other entities [2]. In practice, once its
own profile is built, an entity can establish its relationships with the other entities
and interact with them. On a channel an entity may exploit many sources to
spread opinions, personal news and thoughts. A source is a web place providing
a mechanism to express interests, publish news about themselves and establish
a relationship with other entities. For example, a Facebook source type can be
a page, a group or an account, for Twitter and YouTube it can be an account. A
source can generate content, which includes all the activity the source performs
within the channel. A source provides some useful metrics which can be used to
establish the impact the entity has on the channel. By metrics we denote a set
of mechanisms giving statistic information about the entity associated to that
source.

2.2 Metrics

We model a channel as directed graph G(N,A), where sources S and contents
C represent the nodes N and the actions between a source and a content or
between two sources are the arcs A. An arc from a source to a content exists
when the source generates that content, while an arc from a source to another one
exists when the first expresses an interest in the second. We define the indegree
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deg−(N) and the outdegree deg+(N) of a node N as the number of arcs pointing
to N and outgoing from N , respectively.

Figure 1 a) focuses on a source S and how a generic source Sx can be connected
to it. In order to simplify the diagram, only the relationships to S are shown.
By C and Cx we denote a content produced by S and Sx. The arc pointing from
Sx to S, namely p, represents the interest that Sx has in S. The arc from S to
C, namely ai, represents the action performed by S when it produces its own
content, while ae represents an action performed by S on the content produced
by Sx. Finally, the arc from Sx to C, namely i represents an action performed
by Sx on the content produced by S.

The popularity of a source on a channel is defined as the level of attention
it receives from the other sources [3]. More formally, the popularity Pi of the
source Si is defined as the indegree of Si:

Pi = deg−(Si) = |p| (1)

where | ∗ | represents the cardinality.
The activity [4] of a source on a channel is defined as the frequency of con-

tent publication. More formally, we define the activity Ai of a source Si as the
outdegree of Si:

Ai = deg+(Si) = |ai|+ |ae|+ |ap| (2)

The influence [5] of a source on a channel is defined as feedback that it receives
on its generated content. More formally, we define the influence Ii of a source
Si as the sum of the indegrees of all the contents C produced by Si

Ii =
∑

C∈{Ci}
deg−(C) =

∑
C∈{Ci}

|ii| (3)

where Ci is the set containing all the contents produced by Si.
Several different models have been defined to calculate the popularity, the

influence and the activity of an entity on a Social Media. The drawback of such
models is that they do not provide the visualization of raw data, since they show
only elaborated data. The purpose of SocialTrends consists in visualizing data
as collected from Social Media.

3 SocialTrends

SocialTrends is a web application which collects, elaborates and visualizes data
collected from social media. The strength of SocialTrends is that it focuses on
matching entities characterized by the same tags (i.e. belonging to the same
category). In particular, the match of entities is achieved through visual rankings,
grouped according to the metrics described in section 2.2 and to the channel.
In practice, SocialTrends sorts entities belonging to the same category in order
to obtain a ranking per category and per channel. For each entity it shows the
distance to the other entities of the same category. By distance between entity i
and entity j we denote the difference between the value of the metrics of i and
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that of j. To the best of our knowledge, SocialTrends is the first tool providing
this feature, since the other web applications emphasize only single entities and
not a comparison of them. In fact, for each entity only the position in the ranking
of the category it belongs and many statistic details about it are given.

4 Experiment

In this section a description of of one experiment done to test SocialTrends is
presented. For other experiments we refer to the poster. In particular, a focus
on the popularity of Facebook pages is illustrated.

Figures 1 b) shows the percentage increase in popularity of the most popu-
lar CEOs on Facebook. The percentage increase of a metrics M indicates how
much the value of the metrics grows in percentage. It is interesting to note
that although Mark Zuckerberg is not the most popular CEO on Facebook, his
percentage increase had a peak of 9.10% in May 14th, which corresponds to
a relatively small absolute increase of 1171 (compared to his number of likes,
which is 22373). This peak can be associated to Mark Zuckerberg’s birthday.

Acknowledgments. This work has been partially supported by EU FP7 Project
CAPER (Grant Agreement no. FP7-261712).
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Abstract. A novel way of calculating online influence has been pro-
posed in [2,1]. Bloom Agency have created new online software capable
of collecting social data and calculating these new influence metrics in
real time. A demonstration of this software will be given at the con-
ference. Delegates will be encouraged to Tweet using the #socinfo2012
hashtag and the influence of the top ten Tweeters will be shown, along
with a visualisation of the evolving conversation.
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1 Summary

We will demonstrate new software for analysing social media networks, such as
Twitter, in real time to calculate influence ratings that identify influential in-
dividuals and assess sentiment within a conversation. The software utilises the
new dynamic centrality measures [2,1] developed at the Universities of Reading
and Strathclyde and allows a changing social network to be investigated quickly
and accurately. The influence score is different to those produced by Klout and
Peer Index. The score calculated by the software focuses on a specific conversa-
tion rather than a specific individual. When assessed by social media experts,
the scores produced by the software have been verified to be more representative
and realistic than Klout and Peer Index in relation to specific conversations. The
details of the assessment by social media experts, along with the technical detail
of the new method of influence scoring is described in a paper to be presented
to the conference, entitled Dynamic Targeting in an Online Social Medium [4].
Conference delegates are encouraged to Tweet about the conference, utilising
the #socinfo2012 hash tag. In real time, as Tweets are published by delegates,
the conversation about the conference can be visualised through a web browser,
for delegates to observe. Using dynamic centrality calculations, performed on

K. Aberer et al. (Eds.): SocInfo 2012, LNCS 7710, pp. 539–542, 2012.
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the raw Tweet data, a real time list of influential Tweeters will be produced and
updated once every 10 minutes for all to see. The conference demonstration will
show delegates this list on a screen which we anticipate will be set up in a promi-
nent place for the duration of the conference. We expect this experiment to raise
many questions around why am I more influential than x? We can discuss the
method we use and justify why we believe, and the social media experts believe,
that it is a valid method of measurement which should stand the test of time.
Literature written by Bloom, which describes how the software functions, will be
available for delegates to review. This demonstration will encourage delegates to
Tweet about the conference and thereby increase the volume of Tweets, and the
level of exposure, of the conference. Overall, we believe the demonstration will
not only create a real talking point at the conference, as delegates discuss how
their own influence scores differ, but also offer the opportunity for the conference
to get wider attention through Twitter.

2 Background

Bloom Agency are an integrated marketing agency, with 13 years experience of
solving marketing related problems for clients. Bloom began investigating how
to analyse and visualise what is happening in social networks in early 2011,
in response to requests from clients asking for better methods to measure social
media marketing campaigns. Contact was made with the Universities of Reading
and Strathclyde to ensure the academic rigour and timeliness of the research
work undertaken at Bloom. The collaboration is now funded through a UK
Technology Strategy Board (TSB) SMART grant project, to investigate how
return on investment from social media marketing campaigns can be quantified.
The software to be demonstrated is the culmination of one year’s research work
by Bloom, supported by the TSB and the two universities. The software will be
launched commercially in 2013 and this demonstration will be one of the first
opportunities for interested parties to view it and discuss possible implications.
The software has already been used to successfully target influential individuals
in social networks for a range of UK household brands, in order to deliver return
on investment for social media and SEO campaigns. The combination of Bloom’s
big data skills/social media expertise and the new mathematical frameworks
developed at Reading and Strathclyde have brought a new dimension to real
time social network analysis, with a real focus on delivering the answers to key
questions for users of online human interaction data.

3 Methodology

The software that we will demonstrate uses time-stamped Tweets and the un-
derlying follower network. Our approach is to build an appropriate evolving
network; that is, an ordered sequence of adjacency matrices that summarize rel-
evant interactions. The details of our methodology are included in more detail
in the full paper to be presented to the conference [4]. The software provides a
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Fig. 1. Simple Network Visualisation

Fig. 2. A network visualisation in greater resolution

convenient, computationally efficient layer to implement the ideas presented in
the paper. This shows how an academic project can be developed into a com-
mercial demonstrator and highlights the importance of University / Industry
partnerships. Simple visualizations, such as figure 1, can give a feel for this type
of data.

A graphic similar to this will be produced, in real time, based on the Tweets
made about the conference. Delegates will be able to see the conversation evolv-
ing in real time and identify those influential individuals who are talking about
the conference. Delegates who are interested will be able to speak directly to
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Bloom about the nature of this data visualisation. A different form of visualisa-
tion, shown at a greater resolution than figure 1, is shown in figure 2.

Our computation is focused on calculating the proposed dynamic measures
from [2,1], which are based on combinatorically counting routes between nodes
that respect the time ordering of the interactions. These are generalizations of the
classic Katz centrality measures [3] that have proved to be extremely influential
in the case of static networks. The dynamic versions maintain the same flavour
as the Katz measures in the sense that they involve only basic linear algebra
operations; notably the solution of linear matrix-vector systems whose sparsity
matches that of the underlying adjacency matrices. This allows us to tackle large
networks and opens up the possibility of real-time updates.
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Abstract. Many virtual communities that rely on user-generated content (such 
as social news sites, citizen journals, and encyclopedias in particular) offer un-
restricted and immediate ‘write access’ to every contributor. It is argued that 
these communities do not just assume that the trust granted by that policy is 
well-placed; they have developed extensive mechanisms that underpin the trust 
involved (‘backgrounding’). These target contributors (stipulating legal terms of 
use and developing etiquette, both underscored by sanctions) as well as the con-
tents contributed by them (patrolling for illegal and/or vandalist content, vari-
ously performed by humans and bots; voting schemes). Backgrounding trust is 
argued to be important since it facilitates the avoidance of bureaucratic meas-
ures that may easily cause unrest among community members and chase them 
away. 

Keywords: access, bots, bureaucracy, etiquette, open content, trust, vandalism, 
Wikipedia. 

1 Introduction 

Online communities that thrive on user-generated content come in various formats. 
Contents may vary considerably—from text, photographs, videos, designs and logos 
to source code. Furthermore, cooperation may range from ‘loose’ interaction: up-
loaded contents are presented as-is—to ‘tight’ interaction: an evolving product is 
being worked on collectively. This distinction in patterns of cooperation is referred to 
by Dutton [3] as ‘contributing 2.0’ vs. ‘co-creation 3.0’. Typical examples of the for-
mer are Flickr and YouTube, of the latter Wikipedia and open source software. 

These communities face the dilemma of determining which contributors are to be 
accepted as members and how contributions are to be processed and published. Some 
communities take a cautious approach: only some categories of people are allowed to 
contribute, and their contributions are critically examined, by filtering before recep-
tion or moderating afterwards. A typical example is the Encyclopedia of Earth which 
only accepts input from acknowledged experts. Moreover, their appointed ‘topic edi-
tors’ decide who is to write the entries and who is to participate in reviewing them. In 
the end they have to approve of entries appearing in a public version. Other communi-
ties, though, prefer to hand out a generous invitation to their ‘crowds’ in order to 
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maximize possible returns. This consists of two parts: (1) Anyone is invited to con-
tribute content without any restrictions on entry; accordingly, access is fully open to 
anyone who cares to contribute; (2) Contents contributed are subsequently accepted 
with no questions asked and appear right away in the appropriate place. Publication 
proceeds without review and without delay. In terms of Goldman [6]: no filtering is 
applied at the reception stage. 

Which communities typically practice this two-fold institutional gesture? Let me 
mention some of them in so far as they predominantly revolve around soliciting and 
reworking of text. I select these since it seems especially with text that the whole 
spectrum from contribution (2.0) to co-creation (3.0) unfolds; activities in communi-
ties which focus on other kinds of content most often remain at the level of contribut-
ing.1 The first category is ‘social news’ sites that focus on creating a collective discus-
sion about topics in the news that are deemed to be relevant. The formula is basically 
the same for all: users are invited to submit news stories and/or news links that will be 
put up for public discussion (comments). In this category we find Digg 
(http://digg.com; started in 2004) and Reddit (http://www.reddit.com; 
2005) which focus on news of all kinds, and Slashdot (http://slashdot.org; 
1997) and Hacker News (http://news.ycombinator.com; 2007) which focus 
on technology-related issues.2 

The second category is user-generated newspapers that have been around since 
2004. NowPublic (http://www.nowpublic.com; 2005), Digital Journal 
(http://www.digitaljournal.com; 2006) and GroundReport 
(http://www.groundreport.com; 2006) invite everybody to become a citizen 
journalist and contribute their own articles, blog entries and/or images to the site, as 
well as leave comments on those of others. These contributions essentially remain 
unaltered. Wikinews (http://en.wikinews.org; also in language versions 
other than English; 2004) goes one step further: in the so-called ‘news room’ articles 
which have been submitted are polished further by fellow contributors (by means of a 
wiki). As soon as criticisms have been met, the article can officially appear on the 
‘front page’. 

The third and final category consists of user-generated encyclopedias. Many such 
communities exist (cf. [8]), but only a few have adopted policies of open access and 
immediate publication. British h2g2 (http://h2g2.com; 2001) invites everybody 
to compose entries; these are put up on the site for public commentary. Wikipedia 
(http://en.wikipedia.org; also in many languages other than English; 2001) 
and Citizendium (http://en.citizendium.org; 2007) lean more towards co-
creation by publishing new entries in an open-access wiki that allows other partici-
pants to instantaneously insert their own textual changes.3 

                                                           
1  These communities will be enumerated with their URL and year of foundation in brackets. 
2  All websites referred to in text, footnotes, and references were last accessed on 21 September 

2012. 
3  These communities will serve as cases to be analysed further on in this article. Note that 

while they practiced unrestricted and immediate access from the outset, some of them re-
cently have been pondering—or actually resorted to—more restrictive editorial policies: fil-
tering before reception (to be commented on below). 
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2 Trust 

This gesture of unrestricted and immediate access to the community platform (to be 
denoted ‘write access’)4 can be interpreted as a form of ‘institutionalized’ trust to-
wards prospective participants.5 The italics are employed in order to stress two partic-
ular points. On the one hand, the gesture is an institutional one: we are dealing here 
with the ways in which an institution approaches the members it depends on, not with 
interpersonal trust. On the other hand, the gesture embodies the presumption that 
prospective participants are willing to contribute content with good intentions and to 
the best of their capabilities. Their trustworthiness in terms of moral intentions and 
capabilities is taken for granted. Notice that different capabilities are involved across 
the various communities. Social news sites aim to stimulate lively debates about cur-
rent issues. Therefore, the required capabilities concern being able to take a normative 
stand and provide supporting arguments. Mastering the rules for discussion (rhetoric) 
is vital. Encyclopedic projects, on the other hand, aim to produce state-of–the-art 
knowledge about issues that are deemed relevant.  Hence, participants should have 
adequate capabilities to contribute knowledge; their epistemic qualities are sought 
after. Citizen journals occupy a position in between. They are looking for both kinds 
of capabilities, since journal articles usually require both reporting of the facts and 
commenting on them. Good news is a judicious blend of fact and opinion. 

That trust is at issue here can easily be seen from the fact that all the communities 
concerned are exposing their respective repositories of content and entrusting them as 
it were to the whims of the masses. They have decided to rely fully on their volun-
teers, thereby making themselves vulnerable and taking risks. Discussion sites, pub-
lished news reports and encyclopedic entries can easily be polluted and spoiled by all 
kinds of disruptive actions. As Wikipedia defines the matter, ‘cranks’ may insert non-
sense, ‘flamers’ and ‘trolls’ may enjoy fomenting trouble, ‘amateurs’ may ruin factual 
reporting, ‘partisans’ may smuggle in their personal opinion where this is inappro-
priate, and ‘advertisers’ may just try to promote their products anywhere 
(http://en.wikipedia.org/wiki/Wikipedia:RCO). Repositories pol-
luted in this way undermine the viability of any community, and necessitate laborious 
cleanups. 

Given this gesture of fully trusting potential participants and giving them write 
access accordingly, what mechanisms of trusting others may be relied on in the 
process? What processes possibly lie behind it? In the sequel I discuss three  
                                                           
4  This term is in use among developers working together on open source software. As a rule, 

anyone may access the site and inspect the contents (‘read access’). When participants have 
proven their skills, they may acquire the additional right to directly contribute code to a pro-
ject’s source code tree: they have obtained ‘write access’. 

5  Note that such usage of the term ‘trust’ as exercised by institutional actors harks back to 
Alan Fox, who proposed to interpret organizational regimes (‘work role patterns’) in terms 
of the amount of trust granted by organizations to their members [4]. In this instance the in-
stitution is neither conceived of as a producer of trust (‘institutional-based trust’; term 
coined by Zucker [16]), nor as an object of trust (‘system trust’; term coined by Luhmann 
[10]). Instead, the analysis casts the institution in the role of a trusting party, a ‘trustor’. 
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well-known mechanisms to handle the trust problem: the assumption, inference, and 
substitution of trust. Subsequently, I argue for a fourth mechanism that seems to have 
been neglected in the literature thus far: backgrounding trust. In this approach the 
gesture of full trust is underpinned by developing support mechanisms in the back-
ground that render the trust-as-default rule rational in a reductionist way. 

First and foremost, the trust involved may be the simple assumption that the 
crowds are trustworthy. Trustworthiness is assumed without any particular evidence 
to support that assumption. This assumption is not made without reason; its rationale, 
as observed by Gambetta decades ago, is that precisely by acting as if trust is present, 
one may actually produce it in the process [5]. In Luhmannian terms: the gesture of 
trust creates a normative pressure to respond likewise. The act of trust can thus be 
seen as an investment that it is hoped will pay off [10]. Can any good reasons be ad-
vanced for the assumption? What mechanism may be argued to underlie the said nor-
mative pressure? 

In line with Luhmann, Pettit argued that esteem is the driving force [12]. Since 
people are sensitive to the esteem of others, they will answer an act of trust with trust 
as it enables them to reap the esteem that is being offered to them. As elaborated be-
fore [7: 332], this interpretation of the normative force of trust does not seem wholly 
convincing in the case of open-content communities. While esteem surely is a driving 
force, it would seem to be an underlying one, not a paramount one. A more forceful 
interpretation obtains if we move away from this calculating conception of as-if trust 
to another conception that is based on a vision of and hope in the capabilities of oth-
ers. As argued by McGeer [11], showing trust may be rooted in the hope of challeng-
ing others to apply their capabilities in return. These others are not manipulated but 
empowered to show their capacities and further develop them. The trusting party puts 
his/her bets on a utopian future.6 Such reasoning can in a straightforward fashion be 
applied to our open-content communities since the capabilities that are the corner-
stone of this McGeerian vision have quite specific connotations here. By granting 
unrestricted and immediate access, crowd members are challenged to show their ca-
pacities of commenting, reporting news, or contributing reliable knowledge. They are 
invited to fulfill the promise of a community of exciting, newsworthy, or encycloped-
ic content. 

A second way to handle the tensions that a trusting gesture generates is to infer 
trustworthiness. One looks for indicators that inspire confidence in the other(s) as a 
trusted partner: perceived individual characteristics like family background, sex, or 
ethnicity, belonging to a shared culture, connection(s) to respected institutions, or 
reputation based on performance in the past (this argument can be traced back to 
Zucker [16]. Moreover, the calculative balance of costs and benefits may seem to 
preclude a non-cooperative outcome. As argued before [7: 330-31], I do not believe 
that an open-content community operating in cyberspace has many reliable indicators 

                                                           
6  McGeer uses the term ‘substantial’ trust, as opposed to the shallow trust Pettit is supposed to 

refer to. I prefer to avoid the former term since, in my view, not another type of trust is be-
ing defined, but just a different mechanism for generating trust ex post that actors may sup-
posedly rely on ex ante. 
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to cling to. Virtual identities are always precarious; the anonymity of contributors 
only aggravates this problem. Even the common requirement to register and choose a 
user name (or even disclose one’s real name) hardly alleviates the problem (cf. [8]). 
Moreover, contributors often just enter and leave, precluding any stable identity let 
alone the formation of a reputation. To sum up: signalling trustworthiness cannot be 
implemented in a reliable way. While the inference of trust has rightly been regarded 
a central component of processes of trust formation in real life, I do not think it has 
much value in the virtual surroundings of open-content communities.7 

A third way to handle the problem of trust may be referred to as the substitution of 
trust. Wherever people interact continuously and some kind of community emerges, 
rules, regulations, and procedures tend to be introduced. Often these enact restrictions 
on behavioural possibilities. As a result, reliance on participants’ wisdom and judg-
ment in contributing is reduced; their actions become less discretionary. As a corol-
lary, the need to grant them trust is lessened; the problem of trust is partly eliminated. 
The introduction of a bureaucratic structure of the kind effectively substitutes for the 
need to estimate—or assume—participants as being trustworthy. Below, evidence is 
presented on some of our open-content communities recently instituting restrictive 
rules and regulations: filtering incoming content prior to publication. Write access 
thus becomes circumscribed and regulated. 

However, a fourth mechanism to deal with the tensions of an all-out policy of trust 
is to be distinguished. It embodies efforts, in the absence of reliable inference, to 
create a middle road between relying on the normative power of trust on the one hand, 
and (partly) eliminating the problem by substitution on the other hand. In this ap-
proach the default rule of all-out trust is kept intact by underpinning it in the back-
ground with corrective mechanisms that contain the possible damage inflicted by 
malevolent and/or incapable contributors. To my knowledge, this approach, to be 
referred to as backgrounding trust, has been neglected in the literature up to the 
present. As we will see, the supportive mechanisms themselves are not unknown, but 
their corrective function for keeping the default rule of trust intact has largely gone 
unnoticed.  

3 Backgrounding Trust 

I propose that several types of backgrounding can be distinguished (to be elaborated 
below in further detail). First, a cultural offensive can be launched to curb potential 
vandals: legal terms of use and an etiquette of sorts that defines proper behaviour are 
developed and propagated. Secondly, these standards of behaviour can be unders-
cored by defining sanctions and disciplinary measures. Participants who deviate too 
much from the ground rules for constructive cooperation may be punished and ulti-
mately expelled from the community. Thirdly, structural schemes can be introduced 
that aim to guarantee the quality of the community’s contents. These range from rela-
tively simple vandalism patrol schemes up to voting and quality enhancement  
                                                           
7 To be fair, though, it should be remarked that in many virtual trading communities reputa-

tion systems have been built that do provide more solid grounds for inferring trust. 
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programs. The bottom line for all three activities is that they may—at least partly—
contribute to sustaining the rationality of the decision to maintain an editorial policy 
of all-out trust. They serve to keep the default rule of full trust in place. 

3.1 Legal Terms and Etiquette 

As a consequence of their full-trust write access policy, our open-content communi-
ties are quite vulnerable to disruptive behaviour, from posting illegal content to van-
dalist actions. As a way of defence they are first of all trying to lay down legal guide-
lines. Plagiarism, libel, defamation, illegal content and the like are strictly forbidden. 
This is considered the baseline for proper behaviour since deviations from them 
would land the site in legal trouble. 

Interestingly, though, our communities under study also promote ‘good manners’ 
beyond these legal terms of use. An etiquette is formulated for regulating mutual inte-
ractions on their sites. Leaving Wikinews and Wikipedia aside for the moment (see 
below), all of them stress the same kind of exhortations in their ‘community guide-
lines’, ‘house rules’, ‘netiquette’, or ‘reddiquette’—albeit to varying degrees.8 On the 
positive side, members are urged to always remain respectful, polite, and civil; to stay 
calm; to be patient, tolerant, and forgiving; to behave responsibly; and/or to stay on 
topic at all times. On the negative side, the list of interdictions is much longer. One is 
urged to refrain from calling names, offensive language, harassment, and hate speech. 
Flaming and trolling are sharply condemned. Commercial spam and advertisements 
are declared out of bounds. Flooding a site with materials that are offensive, objec-
tionable, misleading, or simply false only amount to an objectionable waste of the 
site’s resources (nicknamed ‘crapflooding’). 

Finally, let us consider Wikinews and Wikipedia. Both under the umbrella of the Wi-
kimedia Foundation, they have adopted virtually the same etiquette (called: Wikiquette). 
It is in fact the most extended set of rules for polite behaviour in open-content communi-
ties to be found anywhere on the Net. Assuming good faith on the part of others—and 
showing it yourself— is the starting point. Help others in correcting their mistakes and 
always work towards agreement. Remain civil and polite at all times: discuss and argue, 
instead of insulting, harassing or personally attacking people. Be open and warm. Give 
praise, and forgive and forget where necessary. Overall, several pages are devoted to the 

                                                           
8  The following observations are based on a range of sources: 

digg.com/tos, http://www.reddit.com/help/reddiquette, 
http://slashdot.org/faq, 
http://ycombinator.com/newsguidelines.html, 
http://www.nowpublic.com/newsroom/ 
tips/fine_print/flaming_policy, 
http://www.nowpublic.com/newsroom/community/code_of_conduct, 
http://digitaljournal.com/article/179808,  
http://www.groundreport.com/content.php?section=editorial, 
http://en.citizendium.org/wiki/CZ:About, 
http://h2g2.com/dna/h2g2/A901838, and 
http://h2g2.com/dna/h2g2/A87523211. 
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subject (see http://en.wikinews.org/wiki/Wikinews:Etiquette;  
and http://en.wikipedia.org/wiki/Wikipedia:Wikiquette). 

3.2 Enforcement 

Both legal rules and etiquette cannot operate without some mechanism of enforce-
ment. With all the communities above, without exception, sanctioning of deviant 
users has become the normal state of affairs. Users who (repeatedly) flout the rules of 
etiquette—let alone the legal rules—can be banned from the community for some 
period of time, or even forever. As a rule the professional editors employed by the site 
(‘editorial team’) simply assume these judicial powers themselves. With others, site 
volunteers are entrusted with the task. At h2g2, these are appointed for the job (as 
‘moderators’) by the staff of the company which owns the site (formerly the BBC). 
The pair of Wikipedia and Wikinews appoints candidates with a procedure that relies 
on public consultation of the community (‘administrators’). Citizendium does like-
wise (‘constables’). 

The mechanisms of rules and sanctions taken together send the message: respect 
legal terms of use and be civil and polite—otherwise risk expulsion. Notice how these 
may impact on the employed policy of unrestricted and immediate access. That policy 
assumes the trustworthiness of the participants from the outset. Inculcating respect for 
legal issues and rules of etiquette then may serve to create trustworthiness where it is 
found to be lacking—afterwards. Whenever the assumption of trustworthiness ap-
pears unwarranted, that defect can (at least partly) be repaired afterwards. As a result, 
the full write access policy is underpinned and can possibly remain in force after all. 
‘Backgrounding’, as I shall call this phenomenon, keeps confidence in full-trust as the 
default intact. 

I would argue, however, that these mechanisms can do just so much. They can only 
possibly ‘educate’ participants who are staying longer. Newcomers, who are the most 
likely source of mischief, can hardly be supposed to have read let alone internalized 
the rules involved upon entry. As a result, the campaign for legal and civil conscience 
has no effect on them, and the full-trust policy remains vulnerable to their abuse. 
Therefore we now turn to structural means that may support the full-trust policy. No 
longer the dispositions of people but the contents they actually contribute come into 
focus. I shall argue that these tools are ultimately able to do a more powerful job of 
sustaining that policy. 

3.3 Quality Management 

The term ‘quality management’ is used with quite a broad meaning: it refers to both 
rating and (for dynamic entries) raising the quality of contributed content, throughout 
the whole quality range, from low to high. At the lower end, the mess of clearly inap-
propriate content that flouts basic legal terms of use or etiquette has to be cleaned up.  
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Beyond these tasks of ‘basic cleaning’ (as I shall label them) the quality of the con-
tent—as far as it has passed the former test of scrutiny—can be monitored conti-
nuously and (in case of dynamic content) raised ever further. Such quality schemes 
may already be the normal modus operandi (cf. the wiki format); they may also be 
developed as additional mechanisms by the communities involved since they consider 
their basic mode to be an insufficient guarantee of quality. 

Social News Sites and Citizen Journals. Social news sites and citizen journals (apart 
from Wikinews) are usefully treated together since all operate in the ‘contributing 2.0’ 
mode. These solicit stories (whether existing—for social news sites, or newly com-
posed—for citizen journals) and comments on them. The tasks of basic cleaning are 
performed (afterwards) by the editorial teams involved: they scout their sites conti-
nuously for illegal and inappropriate content. Usually, site visitors are also solicited to 
report ‘violations’. Any content of the kind—whether illegal content, flooding, 
spamming, advertising, hate speech or abusive language—is immediately dealt with 
and deleted; those who posted them are reprimanded or, after repeated violations, 
banned from the site.9 Such basic cleaning can however just achieve so much: the 
quality of the contents above the baseline of appropriate content remains an issue. 

In order to tackle this thornier problem these sites have pioneered a novel ap-
proach: stories and comments can be voted on, usually as either a plus or a minus. As 
a rule, all users are entitled to vote. Note, though, that some communities require 
registration, and in Slashdot the right to vote obtains for a limited amount of time 
only. Let me elaborate these schemes. Digg has pioneered ‘digging’: if a user ‘likes’ 
the content, it is digged (+1), if (s)he ‘dislikes’ it, it is buried (-1). GroundReport has 
adopted the very same scheme. Reddit, Hacker News, and Slashdot use the more neu-
tral wording of voting for the process: a plus if entries are found to be ‘helpful’, ‘in-
teresting’, or ‘constructive’, a minus if they are not. Finally, NowPublic and Digital 
Journal only allow plus votes, for articles deemed ‘newsworthy’. 

The sum total of votes then determines the prominence of articles on the site. By 
default, stories (on the front page) and comments on them (below each story) are dis-
played in chronological order of submission, with the most recent ones on top. Entries 
thus have a natural rate of decay. Voting data, fed into one algorithm or another, then 
force the liked items to remain longer on top of the page (countering natural decay), 
while at the same time forcing the disliked items—at least as far as ‘dislikes’ are part 
of the scheme—to plunge down the page quicker (accelerating natural decay).10 
Slashdot uses a slight variation: with vote totals for items being limited to the range -1 
to + 5, readers can choose their own personal threshold level to determine whether 
items become visible to them or not when they enter the site. Thus articles of bad 
repute are no longer punished by being pushed down the page, but by being ‘deleted’ 
for all practical purposes. 

                                                           
9  In Reddit, those who start a ‘subreddit’ usually are awarded the same powers for their par-

ticular subreddit. 
10  Some basics of these algorithms are elaborated in http://www.seomoz.org/blog/ 

reddit-stumbleupon-delicious-and-hacker-news-algorithms-
exposed. 
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Encyclopedias and Wikinews. The remaining communities in my sample operate in 
proper ‘co-creation 3.0’ mode (Wikinews and encyclopedias). They also resort to 
basic cleaning concerning illegal or inappropriate content; in addition they have intro-
duced elaborate quality schemes that go beyond simple voting. Let me start with h2g2 
that does not use the wiki format, but just old-fashioned commenting. Tasks of basic 
cleaning are executed by the aforementioned volunteer ‘moderators’ (as appointed by 
the owner). As they phrase it, someone has to ‘clean the flotsam’. In addition, they 
decide on banning users who are found to be in violation. Higher up the quality scale, 
authors may strive for their article to appear in the ‘edited guide’. To that end, it has 
to be put up for public review, be recommended by a ‘scout’, and edited by ‘subedi-
tors’. Notice that these two roles (volunteer roles one has to apply for) are intended to 
support authors, as opposed to control them. They are urged to operate as ‘first among 
equals’. 

Citizendium, Wikipedia, and Wikinews have the wiki mode of production in com-
mon. This wiki is the place to carry out basic cleaning of illegal and inappropriate 
contents. Users are always on the alert regarding the content, allowed to immediately 
correct new edits in the wiki, and invited to ‘report’ any transgressor to the authorities 
concerned (constables and administrators respectively). The three communities have 
quite similar procedures as well for identifying and promoting high quality content 
(apart from normal ‘wikiing’). In Citizendium an entry may gain the status of ‘ap-
proved’. To that end, an appointed moderator (denoted ‘editor’) has to give his/her 
approval. This role incumbent is also to exercise ‘gentle oversight’ concerning mat-
ters of evolving content. So here again, as in h2g2, a non-authoritarian role, a ‘primus 
inter pares’. Wikinews and Wikipedia, on their part, elaborated wholly public proce-
dures for entries to gain the status of ‘good’ article, or even ‘featured’ article: an ar-
ticle that meets ‘professional standards of writing, presentation and sourcing’ 
(http://en.wikipedia.org/wiki/Wikipedia:Featured_article_c
riteria). As a preliminary step towards acquiring such a status an entry may be put 
up for public ‘peer review’ first. 

Wikipedia in particular, though, over time has come to develop additional efforts 
of quality management that supplement the basic wiki mode of production. The most 
extended quality-watch program anywhere in our communities is to be found here. It 
revolves around a kind of permanent mobilization of Wikipedians who are invited to 
focus their energies on quality enhancement. In their fight against ‘vandalism’ basic 
cleaning is high on the agenda. Users can maintain personal ‘watch lists’: listed en-
tries are kept under surveillance for new edits coming in. ‘New Pages Patrol’ is a 
system for users to scan newly created entries for potential problems right after they 
are submitted. Furthermore hundreds of software bots have been developed for the 
purpose. After severe testing and public discussion within the Wikipedian communi-
ty, these may be ‘let loose’ on a 24 hours basis. A famous example is ClueBot, which 
is instructed to intervene whenever suspicious words are inserted (‘black lists’) or 
whole pages are deleted (http://www.acm.uiuc.edu/~carter11/Clue 
Bot.pdf). The ‘new generation’ ClueBotNG operates along quite different lines: as 
a neural network. The bot has to be fed with both constructive and vandalist edits. By 
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interpreting those data it is hoped that it will learn in the long run to correctly diag-
nose instances of vandalism (http://en.wikipedia.org/wiki/User: 
ClueBot_NG). 

Close watch also extends beyond the issue of vandalism. Wikipedian pages and ar-
ticles are under constant surveillance whether they should be kept, deleted, merged, 
redirected, or ‘transwikied’ (meaning: transferred to another Wikimedia project). 
More importantly, in order to raise the quality of entries further, ‘WikiProjects’ (with 
subordinate ‘taskforces’) are formed in which people focus on specific themes (such 
as classical music or Australia). Each project takes the relevant entries under its wing 
and promotes improvement. In particular they are entrusted with the task of grading 
the articles in their purview by quality (7 degrees, the highest being featured and 
good, cf. above) and importance (4 degrees) (http://en.wikipedia.org/ 
wiki/Wikipedia:WikiProject_Council/Guide). 

Last but not least, tools are made available to users which allow judging the credi-
bility of entries from their revision histories. The WikiDashboard displays the edit 
trends of an article, and the editing activities of the most active contributors to it [14]. 
Furthermore, the WikiTrust extension colours words in an entry according to their 
‘age’, as proxy for their credibility [1]. The colour chosen is orange: the ‘younger’ the 
text, the darker the orange it is rendered in. Contributors to Wikipedia may use these 
indicators for focused quality enhancement of entries. 

Intensity of Quality Control. Before embarking on a discussion of the relationship 
between measures of quality control and trust, let me first put them in a comparative 
perspective across the whole range of the open-content communities under study. 
Legal rules and etiquette (3.1 and 3.2) seem to be emphasized throughout, in about 
equal measure. This stands to reason, since these revolve around behavioural norms 
of trust and respect which are universally applicable to all communities of open tex-
tual content. Not so however for quality management efforts: these are clearly intensi-
fying if we move towards the encyclopedic end of the range. For one thing, patrolling 
for improper content is increasing. For another, voting schemes make way for a varie-
ty of teams that focus on quality within the wiki mode. Why this more intense mobili-
zation? 

I want to argue that this is mainly due to the different types of content involved. 
Social news sites aim to foster discussions; an exciting exchange of opinions is what 
they are after. These discussions, moreover, have a kind of topicality—in the long run 
their importance simply fades away. To that end, a ‘contributing 2.0’ mode is suffi-
cient. In order to guarantee quality in this mode, scouting for inappropriate content 
combined with voting schemes is good enough: good discussions will remain in view 
(longer), while bad discussions will disappear out of sight (quicker). The natural ten-
dency for time to produce ‘decay’ is intensified. To citizen journals, furthermore, 
similar arguments apply. 

Encyclopedias, however, aim to render the ‘facts’ about particular matters. Such 
entries cannot be produced in one go, but have to evolve over time. Moreover, such 
entries are to remain permanently visible, ready to be consulted. For the purpose, ‘co-
creation 3.0’ is the preferred mode: Wikipedia, Wikinews, and Citizendium have 
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chosen the interactive wiki format as their mode of production (which does not neces-
sarily have to be so: h2g2 prefers a ‘contributing’ approach). Obviously, such a dy-
namic mode is susceptible to disruptions. Watching over quality therefore becomes a 
more urgent and permanent task. For that purpose, the wiki is turned into a space of 
intense patrolling and quality enhancement efforts. 

Backgrounding Trust by Quality Control. After this assessment of quality man-
agement efforts across our sample of open-content communities, their connection 
with the default rule of full trust concerning write access finally remains to be speci-
fied. To what extent may this institutionalized trust be said to be ‘backgrounded’ by 
quality control? As far as this control is concerned with basic cleaning tasks, there 
obviously is a connection. Scouting for inappropriate or outright vandalist contribu-
tions—whether inside a wiki or not, whether by special volunteer patrol teams or the 
editorial team only, whether by humans or bots—combined with appropriate correc-
tive action and disciplining of transgressors, is a contribution to keep the policy of full 
write access viable. Since disruptive contributions can always be sifted out after-
wards, the gates may remain open to all. The same conclusion may apply to voting 
schemes which are devised to push high quality articles to a prominent and/or visible 
position (social news and citizen journals). To the extent that the communities in-
volved consider it a basic aspect of quality that contributions on their sites display a 
minimum amount of decency and relevance, such schemes do contribute to keep their 
practice of full write access intact. 

‘Backgrounding’ of the kind may effectively allow unrestricted and immediate 
write access to remain the default. Note in this respect, that whereas the campaigns 
for observing rules of etiquette and legal terms of use (treated above) directly impinge 
on the (presumed) trustworthiness of contributors, these schemes that focus on 
amending lower level content do not. Rather, they yield more reasons to rely on the 
mechanism (à la Luhmann) of assuming the crowds to be trustworthy and take the 
risk of full write access, since disruptive content can swiftly be remedied ex post.11 

The remaining efforts under the rubric of quality control which aim to promote re-
ally high quality, however, are not likewise connected to trust: the efforts to promote 
articles to the ‘edited guide’ (h2g2), to develop ‘approved’ articles (Citizendium), or 
to produce ‘good’ or ‘featured’ articles (Wikinews, Wikipedia). These on-going in-
itiatives cannot be considered to support the institutional trust exhibited. Instead,  

                                                           
11  Backgrounding trust, by a civilization campaign and/or by quality control, has an analogue 

in the epistemology of testimony. A default rule of accepting speakers’ utterances as true 
(under normal conditions) may be adhered to for non-reductionist, a priori reasons (cf. the 
acceptance principle). Reductionist reasoning though may also support the default rule: 
background evidence from our testimonial practice (like truthfulness as the norm, or reputa-
tions and sanctions) is considered to provide sufficient reasons for acceptance (for all this cf. 
[2]). Note though that in the classic epistemological case, backgrounding has to do with the 
perception of mechanisms that operate within the community of speakers who send the mes-
sages. In our case, it has to do with the active creation of an etiquette and/or filtering and 
grading mechanisms within the community of readers who receive the messages (and who 
try to incorporate the senders into their midst). 
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rather the reverse applies: they profit from and thrive on this policy of full write 
access for everybody, since it solicits a maximum inflow of contributions. 

4 Discussion 

My treatment of quality management (3.3) is unorthodox and bound to be controver-
sial. In particular, critics may object that the relevant rules, regulations, and proce-
dures cannot neatly be sorted into those that either substitute or background trust (or, 
in reverse fashion, profit from it); they are just variations on the same theme of con-
cern for quality that only differ in the temporality of their application. I would argue, 
however, that the distinction is sound and important. My argument proceeds along the 
following lines. 

On the one hand, schemes for quality control can aim directly at the discretion of 
participants and reduce it (e.g., filtering). This reduction of discretion by definition 
leaves less-than-full-trust to participants. As a corollary, hierarchical distinctions 
among participants need to be defined (such as determining who is entitled to carry 
out filtering, and who is to be subjected to it).12 If so, some amount of bureaucracy 
proper has been introduced into the community. Note finally, that the substitution of 
trust as effectuated is precisely the intention of such schemes. On the other hand, 
measures of quality control can also buttress policies of write access for all (e.g., 
scouting and patrolling for vandalism, whether by humans or bots; voting schemes). 
Institutionalized full trust remains a viable option because of the ‘damage repair op-
tions’ that are unfolding. As long as these schemes take care to mobilize the whole 
community, they can avoid introducing hierarchical distinctions. Furthermore, the 
supporting effect on institutionalized trust towards participants is more properly a side 
effect; the main focus of such campaigns is quality overall. Obviously, besides these 
two categories, quality management initiatives can be discerned that do not likewise 
touch upon our issue of institutional trust. The above mentioned quality rating 
schemes are cases in point: they more properly thrive on the full-trust-policy. 

The contrast can best be captured in terms of the trust assumptions embodied in the 
various write access policies involved. In the case of patrolling new inputs and new 
contributors and of voting schemes (as well as quality watch schemes more general-
ly), the assumption of full trust of potential participants is left intact and untouched. 
The default remains: ‘we trust your inputs, unless proved otherwise.’ In the case of 
filtering which reduces the trust offered, this default is exchanged for quite another 
one: ‘we can no longer afford to trust your inputs, and accordingly first have to check 
them carefully.’ 

The arguments just developed can be used to show that backgrounding trust in 
open-content communities is very important for their functioning. The mechanism 
allows the full-trust write access policy to remain in force. By the same token, other 
available mechanisms to manage the trust problem do not have to be resorted to. In 
particular, the substitution of trust by installing bureaucratic measures can be 
                                                           
12  Cf. by way of analogy the common distinction between developers and observers in open 

source software projects. 
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avoided. Before elaborating this point let me first provide some examples of steps 
towards bureaucracy as considered or actually taken by our communities. The 
Slashdot editorial team routinely scans incoming stories and only accepts the ‘most 
interesting, timely, and relevant’ ones for posting to the homepage 
(http://slashdot.org/faq). Furthermore, since 2009, Now Public and 
GroundReport filter incoming news before publication (http://www.pbs.org/ 
idealab/2009/06/citizen-journalism-networks-stepping-up-
editorial-standards158.html). With the former, first articles from  
aspiring journalists are thoroughly checked by the editorial team; subsequent ones 
may go live immediately and are only checked afterwards (http:// 
www.nowpublic.com/newsroom/community/faq). With the latter, the 
site’s editors have to give their approval to all proposed articles prior to publication. 
Only reporters with a ‘strong track record’ are ‘upgraded’ to ‘Preferred Reporters’ 
who obtain full write access (http://www.groundreport.com/ 
info.php?action=faq&questionID=1). In the Wikimedia circuit, finally, 
proposals for checking incoming edits for vandalism before publication have been 
circulating for several years; only after approval are edits to become publicly visible. 
Such review is to be carried out by experienced users. In this fashion, evidently, trust 
in newcomers gets restricted. The proposal is actually in force in a number of their 
projects from 2008 onwards: Wikipedia and Wiktionary (German versions), as well as 
Wikinews and Wikibooks (English versions).13,14 

Why then would it be important to avoid bureaucracy? The answer is that such 
measures may meet a chilly reception and cause unrest and trouble among community 
members. A conspicuous example of such unrest is the heavy contestation of the sys-
tem of reviewing edits prior to publication (called Flagged Revisions) in English Wi-
kipedia: the proposal encountered fierce resistance and finally had to be abandoned 
[9]. Community members may simply detest bureaucratic rules and threaten to with-
draw their commitment accordingly. That is why backgrounding trust is such an im-
portant mechanism.15 Note also in this context the conspicuous role of software bots 
in Wikipedia. These have been and still are very active in detecting vandalism—often 
ahead of flesh and blood patrollers. The home page of ClueBot is full of ‘barn stars’ 
from co-Wikipedians, awarded since the bot had detected vandalist edits before them, 

                                                           
13  The proposal is also in force in several smaller language versions other than English, Ger-

man, or French (http://meta.wikimedia.org/wiki/Flagged_Revisions). 
14  In our sample it is editorial teams (social news sites, citizen journals), moderators (h2g2), 

constables (Citizendium) and administrators (Wikipedia, Wikinews) who hold the powers to 
clean up messy content and/or to discipline members. Obviously, these power holders also 
represent bureaucracy—the difference from the filtering measures mentioned being, that no 
community members seem to be opposed to such a baseline of bureaucracy. 

15  Note in this respect how some of our communities try to bolster the quality process by intro-
ducing specific supportive roles that are intended as ‘prime among equals’ (cf. ‘editors’ in 
Citizendium, and ‘subeditors’ in h2g2). Their intention is clearly to avoid introducing hier-
archical relations in this fashion. But trying to operate as such a ‘primus’ is walking a tight 
rope: in his/her performance, the role occupant may easily come to be perceived as an ordi-
nary boss. 
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in just a few seconds. Reportedly it identifies, overall, about one vandalist edit per 
minute (over a thousand per day). Due to ClueBot and its likes, Flagged Revisions 
were not inevitable and the plans could be shelved. 

Recently both Simon [13] and Tollefsen [15] asked themselves the question: can 
users rely on Wikipedia? In their affirmative answers they pointed to editorial me-
chanisms in place that may ensure high quality: the wiki format with associated talk 
pages [13: 348], and the procedure for acquiring ‘good’ or ‘featured’ status [15: 22]. 
My question has been a slightly different one: can Wikipedia trust their users and 
grant them unrestricted and immediate write access? No wonder my answer—though 
equally affirmative—turns out to be slightly different. Contributors can fully be 
trusted since swift procedures to filter low quality submissions afterwards are in place. 
In complementary fashion, a continuous campaign among participants promotes re-
spect for etiquette and basic rules of law. 

References 

1. Adler, B.T., Chatterjee, K., de Alfaro, L., Faella, M., Pye, I., Raman, V.: Assigning trust  
to Wikipedia content. In: Proceedings of the 4th International Symposium on Wikis  
(WikiSym 2008), Porto, Portugal, September 8-10 (2008). Obtained from  
http://dx.doi.org/10.1145/1822258.1822293 

2. Adler, J.: Epistemological problems of testimony. The Stanford Encyclopedia of Philoso-
phy (2006). Obtained from  
http://plato.stanford.edu/entries/testimony-episprob/ 

3. Dutton, W.H.: The wisdom of collaborative network organizations: Capturing the value of 
networked individuals. Prometheus 26(3), 211–230 (2008) 

4. Fox, A.: Beyond Contract: Work, Power and Trust Relations. Faber and Faber, London 
(1974) 

5. Gambetta, D.: Can we trust trust? In: Gambetta, D. (ed.) Trust: Making and Breaking Co-
operative Relations, pp. 213–237. Blackwell, Oxford (1988) 

6. Goldman, A.I.: The social epistemology of blogging. In: van den Hoven, J., Weckert, J. 
(eds.) Information Technology and Moral Philosophy, pp. 111–122. Cambridge University 
Press, Cambridge (2008) 

7. de Laat, P.B.: How can contributors to open-source communities be trusted? On the as-
sumption, inference, and substitution of trust. Ethics and Information Technology 12(4), 
327–341 (2010) 

8. de Laat, P.B.: Open source production of encyclopedias: Editorial policies at the intersec-
tion of organizational and epistemological trust. Social Epistemology 26(1), 71–103 
(2012) 

9. de Laat, P.B.: Coercion or empowerment? Moderation of content in Wikipedia as ‘essen-
tially contested’ bureaucratic rules. Ethics and Information Technology 14(2), 123–135 
(2012) 

10. Luhmann, N.: Vertrauen: Ein Mechanismus der Reduktion sozialer Komplexität, 4th edn. 
Lucius & Lucius, Stuttgart (2000; originally 1968). English translation published in Luh-
mann, N. Trust and Power. John Wiley, Chicester (1979) 

11. McGeer, V.: Trust, hope and empowerment. Australasian Journal of Philosophy 86(2), 
237–254 (2008) 

12. Pettit, P.: The cunning of trust. Philosophy and Public Affairs 24(3), 202–225 (1995) 



 Navigating between Chaos and Bureaucracy 557 

13. Simon, J.: The entanglement of trust and knowledge on the Web. Ethics and Information 
Technology 12(4), 343–355 (2010) 

14. Suh, B., Chi, E.H., Kittur, A., Pendleton, B.A.: Lifting the veil: Improving accountability 
and social transparency in Wikipedia with WikiDashboard. In: Proceedings of the Twenty-
Sixth Annual SIGCHI Conference on Human Factors in Computing Systems, Florence, It-
aly, April 5-10 (2008). Obtained from  
http://dx.doi.org/10.1145/13570541357214 

15. Tollefsen, D.P.: Wikipedia and the epistemology of testimony. Episteme 6(1), 8–24 (2009) 
16. Zucker, L.G.: Production of trust: Institutional sources of economic structure, 1840-1920. 

Research in Organizational Behaviour 8, 53–111 (1986) 



Author Index

Abbassi, Zeinab 365
Abrishami, Soheila 393
Ahluwalia, Ansuya 15
Ainley, Fiona 82, 539
Allen, Beccy 517
Altamirano, Luis 162
AnaLoui, Morteza 448
Anwar, Misita 216
Aperjis, Christina 365
Azman, Norhidayah 489

Bakhshi, Rena 406
Bandari, Roja 15
Bandyopadhyay, Somprakash 43
Banerjee, Shrabastee 43
Bavaud, François 68
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Gazzé, Davide 535
Georgiev, Petko 434

Ghorbel, Hatem 138
Giraud-Carrier, Christophe 351
Gliwa, Bogdan 475
Grindrod, Peter 82
Groenewegen, Maartje 96
Groenewegen, Peter 406
Guex, Guillaume 68

Harige, Ravindra 406
Higham, Desmond J. 82, 539
Hoang, Tuan-Anh 337
Huang, Allen 15
Huang, Xiaodi 1
Huberman, Bernardo A. 365

Iamnitchi, Adriana 29
Ivanov, Ivan 448

Jalali, Mehrdad 393
Jankowski, Jaros�law 462, 503
Johanson, Graeme 216
Joshi, Somya 517

Kayes, Imrul 29
Kazienko, Przemys�law 54, 462
Ko�loszczyk, Bartosz 54
Koulolias, Vasilis 517
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