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Preface

This LNCS volume contains the papers presented at the Third Swarm, Evo-
lutionary and Memetic Computing Conference (SEMCCO 2012) held during
December 20–22, 2012, at the Institute of Technical Education and Research,
Siksha ‘O’ Anusandhan University, Bhubaneswar, Odisha, India. SEMCCO is
regarded as one of the most prestigious international conference series, aiming
to bring together researchers from academia and industry to report and review
the latest progress in cutting-edge research with swarm, evolutionary, memetic
computing, and other novel computing techniques such as neural and fuzzy com-
puting, and thereby to explore new application areas, to design new bio-inspired
algorithms for solving specific hard optimization problems, and finally to create
awareness of these domains in a wider audience of practitioners.

SEMCCO 2012 received 310 paper submissions from 25 countries across the
globe. After a rigorous peer-review process involving 990 reviews, 96 full-length
articles were accepted for oral presentation at the conference. This corresponds
to an acceptance rate of 31% and is intended for maintaining the high standards
of the conference proceedings. The papers included in this LNCS volume cover
a wide range of topics in swarm, evolutionary, memetic, and other intelligent
computing algorithms and their real-world applications in problems selected from
diverse domains of science and engineering.

The conference featured four distinguished keynote speakers. The lectures in-
cluded Xin Yao’s talk on “Cooperatively Coevolving Particle Swarms for Large
Scale Optimization,” Hisao Ishibuchi’s talk on “Parallel Distributed Fuzzy
Genetics-Based Machine Learning,” Kumar Venayagamoorthy’s talk on “Com-
putational Intelligence Applications in Smart Grids,” and Kalyanmoy Deb’s lec-
ture on “Multiobjective Evolutionary Algorithms.”

We take this opportunity to thank the authors of all submitted papers for
their hard work, adherence to the deadlines, and patience with the review pro-
cess. The quality of a refereed volume depends mainly on the expertise and
dedication of the reviewers. We are indebted to the Program Committee and
Technical Committee members, who not only produced excellent reviews but
also did so in the short timeframes they were given.

We would also like to thank our sponsors for providing all the logistical sup-
port and financial assistance. First, we are indebted to ITER Management and
Administrations (faculty colleagues and administrative personnel of the School
of Computer Science, School of Electronics Engineering, and School of Electrical
Engineering) for supporting our cause and encouraging us to organize the con-
ference at ITER, SOA University, Bhubaneswar, Odisha. In particular, we would
like to express our heart-felt thanks to Manojranjan Nayak, President, Siksha
O. Anusandhan Trust, for providing us with the necessary financial support and
infrastructural assistance to hold the conference. Our sincere thanks are due to
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R.P. Mohanty, Vice Chancellor, SOA University, R.K. Mishra, Dean, ITER, and
P.K. Dash, Director, Research, for their continuous support. We thank Carlos
A. Coello Coello and Nikhil R. Pal, the General Chairs, for providing valuable
guidelines and inspiration to overcome various difficulties in the process of or-
ganizing this conference. We deeply regret the sad and untimely demise of one
of our beloved colleagues – Satish Kumar of the Dayal Bag Educational Insti-
tute, Agra, India. Professor Kumar had agreed to deliver a keynote lecture on
neuro-fuzzy systems at this conference. He is known to many of us through his
marvelous book on Neural Networks published by Tata McGraw Hill. Apart
from a great scientist and a prolific writer, he was a wonderful human being. A
session at the conference was dedicated to the memory of Prof. Kumar.

We would also like to thank the participants of this conference, who consid-
ered the conference above all hardships. Finally, we would like to thank all the
volunteers whose tireless efforts in meeting the deadlines and arranging every
detail ensured that the conference ran smoothly. We hope the readers of this
proceedings volume find the papers inspiring and enjoyable.

December 2012 Bijaya Ketan Panigrahi
Swagatam Das

P.N. Suganthan
P.K. Nanda
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Abstract. In this paper, we investigate the effect of five different mu-
tation schemes for real-parameter genetic algorithms (RGAs). Based on
extensive simulation studies, it is observed that a mutation clock imple-
mentation is computationally quick and also efficient in finding a solution
close to the optimum on four different problems used in this study. More-
over, parametric studies on the polynomial mutation operator identify
a working range of values of these parameters. This study signifies that
the long-suggested mutation clock operator should be considered as a
valuable mutation operator for RGAs.

1 Introduction

Real-parameter evolutionary optimization has received a lot of attention over the
years [1–4]. In a real-parameter genetic algorithm (RGA), the mutation operator
is used primarily as a mechanism for maintaining diversity in the population
[5, 6]. In contrast to a recombination operator, a mutation operator operates on
only one individual at a time. In RGAs, several mutation operators are suggested
– random mutation [7], Gaussian mutation [8], polynomial mutation [9, 10], and
others. The effect is to perturb the current variable value to a neighboring value.
While operated on multi-variable individual, one common strategy is to mutate
each variable with a pre-specified probability.

Despite the existence of different mutation operators for perturbing a variable,
the procedure of applying mutation operator to GA population members can be
applied in many different ways. The effect of different mutation schemes on the
performance of a real-parameter GA (RGA) is not investigated adequately yet.
In this paper, we suggest and compare five different mutation schemes based
on their effects on four different standard test problems. In all cases, we use
the polynomial mutation for perturbing a variable. Similar studies can also be
performed with other mutation operators.

In the remainder of the paper, we briefly describe the polynomial mutation
operator. Thereafter, we present five different mutation schemes suggested here.

B.K. Panigrahi et al. (Eds.): SEMCCO 2012, LNCS 7677, pp. 1–8, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Simulation results of a real-parameter GA with identical selection and recom-
bination operators but different mutation schemes are compared against each
other and against no mutation. Interesting observations are made. Finally, the
effect of polynomial mutation strength and probability are investigated for the
winning mutation scheme. Conclusions of the study are then made.

2 Polynomial Mutation in Real-Parameter GAs

Deb and Agrawal [9] suggested a polynomial mutation operator with a user-
defined index parameter (ηm). Based on a theoretical study, they concluded
that ηm induces an effect of a perturbation of O((b−a)/ηm) in a variable, where
a and b are lower and upper bounds of the variable. They also found that a value
ηm ∈ [20, 100] is adequate in most problems that they tried. In this operator, a
polynomial probability distribution is used to perturb a solution in a parent’s
vicinity. The probability distribution in both left and right of a variable value
is adjusted so that no value outside the specified range [a, b] is created by the
mutation operator. For a given parent solution p ∈ [a, b], the mutated solution p′

for a particular variable is created for a random number u created within [0, 1],
as follows:

p′ =

{
p+ δ̄L(p− x

(L)
i ), for u ≤ 0.5,

p+ δ̄R(x
(U)
i − p), for u > 0.5.

(1)

Then, either of the two parameters (δ̄L or δ̄R)
is calculated, as follows:

δ̄L = (2u)1/(1+ηm) − 1, for u ≤ 0.5, (2)

δ̄R = 1− (2(1− u))1/(1+ηm), for u > 0.5.(3)

To illustrate, Figure 1 shows the probability
density of creating a mutated child point from
a parent point p = 3.0 in a bounded range of
[1,8] with ηm = 20.
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Fig. 1. Probability density func-
tion of creating a mutated child
solution

3 Five Mutation Schemes

We discuss five different mutation schemes used in this study. We also compare
all five schemes with Scheme 0 in which no mutation operator is used.

Scheme 1: Usual Mutation
This mutation scheme follows the usual method of mutating each and every
variable one at a time with a pre-defined mutation probability pm [5, 10]. Usually,
pm = 1/n is used, so that on an average, one variable gets mutated per individual.
A random number u ∈ [0, 1] is created for every variable for an individual and
if u ≤ pm the variable is mutated using the polynomial mutation operator.
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Scheme 2: Mutation Clock
The usual mutation scheme described above requires n random numbers to be
created per individual. To reduce the computational complexity, Goldberg [5]
suggested a mutation clock scheme for binary-coded GAs, in which once a bit is
mutated, the next bit to be mutated (in the same or in a different individual) is
determined by using an exponential probability distribution: p(t) = λ exp(−λt),
where λ is the inverse of the average occurrence of mutations. We implement
here mutation clock, for the first time, to real-parameter GAs. With a mutation
probability of pm, on an average, one mutation will occur in 1/pm variables.
Thus, λ = pm. For a mutation event, a random number u ∈ [0, 1] is first chosen.

Then, equating u =
∫ l

t=0 pm exp(−pmt)dt, we obtain the next occurrence (l) of
mutation as:

l =
1

pm
log(1− u). (4)

If k-th variable on i-th individual in the population is currently mutated, the
next variable to be mutated is ((k + l) mod n)-th variable of the ((k + l)/n)-
th individual from current individual in the population. At every generation,
the initial variable to be mutated is calculated using i = k = 1. This operator
should, on an average, require n times less number of random numbers than that
required in Scheme 1.

Scheme 3: One Mutation per Solution
Here, we choose a random variable i ∈ [1, n] and xi is mutated using the poly-
nomial mutation. Exactly, one mutation is performed per individual.

Scheme 4: Fixed Mutation
This mutation scheme is similar to Scheme 3, except that every variable is given
an equal chance, thereby implementing a less noisy implementation of Scheme 3.
For this purpose, variables are ordered in a random order in every generation
and then variables are mutated using the polynomial mutation according to the
sorted order of variables from first to last population member. After n variables
are mutated in n top population members, the same order is followed from (n+1)-
th population member. Again, exactly one mutation is performed per individual.

Scheme 5: Diversity based Mutation
In this mutation scheme, we put more probability for mutation to a variable
that has less population-wise diversity. To implement, first the variance of values
of each variable across the population members is computed and variables are
sorted in ascending order of variance. Thereafter, an exponential probability
distribution (p(i) = λ exp(−λi) for i ∈ [0, n − 1] is used. To make the above a
probability distribution, λ̄ is used by finding the root of the following equation
for a fixed n: λ exp(−nλ)−exp(−λ)−λ+1 = 0. Thereafter, for a random number
u ∈ [0, 1], the variable (l + 1) that should be mutated is given:

l =
1

λ̄
log

(
1− u(1− exp(−nλ̄))

)
. (5)

For n = 15, λ̄ = 0.168 is found. This scheme makes one mutation per individual.
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4 Results

We consider four different problems to investigate the effect of five suggested mu-
tation schemes. The objective functions have minimum at xi = 0 (i = 1, . . . , n)
for the first three problems, and xi = 1 (i = 1, . . . , n) for the fourth problem.
However, in each case, we consider 15 variables (n = 15), initialized and bounded
within xi ∈ [−5, 10]. This does not make the optimum exactly at the middle of
the search space. We use the following GA parameter settings: (i) No. of real
variables, n = 15, (ii) Population size = 150, (iii) SBX operator probability,
pc = 0.9, (iv) SBX operator index, ηc = 2, (v) Polynomial mutation operator
probability, pm = 1/n, (vi) Polynomial mutation operator index, ηm = 20, and
(vii) Termination parameter εT = 0.01. For each mutation scheme, we make 51
different runs starting from different initial populations, however the same set
of initial populations are used for all mutation schemes. Mutation schemes are
then compared with each other and with the zero mutation scheme.

4.1 Ellipsoidal Function

This function is unimodal and additively separable having fell(x
∗) = 0: fell(x) =∑D

i=1 ix
2
i . The performance of different mutation schemes on the problem is shown

in Table 1. While all mutation schemes perform successfully on 100% runs, GAs
without mutation have failed to find the required solution in more than 50% of
the runs. This amply suggests the importance of using a mutation scheme in
RGAs. Figure 2 shows how the objective value is reduced with generation for all
five mutation schemes. Clearly, Schemes 1 and 2 perform the best.

4.2 Schwefel’s Function

The function is as follows: fsch(x) =
∑D

i=1

(∑i
j=1 xj

)
. The performance of differ-

ent mutation schemes on this problem is shown in Table 2. Figure 3 shows the

Table 1. Performance of different mutation schemes on ellipsoidal problem

Scheme 0 Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5

R
u
n

ti
m
e min. 0.05 0.07 0.06 0.11 0.10 0.15

avg. 2.96 0.08 0.08 0.15 0.14 0.20
med. 3.56 0.09 0.08 0.15 0.15 0.19
max. 4.49 0.10 0.09 0.20 0.20 0.25

G
e
n
e
ra

ti
o
n
s

min. 122.00 157.00 149.00 277.00 247.00 311.00
avg. 7,701.12 190.27 188.84 385.00 370.11 410.60
med. 10,000.00 193.00 185.00 389.00 375.00 408.00
max. 10,000.00 232.00 226.00 500.00 502.00 539.00

M
u
ta

ti
o
n
s min. 0.00 15,737.00 15,321.00 27,700.00 24,700.00 31,100.00

avg. 0.00 19,113.27 19,629.78 38,500.00 37,011.76 41,060.78
med. 0.00 19,259.00 19,196.00 38,900.00 37,500.00 40,800.00
max. 0.00 23,256.00 23,232.00 50,000.00 50,200.00 53,900.00
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Table 2. Performance of different mutation schemes on Schwefel’s problem

Scheme 0 Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5

R
u
n

ti
m
e min. 3.99 0.52 0.69 0.59 0.47 0.68

avg. 4.72 1.27 1.26 0.91 0.94 1.04
med. 4.96 1.22 1.23 0.88 0.94 1.03
max. 5.38 2.60 1.84 1.85 1.53 1.66

G
e
n
e
ra

ti
o
n
s

min. 10,000.00 1,065.00 1,522.00 1,335.00 1,060.00 1,301.00
avg. 10,000.00 2,559.57 2,788.29 2,053.10 2,146.77 1,997.37
med. 10,000.00 2,490.00 2,718.00 1,979.00 2,122.00 1,971.00
max. 10,000.00 5,307.00 4,076.00 4,210.00 3,470.00 3,161.00

M
u
ta

ti
o
n
s min. 0.00 106,891.00 159,104.00 133,500.00 106,000.00 130,100.00

avg. 0.00 257,230.11 289,855.70 205,309.80 214,676.47 199,737.25
med. 0.00 250,244.00 282,629.00 197,900.00 212,200.00 197,100.00
max. 0.00 533,128.00 423,452.00 421,000.00 347,000.00 316,100.00

reduction in objective value with generation. All five schemes performs almost
equally well for this problem.

4.3 Ackley’s Function

Next, we consider Ackley’s function: fack(x) = 20+e−20 exp

(
−0.2

√
1
D

∑D
i=1 x

2
i

)
−

exp
(

1
D

∑D
i=1 cos(2πxi)

)
. The performance of different mutation schemes on this

problem is shown in Table 3. Figure 4 shows the variation of objective value
with generation. It is clear that Schemes 1 and 2 perform better than other three
schemes, including the zero-mutation scheme.

4.4 Rosenbrock’s Function

Rosenbrock’s function is as follows: fros(x) =
∑D−1

i=1

[
100

(
xi+1 − x2

i

)2
+ (x1 − 1)2

]
.

Since this is a difficult problem to solve, we use εT = 15. The performance of
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Table 3. Performance of different mutation schemes on Ackley’s function

Scheme 0 Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5
R
u
n

ti
m
e min. 0.09 0.11 0.10 0.53 0.41 0.58

avg. 3.72 0.14 0.14 0.71 0.68 0.86
med. 3.93 0.14 0.13 0.72 0.69 0.86
max. 4.08 0.18 0.19 1.02 0.87 1.56

G
e
n
e
ra

ti
o
n
s

min. 207.00 224.00 225.00 1,220.00 969.00 1,132.00
avg. 9,427.43 291.88 303.31 1,641.90 1,563.51 1,682.78
med. 10,000.00 291.00 296.00 1,652.00 1,598.00 1681.00
max. 10,000.00 372.00 429.00 2,364.00 2,031.00 3,066.00

M
u
ta

ti
o
n
s min. 0.00 22,392.00 23,523.00 122,000.00 96,900.00 113,200.00

avg. 0.00 29,349.04 31,527.67 164,190.19 156,350.98 168,278.43
med. 0.00 29,068.00 30,891.00 165,200.00 159800.00 168,100.00
max. 0.00 37,258.00 44,327.00 236,400.00 203,100.00 306,600.00
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different mutation schemes on this problem is shown in Table 4. Figure 5 indi-
cates that Schemes 1 and 2 perform slightly better.

On four different problems, it is observed that in terms of function evaluations,
Schemes 1 and 2 perform better than the other three mutation schemes including
the zero mutation scheme. Tables show that Scheme 2 requires much smaller
number of computational time compared to Scheme 1. Hence, we recommend
the use of mutation clock as an efficient mutation scheme for real-parameter
GAs.

5 Parametric Studies with Mutation Index and Mutation
Probability

Having established the superiority of mutation clock, we now perform a paramet-
ric study of the distribution index ηm for Scheme 2. Figure 6 shows that ηm ≈ 100
performs the best on the ellipsoidal problem. Figure 7 shows ηm ∈ [100, 150] pro-
duce best results for Schwefel’s function. Similar plots for Ackley’s and Rosen-
brock’s functions are found but for brevity we do present them here.
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Table 4. Performance of different mutation schemes on Rosenbrock’s problem

Scheme 0 Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5
R
u
n

ti
m
e min. 0.08 0.05 0.05 0.05 0.05 0.06

avg. 4.63 0.24 0.14 0.29 0.27 0.30
med. 5.14 0.08 0.07 0.09 0.08 0.10
max. 5.51 3.09 0.99 2.45 2.77 2.21

G
e
n
e
ra

ti
o
n
s

min. 165.00 102.00 106.00 110.00 126.00 110.00
avg. 9433.04 473.75 309.12 632.88 598.29 561.21
med. 10,000.00 160.00 159.00 199.00 196.00 188.00
max. 10,000.00 6,284.00 2,163.00 5,481.00 6,227.00 4,207.00

M
u
ta

ti
o
n
s min. 0.00 10,148.00 11,034.00 11,000.00 12,600.00 11,000.00

avg. 0.00 47,593.15 32,159.07 63,288.23 59,829.41 56,121.57
med. 0.00 15,827.00 16,544.0 19,900.00 19,600.00 18,800.00
max. 0.00 631,346.00 225,044.00 548,100.00 622,700.00 420,700.00

Fig. 6. Parametric study of ηm for
Scheme 2 on ellipsoidal function

Fig. 7. Parametric study of ηm for
Scheme 2 on Schwefel’s function

Next, we perform a parametric study of mutation probability pm with Scheme 2
and fix the mutation index as ηm = 100 (which is found to be near-optimal
above). We use pm = k/n with k = 0.01, 0.1, 0.5, 0.75, 1, 1.5, 2, and 5. The
rest of the GA parameters are kept the same as before. Figure 8 shows the
number of generations needed for 51 runs for the ellipsoidal problem. Mutation
probabilities of 0.01/n and 0.1/n are not found to produce a reasonable result.
The figure shows that 0.5/n to 1.5/n perform the best. Thus, the usual prac-
tice of pm = 1/n is justified by our study. Similar results are found for other
two functions as well. Thus, based on the above simulation results, we suggest
the following parameter values for the polynomial mutation operator which is
to be applied with SBX recombination operator with ηc = 2 and the binary
tournament selection operator:

Mutation scheme: = Mutation clock [5],
Mutation index, ηm [9]: = [100, 150],
Mutation probability, pm:= [0.5/n, 1.5/n], where n is the number of variables.
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Scheme 2 on Schwefel’s function

6 Conclusions

Mutation operators are used for maintaining diversity in a GA. In this paper, we
have suggested five different mutation schemes for real-parameter GAs. Based
on their performance, we conclude the following: (i) any of the five mutation
operators is better than not performing any mutation, (ii) the mutation clock
operator which was suggested in eighties has been long forgotten and has been
found here to be the fastest in terms of its execution time and best in terms of
its performance. Parametric studies have also found a range of mutation index
for the polynomial mutation (ηm ∈ [100, 150]) and mutation probability pm ∈
[0.5/n, 1.5/n] (where n is the number of variables) for its best performance.
Similar studies can be performed with other real-parameter mutation operators.
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Abstract. Remanufacturing is a growing branch of the traditional 
manufacturing industry.  In this study, a discrete harmony search (DHS) 
algorithm is proposed for the dynamic flexible job shop scheduling problem 
(FJSSP) in remanufacturing. Firstly, the dynamic flexible job shop scheduling 
in remanufacturing engineering is described. Secondly, the harmony search 
algorithm is discretized for the dynamic flexible job shop scheduling problem. 
Thirdly, a new method for improving a new harmony is proposed based on the 
characteristics of dynamic FJSSP and solution representation. Finally, 
simulation experiments are carried out to test the proposed discrete harmony 
search algorithm. The results show the effectiveness of the proposed DHS 
algorithm in solving the disassembly scheduling problem in remanufacturing 
engineering. 

Keywords: remanufacturing engineering, harmony search, dynamic flexible job 
shop scheduling.  

1 Introduction 

Lund [1] was the first one to define and discuss the remanufacturing problem. Krupp 
[2,3] perfected the concept of remanufacturing and predicted the future of 
remanufacturing engineering. In recent years, many researchers have focused on the 
remanufacturing scheduling problem. Guide [4] analyzed the capacity planning in 
remanufacturing environment. Guide [5] also examined the impact of product 
structure complexity on other managerial and operational decisions in a 
remanufacturing environment. Depuy [6] proposed a methodology for production 
planning within facilities involved in the remanufacturing of products. Teunter [7] 
developed a polynomial-time dynamic programming heuristic for the cost in 
manufacturing and remanufacturing engineering. Grubbstrom [8] proposed a model to 
analyze how labor costs, material costs and budget influence the optimal production 
decisions in remanufacture engineering. Denizel [9] considered the production 
planning when inputs have different and uncertain quality levels and discussed 
different decision variables in remanufacturing engineering.  
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Harmony search is one of the latest meta-heuristic methods presented by Geem et 
al [10] for solving optimization problems. Compared to the earlier meta-heuristics, the 
HS algorithm imposes fewer mathematical requirements and numerical comparisons 
show that the process of evolution in harmony algorithm is faster than GA [11, 12]. 

During the past few years, the HS algorithm has been successfully employed to 
solve problems, such as structural optimization [11], vehicle routing [13], water 
network design [14], multiple dam operation [15], Sudoku puzzle [16], multi-pass 
face-milling [17], discrete-time chaotic system [18], blocking flow shop scheduling 
problem [19], lot-streaming flow shop scheduling problem [20], no-wait flow shop 
scheduling problem [21-22], diesel generators in oil rig platforms [23] and discrete 
design variables. 

The rest of this paper is organized as follows: Section 2 introduces the dynamic 
flexible job shop scheduling problem in remanufacturing engineering; Section 3 gives 
the details of the DHS algorithm for the dynamic flexible job shop scheduling 
problem in remanufacturing engineering; Section 4 is the simulation computation and 
results. We conclude the paper in Section 5. 

2 Problem Description 

The process of a typical remanufacturing operation is shown in Fig.1 [4]. 
Disassembly is an important part in remanufacturing engineering. After receiving, the 
products must be disassembled into parts for the next processing stage. The 
disassembly step is regarded as a flexible job shop scheduling problem. Each product 
has a sequence of parts. A part in one product can be disassembled by one machine 
out of a set of candidate machines. Each part of a product must be disassembled only 
on one machine at a time while each machine can disassemble only one part at a time. 
It is difficult to obtain the disassembly or remanufacturing time for one received 
product because most products were not manufactured for disassembly or 
remanufacturing. For different received products, the disassembly or remanufacturing 
time is different and indeterminate. The first operation is to assign every part of every 
product to one machine for disassembly and sequence the parts on each machine for 
minimum makespan. In remanufacturing process, if the processing time changes and 
makespan is larger, the subsequent operations may have to be rescheduled.  

Makespan, denoted by MC , is the maximal of completion time of products. The 
objectives of this paper are as Eq.1: 

Min }{max
1

i
ni

M cC
≤≤

=  (1)

where,  ic  is the completion time of product i and  n   is the number of  

products. 
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Fig. 1. The flow of a typical remanufacturing operation [4] 

3 DHS Algorithm for the Dynamic FJSSP 

3.1 Discrete Harmony Search 

A solution in this paper consists of two vectors corresponding to the machine 
assignment and part scheduling sub-problems of the flexible job shop scheduling 
problem. Using harmony search terminology, a harmony is therefore composed of 
two parts:1) Machine assignment vector (hereafter called MA). (2) Part sequence 
vector (hereafter called PS). 

Fig. 2(a) illustrates a machine assignment vector while Fig. 2(b) shows the 
corresponding part sequence. Pi,j is part j of product i. In MA, each element 
represents the machine selected for the corresponding part. In PS, the same elements 
represent the different parts of the same product. For example, the first 3 in MA 
means that machine 3 is selected for part P1,1, and the second 4 in PS is the second 
part of product 4. 

 

 

Fig. 2. Illustration of MA and PS 

In our discrete harmony search algorithm, the quality of initial HM often affects 
the speed to a satisfactory solution. Therefore, it is a critical step to generate a good 
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quality initial HM. The initialization process includes machine assignment phase and 
part scheduling phase. 

• Machine assignment procedure: 
In this section, two heuristics are employed for initialing machine assignment.1) 
Random rule: For each part Pi,j, a randomly selected machine from the set of 
candidate machines will be placed at the corresponding position in MS vector. 2) 
Global min-processing time rule [9]: In this rule, we should find the global minimum 
processing time from the processing time table and fix the assignment. Then the 
processing time is added to corresponding machine. This rule considers the global 
workload among all machines and can help find the better makespan. The 
disadvantage is lack of diversity. 
• Part scheduling procedure: 
Once the machine assignment is fixed, the parts on each machine should be 
sequenced. The part scheduling component is obtained by the random rule: The part 
sequence is obtained by randomly shuffling the order of all parts on each machine. 

3.2 Improving a New Harmony 

In DHS algorithm, each harmony includes machine assignment and part sequence. In 
an MA vector, each element represents a machine selected for disassembly 
corresponding part. However, multi elements have the same value and represent the 
different parts of the same product in PS vector. From different harmonies, the 
elements at the same positions are for the same part in MA vector while the elements 
at the same position may mean the part of different products in PS vector. Therefore, 
we improve a new harmony for the machine assignment vector and part sequence 
vector separately. The process of improvising the new MA vector is shown in Fig.3. 
According to the problem feature of dynamic FJSSP and the coding strategies, we use 
crossover operators for the PS vector of a new harmony. In this study, we proposed a 
new crossover operator based on order crossover. We obtain two new harmonies from 
the current two harmonies. The proposed crossover operator works for the PS vector 
as follows: 

Step1: Generate a random number R from 1 to product number; 
Step2: Copy the values from the PS vector of Harmony1 to the corresponding 
positions in New Harmony1 where the values are less than or equal to R.  
Step3: Copy the values from the PS vector of Harmony2 to the corresponding 
positions in New Harmony2 where the values are larger than R.  
Step4: From the PS vector of Harmony2, copy the values which don’t appear in 
New Harmony1 to the unfixed positions in New Harmony1 from left to right 
according to the order of the sequence in Harmony2.  
Step5:  From the PS vector of Harmony1, copy the values which don’t appear in 
New Harmony2 to the unfixed positions in New Harmony2 from left to right 
according to the order of the sequence in Harmony1. 
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Fig. 3. The process of improvising the MA part of a new harmony 

3.3 Dynamic Scheduling 

In the remanufacturing process, the quality of received products is different. So, the 
processing time of parts is also different. If the processing time of one part becomes 
larger than pre-estimated and the makspan is also larger than pre-optimized, the 
following parts in the remanufacturing process will be rescheduled using proposed 
DHS algorithm for minimizing makespan. 

4 Simulation and Computational Results 

4.1 Experimental Setup 

To test the performance of the proposed DHS algorithm, simulation and experiment 
are carried out in this section. The data of one instance is shown in Table 1. In Table1, 
p1-p6 are 6 products received for remanufacturing while the oij denotes the operation 
j of product i. M1-M5 are the machines for remanufacturing products. The values are 
the processing time of parts on corresponding machines and the values are the normal 
processing time. The level of parts which changes its processing time are calculated 
as Eq.2: 

                             %100×=
ξ
ρα  (2)

where ρ is the number of parts with processing time larger than pre-estimated, ξ  is 

the total number of parts of all products. The DHS algorithm were coded in C++.net 
and run on Intel 2.8GHz PC with 1 GB memory. In this paper, the parameters are 
fixed as follows: HMS=20, HMCR=0.95 and PAR=0.5. α is set two different levels, 
α=0.05 and α=0.1. 
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4.2 Simulation and Experiment Results 

Before commencing the remanufacturing, the proposed DHS algorithm has calculated 
the makespan, 27=MC  , of a instance. For each α, we randomly select the operations 

to increase processing time and correspondingly added value of processing time. The 
simulation of remanufacturing process is run for 10 independent replications.The 
simulation results of α=0.05 and α=0.1 are shown in Table 1 and Table 2. 

In Table 1 and Table 2, the first column is the parts which increase processing 
time. The second column is the added value of processing time. And the third column 
is the added value of makespan while no dynamic scheduling in remanufacturing 
process.The next column is the increase in percentage of makespan with no dynamic 
scheduling. The column second to last is the added value of makespan with dynamic 
scheduling in remanufacturing process. The final column is the increasing percentage 
of makespan with dynamic scheduling. It can be seen from Table 1 that the results 
with dynamic scheduling is better than that without dynamic scheduling. In 10 
independent replications, the mean increase in percentage of makespan with dynamic 
scheduling is 3.33% while the result without dynamic scheduling is 5.92%. The 
similar conclusion can be obtained from Table 2. We can see from Table 2 that the  
 

Table 1. Simulation results with α=0.05 

Oi,j Add1 Add2 imp (%) Add3 imp (%) 
(6,3) 3 2 7.40 1 3.70 
(1,4) 1 0 0.00 0 0.00 
(2,4) 2 1 3.70 0 0.00 
(4,1) 3 3 11.11 1 3.70 
(5,3) 3 2 7.40 2 7.40 
(6,2) 2 2 7.40 1 3.70 
(6,5) 4 1 3.70 1 3.70 
(3,4) 1 1 3.70 1 3.70 
(6,4) 3 1 3.70 1 3.70 
(4,2) 2 3 11.11 1 3.70 
Mean 2.4 1.6 5.92 0.9 3.33 

Table 2. The simulation results of α=0.1  

Oi,j Add1 Add2 imp (%) Add3 imp (%) 
(5,1)(3,1)(1,2) 6 3 11.11 2 7.40 
(3,2)(6,4)(1,5) 6 2 7.40 2 7.40 
(5.3)(5.4)(3,4) 8 3 11.11 3 11.11 

(3,1)(4,6) 5 3 11.11 3 11.11 
(5,1)(1,2)(3,4) 5 3 11.11 2 7.40 
(1,1)(4,3)(2,3) 5 3 11.11 3 11.11 
(4,3)(4,6)(1,5) 8 6 22.22 4 14.81 
(6,1)(6,2)(3,5) 7 5 18.51 5 18.51 
(1,5)(5,2)(6,4) 4 2 7.40 2 7.40 
(4,1)(6,4)(1,5) 5 2 7.40 1 3.70 

Mean 5.9 3.2 11.85 2.7 10.00 
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mean increase in percentage of makespan with dynamic scheduling is 11.85% while 
the result without dynamic scheduling is 10.00%. In a nutshell, it can be concluded 
that our proposed DHS algorithm is effective for solving the dynamic FJSSP in 
remanufacturing engineering. 

5 Conclusions 

To the best of our knowledge, this is the first report to propose a DHS algorithm for 
the dynamic flexible job shop scheduling problem in remanufacturing engineering. A 
novel approach for improving a new harmony is proposed based on the problem 
characteristics and solution representation. The simulation and experiment are carried 
for evaluating the performance of the novel proposal. In future, we will improve the 
search ability of discrete harmony search algorithm and further investigate the local 
search method. We will also research more dynamic scheduling problem in 
remanufacturing engineering and other field. 
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Abstract. Image segmentation is known as one of the most critical task in 
image processing and pattern recognition in contemporary time, for this purpose 
Multi Level Thresholding based approach has been an acclaimed way out. 
Endeavor of this paper is to focus on obtaining the optimal threshold points by 
using Tsallis Entropy. In this paper, we have incorporated a Differential 
Evolution (DE) based technique to acquire optimal threshold values. 
Furthermore, results are compared with two state-of-art algorithms- a. Particle 
Swarm Optimization (PSO), and b. Genetic Algorithm (GA). Several image 
quality assessment indices are applied for the performance analysis of the 
outcome derived by applying the proposed algorithm. 

Keywords: Multilevel Image Segmentation, Tsallis Entropy, Differential 
Evolution, MSSIM, WPSNR. 

1 Introduction 

IMAGE segmentation, the process of discriminating objects from its background in 
pixel level, has become the utmost component of image analysis. Over the years 
segmentation is being applied as a basic step for several computer vision applications 
like feature extraction, identification, image registration etc. Image segmentation done 
via bi-level thresholding that subdivides the image into two homogenous regions, 
based on texture, histogram, edge etc., uses only one threshold value.  

In the year 2004, bi-level maximum Tsallis entropy (MTE) based image 
segmentation was proposed by Portes de Albuquerque et al [1]. Proposed technique of 
image segmentation is based on work done by Tsallis et. al. [2], which is an extended 
version of  Havrda and Charva’t paper in 1967 [3]. Later multi-level image 
segmentation gained popularity for its ability for sub-dividing the image into more 
than one segment. It makes the image more useful for the later analysis and studies. 
However, the computation complexity of these methods had increased to a significant 
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amount [4]. Now, to reduce the computational time, several multi–level Tsallis 
entropy based image segmentation techniques are being proposed by using some 
state-of-art metaheuristics of recent time, like Particle Swarm Optimization (PSO), 
Artificial Bee Colony (ABC), Bacterial Foraging Algorithm (BFA) [5]. In this paper 
Differential Evolution (DE) has been used to find the maximum Tsallis entropy for 
accurate and faster computation. DE is no doubt, a powerful and real parameter 
optimizer of current time [6, 7]. It has been shown that DE can outperform GA and 
PSO when it is used for multi-level thresholding based image segmentation problems 
[8]. 

The rest of the paper includes the basic concept of Tsallis entropy -Section 2. 
Section 3 describes multi-level image thresholding. A brief introduction of 
Differential Evolution (DE) is given in Section 4. The experimental results and 
comparative performance are presented in Section 5.  Lastly the paper is concluded 
in Section 6. 

2 Tsallis Entropy  

Let = , ,   , . . . . .  ,  ∈  ∆  , where 

∆n = p1,p2, ,. . . , pn pi ≥0, i =1,2,…, n, n ≥ 2, pi 

n

i=1

= 1} 

is a set of discrete finite n-ary probability distributions. Havrda and Charva’t defined 
entropy of degree α as [3]: 

               =  11 2  1  .                                            (1) 

 
In 1988, Independently Tsallis proposed a one parameter generalization of the 
Shannon entropy as [16]                ( ) =  11  1  ,                                             (2) 

where α is a real positive parameter not equal to one. Both (1) and (2) have similar 
expression except the normalization factor. The Tsallis entropy is non-extensive in 
such a way that for a statistical independent system, the entropy of the system is 
defined by the following pseudo additive entropic rule [1]            ( ) =   ( )  ( ) (1 )  ( )  ( )                       (3) 

 

For an image the entire distribution is divided into classes, one for object (class A) 
and another for background (class B).Then the priori Tsallis for each distribution can 
be defined as                      ( ) =  1 1  1  ( )( ) ,                                           (4) 
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And                    ( ) =  1 1  1  ( )( ) ,                                        (5) 

where ( ) =  ( )   ( ) = ( ) 

 
The optimum threshold value can be determined by:  

 ( ) =  (  ( )  ( ) (1 )  ( )  ( ) )                  (6) 

3 Multi-level Tsallis Entropy 

The Tsallis global thresholding method can be further extended by using more than 
two classes e.g. class A, class B and class C [9, 10, 11]. The entropy of the system for 
threshold values t1 and t2 is defined by the following pseudo additive entropic rule 
 ( ) = (  ( )  ( )  ( ) (1 )  ( )  ( )  ( ) ),       (7) 

where  

 ( ) =  1 1  1  ( )( ) ,             ( ) =  ( ) , 
  ( ) =  1 1  1  ( )( ) ,      ( ) =  ( ), 

 ( ) =  1 1  1  ( )( ) ,        ( ) =  ( ). 
A more generalized equation can be reformed from (7) for n threshold values: ( , , … , ) = (  ( )  ( )   ( )(1 ).  ( )  ( ). … .  ( ) ),                                                  (8) 

 

where no of segmentation level would be n+1. For the ease of computation two 
dummy threshold 0 , 1 and    , are being 
incorporated. DE is used to find the threshold values by maximizing equation (8). 

4 Differential Evolution (DE) 

DE, a population-based global optimization algorithm, was proposed by Storn in 
1997. The  individual (parameter vector) of the population at generation (time)  
is a -dimensional vector containing a set of  optimization parameters:     
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 ( ) = , ( ), , ( ), … … , , ( )  (9) 

In each generation to change the population members   ( ) (say), a donor vector  ( ) is created. It is the method of creating this donor vector that distinguishes the 
various DE schemes. In one of the earliest variants of DE, now called DE/rand/1 
scheme, to create  ( ) for each member, three other parameter vectors (say the 

1, , and -th vectors such that  , ,  ∈  1,  and   ) are chosen 
at random from the current population. The donor vector    ( )  is then obtained 
multiplying a scalar number F with the difference of any two of the three. The process 
for the  component of the  vector may be expressed as, 

 , ( ) = , ( ) . , ( ) , ( )  (10) 

A ‘binomial’ crossover operation takes place to increase the potential diversity of the 
population. The binomial crossover is performed on each of the  variables 
whenever a randomly picked number between 0 and 1 is within the  value. In this 
case the number of parameters inherited from the mutant has a (nearly) binomial 
distribution. Thus for each target vector   ( ), a trial vector  ( )is created in the 
following fashion: , ( ) =  , ( )          (0,1) = ( )    =   , ( )        (0,1) ( ) (11) 

                          

For j = 1, 2, ….., D and  (0,1) ∈ 0,1  is the jth evaluation of a uniform random 
number generator.  ( ) ∈ 1, 2, … … ,  is a randomly chosen index to ensures that  ( ) gets at least one component from   ( ). Finally ‘selection’ is performed in 
order to determine which one between the target vector and trial vector will survive in 
the next generation i.e. at time  =    1. If the trial vector yields a better value of 
the fitness function, it replaces its target vector in the next generation; otherwise the 
parent is retained in the population: 

   ( 1) =  ( ) ( ) ( )             =  ( ) ( ) ( )  (12) 

where (. ) is the function to be minimized. 

5 Experimental Results 

The simulations are performed with MATLAB R2011b in a workstation with Intel® 
Core™ i3 3.2 GHz processor. For testing and analysis, 4 images are used from the 
Berkeley Segmentation Dataset and Benchmark (obtainable from 
http://www.eecs.berkeley.edu/Research/Projects/CS/vision/bsds/). The original gray 
scale images, their 1-D histograms are shown in Figure 1.  The segmented greyscale 
image is formed by using a generalized equation.  

      ( , ) = 11        ( , ) ( , ) ( , ),            (13) 

where k  = 1, 2, ⁄ ,n+1. 
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The performance of DE based method is compared with other efficient global 
optimization techniques like GA and PSO. In case of DE, the following parametric 
setup is used for all the test images: = 0.9, = 0.5.  Best possible parametric 
setup is also maintained for GA and PSO. The used parametric setup for PSO is: C1 = 
C2 = 2 and w = 0.9 and for GA: crossover probability = 0.85 and mutation probability 
= 0.1 Results are reported as the mean of the objective functions of 50 independent 
runs. Each run contains 200 generations. The value of α is set to 0.3 .Through detail 
analysis it is found that Tsallis entropy based multi-level segmentation performs 
efficiently for α’s value below 0.4. 

 

 
(a) 

 

 

(b) 

  
(c) 

 
(d) 

Fig. 1. Test Images and their histograms (a) 12074 (b) 101087 (c) 209070 (d) 300091 
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Table 1 shows the required computational time for each levels of image “12074”, 
using DE, GA and PSO.  Results clearly show that DE requires lesser computation 
time than the other algorithms. In addition, mean objective function value ( ) and 
standard deviation (  ), shown in Table 2, establish the superiority of DE over 
modern day’s state-of-art global optimization techniques. (For convenience, best 
results are shown in bold letters.) 

Table 1. Average Computational time in Seconds (Image No. 12074) for 200 generation in a 
single run 

No. Of Levels DE PSO GA 
2 1.1019 1.1595 1.6945 
3 1.4901 1.9173 2.4987 
4 1.5390 2.2348 3.4223 

 

Table 2. Mean objective function value ( ) and standard deviation ( ) of “12074”  

L 
DE PSO GA 

  

2 1.1889e+004 0.0 1.1886e+004 2.5793 1.1880e+004 7.640 

3 1.8243e+005 0.0 1.8165e+005 6.3079e+002 1.8236e+005 45.1361 
4 1.8436e+006 0.0 1.8040e+006 1.7922e+004 1.8311e+006 5.4529e+003 

 
Different threshold values of test images, obtained by using meta-heuristics, are 

given in Table 3. Fig. 2 shows the segmented gray level test images. Weighted Peak 
Signal to Noise Ratio (WPSNR) [14] and Mean Structural Similarity Index 
Measurement (MSSIM) [15] (between original grayscale image and segmented 
grayscale image) are indicated to establish the betterment of results. 

Table 3. Threshold values acquired by using DE, GA, PSO 

Image No. of 
Levels 

Threshold values 
DE PSO GA 

12074 2 95  175 95   175 99   177 
3 78   137   196 77     138  189 79   136   196 
4 68   115   162   209 64   112   156   207 70   118   163  209 

101087 2 68  140 67   140 67   140 
3 51   105   159 51   105   159 54   109   162 
4 42    85   130   174 46    87   133   177 41    82   128   173 

209070 2 109  185 109   185 110   187 
3 90   146   201 91   146   198 90   150   202 
4 79   123   168   211 79   122   165   209 80   126   169   211 

300091 2 99  173 99   173 99   173 
3 53   115   181 53   117   184 53   117   184 
4 53   102   153   203 53   102   151   205 53   103   154   203 
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a. 1. a. 2. a. 3. 

  

b. 1. b. 2. b. 3. 

  

c. 1. c. 2. c. 3. 

  

d. 1. d. 2. d. 3. 

Fig. 2. Segmented images obtained by MTE-DE method ((a. 1.), (b. 1.), (c. 1.), (d. 1.) 3-level 
thresholding, (a. 2.), (b. 2.), (c. 2.), (d. 2.) 4-level thresholding, (a. 3.), (b. 3.), (c. 3.), (d. 3.) 5-
level thresholding  

Table 4. WPSNR and MSSIM of test images using DE 

Name of Images 
WPSNR(dB) MSSIM 

2 3 4 2 3 4 

12074 22.0073 23.1569 23.9040 0.1770 0.2283 0.2694 
101087 21.7986 24.0456 26.1610 0.6749 0.7495 0.7762 
209070 20.0278 21.8441 22.8655 0.3302 0.4363 0.4999 
300091 18.6277 27.7601 30.0469 0.2010 0.6748 0.7080 
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6 Conclusion 

In this paper we have proposed a scheme based on differential evolution for Multi- 
Level Thresholding by using MTE. DE approach has definitely increased the speed 
and accuracy of our selected algorithm. This technique was applied to various real 
images; the results demonstrated the efficiency of working of the algorithm, and the 
feasibility of our proposal. This finding could encourage further researches, still 2-D 
histogram based approaches and fuzzy based approach could be implemented to 
achieve better performance. 
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Abstract. Concept of the particle swarms emerged from a simulation of the 
collective behavior of social creatures and gradually evolved into a powerful 
global optimization technique, now well-known as the Particle Swarm 
Optimization (PSO). A vast amount of analytical studies on various aspects of 
the PSO dynamics like stability, convergence, explorative power, sampling 
distribution and so on can be found in the literature. The boundary of the swarm 
is still as a challenging research interest. The upper boundary restricts the 
swarm members within a sub-region of the whole search space. Higher  
the upper boundary, higher is the diversity. This paper investigates mainly the 
diversity of the swarm in terms of the upper boundary of the swarm. 

Keywords: Particle Swarm Optimization, Convergence, Exploration, diversity. 

1 Introduction 

The concept of function-optimization by means of a particle swarm was introduced by 
Kennedy and Eberhart [1] in 1995. The velocity and the position update equation at 
the t+1th generation is given by the following equations- 

               1 2( 1) . ( ) ( ( ) ( )) ( ( ) ( )),i i i i i it t a rand t t b rand t tω+ = + ⋅ − + ⋅ −v v l x g x        (1) 

  ( 1 ) ( ) ( 1 ) .t t ti i i+ = + +x x v                 (2) 

The first term of the velocity updation formula represents the inertial velocity of the 
particle.ω  is called the “inertia factor”. Here, ( )til is the best previous position found 

by the ith particle and ( )tig is the best position discovered by the whole population at tth 

iteration. ‘a’ and ‘b’ are the acceleration coefficients reflecting the weighting of 
stochastic acceleration terms that pull each particle toward pbest and gbest positions. 
Venter and Sobieski [2] termed ‘a’ as “self-confidence” and ‘b’ as “swarm confidence”. 
Local neighborhood models [3] (or lbest) were proposed for PSO long ago, where each 
particle has access to the information corresponding to its immediate neighbors, 
according to a certain swarm topology. The velocity and the position update equation 
for lbest topology at the t+1th generation is given by the following equations- 

( 1) ( ) ( ( ) ( )) ( ( ) ( )).1 2t t a rand t t b rand t ti i i i i iω+ = + ⋅ − + ⋅ −v v l x n x         (3) 
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( 1) ( ) ( 1),t t ti i i+ = + +x x v                        (4) 

where ni(t) is the neighborhood best particle found by the ( )tix . A comprehensive 

knowledge on the foundation and application of PSO can be found in [4-6]. 
Ozcan and Mohan [7] considered single particle moving towards fixed attracters 

which was extended to a multi particle and multidimensional space in [8]. Clerc and 
Kennedy did a stability analysis in [9]. Recently Fernández-Martínez and García 
Gonzalo [10] found a continuous form of gbest PSO.  

All of the analysis discussed so far is on the gbest PSO. A preliminary probabilistic 
analysis of the particle interaction and information exchange in an lbest PSO was 
addressed by Ghosh et al. [11]. But none of the analysis addressed the boundary of 
the swarm trajectory of lbest PSO. We believe that analysis of lbest PSO will help us 
to develop efficient optimizers based on lbest swarms.  

2 Analytical Treatment 

2.1 Error Dynamics in Generalized lbest PSO   

Let the global optimum to be found be denoted with x*. If none of the particles are 
successful (till now) to find the optimum, the position of each particle is given as: 

             ),(*)( tt ii exx +=                     (5) 

where )( tie represents the error of the thi  particle at time t = t. The PSO dynamics 

can be generalized [10] and the velocities and positions update equations are: 

   
( )( )( ) 1 1 ( ) ( ( ) ( )) ( ( ) ( )).1 2t t t t a rand t t t b rand t t ti i i i i iω+Δ = − − Δ ⋅ + ⋅ ⋅Δ − + ⋅ ⋅Δ −v v l x n x

      
(6) 

                     ( ) ( ) ( )t t t t t ti i i+Δ = + +Δ ⋅Δx x v .                                           (7) 

From equation (6) and (7) we get: 

( ) (1 ) ( ) ( ) ( ) ( ),1 2t t c t a rand t b rand ti i i iω+ − + = ⋅ ⋅ + ⋅ ⋅ x x x l ni      
(8)  

where ( )( ) lim ( ) ( ) ,
0

t t t t ti i i
t

= − − Δ Δ
Δ →

x x x ( ) 2( ) lim ( ) 2 ( ) ( ) ( ) ,
0

t t t t t t ti i ii t
= +Δ − + −Δ Δ

Δ →
x x x x and  

.1 2c a rand b rand= ⋅ + ⋅   Now, if we substitute ( ) * ( )t ti i= +x x e  in (8), we get, 

( ) (1 ) ( ) . ( ) ( ) ( ) *.1 2t t c t a rand t b rand t ci i i iω+ − + = ⋅ ⋅ + ⋅ ⋅ − e e e l n xi               (9)  

By letting ( ( )) ( )E t ti =e μ  
and applying expectation operator on both sides of equation 

(9) and by interchanging the order of differentiation and expectation, we obtain: 

( ) (1 ) ( ) ( ) ( ) *,t t c t t cω ′ ′+ − + = − μ μ μ xθ     (10)                                             

where ( ) ( ( ) ( ))1 2t E a rand t b rand ti i= ⋅ ⋅ + ⋅ ⋅θ l n  
and ( ) ( ) /c E c a b 2′ = = + . Equation (10) is a 

second order differential equation of ( )tμ  and it has a general solution and a particular 
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solution. Let   ( ) ( ) ( )t t tg p= +μ μ μ , where )(tgμ and )(tpμ  are the general and particular 

solutions of equation (10) respectively. In (10) the term )()1( tμω−  is the damping 

term of the stochastic process )( tμ . If this term is absent then the general solution of 

the equation will be oscillating and will never converge to any stable point. Therefore 
ω =1 is not acceptable to have convergence. If damping co-efficient is negative then 
also )(tμ will not converge rather it will diverge to large values eventually. So ω >1 

is also not acceptable and to have a converging behavior of )( tμ we must choose 

ω <1. Now if we try to get the general solution of equation (10), we will get  

( )1 2
1 2( ) . . ,t tt e eλ λ= +g C Cμ  

Where C1 and C2 depends on the initial conditions, putting 
2

4)1()1(
,

2

21

c′−−±−−= ωωλλ , 

the ( )tgμ term can be rewritten as: 
2 2( (1 ) 4 ') 2 ( (1 ) 4 ') 2(1 ) /2

1 2( ) . . .c t c ttt e e eω ωω − − − − −− −  = + 
 

μg C C  

The value of c′−− 4)1( 2ω  determines the nature of the )(tgμ and the following 

three cases may arise: 

i) Case 1:  c′−− 4)1(
2

ω >0, ii) Case 2: c′−− 4)1(
2

ω = 0 , iii) Case 3: c′−− 4)1(
2

ω <0. 
 

 
 
 
 
 
 
 
 
 
 
 

               (a) )(tgμ  vs. time for all 3 cases           (b) Case 3 with ω =0.7 with three sets of a,b 

Fig. 1. Variation of the general solution with time 

For all the three cases the graphical plots of how the general solution varies with time 
are shown in Figure 1. From Figure 1 (b) we can quantitatively say that if ‘a’ and ‘b’ 
are high, then for small influence of social and cognitive component, high ‘a’ and ‘b’ 
magnify its magnitude and show more oscillation in the mean error trajectory. 
Similarly for small values of ‘a’ and ‘b’, the error trajectory comes to a stagnation 
after a small number of iterations. In both the cases, 1 and 2, 04)1( 2 ≥′−− cω and 

thus, 2)1(4 ω−≤′c  implies ' (1/ 4)c ≤ . This leads a small value of ‘a’ and ‘b’. For 

Case 3, 2)1(4 ω−≥′c . So, for case 3 the value of c′ and hence the values of ‘a’ and 

‘b’ are high and higher values give better diversity in the swarm. In order to further 
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elaborate on this point, we shall take Case 3 for further analysis. Substituting 
2 24 (1 ) 4c ω δ′ − − =  in the expression for ( )g tμ we get, 

                                          ( ) (1 ) /2( ) cos( ) .tt e tg
ω δ− −= +ΘCμ                                  (11) 

Where C and Θ depends on the initial conditions. The effect of choosing different ‘a’ 
and ‘b’ on convergence of the general solution is already shown in Figure 1(b). Now 
we try to find the particular solution of the second order differential equation (10) in 
the following way, whereα and β are roots of the equation 2 (1 ) 0D D cω ′+ − + = . 

1
( ) .( ( ) *)

( )( )p t t c
D Dα β

′= −
− −

μ θ x  

1 2( ) ( ( )) ( ( )) *.
( )( ) ( )( )p i i

a b
t E rand t E rand t

D D D Dα β α β
= ⋅ + ⋅ −

− − − −
μ l n x            (13) 

Now let ( ( )) ( )iE t t=l L  and ( ( )) ( )iE t t=n N . Also let ( ) ( ) ( )i it t t= +l L d  so that 

( ( )) 0iE t =d . Similarly let ( ) ( ) ( )it t t′= +in N d  and '( ( )) 0iE t =d . Again, we have 

1 1( ( )) ( ) ( ) / 2E rand t t E rand⋅ = ⋅ =L L L . Same also holds for 1( ( ))E rand t⋅ N . Hence, 

1 2
1 1

( ) ( ( ) ( )) ( ( ) ( )) *.
2( )( ) ( )( )p i it a t b t E rand a t rand b t

D D D Dα β α β
′= ⋅ + ⋅ + ⋅ ⋅ + ⋅ ⋅ −

− − − −
μ L N d d x      (14) 

By letting ( ) * ( )t t= + 1L x K  and 
2( ) * ( )t t= +N x K  we get from above equation: 

1 2
1 1

( ) ( ( ) ( )) ( ( ) ( )).
2( )( ) ( )( )p t a t b t E a rand t b rand t

D D D Dα β α β
′= ⋅ ⋅ + ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅

− − − −1 2 i iμ K K d d    (15) 

Now ( )tid is the deviation of ( )til from its mean, ( )tL . The position of local best at t-th 

generation of each particle in the swarm does not depend on the random number 
generated at t+1-th generation. So ( )tid and 1rand  are uncorrelated and we get 

( ) ( )( ) ( ) ( )1 1 1C ov ( ), ( ) ( ) .t ra nd E t ran d E t E ran d= ⋅ − ⋅i i id d d  

( ) ( ) ( )1 1( ) ( ) ( ) 0E rand t E rand t E t⋅ = ⋅ =i id d .as ( )( ) 0E t =id .  

Similarly we can prove that ( )2 ( ) 0iE rand t′⋅ =d . From equation (15) we can obtain: 

         
1 2

1
( ) ( ( ) ( )).

2( )( )
t a t b t

D Dα β
= ⋅ + ⋅

− −pμ K K  

( )1 2 1 2
1

| ( ) | ( ) ( ) ( ) ( ) .
2( )

t t t tt e e a t b t dt e e a t b t dtα α β β

α β
− − ≤ ⋅ + ⋅ + ⋅ + ⋅

−  pμ K K K K   (16) 

α and β being the roots of the equation 2 (1 ) 0D D cω ′+ − + = , they are complex 

conjugate for the case 3 and thus we get from equation (16): 

Re( ) Re( )
1 2

1
| ( ) | ( ) ( ) .t tt e e a t b t dtα α

α β
−≤ ⋅ ⋅ ⋅ + ⋅

− pμ K K                      (17) 
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Now we can write ( )1 ( ) ( ( ) *) ( ) * ,i it E t E t= − ≤ −K l x l x  and 

( )2 ( ) ( ) * .it E t≤ −K n x  ( )i tl  is the local best position and in the vicinity of the 

global optimum, as the particle comes closer to the global optimum the local best 
position is updated otherwise it remains unchanged. Thus 1 ( )tK  never degrades with 

time; same for 2 ( )tK also. Thus we can say 1 2( ) ( )a t b t⋅ + ⋅K K is either a decreasing 

function with time or remains constant (when the swarm does not find any better 
position than the initial position). Now ( ) * (0) * (0) * | (0) |i it − ≤ − = − =l x l x x x μ  and 

similarly ( ) * (0)i t − ≤n x μ . By this way we get 1 2( ) ( )  | | | (0) |a t b t a b⋅ + ⋅ ≤ + ⋅K K μ . 

Substituting this expression of 1 2( ) ( )a t b t⋅ + ⋅K K  in equation (17) we get, 

R e( ) Re( )1
| ( ) | | (0) | .t tt e e a b dtα α

α β
−≤ ⋅ ⋅ + ⋅

− pμ μ  

(0)
( ) .

1

a b
t

δ ω
+≤ ⋅

−pμ
μ   [ 1

R e( )
2

ωα −= − and | | 2α β δ− = ]             (18) 

So without making any impractical assumption, we succeeded to conclude that mean 
swarm trajectory will remain bounded with in the upper limit given by 

( )(0) (1 )a b ω δ+ −μ  for any value of t, whatever is the objective function. This 

upper limit is high for higher values of ‘a’ and ‘b’. Now from equation (17) we again get 

Re( ) Re( )
1 2

1
| ( ) | ( ) ( ) .t tt e e a t b t dtα α

α β
−≤ ⋅ ⋅ ⋅ + ⋅

− pμ K K  

Now we define upper bound ( ( ))tu  of the mean swarm trajectory at time t as  

Re( ) Re( )
1 2

1
( ) ( ) ( ) .t tt e e a t b t dtα α

α β
−= ⋅ ⋅ ⋅ + ⋅

− u K K  

Re( ) Re( )
1 2 1 2

1
( ) Re( ) ( ) ( ) ( ) ( )t tt e e a t b t dt a t b tα αα

α β
− = ⋅ ⋅ ⋅ ⋅ + ⋅ + ⋅ + ⋅  − 


u K K K K .      (19) 

As we said before that 1 2( ) ( )a t b t⋅ + ⋅K K is either a constant function or a decreasing 

function of time so the derivative of this is always either zero or negative for any 
value of t. We define here ( )1 2( ) ( ) ( )

d
a t b t t

dt
⋅ + ⋅ = −K K Ψ  where ( ) 0   t t≥ ∀Ψ . 

Using this we are going to prove that the upper boundary of the swarm trajectory 
shrinks with time. 

 
Re( ) Re( )

Re( )
1 2 1 2( ) ( ) 2 ( ) ( ) ( )

1 1

t t
t e e

e a t b t dt a t b t t dt
α α

α

ω ω

− −
−  

⋅ + ⋅ = ⋅ ⋅ + ⋅ ⋅ + ⋅ − −  
 K K K K Ψ     (20) 

From equation (19) and equation (20) we get 

(1 ) / 2 (1 ) / 21
( ) ( ) .t tt e t e dtω ω

α β
− − − = − ⋅ ⋅ ⋅

− 


u Ψ                         (21) 



30 D. Maity and U. Halder 

Now we have ( ) 0  t t≥ ∀Ψ and (1 ) /2te ω−  are always positive and increasing function. 

So (1 ) / 2( ) tt e dtω−⋅ Ψ  is an increasing function and it will attain positive values, and 

(1 ) /te ω α β− − −  is also always positive, and thus ( ) 0  t t≤ ∀


u .  Now if we think of the 

general solution of the swarm then from equation (11) we see that ( )g tμ tends to zero 

and it is almost zero after some time. So for high values of t, ( )tpμ is ( )tμ as ( )g tμ is 

zero. So the upper bound of ( )tpμ determines the upper bound of ( )tμ . Hence we 

conclude that the upper bound of the swarm trajectory is a decreasing function of 
time. By this way we can say that the swarm converges with time. 

2.2 Error Dynamics in Generalized gbest PSO: A Comparative View 

This section continues the analysis with gbest PSO and studies the nature of 
convergence and diversity of the swarm. A similar analysis leads us to a particular 
solution: 

1
( ) ( ( ) *)

( )( )
t t c

D Dα β
′= − ⋅

− −pμ φ x                                        (22) 

    

1
1

( ) ( ( )) ( ( )) * .
( )( ) 2 ( )( )p

a
t E rand t b t

D D D Dα β α β
 = ⋅ ⋅ + ⋅ −

− − ⋅ − −iμ l g x         (23)  

Now let ( ( )) ( )iE t t=l L   and consequently ( ) ( ) ( )t t t= +i il L d , where  ( ( )) 0.E t =id So by a 

similar way that of lbest PSO we can show that equation (23) reduces to 

1
( ) ( ( ) ( )) *

2( )( )
t a t b t

D Dα β
= ⋅ ⋅ + ⋅ −

− −pμ L g x                            (24) 

Here by letting ( ) ( )t * t= + 3L x K  and 4( ) * ( )t t= +g x Κ , and substituting we can derive,
 

                                 

1
( ) ( ( ) ( ))

2( )( ) 3 4t a t b t
D Dα β
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                               (27) 

We can notice easily that equation (17) and equation (26) are same except in the fact 
that equation (17) contains 1 ( )tK  and 2 ( )tK whereas equation (26) contains 3 ( )tK  

and 4 ( )tK . Here also we can say that, 3 ( )tK and 4 ( )tK  are either decreasing 

function or remains constant. So all the analysis done after equation (17) also hold 
here and we can infer that the upper bound of the mean swarm trajectory is also 
decreasing and swarm approaches to the global optimum as times goes. The only 
difference in the convergence property that is found in equation (26) for gbest with 
the equation (17) is that 4 ( )tK is present in (26) instead of 2 ( )tK  as in (17).  
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Though both 1 ( )tK and 3( )tK denotes the same thing, we gave different notations 

only to distinguish between the models lbest and gbest. 4 max
( )tK  is the maximum 

error of the global best particle from the global optimum. So when the particles are in 
the attraction basin of the optimum, 4 max

( ) (0) *t ≤ −K g x  and hence 

4 max
( ) (0)t <K μ . So we can infer here that the upper bound of the mean swarm 

trajectory is lower for gbest case than lbest case. Larger upper bound of the mean 
swarm trajectory conveys that the particles are distributed over a large search space, 
whereas smaller upper bound restricts the particles to be confined in a smaller region. 
Thus, the lbest PSO possesses better explorative power than the gbest PSO. 

 

3 Simulation Results 

The following plots give the nature of the mean swarm trajectory and mean velocity 
component with time on some benchmark functions. Here we have plotted the first 
component of mean swarm trajectory and mean velocity. These graphs successfully 
demonstrate that diversity introduced in lbest PSO is more than gbest PSO. In these 
graphs (Figure 2), red colored graphs denote the first component of mean velocity 
while the blue colored graph denotes the first component of mean. From all the graphs 
given in figure 2 we can easily notice that the lbest PSO has better oscillatory nature  
 

 
 
 
 
 
 
 
 
 
 

              (a) F-1 (gbest)                   (b) F-1 (lbest)           (c) F-2 (gbest)  
 
 
 
 
 
 
 
 
 
 

         (d) F-2 (lbest)                    (e) F-3 (gbest)          (f) F-3 (lbest) 

Fig. 2. Variation of the first component of mean velocity and the mean position with time for 
the three benchmark functions; F-1: Sphere, F-2 Ackley’s and F-3 Griewank function 
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(diversity) than gbest best. Again from these graphs one can notice that the amplitude 
of oscillation decreases that indicates the decrease in the upper boundary of the swarm 
trajectory as explained in the section following equation (21). The lesser amplitude of 
oscillation for gbest PSO than lbest PSO establishes the fact that upper boundary of 
swarm trajectory is larger for lbest PSO than gbest PSO. 

4 Conclusion  

In this paper we have done a comparative analysis of the lbest and gbest PSO on their 
convergence and boundary of diversity. In this paper we have successfully shown that 
the swarm trajectory remains bounded in a certain; so, if the global minimum remains 
outside this range, it is impossible theoretically to find the global optimum. Also we 
have shown the upper boundary of the swarm trajectory for gbest is smaller than that 
for lbest PSO. This signifies the probability that an optimum will remain within the 
upper boundary of the mean swarm trajectory is larger for lbest than gbest PSO. 
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Abstract. Differential Evolution is a class of Evolutionary Optimization algorithms. 
Antenna array pattern synthesis for interference suppression without significant loss 
in gain has become a centre of attraction to many researchers. This paper aims at 
overall sidelobe performance improvement of broadside uniformly excited circular 
antenna array by finding near-appropriate locations of elements. For this work, 
Differential Evolution with Best of Random mutation strategy is utilized. 

1 Introduction 

An Evolutionary Algorithm is a computer program that fetches the idea of biological 
evolution strategy to reach a probable numerical solution. It maps biological Selection, 
Crossover and Mutation procedures into Selection Crossover and Mutation tools. 

Differential Evolution (DE) [1] is a type of Evolutionary Algorithm that employs 
mutation, crossover and then selection to find a probable solution to a problem. Since 
development of the algorithm, it dragged attraction of researchers and scientists, and 
thus a numerous variety of this algorithm has been proposed [2]-[4]. Due its speed 
and simplicity it has drawn concentration of engineers, researchers and scientists, and 
consequently, DE has found a wide variety of applications [5]-[6]. 

This paper uses Differential Evolution Algorithm incorporating Best of Random 
mutation strategy (DEBoR) for circular antenna array [7]-[17] synthesis problem of 
improvement of sidelobe performance and peak directivity [7]. 

This paper proceeds as follows: A brief introduction to the RGA in section 2, 
problem statement in section 3, description of platform specification for program 
execution and results of simulation in section 4, and finally, conclusion in section 5. 

2 The Differential Evolution Algorithm with Best of Random 
Mutation Strategy 

Differential Evolution with Best of Random Mutation strategy is described in [4], [5], 
[17]. Thus, due to limitation of page, it is not described here in detail. 
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3 The Problem Statement 

Circular Antenna Array is probably the most versatile kind of planar array, yet it is 
simple. This paper considers a broadside circular antenna array structure lying on x-y 
plane without central element feeding. For simplicity and versatility of application, 
the far-field space pattern is taken for modification. Only the generalized array factor 
suffices to describe the far-field space pattern. For a uniformly excited circular array 
as considered in this paper the array factor is given below [7]. 


=

−=
N

n

jka neAF
1

)cos(sin),( φφθφθ                                           (1) 

where 
N = the number of elements on the structure; 
 λπ /2=k , λ being the wavelength of operation; 
 a is the radius of the array aperture; 

θ  is the azimuth angle; 

φ  is the elevation angle; and 

nφ is the angular location of nth element from x-axis on x-y plane. 

 
A generalized circular antenna array structure looks as shown in Fig. 1: 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Geometry of N-element asymmetric circular array of isotropic radiators placed on x-y 
plane(Top View) 

A uniform circular antenna array has uniform current and location profile 
maintained over the array aperture. It has high peak sidelobe causing the maximum 
interference in the received signal from unintended direction. The goal in the present 
case is taken as the significant reduction of the relative maximum interference level 
(relative peak sidelobe level) or SLL of antenna array’s response pattern. The solution  
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is required to depart from the initial pattern in terms of the SLL only. The First Null 
Beamwidth (BWFN) is not required to spread significantly; otherwise it will 
introduce external noise through the main lobe. Further, as the nulls in the radiation 
profile denote negligible interference points, the solution is required to retain the nulls 
of the initial pattern as far as possible. The x-z plane ( )o0=φ  is considered for 

pattern optimization. 
Only the angular locations ( [ ]Nnn ,1, ∈φ ) profile of the elements on the circular 

aperture are taken as the variables. The radius of the initial aperture is chosen so that 
arc distance of any neighbor element-pair lies always in the range [ ]λλ,5.0  so as to 

avoid mutual coupling and possibility of grating lobe appearance in the radiation 
pattern. Thus )}/sin(8/{3 Na πλ=  is chosen [8]. With large number of elements, 

the above relation changes to 

λ
π8

3N
a =                                                           (2) 

Uniform array design selected this way, has the uniform inter-element arc distance of 
λ75.0 . Directivity of each array is numerically calculated using the method as 

specified by [7] that is found correct result up to two decimal places for this problem. 
The cost function ( )CF  is designed to make the problem a minimization problem. 

It is designed in such a way that reduction of SLL in both upper and lower bands 
without significant increment in the BWFN and loss of peak directivity causes 
lowering of cost function. In the present case, CF  is designed as follows: 
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where, 

initialSLL  and 
currentSLL  are the relative peak sidelobe levels of the initial (uniform) 

and current geometry. 

0D = The Peak Directivity of the array as found in current iteration in absolute 

scale; 
If the current iteration yields the lower SLL, the 1st term will get reduced and 

hence, CF will be reduced. So, the first term of numerator in (3) is used for 
minimizing the SLL. 

The second term in the numerator of (3) [9] is used to reduce overall sidelobe level 
in each iteration by imposing nulls everywhere outside the main beam. 

In (3), the two beamwidths, currentBWFN  and initialBWFN  basically refer to the 

computed first null beamwidths in radian for the non-uniform angular positions case 
and for uniform angular positions (initial case), respectively. So, this difference term 
of (3) [10]-[12] restricts the spreading of the main beam as far as possible. 
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With higher value of 0D , CF  in (3) is minimized. The DEBoR employed for 

optimizing the angular locations of the elements results in the minimization ofCF . 

4 Platform Description and Result Analysis 

4.1 Platform Specification  

Since all the programs are more or less platform dependent, the platform specification 
is necessary for conducting a test and commenting on the results. The programming 
was written in MATLAB language using MATLAB 7.5 on core (TM) 2 duo 
processor, 2.99  GHz with 1 GB RAM. 

4.2 Simulation Results  

Parameters for the DEBoR are set after many test runs. Population size of vectors is 
120. Maximum number of iterations is 400. Best scaling Factor for mutation is 
selected as 0.49. Best Binary crossover is chosen with Crossover Probability as 0.35. 

Optimization simulation is run with the location vectors for constructing the 
radiation pattern that provides the lowest SLL without hampering 0D . No progressive 

inter-element phasing is assumed. The excitation profile is assumed to be uniform, 

and the radius is expressed in terms of λ . nφ  is expressed in degrees (o). 0D  is 

dimensionless. 
The simulations are carried out for the sets of 16-, 18- and 20-element circular 

arrays. Best of five independent runs are used in this paper. Results are correct up to 
two decimal places. 

Table 1 records the parameters SLL, BWFN and 0D as found from the uniform 

array, i.e., the initial design. 
Table 2 records the results for location only synthesis without any constraint on the 

arc distance element, i.e., arc distances may attain values beyond the limit [ ]λλ,5.0 . 

It records corresponding optimal locations and resultant SLL, BWFN and 0D for all 

sets. 
Table 3 records the parameters for location only synthesis with the constraint on 

the arc distances within [ ]λλ,5.0 . It records optimal angular locations, SLL, BWFN 

and 0D  for the location only synthesis for all sets. 

Fig. 2 depicts the radiation profiles of the 20-elements antenna arrays with 
uniform, unconstrained and constrained arc distances over the array aperture. 
Convergence profile of DEBoR for this case is plotted in Fig. 3. 
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Table 1. Parameters for Uniform Circular Array Sets  

No.  
of 
Elements 

Radius 
a⁄λ 

Initial 
SLL  
(dB) 

Initial  
BWFN 
(°) 

Initial 

0D  

16 1.91 -7.90 23.75 28.53
18 2.15 -7.90 20.75 23.67
20 2.39 -7.90 18.25 34.32

Table 2. Parameters for Unconstrained Location Only Synthesis of Circular Array Sets 

No.  
of 
Elements 

Optimal Angular Locations (°) Final 
SLL 
(dB) 

Final 
BWFN 
(°) 

Final 

0D  

16 30.00   60.00   80.47   93.97  110.85  140.85  
170.85  184.35  214.35  231.86  245.36  
258.86  272.36    285.86     299.36   327.84 

-14.11 29.30 27.10 

18 26.67   43.03   55.03   73.94   85.94   97.94  
109.94  121.94  148.61  174.77  201.44  
228.11  240.11  252.11  264.11  276.11  
288.11 302.16 

-15.82 28.30 18.37 

20 10.80   33.43   57.43   74.38   87.96   98.87  
109.67  120.47  131.27  155.27  174.04  
193.37  217.37  235.72  251.86  262.66  
273.46  284.26   295.056   319.06 

-15.36 23.70 32.79 

Table 3. Parameters for Constrained Location Only Synthesis of Circular Array Sets 

No.  
of 
Elements 

Optimal Angular Locations (°) Final 
SLL 
(dB) 

Final 
BWFN 
(°) 

Final 

0D  

16 30.00  53.45   71.42  86.42  101.42  116.42  
135.50  165.50 195.50  225.50  254.01  
269.43  285.00  300.00  330.00          360.00 

-13.46 27.25 33.16 

18 26.67   53.33   67.22   81.10   94.99  109.73  
136.40  163.06  176.95  203.61  228.53  
245.95  259.84  273.72  287.60  306.67  
333.33          360.00 

-12.77 23.75 23.26 

20 24.00  43.58  67.58  79.68  91.77  103.86  
119.97  139.08  163.08  187.08  211.08  
235.08  247.17  260.55  272.65  284.74  
296.83  312.00  336.00  360.00 

-13.38 21.75 34.68 
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Fig. 2. Radiation Patterns for the 20-element Circular Antenna Arrays optimized for angular 
locations 
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Fig. 3. Convergence Profile of DEBoR for pattern optimizing of the 20- element circular 
antenna arrays by angular locations 
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4.3 Analysis of Results and Discussion 

The Tables reveal that the radiation characteristics are dependent on the element 
locations on the circular structure. Good SLL lowering is possible for such arrays 
without the increase in size. Table 2 and Table 3 show that all sets, simulations for 
both unconstrained and constrained arc distances improve the SLL performance as 
compared to corresponding uniform structures as in Table 1, but, constrained arc 
distance approach leads the unconstrained one in terms of preserving BWFN and 

Nulls and improving 0D as far as possible. Consequently, constrained arc distance 

approach suffers from poorer SLL performance. Fig. 2 compares the 20-element 
structures as optimized and tabulated in Table 2 and Table 3. From these Tables it can 
be found that except for 18-element set, the controlled arc distance approach has 
improved the peak directivity to a good extent. For 18-element set the directivity is 
hampered a little. Whereas, all sets for unconstrained approach are weaker in 
preserving peak directivity. Minimum and Maximum arc distances for 20-element set 
for unconstrained approach can be found as 0.45λ and 2.16λ, whereas, for constrained 
approach has provided 0.50λ and λ.  

The linear distance and the arc distance of any two elements of circular array are 
related to each other in terms of the angular separation and the radius [7, 8]. The inter-
element linear distance or inter-element arc distance (for large number of elements) of 
an array contributes significantly to the pattern. Too nearby placed elements cause 
inter-element coupling that ultimately results in thickening of the main beam, thus 
lowering the directivity [15], [16]. Again, if the elements are placed with a large inter-
element distance, risk of construction of grating lobe increases. This leads to 
deterioration of the SLL. 

Fig. 3 compares the convergence profiles of DEBoR for constrained and 
unconstrained 20-element arrays. It denotes that the solution update for 20-element 
circular antenna array was complete within 230 iterations for unconstrained approach, 
while for constrained approach it took further steps and about 320 iterations to get it’s 
near optimal solution parameters. 

It may be interpreted from continuously reducing CF  that radiation patterns are 
getting continuously improved as iteration progresses for both cases. Further, 
constrained arc distance approach has yielded comparatively lower CF  and more 
improvement in overall SLL performance. 

5 Conclusions 

Choice of inter-element arc distance is important for improving the antenna 
performance. This work reveals that constrained inter-element arc distance in circular 
antenna array results in lower BWFN, deeper Nulls and higher peak directivity, but 
less SLL, as compared to the case of un-constrained inter-element arc distance. 
Differential Evolution with Best of Random Mutation strategy has made is able to 
make a good approximation of the required locations of the elements of the circular 
array without hampering the array size.  
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Abstract. Alzheimer’s disease (AD) is a complex progressive brain disorder. 
The concept of Mild Cognitive impairment (MCI) is considered as a subtle but 
measurable disorder that is greater than the normal aging controls. In this paper 
we explored the ability of specifically designed and trained Artificial Neural 
Network (ANN) combined with bacterial foraging optimization (BFO) algo-
rithm, to discriminate between the MRI of patients with AD and their age 
matched controls. The proposed approach employs feature extraction using Ga-
bor filter and discrimination based on BFO tuned ANN. Due to the progressive 
nature of AD, This study aims to identify the structural characteristics at base-
line and over a period of two years that could serve as accurate predictors of fu-
ture development of MCI in the NCI and AD in the MCI patients .We report the 
results of the classification accuracies on both training and test images are up to 
92%. 

Keywords: Alzheimer’s disease, Mild Cognitive Impairment, Artificial Neural 
network, Bacterial Foraging Optimization, Magnetic Resonance Imaging. 

1 Introduction 

Dementia is a chronic syndrome, characterized by a progressive, global deterioration 
in intellect including memory, learning, orientation language, comprehension and 
judgment due to disease of the brain[1]. In 2010 dementia India reports estimated that 
over 3.7 million people are affected by dementia in our country. Alzheimer’s disease 
(AD) is the commonest type of dementia .It is a progressive and irreversible disease. 
It usually occurs after the age of 65. Neurofibrillary tangles and amyloid plaques are 
the histopathological hallmark of AD and are associated with neuronal loss and brain 
volume reductions[2]. The concept of MCI is a midway between normal aging and 
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very early AD. It provides a window for intervention in the preclinical stage of de-
mentia and thereby for possible prevention of dementia [3]. Most commonly used 
diagnosis of AD is made by clinical, neuropsychological and neuroimaging assess-
ments[4]. Brain pathologies that cause to AD all start well in advance of the onset of 
clinical signs and symptoms[5]. Early diagnosis of AD allows time to plan for the 
future and to treat patients before marked deterioration occurs. MR imaging technique 
must  be consistently differentiates AD from normal aging in individual scans[6]. 

This work presents an investigation of the potential of BFO for classification of 
registered magnetic resonance images of the human brain. The main aim of this work 
is to segment regions of interest in MRI images which consist of groups of similar 
cells indicating some form of features in the human brain. This approach permits the 
segmentation of image volumes based on training and test sets selected on a single 
slice.We present BFO based segmentation method for extracting the features using 
Gabor filter. The Gabor filter features embedded in 3D medical images. Finally, the 
segmentation results obtained both with the Gabor filter feature selection and the BFO 
classifiers. 

This paper presents current work on back propagation neural network simulate the  
chemotactic behavior  of  bacterial foraging algorithm and its application to optimize  
the  parameters of a neural network.  This segmentation which results in the subdivi-
sion of an entire image into its constituent regions such as Grey matter (GM), White 
Matter (WM) and Cerebrospinal fluid (CSF). In research, different machine learning 
approaches such as neural network and fuzzy are used for the classification of differ-
ent stages of AD. In the preclinical stage of AD, atrophy can be originated in the hip-
pocampus, temporal lobe and entorhinal cortex[7].Due to the progressive nature of 
AD, the longitudinal MRI should be able to detect the progressive structural changes 
occurring within an individual and improve the diagnostic accuracy.  

The purpose of our longitudinal study is to examine the structural characteristics of 
certain specific brain regions at baseline and structural changes in them overtime that 
could serve as accurate predictors of future development of MCI in the NCI and AD 
in the MCI patients. Our first aim was to clarify the differences between cerebral 
atrophy due to normal aging, MCI and AD. The second objective is to identify the 
atrophy exists before the onset of dementia or during the MCI stage. 

2 Materials and Methods 

2.1 Samples and Recruitment 

All Participants in this study were selected in the Sree Chitra Tirunal Institute for 
Medical Science and Technology (SCTIMST), Trivandrum, Kerala dementia clinic. 
The subjects were underwent clinical examination, detailed neuropsychological and 
neuroimaging evaluation at baseline and after one year.30 MCI patients were selected 
with a clinical diagnosis of probable MCI according to the NINCDS/A-DRDA crite-
ria. The patients ranged in age from 52 to 75 years and the average score of Mini 
Mental State Examination (MMSE) was 23 ±3. 20 healthy volunteers group matched 
to patients on age and education and MMSE score of 28±2. 
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2.2 MRI Acquisition and Preprocessing 

Whole brain MRI scans were obtained on Siemens Magnetom-Avanto SQ engine, 
1.5T MR Scanner. Whole brain volume was acquired by the 3D flash spoiled gradient 
echo sequence using standard parameters.TR=11msec, TE=4.95, flip angle=150, slice 
thickness=1mm, matrix=256x256, 112 axial plane images were made to cover the 
whole brain. The images were post processed in the fully equipped Brain mapping 
unit of Cognitive and Behavior Neurology Section (CBNS). 

 
Fig. 1. Methodology of our proposed algorithm 

Our method consists of three stages as shown in fig.1 skull stripping, feature  
extraction and back propagation based neural network classifications. Data pre-
processing technique have a major role in MR brain imaging applications. Skull strip-
ping removes the non cerebral tissues such as skull, scalp, vein etc from the original 
MR images. A single hidden layer BPNN is adopted with sigmoid neurons in the 
hidden layer and linear neuron in the output layer.MR brain image segmentation 
which results in the subdivision of an entire image into its constituent regions such as 
GM, WM and CSF.  

 

Fig. 2. Simple Architecture of ANN 

2.3 Texture Feature Extractions 

The purpose of texture analysis is to classify or segment different texture regions in 
an image.  Specifically this work deals with 2D Gabor filter texture segmentation of 
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an image [8]. In this paper, we propose to exploit the concept of Gabor filter texture 
segmentation to segment medical images containing various anatomical structures 
that are belonging to MR imaging modalities.  

2.4 BFO Based Training of ANN 

The BFO Algorithm is a swarm intelligence artificial neural network technique which 
simulates the foraging policies of the E. coli bacteria as a distributed optimization 
process. This swarm based   algorithm proposed in 2002 by Kevin M Passino[9]. 
Chemotaxis behavior is the key idea of bacterial foraging .The E.coli bacteria and 
salmonella locomotion is achieved by a set of tensile flagella. Swimming and tum-
bling are the basic operations performed by a bacterium at the time of foraging. The 
E.coli bacteria rotate their flagella in counter clockwise directions to move forward 
rotate also called as swimming. While the movement of bacteria in clockwise direc-
tions the flagellum causes the bacterium randomly tumble itself in a new directions  
and then swims again[10]. The alternate processing of swimming and tumbling 
enables the bacterium search for nutrients in random directions. The BFO algorithms 
consists of four principal mechanisms, namely, Chemotaxis, swarming, reproduction, 
elimination-dispersal. 

Chemotaxis. Chemotaxis process simulates the locomotion of the E.coli bacteria 
through swimming and tumbling via flagella. Consider θi (j, k, l) represents ith bacte-
rium at the jth chemotactic, kth reproductive and lth elimination and dispersal .In the 
computational chemotactic processing step, the movement of the bacterium can be 
represented as   ( 1, , ) = ( , , )+C (i) ×   ∆( ) ∆  ( )∆( )⁄          (1) 

Swarming. It is desired that the bacterium has searched the optimum path of food 
should try to attract other bacteria so that they reached the desired place more rapidly. 
Swarming makes the bacteria aggregate in to groups and hence move as concentric 
pattern of groups with high bacterial density. The cell to cell signaling in E.coli 
swarm may be represented as 

          ( , ( , , ) = ( , ( , , ) 

                                  = d   exp (w   (θ θ    ) )     

            + h    exp ( w  (θ θ    ) )      (2) 

where Jcc(θ,P (j,k,l)) is the objective function , S is the total number of bacteria ,p is 
the number of variables to be optimized . 
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Reproduction. The least healthy bacteria considering half of the bacterial populations 
are ultimately eliminated. Remaining the  other healthiest bacteria split in to two bac-
teria which are placed in the  location of the least healthy bacteria[11]. Ultimately this 
makes the population of bacteria is constant. This step can be evaluated by the follow-
ing equations = J(i, j, k, l)                                              (3) 

Elimination and Dispersal. In this algorithm some bacteria to get eliminated and 
dispersal process may place bacteria near good food sources. Elimination and disper-
sion steps in the BFO ensure that the bacteria do not get trapped in to a local optimum 
instead of the global optima. [12]. 

2.4.1 Operation of Bacterial Foraging 
 

 

Fig. 3. Training of ANN model with BFO 

3 Experimental Results and Discussions 

In the proposed BFO tuned ANN method, ANN is applied for evolving fully con-
nected feedforward neural network and is optimized with best network architecture by 
optimizing the number of neurons in the hidden layer (Nh), the learning rate (Lr) and 
the momentum factor (Mc). The range of the optimization process is defined by two 
range arrays  
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R min = Nh ,Lr ,Mc , , R max = Nh ,Lr ,Mc ,                  (4) 

Let f be the activation function and is defined as the sum of the weighted input plus 
the bias and is represented as 

 y   = f s  ,  s  =∑ w ,   y   θ                                       (5) y    is the output of the kth neuron when a pattern p is fed , w .   is the weight from the 
jth    neuron and θ      is the bias value of the kth neuron in the hidden layer and it is 
defined by tangent activation function, tanh(x) = e e e e                                                    (6) 

The fitness functions sought for optimal training is the Mean Square  Error (MSE)  
formulated as 

 MSE=∑ ∑ ( tN∈T y ,   )  (7) 

Where  t  is the desired output,  y ,   is the actual output from the kth neuron in the 
output layer ‘o’, for the pattern p in the training set. With the framed fitness function 
the BFOANN algorithm automatically evolve a best solution. 

For the classification experiments, the training set consists of 1025 feature set and 
is used for training. The optimization BFOANN classifier is performed with the learn-
ing rate and the momentum constant varied from 0 to 1 and the hidden neurons varied 
from 31 to 200.Using the proposed algorithm an optimized ANN is achieved with 
Nh=152,Lr=0.2571,and Mc=0.8963.The parameters are optimally selected thereby 
adjusting the connection weights and analyze the classification performance depends 
on the Nh , Lr and Mc. 

 
BFO Parameters. 

 
Dimensions  of the search space 3 
Number of bacteria used for searching the total region (S) 20 

The number of iterations taken in a chemotactic steps  20 
Swimming length (Ns) 4 
The number of reproduction (Nre) 4 
The number of elimination and dispersal events (Ned) 2 
Elimination and dispersion probability (Ped) 0.25 
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3.1 Base Line vs. Follow Up Evaluation of Controls (NCI) 

 
                             (a)                      (b)                        (c)                  (d) 

Fig. 4. Segmentation of a baseline and follow up MR brain images (NCI): (a) Original baseline 
image, (b) skull stripped baseline image, Segmentation of (c) baseline and (d) follow up images 
using ANN BFO algorithm 

3.2 Base Line vs. Follow Up Evaluation of MCI Patients 

 
                     (a)                      (b)                          (c)                   (d) 

Fig. 5. Segmentation of a baseline and follow up MR brain images (MCI): (a) Original baseline 
image, (b) skull stripped baseline image, Segmentation of (c) baseline and (d) follow up images 
using  ANN BFO algorithm 

3.3 Normal Aging versus AD Classifications Using BFO 

 
             (a) NCI              (b) MCI     (c) AD 

Fig. 6. Segmentation of MR brain images using ANN BFO algorithm: (a) NCI, (b) MCI (c) AD 

From the validation results, BFOANN has shown good performance in improving 
ANN learning in terms of correct classification percentage. In this paper we have  
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developed a novel classifier to distinguish normal and abnormal brain MRIs. The 
results show that our method obtained 92% classification accuracy on both training 
and test images. 

4 Conclusions 

In this paper, we have developed a computer aided diagnosis system for assisting the 
early detection of AD. We conclude that the discrimination between the normal aging 
and AD appears to be a trend towards accelerated volume loss in grey matter and 
other regions of the brain. BFO ANN Segmentation algorithm can be used to distin-
guish normal and abnormal brain MRIs. In addition predictive values of MCI within 
12 months and after 12 months are significantly different. The method obtained up to 
92% classification accuracy on both training and test images of the selected data set. 
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Abstract. In this paper, cluster splitting and merging algorithms are used for 
flood assessment using LISS-III (before flood) and SAR (during flood) images. 
Bayesian Information Criteria (BIC) is used to determine the optimal number of 
clusters. Keeping this constraint, the cluster centers are generated using the 
cluster splitting techniques, namely Mean Shift Clustering (MSC), and Niche 
Genetic Algorithm (NGA). The merging method is used to group the data 
points into their respective classes, using the cluster centers obtained from the 
above techniques. These techniques are applied on the LISS-III and SAR 
image. Further, the resultant images are overlaid to analyze the extent of the 
flood in individual land classes. A performance comparison of these techniques 
(MSC and NGA) is presented. From the results obtained, we deduce that the 
NGA is efficient.  

1 Introduction 

Floods cause extensive loss of life, land and property, and hence it is imperative that 
an effective flood assessment model be developed to help gather information about 
the occurrence and damage caused by floods. Present methods employ satellite image 
classification to extract flood prone regions [1]. 

Optical sensors of the satellites are used to obtain the image of the region prior to 
the flood.  But such sensors are dependent on illumination by the sun, and there is 
also a possibility of misinterpretation of land cover map under the cloudy weather 
conditions [2]. However, Synthetic Aperture Radar (SAR) images have the capability 
of distinguishing between the land cover even during the unfavorable weather 
conditions because of its active sensor system which uses dipolar effect to acquire the 
image [3]. Hence, SAR images are used to analyze the land during flood. The optical 
image is classified according to the various distinct types of land cover [4] and SAR 
images help to determine the flooded and unflooded regions [5]. 

                                                           
* Corresponding author. 
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Different methods have been developed to cluster data sets by splitting and 
merging. Broadly, they can be classified into parametric and non-parametric methods. 
In parametric methods such as K-means [6], a prior assumption of the number of 
clusters is required. In non-parametric methods such as Mean Shift Clustering (MSC) 
(which use single point for locating local maxima) [7], [8], no prior assumptions is 
made on the number of clusters. 

Recently, researchers are interested in locating multiple local optima of a given 
multi-modal function in a d–dimensional search space. For this purpose nature 
inspired techniques [9] are used. In Niche Genetic Algorithm (NGA) [10], Genetic 
Algorithm [11] is modified by using niching technique [12] to locate the multiple 
modes within the search space. Brits et al. [13] developed Niche Particle Swarm 
Optimization (NPSO), which is a variant of Particle Swarm Optimization (PSO) [14], 
[15]. Many researchers have successfully applied niche technique to obtain local 
optima [16], [17].   

In this paper, we use cluster splitting and merging techniques namely MSC and 
NGA, for flood assessment using satellite images. The images used are LISS-III 
(before flood) and SAR (during flood). LISS-III image is used to analyze the 
condition prior to the flood. On the other hand, SAR image is used to assess condition 
during the flood. We classify these images by using cluster splitting and merging 
techniques. The main challenge here is to optimally split the cluster centers and group 
(merge) the data set into their respective classes. The care has been taken to split the 
complex large data set into a number of cluster centers by satisfying Bayesian 
Information Criteria (BIC) [18], which is commonly used in model selection. We 
combine the classified LISS-III and SAR images to estimate the extent of land cover 
affected by the flood. A comparative study of these techniques is done to analyze their 
performance. 

2 Methodology 

Clustering involves sub-division of the data set into clusters based on some similarity 
metrics. In this study, MSC and NGA algorithms are applied. These techniques make 
use of kernel functions for locating maxima for a given set of discrete data points.  

2.1 Splitting Methodology 

For large data sets, it is difficult to determine the number of clusters required, as it 
depends on the distribution of the given data. Bayesian Information Criteria (BIC) is a 
model fitting approach, which provides the optimal number of clusters. The splitting 
of data set using BIC into number of clusters is given by 

BIC = L(θ) – 0.5*kj*log(n)                                              (1) 

where L(θ) is the log-likelihood measure for the data set, kj is the number of free 
parameters for the specific number of clusters and n is the number of data points for a 
given data set. 
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Mean Shift Clustering 
Let us have n data points for MSC. Each data point contains d-dimensional feature 
space given by x1, x2, x3….xn. A Gaussian kernel is used to average each data point 
with its neighbouring points. The kernel is given by 
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)( rerK −=                                              (2) 

where r is the Euclidean distance between any two data points. The points in the d-
dimensional space are treated as a probability density function. This implies if a point 
is a local maxima then it indicates dense region. A gradient ascent procedure is 
performed on the local estimated density until it converges, and the modes of the 
distribution are given by the stationary points. The mean shift for a point xi is given by 
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where h is the bandwidth (controls density within the kernel) and g=-k’(x), x is the 
mean of given n data points. A complete discussion about various aspects of MSC and 
its applications are given in [7]. Here, care is taken by setting the bandwidth h of the 
kernel function in MSC such that it splits the data set into maximum number of 
clusters, by satisfying BIC. 

 
Niche Genetic Algorithm 
Genetic Algorithm (GA) is used in many applications to obtain global optimum 
solution. But there are many cases where we need local optimum solutions. So we 
modify the GA such that we can use it for such problems also. This is called niche 
GA. Initially chromosomes are randomly distributed. Fitness value of all 
chromosomes is calculated using equations given below: 
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where d is number of dimensions, n is number of samples, a is data samples and dist 
function gives Euclidean distance. 
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Using the fitness value of each chromosome we select set of best chromosomes 
which is used for next generation. Number of pre-crossover and mutated 
chromosomes depends on the fraction which we decide. Here we apply reproduction 
for best 40% and the remaining 60% undergo crossover and mutation. Using matrix 
of Euclidean distance between chromosomes and group of datasets which comes 
under sub-swarm radius are determined. Modified fitness value is calculated using 
equation (8), (9), so that we can retain different characteristics. Later we apply genetic 
operations like crossover and mutation on dataset which are within a niche. 

σ/1measure dist−=                                                  (7) 

where ‘dist’ is distance between best fitted data in that niche and the data for which we 
are calculating. ‘σ’ is threshold for a niche which is user defined. Here it is set to 0.5. 

Mod_fitness = fitness/measure                                         (8) 

After crossover and mutation of each chromosome, fitness value of all chromosomes 
with their new positions is calculated using equation (7). The algorithm is 
implemented using the following steps: 
 
Step 1. Initialization – randomly choose chromosomes  
Step 2. Find fitness value of each chromosome using equation (7). 
Step 3. Sort all the chromosomes according to their fitness values and select best 40% 
for next generation. 
Step 4.  Find out all niches and note all the chromosomes within that niche. Calculate 
modified fitness of all data within that niche using (8) and (9). 
Step 5. Apply genetic operations like crossover and mutation. 
Step 6. Find new fitness values of all chromosomes according to their new positions 
using equation (7). 
Step 7. Sort all the chromosomes according to their fitness values and select best 60% 
for next generation. 
Step 8. For next generation follow steps 2 to 7 and continue this until they are 
converged. 

2.2 Merging Methodology 

After obtaining cluster centers from MSC and NGA, data points are merged to its 
closest cluster centre. Labelling of the cluster is done using voting methodology. In 
voting method classification of clusters is done using original ground truth of the 
image. If the majority of the data points belong to a particular class then the whole 
cluster is labelled as that class. For example if there are 30 data points in a cluster and 
if 25 data points belong to class-X and remaining 5 belong to class-Y then that cluster 
is labelled as class-X. But if the distribution of number of data points among classes is 
uneven, say class-X has 1000 points and class-Y has only 70 points then this method 
may not work. Say in a cluster there are 80 points belonging to class-X and 40 points 
belonging to class-Y. Voting method will classify it as class-X. But we should 
observe that majority of the class-Y points is in this cluster but yet it is misclassified. 
Hence we keep a threshold for smaller classes. If the number of data points belonging 
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to smaller class in a cluster is more than that threshold then no matter which class has 
the highest vote; it is classified as that smaller class. In our study, we observed that 
there was an uneven distribution of number of data points among classes in LISS-III 
image. In comparison with other class labels, urban class data set is very less. 

3 Result and Discussions 

In this section, we compare the performance of the cluster splitting and merging 
techniques in extracting the classes of the LISS-III and SAR images. First, we 
describe the main characteristics of the satellite imagery.  

3.1 Satellite Image Acquisition 

The study area includes the regions affected by the Kosi river flood in Bihar during 
2008. We focus on mainly the Bhagalpur district, where the Kosi tributary merges 
with Ganges, and assess the extent of damage caused. The region is contained within 
the co-ordinates: 25o39’30.76”N - 86o25’54.24”E and 25o12’34.42”N – 
87o17’21.70”E. The districts affected by the flood and covered in this image include 
Bhagalpur, Khagaria, Katihar and Madhepur. Total area under study is 3248.9 km2. 

We use LISS-III image to assess the land cover prior to the flood. It was collected 
on April 11, 2008 from RESOURCESAT-2. For flood delineation, we use SAR image 
C-band dataset obtained from RADARSAT-2 on August 27, 2008 during the flood.  
The spatial resolution of the LISS-III image is 23.5 meters per pixel and SAR image 
is 30 meters per pixel. The image dataset used is of size 1614x3645 pixels. The SAR 
image is separated into two classes, namely flooded and non-flooded. The LISS-III 
image is classified into 4 different land cover types’ namely urban land, fallow land, 
water and vegetation. Initially we use BIC to determine the optimal number of 
clusters required for the images. We observe that the optimal number of clusters is 9 
for SAR image and 100 for LISS-III image. 

We evaluate the performance of MSC and NGA on LISS-III and SAR image using 
the classification matrix of size n x n, where n is the number of classes. A value Ai,j in 
this matrix indicates the number of samples of class i which have been classified into 
class j. For an ideal classifier, the classification matrix is diagonal. However, we get 
off-diagonal elements due to misclassification. Accuracy assessment of these image 
classification techniques is done using User’s Accuracy (UA), Producer’s Accuracy 
(PA), kappa co-efficient [19] and Overall Accuracy (OA) [9]. 

3.2 SAR Image Classification 

To apply the MSC algorithm to the SAR image, we observe that the optimal 
bandwidth value is 15, as it yields 9 clusters. We then merge them into 2 classes, 
corresponding to flooded (A1) and unflooded region (A2).  

The most favorable parameter values for NGA after different runs are as follows: 
Number of agents (samples considered for clustering) = 2000, Maximum no of 
iterations = 10, Sub-swarm radius (to find agents in niche) = 30 and Window size 
(used for merging) = 20. 



54 J. Senthilnath et al. 

Using the above parameters, the method yielded 9 cluster centers. We compare the 
performance of these techniques in classifying the SAR image, and the results are 
tabulated in Table 1. From this table, we observe that the two techniques all manage 
to effectively pick the flooded and unflooded regions, although some portion of 
flooded region has been incorrectly classified as unflooded. This is caused by the 
change in the dielectric value of the inundated surface, hence appears as unflooded 
region. In comparison with MSC, NGA gives better PA, UA, OA and Kappa. 

Table 1. Comparison of classification performance on SAR, LISS-III and overlaid image 

 SAR image (set A) LISS-III image (set B) Overlaid image (set C) 

 MSC NGA MSC NGA MSC NGA 

 PA UA PA UA PA UA PA UA PA UA PA UA 

1 87 96.4 92.6 95.2 31.8 6 51.2 36.7 32.1 5.3 56.9 33.4 

2 95.4 83.6 93.2 89.8 71.5 84.9 85.6 85.4 69 69.1 79.3 74.7 

3 - - - - 68.8 80.7 90.6 81.5 68.8 80.8 90.6 81.5 

4 - - - - 63.5 68.8 70.6 77.6 57.7 61.6 65.5 73.2 

5 - - - - - - - - 26.46 5.51 42.8 35.7 

6 - - - - - - - - 61.43 83.63 79.6 82.9 

7 - - - - - - - - 56.32 62.19 63.7 68.7 

OA 90.4 92.9 68 81.2 61.9 75.8 

Kappa 0.807 0.853 0.459 0.645 0.518 0.679 

3.3 LISS-III Image Classification  

To apply the MSC algorithm to the LISS-III image, we observe that the optimal 
bandwidth value is 6.1, as it yields 100 clusters. Further, we merge them into 4 
classes, namely urban land (B1), fallow land (B2), water (B3) and vegetation (B4).  

The most favorable parameter values for NGA after different runs are as follows: 
Number of agents (samples considered for clustering) = 2000, Maximum no of 
iterations) = 10, Sub-swarm radius (to find agents in niche) = 25 and Window size 
(used for merging) = 5. 

Using the above parameters, the method yielded 100 cluster centers. We compare 
the performance of these techniques in classifying the LISS-III image, and the results 
are tabulated in Table 1. We observe that NGA provides far superior results in 
comparison with the MSC. In all the techniques, the accuracy is low for the class 
having less data points namely class B1, which represents urban region. Since we use 
hierarchical clustering, the cluster centers of this smaller data points in a class are not 
picked, and the points get misclassified into the larger data points of a class. But we 
have modified the voting methodology by using threshold which is explained earlier 
in section 2.2. If the threshold chosen is very low, then small data points in the classes 
will be classified with greater accuracy on the cost of larger data points of the class. 
Pixels belonging to larger class will be misclassified to this small class. So we have to 
carefully choose the threshold such that we balance the individual accuracies of both 
small and larger data points in the class. Because of this NGA has picked class B1 
with greater accuracy. From Table 1 we can observe that, for LISS-III image also 
NGA outperforms MSC. 
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3.4 Overlaid Image  

Further, the LISS-III and SAR image, obtained using MSC and NGA, are overlaid to 
obtain the resultant image that gives the flood extent in each class of the LISS-III 
image. It consists of 7 classes, namely unflooded urban land (C1), unflooded fallow 
land (C2), water (C3), unflooded vegetation (C4), flooded urban land (C5), flooded 
fallow land (C6) and flooded vegetation (C7). The image obtained by overlaying the 
results of NGA on LISS-III and SAR images, is shown in Fig. 1. 
 

 

Fig. 1. Overlaid image of SAR and LISS-III image using NGA 

We compare the results of these techniques in terms of accuracy of the overlaid 
image, and the results are tabulated in Table 1. Here we have 7 classes, corresponding 
to the flooded and unflooded portion of the land cover types. We observe that the 
flooded portion of a particular land class tends to get misclassified to its 
corresponding unflooded class. Also, the class having less data points, namely class 
C1 and C5 corresponding to unflooded and flooded urban regions, tend to get 
misclassified into different land cover types. This is because their cluster centres are 
not picked, and get merged with the larger classes. NGA provides more optimal 
results, and picks all the classes with greater accuracy than MSC. 

4 Conclusion 

In this paper, we have presented the classification methods for flood assessment 
problem. The satellite images used for this purpose are LISS-III (before flood) and 
SAR (during flood). We adopt MSC and NGA algorithms for splitting the data set by 
satisfying BIC and voting method is used to merge the data set. We varied the 
parameters in these techniques, to give the optimal number of clusters. In MSC, we 
analyzed the effect of bandwidth on number of clusters. In NGA, the prominent 
parameters are number of agents and sub-swarm radius, and their effect to generate 
optimal number of clusters. We observe that the performance of NGA is superior to 
that of MSC, as verified statistically using producer’s accuracy, user’s accuracy, 
overall accuracy and Kappa coefficient. 
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Abstract. The Economic Load Dispatch problem decides the minimum  
economic cost of production in a given power system, while keeping the envi-
ronmental constraints and the load demand to an agreed level without compro-
mising the generator ratings. Analysis on this application have been made using 
Bacteria Foraging Optimization (BFO) algorithm, where the bacterial motion is 
incorporated as a search algorithm in finding the optimum values for economic 
generation. An improvisation on this algorithm is the co-operative bacteria fo-
raging optimization using serial decomposition (CBFO-s) and CBFO-hybrid 
that combines BFO and CBFO-s. Firefly Algorithm (FA) is a multi-modal me-
ta-heuristic algorithm that uses the firefly’s flash as a signal on the flies of op-
posite sex. The use of FA, guarantees minimized economic costs along with  
zero deviation from the target load in comparison to BFO and its variants. 

Keywords: Valve Point effects, emission constraints, chemotactic steps, elimi-
nation & dispersal, foraging, Economic Load Dispatch. 

1 Introduction 

In Electrical power systems, the problem of unit commitment and economic genera-
tion are together considered as arduous and time consuming. The added effects of 
both are studied in a superficial approach termed as the Economic Load Dispatch 
Problem (ELD) [1-2].The overall scope of the problem gets elevated on adding mul-
tiple generators to the system. Since the inception of Artificial Intelligence (AI) in 
solving ELD [3], the scope of the solution has enhanced with decrease in computation 
times and balanced equilibrium solutions. One such approach was using neural net-
works [4]. A grueling approach to ELD was made when both the generation and 
transmission costs were considered for optimization [5]. But, eventually a polarized 
approach was recommended for a better convergence. However, these equilibrium 
points are not necessarily steady state points and are bound to change in the dynamic 
model and real time situation [6]. The idea of using heuristics to solve these problems 
stems from the fact that many local optimum points are generated within the solution 
space, and eventually the computations become restricted around this local point. 
With this in mind, several other techniques were brimming up in the 80s, and one of 
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these methods was the Bacteria Foraging Optimization (BFO). This algorithm was 
eventually tuned to make the step size adapt as per the problem nature [7]. Eventually, 
to avoid lags in computation, the nested looping feature was brought into the algo-
rithm with best iteration count for faster response [8]. Yet, another effective approach 
was adopted, namely the Co-operative Bacteria Foraging Algorithm involving serial 
decomposition in search space [9-10].  The hybrid algorithm, on the other hand, inte-
grates the use of BFO and the serial decomposition together in a reduced search 
space. All these methods prove to be effective on a small scale only.  

The use of FA came into picture by 2009 [11]. It is a novel approach that mimics 
the behavior of fireflies. It is a meta-heuristic algorithm that uses communication 
among fireflies as a means of motion to optimal points. The proposed algorithm was 
demonstrated on IEEE 30 and 118 bus systems [12-13]. Firefly was also successfully 
implemented in optimal location and size of distributed generation systems [14].  

This paper aims to compare the effect of this algorithm on the ELD problem and 
compare with the BFO and CBFO based results. The subsequent sections deal with 
the ELD formulation followed by the firefly algorithm description. The system results 
are eventually summarized and their convergence is plotted.  

2 Economic Dispatch Formulation 

2.1 Objective Function 

The primary concern of economic dispatch is the minimization of fuel cost involved 
with production, keeping in check with the generator rated power limit. Total cost is 
taken as the objective function and the fuel cost of a thermal generation unit is given 
as a second order polynomial as shown. 

 Fi (Pgi)=ai+bi(Pgi)+ci(Pgi)
2 (1) 

Where;  ai ,bi , and ci are constants (cost coefficients of ith unit)   
 Pgi is power output of ith generator 

2.2 Equality Constraints 

Any power system needs to match the generator output with the demand, and also 
compensate for the losses. The mathematical formulation for this is given in equation, ∑ P g = P Pl                        (2) 

Where;  Pgi is Power generation of ith unit.  
 Pdi is the Power demand of ith unit. 
 Pli is net Power loss of ith unit. 

2.3 Inequality Constraints 

Generation units have lower and upper bounds of rated power. Once the generator 
output exceeds the permissible limits, the generator suffers from over-voltage and 
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insulation damage. Excess load leads to under-voltage condition in generators, even-
tually causing load shedding problems. So, depending on the upper and lower boun-
daries of generator output, the optimization algorithm is tuned to become a con-
strained optimization problem. These bounds are designated by inequality constraints 
as shown in equation (3) 

 Pgi,min<Pgi<Pgi,max (3) 

Where;  Pgi,minis the minimum generator output  
 Pgi,max is the maximum generator output 

2.4 Ramp Rate Limits 

While starting and shutting down generators, transient response in steam flow is seen 
and accounted for in ELD problems. It also comes into picture, during increase or 
decrease of power generation. The objective function corresponding to the combined 
effect of load dispatch and ramp rate effect becomes like equation (4) 

 Fi (Pgi)=ai+ (bi).(Pgi)+ (ci).(Pgi
2)+ (ei).sin (fi× (Pgi,min– Pgi)) (4) 

Where;  eiand fi is the generator coefficients associated with  valve point effects. 

2.5 Emission Constraints 

This effect is taken into consideration with regard to the harmful effects of environ-
mental pollution and its control. This encompasses a market level problem for electric 
companies and needs to be checked. It is accomplished by introducing a separate 
equation in addition to the original ELD equation as shown in 5. 

 Fi (Pgi)=ai+ (bi).(Pgi)+ (ci).(Pgi
2) + exp(dixPgi,min) (5) 

Where;  di = emission constant 
 Pgi,min = lower power limit 

3 Firefly Algorithm 

3.1 Fireflies 

This algorithm has been inspired by the synchronized flashing behavior of glow-
worms found in South East Asia.  The foremost assumption of this algorithm is that 
every firefly is unisexual in nature. This means that every firefly can mate with every 
other firefly. The glowing nature of fireflies determines their mating abilities. The 
brighter the firefly the better chances for it to mate. In simple terms, it has a better 
fitness value than its neighbor. For minimization purpose we assume that the firefly 
with lesser intensity moves towards the firefly with higher intensity. 
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3.2 Algorithm 

The flashing nature of fireflies is incorporated in the form of an algorithm as follows. 
First the intensity of brightness is calculated for every firefly separately. Mathemati-
cally, the brightness intensity is given by the equation (6). 

 I=Io (e
-γ r) (6) 

Where   Io = intensity at the point r = 0 
 r being the distance between two fireflies 
 

The intensity is calculated on a relative basis (i.e. between two fireflies). As can be 
seen, the intensity decreases as the distance increases due to exponential component. 
For the purpose of minimization, a firefly with lesser intensity would move towards 
the one with higher intensity. The movement of the firefly is dependent on the attrac-
tiveness feature stated below in equation (7). 

 β(r) = βo e
-γ r^2  (7) 

Where;  βo = attractiveness at r = 0 
So, the movement of fireflies in one dimension can be analyzed as per the  

equation, 

 xi (new) = xi (old) + (βo e
-γ r^2 ).(xj (old) - xi (old)) + α.(rand(1)) (8) 

Where;  xi is the position of firefly with lesser fitness  
 xj is the position of firefly with higher fitness  
 α is the randomization parameter 
 rand is a function used for generating a random number in the domain(0,1) 

3.3 Constrained Firefly Algorithm 

The generalized firefly algorithm as given in [11] has been modified to suit the con-
straint requirements of the economic load dispatch. Care has been taken to avoid the 
overshoot of load and generated power values by introducing adjustment routines 
(Appendix A, equations 9 and 10). The flowchart representation of FA is given under 
Appendix B. 

4 Test Systems and Results 

The following experiments were simulated in MATLAB, R2008b using M-File pro-
gramming. Simulations were done for BFO, CBFO-h, CBFO-s and firefly algorithm. 
The Co-operative algorithm [14] was coded in M-file and the PSO based results were 
obtained from Table 2.8 of [15]. For our analysis, we have taken a 3 gen.system (not 
shown)and 6 gen. system with 700 MW and 800 MW demand. 
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4.1 A 6 Generator System Was Considered and Experimentation Was Done 
as under 

 

 
Random data was taken for FA within permissible limits of generator ratings as shown  

10MW<Gen 1<125MW 

10MW<Gen 2<150MW 

35MW<Gen 3<225MW 

35MW<Gen 4<210MW 

130MW<Gen 5<325MW 

125MW<Gen 6<315M

Table 1. Data of cost estimates 

(a) Without valve point effects and emission constraints 

load demand 

(MW) 

PSO 

(Rs.) 

BFO 

(Rs.) 

CBFO-S 

(Rs.) 

CBFO-H 

(Rs.) 

Firefly 

(Rs.) 

700 36987 36185 36128 36154 38600.31 

800 42114 41701 41020 40822 41355.7 

 

(b) With valve point effects only 

Load demand 

(MW) 

BFO 

(Rs.) 

CBFO-s 

(Rs.) 

Firefly 

(Rs.) 

700 36355 36514 36570.03 

800 41435 41468 40828.16 

 

(c) With emission constraints only 
Load demand 

(MW) 
BFO 
(Rs.) 

CBFO-s 
(Rs.) 

Firefly 
(Rs.) 

700 36414 36447 36484.2 
800 41077 41146 42313.8 

 
(d) With valve point effects and emission constraints 

Load de-
mand (MW) 

BFO 
(Rs.) 

CBFO-s 
(Rs.) 

CBFO-H 
(Rs.) 

Firefly 
(Rs.) 

700 35758 36171 35774 37768.38 
800 40750 40940 40843 40869.38 

 

Load Demand: 700 MW 

Gen 1 67.5 MW 

Gen 2 60 MW 

Gen 3 120 MW 

Gen 4 102.5 MW 

Gen 5 207.5 MW 

Gen 6 142.5 MW 

Load Demand: 800 MW 

Gen 1 67.5 MW 

Gen 2 60 MW 

Gen 3 120 MW 

Gen 4 102.5 MW 

Gen 5 207.5 MW 

Gen 6 242.5 MW 
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Table 2. Unit allocationusing FA 

(a) Without valve point effects  and emission constraints 

Demand 

(MW) 

Gen 1 

(MW) 

Gen 2 

(MW) 

Gen 3 

(MW) 

Gen 4 

(MW) 

Gen 5 

(MW) 

Gen 6 

(MW) 

700 117.74 14.463 147.79 42.668 212.85 164.47 

800 18.638 134.33 141.86 69.021 173.18 262.93 

(b) With valve point effects only 

700 27.847 47.633 117.43 104.28 212.92 189.87 

800 27.142 46.196 138.45 177.34 270.11 143.75 

(c) With emission constraints only 

700 18.81 95.095 79.358 59.582 233.38 213.49 

800 87.19 36.074 90.070 45.186 138.52 402.90 

(d) With valve point effects and emission constraints 

700 36.354 22.915 80.785 192.94 172.38 194.61 

800 14.400 37.321 97.829 147.49 172.39 330.55 

 
Table 1 depicts the cost functions associated with a 6 generator system and their 

comparison with different approaches. As seen, FA fails to provide better convergence, 
because of the improvisation in fitness values for BFO with the increase in number of  
agents or dimensions (based on the nature of objective function used). Also, it can be 
seen that all generator ratings sum up to the demand, i.e. 700 MW and 800 MW.Under 
the six generator system, weightage given to emission constraint was around 35% while 
to valve point effect was about 65%. The multi objective function was taken into con-
sideration for analysis and BFO was found to give better results for cost function unlike 
in single objective function. When considering valve point effects only, CBFO-h fails to 
converge well, and gets stuck at local optimum points while FA gives minimum cost 
incurred in case of 800 MW and BFO for 700 MW. Similarly for objective functions 
with emission constraints only, CBFO-h fails to converge. In this case, as seen in all 
algorithms mentioned are giving the same results for cost function with minor variations 
between Rs.36400 to Rs.36500.Based on the above stated observations, the firefly algo-
rithm shows lesser values of cost functions with 3 generator systems(Table 1). The ef-
fect is more pronounced witth 700 MW demand.So, on comparison with BFO, CBFO-S 
and CBFO-h; FA gives better fitness values in all these concerned cases. 

It can be observed that the adjustment routines implemented in the Firefly algorithm 
as shown in Appendix A, effectively distributes the output power from every generator 
as per the ratings as seen in their unit commitment values from Table 2, without disturb-
ing the optimum values.This prevents damage to the generator windings due to overload 
or overcurrent conditions. It is also able to commit all units into proper operation, with-
out stress on the power system.Moreover, the initial adjustments do not disturb the 
global best value. However, It can be seen that the FA starts with an assumption on the 
power values at the start of simulation. This ensures that the reults obtained are cogent 
and plausible. Also, with the use of random values at the start FA fails to give any de-
sired output. On the contrary, BFO and its variants can be initiated with random power 
values without compromising the solution to the cost function.    

For six generator system BFO and its variants have shown robustness in compari-
son with FA. This is primarily associated with the gradation in effectiveness of fitness 
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values with increase in dimensions and agents. In the following section an attempt has 
been made to study the convergence behavior of BFO and FA, and explain the effect 
of random function on BFO. 

4.2 Convergence Data 

 

 

Fig. 1. Convergence data of BFO (6 generator
system) without valve point effects and emis-
sion constraints 

 Fig. 2. Convergence values for 3 generator 
system with valve point effect and emission 
constraints (CBFO-S) 

Compared to BFO and its variants, FA attains smooth convergence and a stable op-
timal solution after a few iterations. However, due to poor search space exploitation 
FA sometimes fails to give satisfactory results. Paradoxicaly, BFO enhances the 
search space to attain the best possible result.  

 

Fig. 3. Convergence data of FIREFLY (6 generator system) with valve point effects and emis-
sion constraints 

5 Conclusion 

The basic idea of BFO and firefly algorithm is the exploitation of the search space for 
global optimum values. Initially in both these algorithms the step length is very  
huge resulting in global scale search. However, after every iteration the fireflies or the 
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bacteria move towards this best value. Finally all the focus is driven on this particular 
optimum only. To start with, both these algorithm are based on stochastic methods, but 
when applied to BFO the algorithm gets stuck with local optimal points. So a determi-
nistic approach is more advisable for BFO. No such problems occur with fireflies as the 
algorithm is self-correcting in nature. Moreover, FA gives the desired optimum after a 
few iterations and is relatively faster than BFO and its variants. To sum up, the firefly 
algorithm is potentially much better than BFO in terms of performance and results. 
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Appendix: A 

 Pgi, new = Pgi,old– (load - demand) 
 Pgi, new = Pgi,old+ (load - demand) (9) 

 Pgi, new = Pgi,old– (demand - load) 
 Pgi, new = Pgi,old+ (demand - load) (10) 

Appendix:B 

 

 Create a (12x3) matrix indicat-
ing 12 agents with 3 generators 

For agent ‘i’ from 1 to12, the cost func-
tion is calculated as COST i 

Move the generator power values from jth agent 
to ith agent as per equation (6) 

For agent ‘j’ from 1 to ‘i’, cost function is 
calculated as COST j then, j=j+1 

Is i=j 

COST i < COST j 

j=j+1 

i=i+1 

Calculate the load generated and 
compute (load – demand) 

Check every generator power 
value to stay within permissi-

ble values and make the 
change as per equation (8) 

Check every generator power 
value within permissible 

limits and make the change as 
per equation (7)  

Check for deviation from constraints and 
then make suitable changes in other 2 

values of power as shown: 
eg: If Pg1>100MW, then either 

Pg2new=Pg2old±excess (or) 
Pg1new=Pg1old±excess 

START 

PRINT 

Iteration = 1 

yes 

 

no 

load>demand load<demand 



MESFET DC Model Parameter Extraction

Using Adaptive Accelerated Exploration Particle
Swarm Optimizer

Layak Ali1, Samrat L. Sabat2, and Siba K. Udgata3

1 Department of Information Technology, Deccan College of Engineering
and Technology, Hyderabad-500001, India

informlayak@gmail.com
2 School of Physics University of Hyderabad, Hyderabad-500046, India

slssp@uohyd.ernet.in
3 Department of Computer & Information Sciences, Centre for Modeling Simulation

and Design University of Hyderabad, Hyderabad 500046, India
udgatacs@uohyd.ernet.in

Abstract. This paper presents an application of Adaptive Accelerated
Exploration Particle Swarm Optimization (AAEPSO) algorithm for ex-
tracting DC model parameters of a fabricated GaAs based Metal Ex-
tended Semiconductor Field Effect Transistor (MESFET). The AAEPSO
algorithm is a variant of Particle swarm optimization algorithm that has
proven to outperfrom basic PSO in solving benchmark problems. In this
work we applied this algorithm to extract the MESFET model parame-
ters by minimizing the error between the measured and modeled drain
current. The performance of this approach is compared with popular
algorithms like Simulated Annealing, Complex Method (CM), Artificial
Bee Colony (ABC) and Particle Swarm Optimization (PSO) algorithms
based on the (i) mean square error between the measured and modeled
drain current, and (ii) convergence time. The comprehensive analysis of
AAEPSO is carried out on four different MESFET DC models. Simu-
lation results indicate that the AAEPSO algorithm gives good qaulity
of solution in all the cases where as complex method takes less time for
executing each iteration.

Keywords: Particle Swarm Optimization, Artficial Bee Colony, Simu-
lated Annealing, Complex Method, Parameter Extraction, MESFET DC
model.

1 Introduction

Most of the semiconductor devices operate satisfactorily in low frequencies and
Gallium Arsenide Metal Semiconductor Field Effect Transistor (MESFET) de-
vice operates at microwave frequencies. Thus MESFET has its own niche at
microwave frequencies. For every semicondctor device to be used in circuit sim-
ulation a model is necessary. The model describes the behavior of the device in
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different operating conditions. There are different techniques to develop models
like physics based, empirical based etc. Physics based model requires in depth
knowledge about the physics of the device where as empirical model avoids this,
although each technique has their own pros and cons. These models will have set
of parameters that can be either empirical or related to physics of the device. Ex-
tracting the values of these parameters is a crucial task, because many a times,
there is no direct method to extract these parameters. So optimization based
approach is the best proven way to find the values of model parameters. Many
commercial TCAD tools such as [2], Silvaco UTMOST [1], TMA AURORA [3]
etc are being used for extracting the model parameters. The commercial tool uses
simulated annealing algorithm for model parameter extracion. Although opti-
mization based approach are proven to better for parameter extraction but poor
convergence rate and non optimal resulted solutions are the major drawbacks of
the optimization approach. Non optimal results are due to trap of solutions in
local optima. To overcome these drawbacks, particle swarm optimization (PSO)
is being used for device model parameter-extraction [13]. The advantages of us-
ing PSO is that it is a heuristic approach, comutaionaly simple and leads to a
global solution by avoiding local non-optimal solutions. Although the basic PSO
is simple but sometimes it traps in local minima depending on the error surface.
The authors have developed a new version of algorithm namely AAEPSO which
has been proven to be a robust and efficient whilolving testbench functions [12].
The objective of this work is to find the suitability of AAEPSO [12] algorithm
for MESFET DC model parameter extraction and compare its performance with
algorithms like simulated annealing, complex method [11], Artificial bee colony
(ABC) [9] and PSO algorithm [6] interms of convergence speed and quality of so-
lution. The methodology proposed in this paper is to optimize the error between
measured and simulated drain current using AAEPSO algorithm. The simulated
data were obtained using different popular device models [4,10,14,7].

The paper is organized as follows: Section 2 presents a brief description of
Device modeling and different well known MESFET device models. Section 3
presents an AAEPSO algorithm. In Section 4, the simulation and results are
presented. Conclusions are drawn in Section 5.

2 Device Modeling and Parameter Extraction

Device model is the representation of a device through which the characteristics
of the device can be studied prior to fabrication. Each semiconductor device
have different models that reflects the behavior of the device under different
operating conditions. Usually the model parameters are extracted using com-
mercial software like HP IC-CAP [2], Silvaco UTMOST [1], TMA AURORA
[3], etc. The accuracy of the commercial available software used for simulation
depends on the accuracy of the models being used in it. A model is accurate
if it fits the experimental data in each region of Ids Vds characteristics curve.
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In order to closely resemble the model to experimental data, more numbers
of parameter are required to represent the behavior of device accurately. This
results to a complex model. The values of model parameters are extracted using
parameter extraction algorithm. As the number of model parameter increases,
the conventional parameter extraction algorithm fails to provide accurate values.
An accurate model is always in demand for simulation before fabrication step.
So an efficient parameter extraction algorithm is also in need for fabrication
industry. The efficiency of algorithm depends on the computational complexity
and quality of solution it finds.

2.1 Problem Formulation

MESFET device model parameter extraction can be easily solved by translat-
ing it to an optimization problem where the fitness/objective function is the
mean square error between measured and modeled drain current at different
bias points. This objective function is optimized to extract the model parameter
of the device. For obtaining simulated data, we have considered four different
popular MESFET DC model namely Curtice [4], Materka [10],Tajima [14] and
TOM3 [7]. Mathematically the objective function is expressed as

E =

P∑
i=1

Ei (1)

Ei =

K∑
j=1

(Imodj − Imeasj)
2

(2)

Where, P is the different bias points (Vgs) and Imodj is modeled drain current
(using any of the model) (Ids) at j bias point of (Vds) and Imeasj is the corre-
sponding measured value. Proposed variant of PSO algorithm is used to minimize
eqn (2) for extracting the model parameters which fits the device’s behavior. In
order to avoid the danger of blind optimization careful selection of the proper
range of parameters to be optimized are chosen.

As we have considered four different MESFET model, due to number of page
constraints, here we are describing only TOM3 model for a clear understanding
of parameters in the model.

In this model the drain current is expressed as as [8]

Ids(Vds, Vgs, θ) = β(VG)
Q αVds√

(1 + (αVds)2)
(1 + λVds) (3)

where

VG = QVstlog[1 + exp(u)] (4)
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u =
Vgs − Vto + γVds

QVst
(5)

Vst = Vsto(1 +MstoVds) (6)

where θ is the model parameter vector as listed in Table 1.

Table 1. TOM3 MESFET model

parameters Description Unit

β Transconductance parameter mA/V 2

Vto Threshold voltage V
Q Power-law parameter -
K Knee-function parameter -
α Knee-voltage parameter V −1

λ Channel length modulation parameter mV −1

Vsto Sub-threshold slope V
Msto Sub-threshold slope drain parameter V −1

Algorithm 1. Pseudo code for AAEPSO
Initialize

1: Set ← Xmax, Xmin, D,NP
2: Vmax ← 0.20 ∗ (Xmax − Xmin)
3: t ← 0, i ← 0 � t for iterations and i for particles
4: Randomly initialize particle’s position X0

i ∈ D in R;

5: Randomly initialize particle’s velocity V 0
i ≤ Vmax

6: Evaluate fitness function values f0
i

7: pbest0i ← f0
i , gbest0 ← f0

best
Optimize

8: while t ≤ MaximumGeneration do
9: Decrease AEf Acceleration and Exploration factor exponentially with iteration [12].
10: while i ≤ NP do
11: Update velocity (equation ( 7)) and position (equation ( 8))

12: Evaluate fitness function values ft+1
i

13: Find pbestt+1
i

14: if ft+1
i < pbestti then � for minimization problem

15: pbestt+1
i ← ft+1

i

16: end if
17: i ← i + 1, go to step 10.
18: end while
19: Find gbestt+1

d

20: if gbestt+1
d < gbesttd then � for minimization problem

21: gbestt+1
d ← gbesttd

22: end if
23: if stop criteria not met then
24: t ← t + 1, go to step 8.
25: end if
26: Identification & acceleration of diverged particles [12]
27: end while

Report results
Terminate
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3 Adaptive Accelerated Exploration Particle Swarm
Optimizers

Particle Swarm Optimization is a heuristic technique used for finding global so-
lution proposed by Kennedy and Eberhart in 1995 [6,5]. It has proven to be
simple, and efficient compared to other optimization techniques. As the dimen-
sion of problem increases basic PSO also suffers with poor quality of solution and
premature convergence. In this paper we are using a novel variant of PSO called
Adaptive Accelerated Exploration Particle Swarm Optimization (AAEPSO) [12],
that gives better results for higher dimensional optimization problems.

The practical implementation of AAEPSO involves the steps as shown in
Algorithm 1. It is almost similar to PSO with the major difference being adap-
tive acceleration and exploration. The selection factor Sf in AAEPSO is the
random permutation in the range [10 - 90] % of the diverged population. The
acceleration-exploration factor AEf is decreased exponentially with iteration
[12]. The velocity and position update equation for AAEPSO are

V t+1
i,d = wtV t

i,d + ct1 ∗ rand1 ∗ (pbestti,d −Xt
i,d)

+ ct2 ∗ rand2 ∗ (gbesttd −Xt
i,d) (7)

Xt+1
i,d = Xt

i,d + V t+1
i,d (8)

Where wt, ct1 and ct2 are linearly decreasing inertia & learning factors.

4 Results

4.1 Simulation Settings

The simulations were carried out using Pentium Core2Duo, 2GHz with 2GB
RAM.Algorithms are coded in Matlab 7.2 in Windows-XP platform. Different
Models of MESFET for same dimension gate width W= 50 μm and gate length L
= 2μm as are simulated through the proposed technique. Experiments are carried
out with the population size (NP) of 20, the number of iterations (MaxGen)
1000. The dimension of the problem is model dependent. The algorithms are
tested on a different models mentioned above. The extraction algorithms were
executed for 20 times to observe the consistency of the extracted parameter value.
So the consistent result appeals that proposed technique is a robust technique
for parameter extraction.

4.2 Experimental Results and Discussion

The DC model parameters of all the four considered models are extracted using
different stochastic algorithms including AAEPSO algorithm. The mean value
of extracted parameters , the mean square error between the measured and
simulated drain current using different models and the total convergence time
are tabulated in Table 1. The tabulated result infers that Complex Method
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takes very less convergence time but the quality of solution it achieves is poor
compared to AAEPSO on all the models. Similarly AAEPSO gives least error
as compared to all other algorihms in all the model except Tajima odel. Though
AAEPSO takes more time for execution compared to Complex Method but the
accuracy AAEPSO achieves is far better than any other algorithm. Again on
TOM3 model AAEPSO retains the same trend and surpasses all other algorithm
in achieving the quality of results. Simulated Annealing (SA) gives better results
on Tajima model. Complex meethod had has faster convergence rate in all the
model. So if quality of solution is considered then AAEPSO algorithm is the
best choice where as if speed is considered with a trade off to quality of solution
then complex method is better for device model parameter extraction.

Fig. 1 shows accuracy of simulated results compared with measured data from
a fabricated MESFET using AAEPSO algorithm. The reported results are the
mean result of 20 simulation runs. The solid lines are experimental drain cur-
rent and · · · lines are modeled drain current of different models after parameter
extraction. Materka model simulates reasonably well in linear region, whereas
Tajima and TOM3 models has excellent agreement with saturation region.
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Fig. 1. Simulated (–) and measured (· · ·) DC characteristics
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Table 2. Optimum values of extracted parameters for MESFET DC Models

Matreka IDSS Vr0 α γ Error Con.Time (sec)

SA 0.104 -1.90 3.29 -0.121 1.76e-3 1.61
ABC 0.105 -1.90 3.24 -0.121 1.67e-3 5.75
CMP 0.104 -1.89 3.95 -0.124 1.04e-3 0.08
PSO 0.1 -1.89 4.02 -0.13 3.1e-4 7.1
AAEPSO 0.104 -1.89 4.15 -0.19 2.64e-4 0.57

Curtice β A0 A1 A2 A3 γ Vds0 Error Con.Time (sec)

SA 0.038 0.103 0.089 0.014 -1.94e-4 1.85 1.97 7.22e-6 2.45
ABC 0.043 0.105 0.11 0.056 1.64e-2 1.93 0.79 1.98e-4 8.95
CMP 0.041 0.103 0.099 0.018 1.63e-3 1.96 1.78 1.30e-3 0.11
PSO 0.04 0.1 0.09 0.03 0.01 0.02 2.18 5.93e+1 2.94
AAEPSO 0.0425 0.104 0.093 0.024 5.56e-3 1.91 2.11 3.55e-8 1.26

Tom3 α β λ γ Vt0 Mst0 Q Vst0 Error Con.Time (sec)

SA 2.60 0.06 3.1e-3 0.017 -1.48 0.32 1.13 0.11 1.4e-2 3.00
ABC 2.74 0.068 4.30e-4 0.021 -1.37 0.25 1.03 0.137 4.40e-3 11
CMP 2.72 0.058 3.58e-3 0.019 -1.51 0.27 1.17 0.15 7.53e-3 0.1
PSO 2.57 0.03 1.0e-2 0.0101 -2.13 0.14 1.75 0.051 2.46e-1 5
AAEPSO 2.65 0.047 4.29e-3 0.019 -1.67 0.25 1.42 0.18 5.54e-4 1.60

Tajima VBI VPO P m Idsp VDSS a b Error Con.Time (sec)

SA 0.53 1.11 0.082 0.64 0.097 0.93 2.26 0.19 1.31e-4 3.64
ABC 0.17 1.79 0.094 1.10 0.11 0.89 2.80 -0.31 9.72e-5 14.8
CMP 0.302 1.87 0.08 1.06 -0.13 1.03 3.07 0.51 5.89e-3 0.23
PSO 0.41 1.6 0.09 0.46 0.12 1.08 2.89 0.41 1.8e-3 10
AAEPSO 0.93 0.64 0.089 -0.32 0.12 1.11 2.30 0.58 4.34e-3 3.10

5 Conclusion

In this paper, we have used a new variant of PSo algorithm namely AAEPSO
for MESFET DC model parameter extraction. The parameters of different MES-
FET models are extracted from measured Id - Vd data of MESFET device of
channel length 2 μ m and width 50 μm. Out of these models Materka, TOM3
and Curtice models are the suitable model for the fabricated MESFET. The
complex method also proved the superiority of faster convergence in this prob-
lem. The experimental result concludes that if quality of solution is the criteria
then AAEPSO algorithm is the best choice where as if speed is the criteria with
a trade off to quality of solution then complex method is better for device model
parameter extraction. In future we will explore more about complex method and
tune it for giving good quality of solution.

References

1. Silvaco international. Utmost iii modeling manual. Santa Clara, CA (1992)
2. Hewlett-packard co. IC-CAP users manual (1994)
3. Technolong modeling associates, inc. AURORA device characterization system

(1994)



MESFET DC Model Parameter Extraction Using AAEPSO 73

4. Curtice, W., Ettenberg, M.: A nonlinear GaAs FET model for use in the design of
output circuits for power amplifiers. IEEE Transactions on Microwave Theory and
Techniques (1985)

5. Eberhart, R., Kenedy, J.: A new optimizer using particle swarm theory. In: Pro-
ceedings of 6th International Symposium on Micro Machine and Human Science
(MHS), Cape Cod, MA, pp. 39–43 (November 1995)

6. Eberhart, R., Kenedy, J.: Particle swarm optimization. In: Proceedings of IEEE
International Conference on Neural Networks, Piscataway, NJ, pp. 1114–1121
(November 1995)

7. Hallgen, R.B., Litzenberg, P.H.: TOM3 capacitance model: linking large-and small-
signal MESFET models. IEEE Transactions on Microwave Theory and Techniques
(1999)

8. Hallgren, R., Litzenberg, P.: TOM3 capacitance model: linking large- and small-
signal MESFET models in SPICE. IEEE Trans. Microwave Theory Tech. 47(5),
556–561 (1999)

9. Karaboga, D., Basturk, B.: On the performance of artificial bee colony (ABC)
algorithm. Appl. Soft Computing 8(3), 687–697 (2008)

10. Materka, A., Kacprzak, K.: Computer calculation of large-signal GaAs FET am-
plifier characteristics. IEEE Transactions on Microwave Theory and Techniques
(1985)

11. BoX, M.J.: A new method of constrained optimization and a comparison with
other methods. Computer Journal 8, 42–52 (1965)

12. Sabat, S.L., Ali, L., Udgata, S.K.: Adaptive accelerated exploration particle swarm
optimizer for global multimodal functions. In: Proceedings of World Congress on
Nature and Biologically Inspired Computing, Coimbatore, India, pp. 654–659 (De-
cember 2009)

13. Sabat, S.L., dos S. Coelho, L., Abraham, A.: MESFET DC model parameter ex-
traction using Quantum Particle Swarm Optimization. Microelectronics Reliabil-
ity 49(6), 660–666 (2009)

14. Tajima, Y., Wrona, B., Mishima, K.: GaAs FET large-signal model and its ap-
plication to circuit designs. IEEE Transactions on Electron Dev. 28(2), 171–175
(1981)



B.K. Panigrahi et al. (Eds.): SEMCCO 2012, LNCS 7677, pp. 74–81, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Kernel Group Method of Data Handling: Application  
to Regression Problems 

Kalam Narendar Reddy and Vadlamani Ravi* 

Institute for Development and Research in Banking Technology (IDRBT), Castle Hills Road 
#1, Masab Tank, Hyderabad-500057 (AP), India 

narendarcse07@gmail.com, rav_padma@yahoo.com 

Abstract. In this paper, a novel Kernel based Soft Computing hybrid viz., 
Kernel Group Method of Data Handling (KGMDH) is proposed to solve 
regression problems. In the proposed KGMDH technique, Kernel trick is 
employed on the input data in order to get Kernel matrix, which in turn becomes 
input to GMDH. Several experiments are conducted on five benchmark regression 
datasets to assess the effectiveness of the proposed technique. The results and a 
statistical t-test conducted thereof indicate that the proposed KGMDH yields more 
accurate results than the standalone GMDH in most datasets. This is the 
significant outcome of the study. 

1 Introduction 

Many data mining algorithms are intrinsically so powerful that they can efficiently 
mine data which are nonlinearly separable. However, another approach of mining 
nonlinearly separable datasets is to project the original dataset with some 
dimensionality into a higher dimensional feature space. Support vector machine 
follows this approach to a prodigious effect. The mapping transforms the nonlinearly 
separable data into linearly separable data that can be easily mined thereafter. Kernel 
trick is employed to avoid explicit mapping from original input space S to higher 
dimensional inner product space V as the process of explicit mapping is cumbersome. 
Consequently, the observations will become linearly separable. According to 
Mercer’s theorem there is no need to know to which higher dimension we have to 
project the data to make it linearly separable. 

David Hilbert [5] used the German word kern in his first paper on integral 
equations. The mathematical result underlying the kernel trick, Mercer's theorem 
[13], is almost a century old. The use of Mercer's theorem for interpreting kernels 
as inner products in a feature space was introduced into machine learning by 
Aizerman et al [2] (1964). Boser et al. [3] suggested a way to create nonlinear 
classifiers by applying the Kernel trick to maximum-margin hyper planes, which is 
used to solve the soft margin problem of Support Vector Machine (SVM). Scholkopf 
et al [22] used kernel functions to perform Principle Component Analysis (PCA). 
The goal of PCA is to find the directions along which the variance is maximum. But, 
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if the data is non linearly separable, then PCA tends to fail. Hence, in KPCA [17], 
they performed on reproducing kernel Hilbert space. Then, Mika et al. [15] used 
kernels to perform Fisher Discriminant Analysis. Fisher's linear discriminants are 
methods used in statistics used to find linear combination of features that separates 
two or more classes. Other kernel techniques. where the traditional data analysis 
techniques are supplied with kernel matrix as input include kernel logistic regression 
[27] and kernel quantile regression [26]. 

The present paper proposes a hybrid classification technique viz., Kernel Group 
Method of Data Handling (KGMDH). The KGMDH employs Kernel trick and Group 
Method of Data Handling (GMDH) in tandem, where Kernel trick is used to find the 
kernel matrix, which is fed as input to GMDH. The effectiveness of the proposed 
techniques is tested on several benchmark regression datasets. 

The rest of the paper is organized as follows. Section 2 presents a review of 
Kernel techniques so far in the literature and review of applications of GMDH. The 
architecture of the proposed classification techniques are explained in Section 3. 
Experimental setup is explained in section 4. Results and discussions are presented in 
section 5 followed by conclusions in section 6. 

2 Literature Review 

Group Method of Data Handling (GMDH), proposed by Ivakhnenko [6] has a wide 
range of applications in Data Mining, Forecasting systems, Pattern recognition and 
Optimization. The GMDH is a self-organizing approach based on sorting-out of 
gradually complicated models and evaluating them by external criterion on a separate 
part of data sample. Not only polynomials but also non-linear, probabilistic functions 
are used as basic models. GMDH models the input-output relationship of a complex 
system using a multilayered Rosenblatt’s perception-type network structure. Each 
element in the network implements a non-linear equation of two inputs and its 
coefficients are determined by regression analysis. Self selection thresholds are given 
at each layer in the network to delete those elements, which can not estimate the 
correct output. Only those elements whose performance indices exceed the threshold 
are allowed to pass to succeeding layers, where more complex combination is 
formed. These steps are repeated until the convergence criterion is satisfied or a 
predetermined number of layers is reached. GMDH has the following advantages: 

• A small training set of data is required. 
• It guarantees that the most accurate or unbiased models will be found i.e., it doesn't 

miss the best solution during sorting of all variants (in given class of functions). 
• The procedure automatically filters out input properties that provide little information 

about the location and shape of hyper surface. 
• A multilayer structure is a computationally feasible way to implement multinomials 

of high degree. 

GMDH was applied in complex modeling system of a mandarin tree water usage 
[14]. Abdel-Aal [1] used GMDH to feature ranking and selection and used these 
reduced features to achieve higher classification rate. Marcin et al. [7] proposed 
new passive robust fault detection scheme using non-linear models with GMDH that 
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include parameter uncertainty. Then, Schetinin et al. [21] used a polynomial network 
technique using an evolutionary strategy implemented within GMDH for classifying 
clinical electroencephalograms (EEGs) presented by noisy features. Later, Srinivasan 
[24] employed GMDH for electric energy forecasting. Thereafter, Mohanty et al. [16] 
used GMDH for Software Reliability Prediction. Like all neural network 
architectures, GMDH also suffers from the black box stigma. Hence, Naveen et al. 
[17] made GMDH transparent by employing GMDH and a decision tree in tandem 
for rule extraction for predicting churners in bank credit cards. 

3 Kernel GMDH 

The GMDH attempts to provide a hierarchic solution, by trying many simple 
models, retaining the best, and building on them iteratively, to obtain a composition 
of functions as the model. GMDH algorithm can be represented as a set of neurons in 
which different pairs of them in each layer are connected through a quadratic 
polynomial and thus produce new neuron in the next layer. These polynomial terms 
are created by using linear and non-linear regressions. 

The building blocks, or polynomial nodes, usually have the quadratic form as 
follows. =  
for inputs x1 and x2, coefficient (or weight) vector w, and node output, z. The 
coefficients are found by solving the Linear Regression (LR) equations with z = y, the 
response vector. 

The GMDH neural network develops on a data set. The data set including 
independent variables (x1, x2. . . xn) and one dependent variable y is split into training 
and testing set. During a learning process a forward multi-layer neural network is 
developed in the following steps: 

1. In the input layer of the network n units with an elementary transfer function y = 
xi are constructed. These are used to provide values of independent variables 
from the learning set to following layers of the network. 

2. When constructing a hidden layer an initial population of units is generated. 
Each unit corresponds to Ivakhnenko polynomial form:  =                                        (1) 

 

Where y is an output variable; x1, x2 are two input variables and a, b,. . . , e are 
parameters. 

3. Parameters of all units in the layer are estimated using the learning set. 
4. Then the mean square error between the dependent variable y and the response of 

each unit is computed for the testing set. 
5. Units are sorted out by the mean square error and just a few units with minimal 

error survive. The rest of units are deleted. This step guaranties that only units 
with good approximation ability are chosen. 

6. Next hidden layers are constructed while the mean square error of the best unit 
decreases. 

7. Output of the network is considered as the response of the best unit in the layer 
with the minimal error. 
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GMDH network is a relatively unexplored neural network. In these networks, the most 
important input variables, number of layers, neurons in hidden layers and optimal model 
structure are determined automatically. Majority of GMDH network implementations 
use regression analysis for solving the problem. The first step is to decide the type of 
polynomial that regression should find. General connection between input and output 
variables can be expressed by Volterra functional series, discrete analog of which is 
Kolmogorov–Gabor polynomial. The next step is to construct a linear combination of 
all of the polynomial terms with variable coefficients. The algorithm determines values 
of these coefficients by minimizing the squared sum (over all samples) of differences 
between sample outputs and model predictions. 

The initial layer is simply the input layer. The first layer created is made by 
computing regressions of the input variables and then choosing the best ones. The 
second layer is created by computing regressions of the values in the first layer along 
with the input variables. This means that the algorithm essentially builds polynomials 
of polynomials. Again, only the best are chosen by the algorithm. These are called 
survivors. This process continues until a pre-specified selection criterion is met. The 
architecture of GMDH is shown in Fig.1. In the proposed Kernel based hybrid Kernel 
GMDH we applied Kernel trick on the input data to get the Kernel matrix on which 
GMDH is employed. 
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The steps involved in Kernel GMDH algorithms are given below:  

Step 1: Applying Kernel technique 

i. Compute the kernel matrix, for the training data, = , where 

Kij=K(xi,xj).  

ii. Compute the kernel matrix, for the testing data, = , where n= 

np + nt, Kte=K (xt ,xi) . Here Kte projects the test data xt onto training data xi in 

the high dimensional feature space in terms of the inner product.  

iii. Centralize K and Kte using  =  ′    ′  
 (2) 

Kte=  ′   ′  
  

iv. Combine K and Kte matrices to form total centralized kernel matrix Ktot of 

order n× np, where n= np + nt. 

v. Center and scale all the features in the matrix Ktot by forming new matrix Z to 

make them dimension less. 
 

Step 2: Applying GMDH on Kernel matrix 
 

The procedure for employing GMDH on Kernel matrix is already explained in the 
above steps. 

4 Dataset Description and Experimental Setup 

The Boston housing dataset is taken from Statlib library which is maintained at 
Carnegie Mellon University. The dataset describes the housing values in the suburbs 
of Boston. The dataset contains 506 records and 13 attributes and is obtained from 
[7]. The Forest Fires dataset contains 517 records and 11 attributes and is obtained 
from [8]. The Auto MPG dataset is taken from Statlib library maintained at Carnegie 
Mellon University. The dataset is used in the 1993 American Statistical 
Association Exposition. The dataset concerns city-cycle fuel consumption in miles 
per gallon, to be produced in terms of 3 multivalued discrete and 5 continuous 
attributes. The dataset is obtained from [9]. The Body fat dataset lists the estimates of 
percentage of body fat determined by underwater weighing and various body 
circumference measurements for 252 men. The Pollution dataset lists the estimates 
relating air pollution to mortality determined by various characteristics of the 
environment and people. It contains 60 instances and 16 attributes. Body fat and 
Pollution datasets are obtained from [10] and [11] respectively. 

All the experiments are conducted using 10 fold cross validation in all datasets. 
For these regression datasets, the error measure is mean squared error. 
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5 Results and Discussion 

We implemented Kernel method using Java (JDK 1.5) on Windows 7 platform on 
machine with a RAM of 2GB. We employed GMDH using the tool NeuroShell 2. 
The parameters used for GMDH were maximum variables in connection, 
maximum product term in connection, maximum variable degree in connection, 
selection criterion, model optimization, maximum number of survivors in the first 
layer, schedule type and criterion coefficient. We observed that the following 
parameter values constitute the best parameter set in most of the cases. The maximum 
number of variables is taken as 3. The selection criterion is selected as regularity 
(calibration). The model optimization is selected as thorough. The maximum number 
of survivors in the first layer is taken as the number of inputs of the given dataset. 
The schedule type is taken as constant. 

For the five regression datasets viz., Auto MPG, Forest fires, Boston housing, 
Body fat and Pollution, the results of the proposed KGMDH are compared with that 
of the standalone GMDH. The results are presented in Table 1. 

Table 1. Average MSE values and t-statistic values 

Dataset name KGMDH GMDH t-statistic
value

Forest Fires 0.0027 0.0032 0.474

Boston Housing 0.0044 0.0052 0.752

Auto MPG 0.0044 0.0046 2.88

Body Fat 0.0038 0.0040 8.078
Pollution 0.0074 0.0079 4.35

 
By employing KGMDH, in the case of Auto MPG dataset, average MSE value  

got reduced from 0.0046 to 0.0044; in the case of Forest fires dataset, MSE value got 
reduced from 0.0032 to 0.0027; in the case of Boston Housing dataset, its value got 
reduced from 0.0052 to 0.0044; in the case of Body fat dataset, its value got reduced 
from 0.0040 to 0.0038; and finally, in the case of Pollution dataset, its value got 
reduced from 0.0079 to 0.0074. 

This reduction in MSE could be a statistical happening. Hence, to conclusively 
comment on the superiority of KGMDH, we performed t-test at 1% level of 
significance on the average MSE of all the datasets, to see if the difference between 
GMDH and KGMDH is statistically significant. The t-statistic values (see Table 1) 
are compared to 2.83, which is the t-test table value at 18 degrees of freedom (10+10-
2=18) at 1% level of significance. In the case of Auto MPG, Body fat and Pollution 
datasets, the t-test suggests that there is a statistically significant difference between 
GMDH and KGMDH and KGMDH outperforms GMDH. However, in the case of 
Boston housing and Forest fires datasets, the t-test indicates that there is no 
statistically significant difference between the two techniques. Thus, in most of the 
datasets, KGMDH outperformed GMDH. 
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6 Conclusions 

A novel hybrid using Kernels and GMDH in tandem for solving regression 
problems is proposed. We observed that the proposed architecture KGMDH 
outperformed the GMDH in terms of MSE for all the regression datasets. The t-test 
conducted between GMDH and KGMDH, also suggested that there is statistically 
significant difference between them, in majority of the cases. Hence, we can 
conclude that proposed kernel technique KGMDH is a viable option for building 
model for regression datasets. 
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Abstract. This paper presents an efficient algorithm for gray level image 
enhancement using Cuckoo search (CS). The results are compared with Particle 
Swarm Optimization (PSO). The basic idea is to treat image enhancement as an 
optimization problem and then solve it using CS. It is observed that the 
proposed method provides better results than existing techniques. 
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1 Introduction 

The process of improving the visual quality of an image such that the resultant image 
is more informative; and well suited for specific image processing applications or 
machine perception; is called image enhancement. It finds numerous applications in 
the field of bio-medical imaging and remote sensing. Many studies can be found in 
the literature on various image enhancement techniques. Based on these studies, four 
classes of image enhancement operations are identified: point operation, spatial 
operation, transformation and pseudo-coloring [1]. We have used the spatial operation 
of image enhancement in this paper. Spatial operation deals with images in spatial 
domain based on processing of individual pixels in the image. Many images usually 
suffer from poor contrast and that’s why contrast improvement has been the focus of 
researchers. Histogram equalization and contrast manipulations are some of the 
known methods of contrast improvement. But recently, optimization techniques have 
also been introduced in image enhancement. Both hardware devices and software 
algorithms can be used for image enhancement. Usually a software algorithm is used 
to manipulate the histogram of the image for improvement in the contrast and 
information. Since it is pixel based, a transformation function is defined to alter the 
histogram of the image such that the contrast is improved. Many studies are available 
in the literature to support the use of optimization techniques in image enhancement 
[2-5]. We are using here Cuckoo search algorithm for gray level image contrast 
improvement. The results are then compared with PSO.  

The rest of this paper is organized as follows. Section 2 gives the formulation of   
image enhancement problem. Section 3 introduces the framework of CS algorithm. 



An Efficient Algorithm for Gray Level Image Enhancement Using CS 83 

The proposed scheme is described in Section 4. Section 5 gives simulation results and 
Section 6 gives the conclusion. 

2 Image Enhancement Problem 

The basic purpose of image enhancement is to improve the visual quality of the image 
so that it can be better suitable for human perception or machine interpretation. As 
presented earlier, contrast improvement by modification of gray level is a very 
effective way of image enhancement. The main problem in this technique is to 
formulate a transformation function or a mapping operator for obtaining the desired 
result. The transformation function may be linear or non-linear. We are using a non-
linear function to achieve our goal. Image enhancement using a transformation 
function in spatial domain can be represented as: 

( , ) [ ( , )]g x y T f x y=  (1)

Where f(x,y) is the input image pixel, g(x,y) is the enhanced image pixel and T[·] is 
the transformation operator on f. Because of improvement in image acquisition 
techniques, improved image enhancement techniques are needed. Some techniques do 
not need contrast measure for enhancement, whereas some techniques need local 
contrast measure as a criteria function for improving the image. The contrast of the 
image is improved by defining an appropriate objective function, which is optimized 
by Cuckoo search algorithm. The objective function is defined as in [6]. 

3 Cuckoo Search Algorithm 

There are various types of algorithms for any parametric optimization purpose. Out of 
them many are based on the natural behavior of animals in their habitats. Some 
techniques are Genetic Algorithm, Artificial Bee Colony, Particle Swarm 
Optimization, Bacteria Foraging, etc. Here we are using the Cuckoo Search algorithm 
for optimizing the objective function in gray level image enhancement process and 
compare the results with that of PSO technique. Yang and Deb [7] have developed 
the cuckoo search algorithm based on the parasitic breeding behavior of the cuckoo 
bird. The cuckoo bird depends on other host bird’s nest for laying its eggs. The host 
bird nurtures the egg assuming it as its own. There is also a probability of discarding 
the egg if the host bird recognizes the alien egg. Then the host birds either throw 
away the egg or dumps the old nest to build a new nest at a new location. The basic 
objective of cuckoo search algorithm is to find the best nest where the probability of 
hatching of an egg is maximum. The algorithm consists of the following steps. 
 

1. A generation is represented by set of host nests. The best nest which carries the 
egg is the solution. 

2. The best nests in each generation are carried over to next generation. 
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3. A nest with a fitness value is randomly chosen as best nest. The fitness of each 
nest is then compared with best nest. If the current nest is better than the best 
nest, it replaces the best nest. 

4. A probability pa is chosen which represents the possibility of recognizing the 
cuckoo’s egg by the host bird. Such nests are declared worst nests and discarded 
from further calculations.  

4 Proposed Scheme for Image Enhancement 

The contrast of the image is improved by defining an appropriate objective function, 
which is optimized by Cuckoo search algorithm. The objective function is defined as 
[6]: 

( ( ))
( ) log(log( ( ( )))). ( ( ))

.
en I z

O z E I z H I z
M N

=          (2)

and 

( , ) . .[ ( , ) . ( , )] ( , )
( , )

aM
g i j d f i j c m i j m i j

i j bσ
 

= − + + 
  (3)

where m(i,j) is the gray level local mean, σ(i,j) is the gray level local standard 
deviation; O(z) is the objective function; I(z) is the enhanced image using equation 
(3); E(I(z)) is the intensity of edges detected with an appropriate edge detector applied 
to the enhanced image; we use here the Sobel edge operator; ne is the number of edge 
pixels as detected by the edge detector; M and N is the size of the image; H(I(z)) is the 
entropy of the enhanced image; a, b, c, d are the parameters that needs to be 
optimized to get an enhanced image. The cuckoo search technique is used here to 
maximize O( z).  

The transformation function as in equation (3) contains four parameters a,b,c,d 
which aid in the enhancement process. The main objective is now to find the best set 
of values for these four parameters within their range which will give an enhanced 
image. This is here done by cuckoo search algorithm and the results are compared 
with PSO. The input image is taken and the number of nests, probability of detection 
of alien egg, number of iterations is initialized. Simple bounds of the search domain 
are initialized. For each nest, a,b,c,d parameters are randomly initialized. The best set 
of parameters is obtained using cuckoo search. For each set, an enhanced image is 
generated. The quality of the image is evaluated by the objective function as defined 
by equation (2). At the end of the iterations, we get the enhanced image 
corresponding to the set of parameters obtained from the best nest. The termination 
condition in the proposed method is the number of iterations. The flowchart is 
displayed in Fig.1.  
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Fig. 1. Flow chart of cuckoo search algorithm 

5 Simulation Results 

In order to demonstrate the effectiveness of the proposed method, four gray level 
images are taken as shown in Fig. 2 and Fig. 3. It is observed that images enhanced 
with CS algorithm are visually better than PSO. Table 1 illustrates the comparative 
performance of image enhancement using both CS and PSO. The parameters used in 
the transformation function, as in (3), have their range as,  

[ ] [ ] [ ]0.1.5 , 0,0.5 , 0,1 , [0.5,1.5]a b c d∈ ∈ ∈ ∈ [8-9]. 
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TEST IMAGES     
      

                              

    a. Original Lady Image                      d.  Original Duck Image 

                              

 b.  Image enhanced using PSO         e.  Image enhanced using PSO 

                               

c.   Image enhanced using CS             f.   Image enhanced using CS 

Fig. 2. Results of Lady Image and Duck Image enhanced using CS and PSO 
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        a.   Original Hut Image                           d.  Original Building Image 
 

                               

  b.  Image enhanced using PSO          e.  Image enhanced using PSO 

 

         

   c.  Image enhanced using CS            f.  Image enhanced using CS 

Fig. 3. Results of Hut Image and Building Image enhanced using CS and PSO 
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The number of nests for cuckoo search is taken 15, probability of recognizing an alien 
egg is taken 0.01 and number of iterations is taken 25. For calculating local mean and 
standard deviation the window size is chosen 5. The number of particles is 15 and the 
number of iterations for PSO is taken 25. Other parameters are taken standard values. 
As given in Table 1, we are maximizing the objective function and the proposed 
method gives a higher value. The entropy obtained by the proposed method is also 
better than PSO. Feature Similarity Index (FSIM) indicates the similarity between two 
images [10]. Higher is this value, better is the enhancement. It is higher in the 
proposed method. For maximizing the objective function as in equation (2);  
the relative number of pixels in the edges of the image is higher. It is observed that 
the number of edge pixels is higher in our proposed method.      

Table 1. Performance comparison of CS and PSO method for image enhancement 

Sl.No

. 
IMAGE 

FITNESS VALUE ENTROPY FSIM SOBEL EDGE 

CS PSO CS PSO CS PSO CS PSO 

1 LADY 15.3317 14.0504 7.5964 7.0879 0.9964 0.9940 1413 1167 

2 DUCK 15.6568 14.1908 7.6188 7.3856 0.9946 0.9626 1912 1229 

3 HUT 15.6929 14.9690 7.7402 7.7154 0.9972 0.9746 1498 1422 

4 BUILDING 15.6883 13.7073 7.6901 6.4197 0.9915 0.9816 1549 1435 

6 Conclusion 

This paper has demonstrated that the proposed method outperforms the PSO based 
enhancement technique both qualitatively and quantitatively. The claim is justified by 
the quantitative measures as given in Table 1. Future work includes some more 
examples to support the proposed method. Also some more comparisons with other 
swarming methods like GA may be included in the future. The technique proposed 
here may be useful for image enhancement. Image enhancement using cuckoo search 
seems to be a promising technique for remote sensing, object recognition and fusion 
applications.  
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Abstract. The manipulator capability of a robot largely depends on the 
workspace (WS) of the manipulator apart from other parameters. With the 
constraints in mind, the optimization of the workspace is of prime importance in 
designing the manipulator. The workspace of manipulator is formulated as a 
constrained optimization problem with workspace volume as objective function 
and workspace volume and maximum manipulator size as a multi-objective 
function. It is observed that the previous literature is confined to use of 
conventional soft computing algorithms only, while a new search modified 
algorithm is conceptualized and proposed here to improve the computational 
efficiency. The proposed algorithm gives a good set of geometric parameters of 
manipulator within the applied constrained limits for both mono and multi-
objective optimization. The efficiency of the proposed approach to optimize the 
workspace of 3R manipulators is exhibited through two cases.  

Keywords: Industrial robot, Manipulators, Workspace, Constraints. 

1 Introduction 

The manipulator workspace is defined as the region of reachable points by a reference 
point H on the extremity of a manipulator chain, Gupta and Roth [1]. Generally 
speaking, a robot manipulator structure can be subdivided into a regional structure 
and orientation structure. The regional structure consists of the arm, which moves the 
end-effectors to a desired position in the workspace of the robot manipulator.  
The orientation structure comprised of the links that, rotates the end effectors to the 
desired orientation in the workspace. In this study, the regional structure of the robot 
manipulators is examined rather than the orientation structure. The workspace volume 
should be computed with high accuracy as it influences the manipulator’s dimensional 
design, its positioning in the work environment, and its dexterity to execute tasks. In 
this approach the design of manipulators with three-revolute joints (3R) is 
reformulated as an optimization problem that takes into account the characteristics of 
the workspace. This research proposes an algebraic formulation to estimate the cross 
section area, and workspace volume. 
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Ceccarelli [3] presented an algebraic formulation to determine the workspace of 
revolution manipulators. The formulation is a function of the dimensional parameters 
in the manipulator chain and specifically of the last revolute joint angle, only through 
mathematical model of workspace developed by Ceccarelli [3] is of crucial 
importance, however the manipulators optimal design is not considered. Lanni et al. 
[4] investigated and solved the design of manipulators modeled as an optimization 
problem that takes into account the characteristics of the workspace. Wenger [5] 
demonstrated that it is possible to consider a manipulator’s execution of non-singular 
changing posture motions in the design stage. Ceccarelli and Lanni [6] presented a 
suitable formulation for the workspace that can be used in the design of manipulators, 
which was formulated as a multi-objective optimization problem using the workspace 
volume and robot dimensions as objective functions. Bergamaschi et al.[2,7] 
presented the condition for the regularity and parameterization of the envelop, 
penalties are imposed to minimize the voids and control the total area. 

An effort has been made to include the regularity, inequality and limiting 
constraints separately and simultaneously. Taking into account the algebraic, 
formulation the optimization problem has been solved as a mono-objective and multi-
objective using PSO. Finally, the workspace volume for diverse cases obtained by 
using modified PSO is reported and the results are compared with the results given by 
Bergamaschi et al. [7] using modified SQP, DE, GA and PSO. The innovative parts of 
this work are: avoidance of constraints violation, determination of total void cross 
section area and use of modified PSO for optimization of workspace volume. Finally, 
the results obtained in diverse cases are compared with the available standard results. 

2 Workspace Volume Formulation 

The design parameters for the link size are represented as a1, a2 ,a3, d2, d3, α1, α2 (d1 is 
not meaningful, since it shifts the workspace up and down). Here, 1 and reference 0 
have the same origin, the transformation matrices of a reference on the former. The 
workspace of a three-revolute open chain manipulator can be given in the form of the 
radial reach r and axial reach z with respect to the base frame, according to Ceccarelli 
and Lani [6]. The axial z and radial r coordinates of the boundary points are given as 
the solution for the system Eq.(1), assuming that sinα1≠0,  C≠0, and E≠0. After some 
algebraic manipulation we can see that 

2 1/ 2 2 2

2 1/ 2

[ ( ) ] / ( ) /

{[( ) ] / ( )}

z FG E Q C E G D C

r Cz D G F E A z

= − ± − + − 


= + + + −     

(1)

where, Q=B (E2+G2) + F2                    

Eq.(1) that represents an envelope is a only function of the parameter θ3.This 

research proposes numerical formulation to approximate the cross-sectional area, 

through its discretization within a rectangular mesh. Initially, the extreme values of 

vectors r and z should be obtained as 

rmin = min(r); rmax =max(r); zmin = min(z); zmax =max(z);                       (2) 
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The points that are belong to the workspace is identified by Pij = 1, otherwise Pij = 0, 
which means: 

Pij = 






∉=

∈=

)(,,0

)(,,1

HWPifP

HWPifP

ijij

ijij
      (3)

where W(H) indicates workspace region. In this way, the total area is obtained by the 
sum of every elementary area of the mesh that are totally or partially contained in  
the cross section. In Eq. (3), it is observed that only the points that belong to the 
workspace contribute to the calculation of the area: 

Ar,z = )(
max max

1 1
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i

i

j

j
ij ΔΔ
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       (4)

The coordinates of the centre of the mass is calculated considering the sum of the 
centre of the mass of each elementary area, divided by the total area, using the 
following equation: 
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  (5)

Finally, after the calculation of the cross sectional area and the coordinates of the 
centre of the mass, given by Eqs. (4) and (5), the workspace volume of the 
manipulator can be evaluated as presented by Beer and Johnston [8] is formulated as 

V = 2πrgAT        (6)

The optimum design can be formulated as a multi-objective optimization problem and 
expressed in the form

      

 

Max Fc = w1 * V(x)/(V0) + w2* (-Lmax) /(L0)       (7) 

Where V(x) is the workspace volume and Lmax   is the maximum dimension of 
manipulator. Weighting coefficients w1 and w2 where V0 and L0 are determined by 
obtaining attainable maxima and minima for both the objective functions separately. 

3 Synthesis for Void Cross Section Area 

The main purpose of design of manipulator is to come up with a dimensional 
synthesis of 3R manipulators. The objective of the optimization problem is to 
maximize the workspace volume, thereby obtaining the best dimensions. As the 
workspace volume depends on the radial cross sectional area so it becomes essential 
to estimate the void cross section area. 

Amax = (rmax - rmin)* (zmax - zmin)     (8)
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In this work Amax is obtained by considering 





maxmaxmax

minmin  0 = z =  r

 = L = zr
                                   (9) 

     Areachable = (AT - Avoid )                                 (10)  

Avoid = 0 when ring void does not exist. ATV = (Amax – Areachable)             (11)  

Where ATV  is total void cross section area.The different limiting constraints used are 
as follows 
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The regularity constraint is given as follows: 
2

1 2
0

f
g

θ
∂= ≠
∂

  (13)

In this technique, the problems with constraints are transformed into unconstrained 
problems by adding a penalty function p(x) to the original objective function to limit 
constraint violations. This new objective function is called as pseudo-objective 
function. The pseudo-objective function is given by the form: 

( ) ( ) * ( )c px F x r p xφ = +  rp  is the penalty factor   
                (14) 

2 2

1 1
( ) [ {m ax[0, ( )]} [ ( )] ]

pm

i i
i i

p x g x h x
= =

= + 
         (15) 

where Fc(x) is the original objective function given in Eq. (14), P(x) is an imposed 
penalty function given by Eq. (15), gi are the inequality constraints, hi are the equality 
constraints. The scalar rp is a multiplier that quantifies the magnitude of the penalty. 

4 Proposed Algorithm 

Particle swarm optimization (PSO) is a population-based evolutionary algorithm 
originally presented by Kennedy and Eberhart [9]. The particle swarm concept 
originated as a simulation of a simplified social system. The original intent was to 
graphically simulate the graceful but unpredictable choreography of a bird flock. 
However, in PSO each potential solution is also assigned a randomized velocity, and 
the potential solutions, called particles, are   then "flown “through the problem space. 
Each particle  keeps track of its coordinates in the problem space which are associated 
with the best solution (fitness) it has achieved so far.  (The fitness value is also 
stored.)  This value is called pbest. Another "best “value that is tracked by the global 
version of the particle swarm optimizer is the overall best value, and its location, 
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obtained so far by any particle in the population. This location is called gbest. The 
particle swarm optimization concept consists of, at each time step, changing the 
velocity (accelerating) each particle toward its pbest and gbest locations (global version 
of PSO).  Acceleration is weighted by a random term, with separate random numbers 
being generated for acceleration toward pbest and gbest locations. There is also a local 
version of PSO in which, in addition to pbest , each particle keeps track of the best 
solution, called best, attained within a local topological neighbourhood of particles. 
The process for implementing the modified version of PSO so as to expedite the 
optimization process is as follows: 

During the velocity and position update stages if the limiting constraints on link 
size are not satisfied at the beginning of the iteration or at the end of the iteration then 
that particular value of the fitness function is skipped and control goes to next 
iteration. If the limiting constraints on link size are not satisfied at any iteration other 
than beginning and end of the iteration then the average value of DH parameter of two 
previous iterations near local best value is taken and the fitness function is evaluated. 
The Pseudo-code for modified PSO is as shown in Fig.1. 

 

 

Fig. 1. Pseudo-code for modified PSO 

5 Simulation Results 

The optimization problem is investigated using the proposed PSO algorithm. The 
algorithm code was developed in MATLAB by the authors. The results of the final 

% 1. Define problem hyperspace 
% Define maximum and minimum range for parameters 
                          % 2. initialize the swarm 
D and  NP = D * 4     w, c1 and  c2 and iteration   

%3. evaluate the initial particles 
 to find local and global best 

for i = 1 : NP     for j = 1:D  xold(i, j)  = range_min(D) +((range_max(D)-range_min(D))*(rand));  end  
% 4. start iteration 

for iter = 1 : iterations         for i = 1 : NP             value(i)= conf_testworkspace_test11pso(xold(i,:)); 
    end 
for i = 1 : NP   if value(i) > lbest(i)   lbest(i)  = value(i);   xbest(i,:) = xold(i,:); 
        end     end               gbest1 = max(lbest); %Global best value 
    if gbest1 > globalbest       globalbest = gbest1; index = find(lbest == max(lbest)); 
       global_xbest = xold(index(1),:);     global_xbest_mtx = (repmat(global_xbest,[NP,1]));   end 
 
                          % 5. update velocity and position 
   for i = 1 : NP         for j = 1 
 velocity(i,j) = w*velocity(i,j) + c1*rand*(xbest(i,j) - xold(i,j))+     c2*rand*(global_xbest_mtx(i,j) - xold(i,j)); 
                     x(i,j) = xold(i,j) + velocity(i,j);   end      end 
    w = 0.9-0.4*(iter/iterations);     [iter globalbest];     globalbest1 = [globalbest1, globalbest]; 
            for i = 1 : NP 
. if  x(i,j) satisfied limiting conditions (Eq. 25)    then     value(i)= conf_testworkspace_test11pso(x(i,:)); 
             Else         if   i==1 or i= NP-1;  then   iter = iter+1     (skip) 
               else 
x(i,j) = [{xbestt(i-1,D) + xbest (i +1,D)}/2]; xold (i,j)=  x(i,j)         end   end 
           for i = 1 : NP                    if value(i) > lbest(i)      lbest(i) =  value(i);      xbest(i,:) = x(i,:); 
           end                       end 
       gbest1 = max(lbest); if gbest1 > globalbest 
      globalbest = gbest1;   index = find(lbest == max(lbest)); 
     global_xbest = x(index(1),:);  global_xbest_mtx = (repmat(global_xbest,[NP,1])); 
       end 
 ;  end                       
% end of iteration 
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parameters, final volume and time of execution which are the best value obtained are 
represented. The optimal radial cross section for each case is as illustrated.  

 
Case-1: Optimization with Only Regularity and Limiting Constraint 
The mono and multi objective function of the optimization problem are given by Eq. 
(6) and (7). The limiting constraints is given by Eq. (14) i.e. considering 

1u u
i ia d= < and the regularity constraint as given by Eq. (15).  The optimization 

problem is investigated using the Particle Swarm Optimization through application of 
Matlab code. The result for this case is as shown in Table 2. The radial cross section 
of the workspace volume after optimization is as shown in Fig. 2 & 3. The 
convergences are shown in Fig. 4 &5. The workspace volume obtained for mono and 
multi-objective optimization are 107.35.and 120.39 unit of volume (u.v.) and 
computational time are 91.56 &110.1 min. 
 

 

Fig. 2. Optimal radial section for Mono-
objective Optimization for Case-1 

 

Fig. 4. Performance Characteristics of Mono-
objective Optimization algorithm for Case-1 

 

Fig. 3. Optimal radial section for Multi-
objective Optimization for Case-1 

 

Fig. 3. Performance Characteristics of Multi-
objective Optimization algorithm for Case-1 

 
Case-2: Optimization without Imposing Any Constraints 
 The mono and multi-objective function of the optimization problem are given by Eq. 
(6) and (7). The limiting constraints is given by Eq. (14) i.e. considering   

1u u
i ia d= < . The optimization problem is investigated using the Particle Swarm 

Optimization through application of Matlab code. The result for this case is as shown 
in Table 1. The radial cross section of the workspace volume after optimization is as 
shown in Fig. 6 & 7. The convergences are shown in Fig. 8 &9. The workspace 
volume obtained for mono and multi-objective optimization are 125.42.and 133.89 
unit of volume (u.v.) and computational time are 164.20 &183.5 min respectively. 
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Table 1. Comparisons of Results 

 

Cases 

Optimum DH Parameters 

Volume 
  [u.v.] 

 
Void 
Cross 
section 
area 

Time  
(Min) a1 

[u.m] 
a2 
[u.m] 

3  
[u.m] 

d2 
[u.m] 

d3 
[u.m] 

α1 
( deg.) 

α2  
(deg.) 

Mono-Objective Optimization 

Case-1 0.99 0.99 0.99 0.71 0.99 80.03 50.01 107.35 0.30  91.56 

Case-2 0.99 0.99 0.97 0.98 0.99 82.0 75.2 125.42 0.71 164.2 

Multi-Objective Optimization 

Case-1 0.99 0.99 0.99 0.27 0.99 81.37 52.28 120.39 0.21  110.1 

Case-2 0.99 0.99 0.99 0.99 0.99 76.88 68.43 133.89 0.64 183.5 

 

 

Fig. 6. Optimal radial section for Mono-
objective Optimization Case-1 

 

Fig. 8. Performance Characteristics of Mono-
objective Optimization algorithm for Case-1 

 

Fig. 7. Optimal radial section for Multi-objective 
Optimization Case-1 

 

Fig. 9. Performance Characteristics of Multi-
objective Optimization algorithm for Case-1 

 



 A Multi-objective Workspace Optimization of 3R Manipulator Using Modified PSO 97 

6 Conclusions 

The proposed optimum design of 3R manipulators has been formulated as a multi-
objective optimization problem by using workspace characteristics and size of 
manipulators as objective functions. The algebraic formulation has been easily 
adjusted to the software package requirements so that an interesting procedure has 
been obtained in term of an easy and efficient design procedure. Diverse cases are 
presented imposing different constraints to demonstrate the efficiency of the proposed 
algorithm. It may be noted that the optimum workspace volume depends mainly on 
angles α1 and α2. Our empirical studies with the diverse cases show that multi-
objective optimization formulation is more effective as compared to mono-objective 
optimization formulation. Table-2 shows that the workspace volume in case-1 and 
that in case-2 is increased by 12.14%, and 6.75% in multi-objective optimization, 
where as the computational time are increased by 16.83%, and 10.51% respectively. 
The total void cross section area is decreased by 30% and 10.93% in multi-objective 
optimization formulation for case-1 and case-2 respectively. It is further realized that 
even in case of unconstrained problem as in case-2, the computational time is very 
high and the workspace volume is also high as compared to other case. These results 
as shown in Table- 2 encourage researchers in this particular area to develop hybrid 
techniques which will further reduce the computational time for this problem. 
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Abstract. Populations in developing countries, especially in regions that lack 
telecommunications infrastructure, usually do not have access to the informa-
tion technology. Instead, Delay-/Disruption-Tolerant Networks (DTNs) have 
the capacity to interconnect areas that are underserved by traditional networks. 
Anycast routing can be used for many applications in DTNs, and it is useful 
when nodes wish to send messages to at least one, and preferably only one, of 
the members in a destination group. In this paper, aiming an efficient routing, it 
is analyzed a Genetic Algorithm (GA) based anycast routing algorithm. Simula-
tion experiments show that the proposed algorithm can produce good results in 
typical scenarios including delays and disconnections in message delivery. 

Keywords: Anycast routing, DTNs, genetic algorithms, subpopulation. 

1 Introduction 

It has been awhile since the Internet has become very popular due to its flexibility, 
capacity, and robustness offered by the success of protocols used, such as TCP/IP. 
However, as the Internet is used more and more for communication, new challenges 
arise. In this sense, there is a growing effort to allow communications in networks 
whose scenarios involve frequent disruption and/or long and uncertain delays, thus 
requiring a Delay-/Disruption-Tolerant Network (DTN) architecture. Many of the 
principles and challenges of DTN architecture are reviewed in [1]. 

One of the main challenges that arises in the design of DTNs is routing. Zhang re-
viewed some of the routing protocols and categorized them as deterministic and sto-
chastic [2]. In this paper, the network is modeled for the problem of providing data 
communication to remote and rural areas. These regions, possibly disconnected, can 
use a car, bus, motorbike, and/or truck, equipped with a storage device, to act as a 
carrier (mobile nodes that exploit device mobility are used to enable the communica-
tion) to deliver messages (Fig. 1). Moreover, it is assumed that the network topology 
may be known ahead of time, and it is used an evolving graph to represent the DTN. 

When nodes wish to send messages to at least one, and preferably only one, of the 
members in a destination group the semantic is anycast. Due to resource constraints in 
DTNs, anycast delivery is appropriate and shows promise in many applications [3], 
such as disaster rescue field, content distribution, long distance education, etc. 
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Fig. 1. Typical scenario 

A critical issue in DTN routing is to find the appropriate combination of routes tak-
ing into account the node storage constraints and the network traffic dynamics (this 
problem is NP-complete). Thus, an anycast routing algorithm making use of genetic 
algorithms (GAs) is analyzed, because GAs have the ability to solve complex optimi-
zation problems. Moreover, the DTNs can tolerate longer delays than the elaboration 
time required for GAs to converge toward the optimal solution. Hence, DTNs can be 
a good application field for GAs. The efficiency of the proposed algorithm is eva-
luated using modeling and simulation. To improve the performance of the algorithm 
we limit the number of solutions to be evaluated. Among the main contributions, we 
have a detailed description and analysis of the proposed GA-based anycast routing 
algorithm, including the concept of subpopulation (the next generation population is 
produced using four subpopulations), distribution of network traffic and scalability. 

The remainder of this paper is organized as follows: Section 2 shows related works 
and Section 3 the proposed GA-based anycast routing algorithm. Section 4 presents 
the simulation and discusses the results. At last, Section 5 presents conclusions. 

2 Related Works 

According to [2] most DTN routing algorithms deal with unicast service. However, in 
this case, the destination is fixed and is determined when the message is generated. 
On the other hand, the anycast service is appropriate to take the opportunity to send 
messages to only one destination, possibly the one that provides the best communica-
tion opportunities among the nodes in a destination group, allowing communication in 
scenarios where the unicast service would be impracticable. Therefore, a few unicast 
routing algorithms developed [4] can be adapted to perform anycast service. 

Gong et al [3] analyzed the anycast semantic for DTNs. The authors assumed that 
nodes in the network were stationary. The connectivity among the nodes was the mo-
bile devices that act as carrier to deliver messages for the nodes. Thus, we use the 
same DTN model showed in [3], but to incorporate the network traffic and the storage 
constraint (not considered in [3]), information about network topology are used. 

Many researchers have applied GA to various types of network routing problems 
[5]. However, those approaches are beyond the scope of this paper. Some of concepts 
addressed in these previous works are used to find the combination of routes of each 
anycast session with optimized rate of delivery and delay (see Section 3). 
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To our knowledge, GA applied to search combination of anycast routes for per-
formance optimization in DTNs is a promising approach and has not been very well 
explored yet. The use of GAs in DTNs was introduced in [6]. In order to make the 
proposal more attractive in terms of time required to converge, the concept of subpo-
pulation and a limited number of potential solutions in isolation are used [7]. Howev-
er, it is necessary a more detailed analysis and description of this GA-based solution, 
including the scalability and the concept of subpopulation. 

3 Proposed Genetic Algorithm Based Anycast Routing 

GAs are defined as search algorithms based on the mechanics of natural selection and 
natural genetics [8]. In this paper, the main objective of GA is to assist in the anycast 
routing for route and destination decisions. Our proposed GA-based anycast routing 
algorithm uses two steps: a) a set of possible solutions for each session in isolation are 
first found; b) the combinations of these solutions are evaluated. These steps can be 
also seen in [9]. However, we use a different and optimized to do this [7]. 

3.1 Genetic Representation and Population Initialization 

The chromosome is essentially a list of nodes along the path for all anycast sessions 
(z). Potential solutions are found by applying Dijkstra’s algorithm to compute paths 
with the least number of hops. The method used to compute and limit the potential 
solutions in isolation is detailed in [7]. The adopted method for encoding potential 
solutions into chromosomes is based on associating each gene to each node forming 
the route between the source-destination couple (Fig. 2), where si (i=1,2,…,z) is a 
subset denoting the anycast source nodes, nx are the intermediate nodes (x=m,n,…,q) 
and ki,l (i=1,2,…,z and l = number of intended destinations) is the destination group. 

Each anycast session has its source node position represented by spi (constant for 
all individuals). To create the initial population a random initialization is adopted. 

 

Fig. 2. Genotype coding 

3.2 Fitness Function and Reproduction 

To evaluate the fitness of chromosome we consider the performance metric delivery 
probability (DP) and delay D. DP is the rate of total number of unique anycast mes-
sages received by an anycast group member from each anycast session per total num-
ber of messages transmitted by each anycast source node. Delay D represents the 
delay for all traffic. A description of the proposed fitness function can be found in [7]. 

A characteristic of our proposed GA-based algorithm is that it searches routes  
with DP above a threshold (DPmin) and having the least delay D. Since different DTN 
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applications can be found, it is clear that a large number of values can be used for 
DPmin. We use the following strategy to sort the fitness of chromosomes: 

for every individual at current generation do 
 sort the individuals in descending order of DP 
 for the individuals with DP above DPmin do 
   sort the individuals in ascending order of delay 
 end for; end for 

We use the pairwise tournament selection, crossover and mutation to reproduction. To 
produce only regular individuals, the genetic operators use the positions spi as a cross 
point. Mutation is performed changing one route of the chromosomes. 

3.3 Next Generation Population and GA-Based Approaches 

We use the concept of subpopulation. This method is efficient and effective [10]. This 
way, four subpopulations are generated and produce the next generation population: 

• Elitism reservation strategy: the chromosomes with the best fitness survive and are 
carried into the next generation; 

• Changing one element of the chromosomes: replaces one route in the chromo-
somes with best fitness to form a new individual; 

• The stochastic universal sampling: spin a roulette wheel; 
• Complete random method: population is generated randomly. 

We have two competing factors in the selection procedure: selection pressure and 
population diversity. When we use these four subpopulations we have different selec-
tion pressure, e.g. the stochastic universal sampling method increases selection pres-
sure, and on the other hand, the complete random method decreases it. 

At last, we set up control parameters, e.g., population size (50), crossover probabil-
ity (0.8) and mutation probability (0.03). However, as we use the concept of subpopu-
lation, the influence of these parameters is short. We propose a GA-based approach 
(GA1) that uses the concept of subpopulation. Then we consider a GA-based ap-
proach (GA2) that uses only the elitism reservation strategy to verify the effectiveness 
and efficiency of the concept of subpopulation. The GA-based algorithms are con-
trolled by the number of generations (limited to 300) and we set DPmin to 92%. 

4 Computational Experiments 

In this paper, the DTN is represented by an evolving graph [11] and the link capaci-
ties are time-dependent. An edge between node 1 and 2 means that there exist some 
mobile devices moving from the initial node 1 to the terminal node 2. b(1)-b(2) and 
c(1,2) are the storage capacity of nodes and mobile devices, respectively. Every mo-
bile device has a moving delay md(1,2), and a leaving time w(1,2). Besides, the nodes 
in the network are stationary (remote/rural areas) and generate messages. 
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In our simulation, we employ the Waxman Network Topology Generator [12] to 
generate a random graph of nodes over a square coordinate grid. Initially, we set α to 
0.4 (a density of short edges relative to longer one middle), and β to 0.25 (graphs with 
lower edge densities) for 40 nodes distributed in the area 1300 m x 1300 m. 

We assume the communication between nodes is carried out by mobile devices (to 
simulate the behaviors of DTNs). w(i,j) of mobile devices on each edge are random 
numbers from the Poisson distribution with mean interval time selected randomly 
from 600 to 6000 seconds. md(i,j) on each edge is a number selected randomly be-
tween 60 and 600 seconds, which is multiplied by the distance dist(i,j) between the 
nodes. The storage capacity c(i,j) and b(i) may vary from 500 to 800 and from 600 to 
1000 messages, respectively. These values are similar to those found in [3]. 

Each anycast session can have between 2 and 5 possible destinations l. Each source 
node can send to the destination group between 300 and 500 messages. A message is 
split only at source node. For all simulated scenarios we consider 16 anycast sessions. 

We compare the performance of GA1 and GA2 with the shortest path (SP) algo-
rithm (the Dijkstra’s algorithm computes the path with least number of hops between 
source and any destination) and the earliest delivery (ED) algorithm that computes the 
path in which each edge has a cost proportional to delay (md(i,j) and w(i,j)). Both 
algorithms are described in [4] and we adapted the algorithms to the anycast service. 

To analyze the distribution of the messages in the network, we define a perfor-
mance metric that computes the average number of messages carried (AMC) per edge: 

 ( ) ( )
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k ihimAMC
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where for each anycast session, mk(i) is the total number of unique anycast messages 
received by an anycast group member and h(i) is the total number of edges (hops). 

4.1 Simulation Results 

The results are the average over 10 runs with different random seeds and network 
topologies. In the first scenario, the area in which the 40 nodes are distributed is va-
ried: 1300 m x 1300 m, 2600 m x 2600 m, and 5200 m x 5200 m. 

Fig. 3 presents the DP obtained by the GA1, GA2 and SP algorithms. We plot the 
95% confidence interval using a scale of 1:5. When we increase the area in which the 
nodes are distributed the moving delay increases too. SP algorithm presents the worst 
performance and GA1 gets results more robust than GA2 (lesser confidence interval). 

Since SP algorithm computes the lesser number of hops the AMC per edge is large 
(Fig. 4 (a)). The decreasing in AMC is because when the moving delay of the mobile 
device increases, the time waiting for an opportunity to transmit is large. Thus, the 
GA-based algorithms need to avoid that a lot number of messages pass through the 
same edge, i.e. it searches alternative routes. This way, a larger number of edges are 
used and the AMC per edge decreases. The delay D increases for all algorithms due to 
the raising of moving delay, as showed in Fig. 4 (b), and GA1 and SP algorithms get 
the best results. However, this delay obtained by SP algorithm is to a low DP. 
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Fig. 3. Delivery probability for different areas 

   
(a) Average number of messages carried per edge  (b) Delay D 

Fig. 4. Results for different areas 

In the second scenario, we vary the edge density β using a constant area (1300m x 
1300m). Again, DP results show that GA1 is less sensitivity to network variations 
than the GA2 and SP algorithms (these results were omitted). Besides, when the edge 
density is increased, the DP increases too because more mobile devices are available. 

   
(a) Average messages carried per edge   (b) Delay D 

Fig. 5. Results for different edge densities 

When we increase the edge density, the AMC per edge increases too (Fig. 5(a)). 
This is because with more edge, the messages can be routed through paths having a 
lesser number of hops. As result, the AMC per edge increases. GA1 algorithm uses 
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short numbers of AMC per edge and this is a good feature to nodes with low power. 
Moreover, Fig. 5 (b) shows that the delay D obtained by GA1 decreases more than 
other algorithms, because GA1 makes an efficient use of the increasing in the edges 
densities, i.e. GA1 is more effective in search the combination of routes than GA2. 

In the third scenario, SP, ED and GA1 algorithms are analyzed using different 
numbers of nodes. Fig. 6 shows that GA1 obtains a better performance and results 
more robust than the other algorithms (lesser confidence interval). The 95% confi-
dence interval is plotted using a scale of 1:2. The results are near to the DPmin. 

 

Fig. 6. Delivery probability for different numbers of nodes 

SP algorithm computes paths with the lesser number of hops, as showed in Fig. 7 
(a). GA1 uses more hops than the SP and ED algorithms. This is because GA1 
searches alternative routes to distribute the traffic in the network better. Fig. 7 (b) 
shows that the delay D doesn’t present large variations. Thus, GA1 obtains the DP 
presented in Fig. 6 without impair the delay D. 

 
 (a) Average number of hops              (b) Delay D 

Fig. 7. Delay D and average number of hops for different number of nodes 

This way, in all simulated scenarios GA1 outperforms the remainder algorithms. 
This is because GA1 searches for the best combination of routes taking into account 
the storage constraints of mobile devices and uses the concept of subpopulation.  
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Furthermore, the number of generations has been limited for the algorithm to take an 
acceptable time to find the routes (less than the leaving time of the mobile devices). 

5 Conclusion and Future Works 

Future DTN nodes will likely have to support a number of different routing strategies 
and protocols. In this paper, we analyzed a GA-based solution to the anycast routing 
in deterministic DTNs. The proposed algorithm searches the combination of routes 
above a minimum delivery probability and having the least delay. Simulation results 
showed that the proposed GA-based algorithm outperforms the remainder studied 
algorithms and the concept of subpopulation is efficient. Thus, we can conclude based 
on the simulated scenarios, that the proposed GA-based algorithm has good scalabili-
ty when we vary the area in which the nodes are distributed, edge densities and num-
ber of the nodes in the network. As future works, an extension of this research is to set 
up a testbed using real mobile devices and new and/or different strategies can emerge 
and be investigated in order to improve the GA-based anycast routing algorithm. 
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Abstract. Optimal reactive power dispatch is an important task to achieve  
secure and economic operation of power systems. A well-organized allocation 
of reactive power in an electric network can minimize the system losses. This 
paper presents a Cultural Algorithm (CA) with a single point crossover to mi-
nimize the real power loss subjected to limits on generator real and reactive 
power outputs. In this hybrid approach, CA is used to give a good direction to 
the optimal global region, and a domain knowledge is used as a fine tuning to 
determine the optimal solution at the final for better convergence. The solution 
can be achieved by varying the bus voltages, the on-load tap changer positions 
of transformers and by switching of shunt capacitors. The performance of the 
proposed method is demonstrated on IEEE 14-bus system to find the optimal 
reactive power control variables subjected to various equality and inequality 
constraints. It is found that the results obtained by the proposed method are 
comparable in terms real power losses.     

1 Introduction 

Reactive power optimization is one of the important optimization problems in optimal 
operation of power system. To decrease the active power losses along the transmis-
sion lines under various operating conditions a number of control variables such as 
switching reactive power sources, charging generator voltages and adjusting trans-
former tap settings has been selected[1]. Generally the typical optimal power flow 
(OPF) [2] solution is used for adjusting the appropriate control variables, so that the 
real power loss of the network is optimized with respect to the power system con-
straints which must be maintained within the allowable limits. 

Several conventional optimization techniques [2-7] including the Gradient method, 
Non-linear Programming (NLP), Quadratic Programming (QP), Linear programming 
(LP) and Interior point method have been proposed earlier to solve the reactive power 
optimization problems. But due to the non-linearity and non-convex nature of the 
reactive power optimization problem, these techniques have complications in han-
dling problems with the discrete variables. Recently, to avoid  the deficiencies of the 
conventional methods, several heuristic optimization algorithms have been proposed 
like  Expert System (ES),Genetic Algorithm (GA), Tabu Search (TS), Simulated  
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Annealing (SA), Evolution Strategy (ES), Particle Swarm Optimization (PSO), diffe-
rential evolution (DE) , evolutionary programming (EP)  bacterial foraging optimiza-
tion (BFO)  etc in reactive power optimization [8 -18]. 

In this paper, an alternative approach to cultural algorithm has been proposed to 
solve the reactive power optimization problem. Cultural algorithm (CA) was proposed 
by Reynolds to model the social evolution [19], [20]. Cultural algorithm is basically a 
global optimization technique which consists of two evolutionary spaces; an evolutio-
nary population space whose experiences are integrated into a Belief space which 
influences the search process to converge the problem in a direct way. Cultural algo-
rithms have been successfully applied to global optimization of constrained functions, 
scheduling and real problems. Cultural Algorithm has been implemented for a few 
problem of Power System field such as substation planning [21], hydrothermal sche-
duling [22]. Economic load dispatch [23].  

Here we integrate the evolutionary programming with single point crossover  to 
cultural algorithm to solve the desired optimization problem involving several con-
straints. The framework of embedding EP into CA was developed by Chung and Rey-
nolds [24] to investigate the influence of global knowledge on the justification of 
optimization problem. In this paper we worked on cultural algorithm having EP based 
population space which is dynamically controlled by the feasible region based records 
to direct the solutions towards the most promising region to solve constrained optimi-
zation problem efficiently. 

2 Problem Formulation 

System losses are most important issues for controlling and smooth operation of pow-
er system. Active or real power loss is a serious economic loss among these losses, so 
it is needed to minimize the active power loss. So the objective function of the reac-
tive power optimization is as, 

( )ijjiji
nlk

k
nlk

lossL CosVVVVgPMinimizeP θ222 −+== 
==

                       (1) 

Where nl is the number of transmission lines, gk  is the conductance of the line con-
necting i and j bus, Vi is the voltage value of i th bus, Vj is the voltage value of jth bus 
and ϴij is phase angle of the voltage value between i and j bus. 

The power loss is non-linear function of bus voltages, which are functions of con-
trol variables like generator bus voltage, tap settings of transformer and shunt capaci-
tors. This minimization problem is subject to the limits on various control variables as 
inequality constraints and power flow constraints as the equality constraints). 

Equality constraints: 
There must be equilibrium between the produced active and reactive power and de-
manded power. 

1,......2,1,0)(
1

−==+− 
=

nbiSinBCosGVVP ijijijij

nb

j
jii θθ           (2) 



108 B. Bhattacharya, K.K. Mandal, and N. Chakraborty 

1,......2,1,0)(
1

−==−− 
=

nbiSinBCosGVVQ ijijijij

nb

j
jii θθ            (3) 

Inequality constraints: 
(i) Generator voltage constraints: 

 ngiVVV
iii GGG ,......2,1,maxmin =≤≤                       (4) 

(ii) Generator reactive power capability limit:  

 ngiQQQ
iii GGG ......2,1,maxmin =≤≤                       (5) 

(iii) Load voltage constraints: 

 npqiVVV
iii lll ,......2,1,maxmin =≤≤                      (6) 

(iv) Reactive power generation limit of capacitor banks: 

 nciQQQ
iii CCC ......2,1,maxmin =≤≤                     (7) 

(v) Transformer tap setting limit:  

 ntiTTT
iii KKK ......2,1,maxmin =≤≤                       (8) 

(vi) Transmission line flow limit: 

 nllSS ll .....2,1,max =≤           (9) 

Where ncnpqngnb ,,,  and nt  are the number of total system bus, number of gene-

rator bus, number of load bus , number of capacitor bank and number of transformer, 
respectively. The equilibrium condition of equality constraints of equation (2) and (3) 
can be achieved by running the load flow program. And the inequality constraints of 
control variables are self-restricted by the optimization algorithm. 

3 Cultural Algorithm (CA) 

Reynolds first proposed Cultural Algorithm (CA) as a vehicle for modeling social 
evolution and learning the behavioral traits [20]. It is a high level searching technique. 
This evolutionary technique follows the cultural evolution of the society. Every socie-
ty consisting of several classes of people has some rules and regulations which are 
obeyed by them and their offspring. A particular class, whom we called the elite class, 
is selected on the basis of their knowledge & wealth. This elite class people define 
and regulate the norms. The knowledge and concept of those people becomes the 
governing factor of the society. In this way culture or knowledge progresses from 
generations to generations making the new generation more up-to-date and fit for the 
survival. CA is nothing but the mathematical implementation of this learning proce-
dure. The knowledge acquired by individuals through generations is stored to guide 
the behavior of the individuals. This acquired knowledge is stored in the search space 
called belief space in CA during the evolution of the population. Interaction between 
the two basic components i.e., population space and belief space make cultural  
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algorithm as a dual inheritance system. Population space is that where the information 
about individuals is stored and the belief space is where the culture knowledge is 
formed and maintained during the evolution of the population. 

Belief space is basically a set of promising variable ranges that provide standards 
and guidelines within which individual adjustments can be made leading the individu-
als to go to the good range of solution. An acceptance function accept () and updating 
function update () play very vital role in belief space. After evolution of population 
space with a performance function obj (), accept () will determine which individuals 
are kept aside for Belief space. Experiences of those elite individuals will update the 
knowledge of the Belief space via update ().These updated knowledge are used to 
influence the evolution of the population. 

4 Overview of the Proposed Approach 

The basic idea of using CA with evolutionary programming with crossover is to influ-
ence the mutation operator so that the current knowledge stored in the search space 
can be properly exploited. Crossover is a mixing operator that combines genetic ma-
terial from selected parents to improve the search process. Cultural Algorithm belongs 
to the class of evolutionary algorithms which offers a unique strategy for optimiza-
tion. The strategy used here is described by the following steps.  

4.1 Initialization  

The algorithm starts by creating a population vector P of size Np composed of indi-
viduals that evolve over G generations. Each individual Xi  is a vector that contains as 
many elements as the problem decision variable. The population size Np is an algo-
rithm control parameter selected by the user. Thus,  
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The initial population is chosen randomly in order to cover the entire searching region 
uniformly. A uniform probability distribution for all random variables is assumed in 
the following as 

)( minmaxmin)0(
, jjjjij XXXX −+= σ  

Where pNi .,.........1=  and Dj ....,.........1=  

Here D is the number of decision or control variables, Xj
min  and Xj

max are the lower 

and upper limits of the j th decision variable and [ ]1,0∈jσ is a uniformly distributed 

random number generated anew for each value of j. Xj,i
(0) is the j th parameter of the i 

th individual of the initial population. 
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4.2 Initialization of Belief Space 

                In this paper two types of knowledge are used, one is situational knowledge and 
another is normative knowledge. Situational knowledge(S) is the set of best individu-
als and normative belief (N) is a set of interval information for each domain variable. 
For domain variable j, N[j] is represented as <I,L,U>. I denote the closed interval, 
that is a continuous set of real numbers, x, and is represented as: 

uxlxulI ≤≤== |{],[   

Usually, l (lower bound) and u (upper bound) are initialized as the given domain val-
ues. L represents the performance score of the individual for the lower bound and U 
represents the performance score of the individual for the upper bound. 

4.3 Evaluation of Objective Function 

The objective function for each individual in the initial population is evaluated using 
load flow calculation. The situational knowledge S is updated by the current best solu-
tion as per the following rule: 
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4.4  Modification of Belief Space 

The parameter values for the current selected individuals by the acceptance function 
are used to determine the current satisfactory range of the normative knowledge. To 

update the normative knowledge minimum ( iX  ) and maximum ( kX ) values for 

parameter j between the accepted individuals in the current generation are selected. 

Then the updated interval of normative knowledge is as follows, 
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Where, t
jl represents lower bound for parameter j  at generation t  and t

jL denotes 

the performance score for it and t
ju represents upper bound for parameter j at gener-

ation t  and t
jU denotes the performance score for it. 

4.5 Generation of New Offspring 

The influence function is liable for choosing the individuals of population space with-
in the updated interval stored in belief space. The current individual of n numbers of 
candidate for parameter j can be selected by the formula given, 

  ( ) ( ) |1,0| ,, jnjjjn NluX ∗−+       if jjn lX <,  

 ( ) ( ) |1,0| ,, jnjjjn NluX ∗−−       if jjn uX <,  

ju and jl  represent the upper value and lower value of parameter j of current elite 

in the belief space. 

4.6 Mutation Operation 

Gaussian mutation is used for the parameter j an offspring vector '
, jix is created from 

each parent by adding to each component of jix ,  , a Gaussian random variable with a 

zero mean and a standard deviation proportional to the scaled cost values of the parent 
trial solution, i.e., 

( )2
,

'
, ,0 ijiji Nxx σ+=   for ni ......2,1=  

Where ( )2,0 iN σ  represents a Gaussian random variable with mean 0 and standard 

deviation 2
iσ  . 

4.7 Crossover 

The crossover operator is mainly responsible for the global search. The operator basi-
cally combines substructures of two parents to produce new structures. Crossover can 
occur at a single position (single crossover), or at number of different positions (mul-
tiple crossover). In this work single point crossovers is employed in which one cros-
sover site is chosen and offspring are created by swapping the information between 
the chosen crossover sites. 

4.8 Selection Operation  

Selection is the operation through which better offspring are generated. In this algo-
rithm, we perform tournament selection. After performing mutation, we will have a 

=+ jniX ,
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population of size 2p (p parents generate p children). Tournament is performed consi-
dering the entire population .Tournaments consists of c confrontations per individual,  
with the c opponents randomly chosen from the entire population. When the tourna-
ments finish, the p individuals with the largest number of victories are selected to 
form the following generation. 

The optimization process is repeated for several generations. The iterative process 
of updating of belief space, mutation, crossover and selection on the population will 
continue until a user-specified stopping criterion, normally, the maximum number of 
generations allowed, is met. 

5 Simulation Results 

In order to validate the proposed hybrid approach, it is tested with the standard IEEE 
14-Bus test system having non-linear characteristics. The algorithm has been written 
in MATLAB and run a 3.0 MHZ, 1GB RAM PC. The test system consists of five 
generator buses in which bus 1 is the slack bus, 2, 3, 6 and 8 are PV buses and the rest 
are PQ buses. The system also has 20 branches in which 3 branches are tap changing 
transformers branches. In addition, buses 9 and 14 have been selected as shunt VAR 
compensation buses. In IEEE 14 bus system, totally 9 control variables are taken for 
reactive power dispatch. The initial transmission line loss is 0.1349 p.u. Table 1 gives 
the parameter values for simulation which are selected by trial and error method. 

Table 1. Simulation parameters used for proposed algorithm 

Parameters IEEE 14-bus 
Population size 100 
Maximum number of generation 200 
Mutation factor 0.6 

Table 2. Variable settings of the test system 

Variables Min [p.u] Max [p.u] 
VG 0.95 1.10 
VPQ 0.95 1.05 
TC 0.90 1.10 
C 0.00 0.18 

 
The maximum and minimum limits of different variables are given in table 2.  The 

optimal values of the control variables and power loss obtained are presented in  
Table 3. It is seen from Table 3 that, from the base case value of 0.1349p.u , the active 
power loss is reduced to 0.1328 p.u. which is also smaller than the result obtained by 
sequential quadratic program (SQP) [16] for the same IEEE 14-bus system. To  
illustrate the efficacy of the algorithm, the optimal power loss is plotted against the 
number of generations in Figure 1. The convergence characteristic proves the effec-
tiveness of the proposed method for the reactive power optimization as the search 
process of the proposed method converges rapidly towards the optimal solution. 
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Table 3. Simulation Result for IEEE 14-bus System 

Variable Base Case SQP Hybrid CA 

Generator 
Voltages 

V2 1.0450 1.0450 1.0433 
V3 1.0100 1.0149 1.0164 
V6 1.0700 1.0828 1.0825 
V8 1.0900 1.1000 1.0973 

Transformer  
Taps 

TC4-7 0.9467 1.0300 0.9257 
TC4-9 0.9524 1.1000 0.9244 
TC5-6 0.9091 1.0600 1.0049 

Shunt Compensation 
QC9 0.1800 0.1800 0.0600 
QC14 0.1800 0.0600 0.0600 

Power Loss Ploss 0.1349 0.1330 0.1328 
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Fig. 1. Convergence Characteristics for IEEE 14-bus System 

6 Conclusions 

CA is an efficient heuristic algorithm in dealing with complex optimization problems. 
Besides its capability, the algorithm is also simple to be implemented. This study 
presents a hybrid cultural algorithm based method to solve the optimal reactive power 
dispatch problem. The problem is formulated as an optimization problem subject to 
several operational and electric constraints. The performance of proposed algorithm 
was examined and compared with other heuristic algorithms. The IEEE 14-bus  
system is used as the test case. The simulation results revealed that the proposed  
approach is able to remove the voltage limit violations and give higher power loss 
reduction as compared with SQP. The convergence characteristics show that the  
proposed method obviously has the better convergence speed. 
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Abstract. The present paper presents an improved version of particle swarm 
optimization method for obtaining unit sizing and techno-economic feasibility 
analysis of off-grid hybrid energy system for Sundarban region, world’s largest 
mangrove forest located partly in West Bengal, India considering the real load 
data and other meteorological parameters. Initially the hybrid energy system is 
designed keeping in mind the load pattern and the availability of the renewable 
sources of that specific location. The hybrid system is designed with the combi-
nation of different renewable energy sources like wind turbines, solar panels 
along with battery and diesel generator to meet the localized load demand in 
different hours. Net present cost (NPC) and cost of energy (COE) for power 
generation have been considered to obtain the optimal unit sizing of the system. 
Emission from the hybrid system is also considered and compared with a con-
ventional energy system in terms of emission per unit of generation and it is 
seen that with the implementation of this hybrid system, 0.688Kg of CO2 emis-
sion per unit generation of electricity can be reduced while meeting the local 
demand. It is also seen that the improved version of particle swarm optimization 
technique is quite capable of solving this complex non-linear optimization prob-
lem quite efficiently. 

Keywords: Particle Swarm Optimization, Stochastic inertia weight (Sto-IW) 
PSO, Off-grid renewable energy system, Solar panels, Wind turbine, Diesel ge-
nerator, Battery, Emission. 

1 Introduction 

It is found that almost thirty three percent of the world’s populations do not have ac-
cess to electricity [1-2]. These regions can be electrified either by grid extension or by 
constructing isolated standalone new energy systems. But sometimes, grid extension 
is not possible due to high cost associated and many other social and economic rea-
sons. Rapid depletion of conventional energy resources like fossil fuel and adverse 
environmental effects of conventional power generation systems have created massive 
interest in renewable energy sources and leads to a new era towards building a  
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sustainable energy economy. The use of wind-solar hybrid energy system is growing 
fast all over the world and expanding globally at a rate of 25–35% annually over the 
last decade [3, 4]. But the hybrid system of wind & solar is not so reliable because of 
the intermittent nature of the resources. So battery or diesel generator can be com-
bined with the system for better reliability and flexibility of planning. A hybrid power 
system has the ability to provide 24hours grid quality electricity to the load. For better 
understanding of performance and proper optimization of this type of hybrid system, 
performance analysis with different approaches and different meta-heuristic tech-
niques have been used extensively such as Genetic Algorithm [5-6], Particle Swarm 
Optimization [7-8], Differential Evolutionary Algorithm, Ant Colony, Tabu Search 
etc. [9-11]. Different types of hybrid systems were explored by many researchers. 
Gavanidou and Bakirtzis explored a trade-off between SPV array sizing and number 
of batteries within a system to maintain the system cost low on the one hand, and for 
the minimum Loss of Load Probability (LOLP) requirement on the other [12]. Kau-
shika et al. [13] employed interconnected SPV arrays instead of the traditional single 
aperture model to increase the amount of electricity produced. A study by Sinha and 
Kandpal revealed that stand-alone Renewable Energy Technologies (RETs) can be 
acted as a proper and essential alternative to grid extension [14].A case study on Da-
hran which had energy demand of 620,000 KWh/year was conducted by Shaadid and 
Elhadidy. They built a hybrid SPV-DG-battery system, with 175 KW DG and 80KW 
SPV, which led to a COE of 0.149 $/KWh [15]. 

2 Hybrid Test System Model 

The hybrid test system is modeled with the solar photovoltaic, wind turbine, battery, 
diesel generator and inverter and simulated with the help of advanced meta-heuristic 
optimization method called particle swarm optimization technique (PSO) and feasibil-
ity analysis of the model system is being done on a test location in West Bengal,  
India. Initially, test location is investigated and social-economical condition and dif-
ferent renewable resources data has been studied. It is seen that the area is endowed 
with plenty of renewable sources. It is assumed that the project lifetime is 25 years 
and 10% increase in average load profile over the lifetime of the project has been 
considered for obtaining the sizing of the proposed hybrid energy system. The model 
system is shown in Fig. 1.  

 

Fig. 1. Hybrid test system model 
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Table 1. Different parameter values & costs (Rs./Yr) considered for the hybrid energy system 

Component Parameter Value Capital 
Cost(Rs.)

Replacement 
Cost(Rs.) 

Operation 
Cost(Rs.) 

Wind Tur-
bine 

Capacity 15kW 

1125K 1012K 80K 

Rated speed 10.5m/s 

Cut–in speed 3m/s 
Furlingspeed 23m/s 
Lifetime 20years 
Anemometer height 4m 
Alpha Co-efficient 0.14 

Solar PV 
Module 

Rated power 0.15kW 

25K - 1K 

Slope 25degrees 
Derating Factor 0.9 
Nominal operating cell 
temperature 

470C 

Temperature co-
efficient of panel 

0.0043 

PV cell temperature 250C 
Lifetime 25 years 

Battery 
Bank 

Rating 800Ah 

50K 45K 5K 

Voltage 12V 
Depth of discharge 0.5 
Ambient temperature 
multiplier 

1.0 

Lifetime 10Years 

Diesel Gen-
erator 

Capacity 20kW 

190K 171K 19K Efficiency 90% 
Lifetime 10Years 

Inverter 
Capacity 9kVA 

654K - 6K Efficiency 90% 
Lifetime 25Years 

 
 

The net present cost of the system is expressed as: 

,
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The cost of energy of the system is given by [16] as: 
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3 Particle Swarm Optimization technique (PSO) 

The concept of Particle swarm optimization was originally proposed by Kenedy and 
Eberhart [17] based on natural behaviour of the particles or agents. Each position of 
the particle in search space represents the possible solution of the problem. Particles’ 
positions are varied to give the better solutions and are governed by their own experi-
ences and their neighbour particles’ experiences. A particle’s position is updated de-
pending upon its current velocity, its own distance from its previous best position and 
distance from the best position occupied by the particle in the group. For each particle 
i, its position is updated in the following manner [Kennedy et al]: 

11
i

k
i
k

i
k VXX ++ +=

                                         (5) 

Where i
kV 1+  is pseudo velocity and can be calculated as follows: 

)()( 22111
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k

i
k
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kk

i
k XPrcXPrcVwV −+−+=+                          (6) 

Here k represents a pseudo time increment,  represents the best ever position of 
particle i at time k and  represents the global best position in the group of swarm.  &  represent the uniform random values in the range [0 1], w represents the 
weight parameters and  &  are the cognitive and social parameters respectively.  

There are different and modified versions of PSO like Canonical Particle Swarm 
Optimization, Self-Organizing Hierarchical Particle Swarm Optimization, Stochastic 
Inertia Weight Particle Swarm Optimization, Time-Varying Acceleration Coefficients 
Particle Swarm Optimization etc. In this study Stochastic Inertia Weight Particle 
Swarm Optimization (St-IW PSO) is tested and used on this hybrid system for opti-
mization.  

3.1 Stochastic Inertia Weight Particle Swarm Optimization (St-IW PSO) 

This modified version of PSO was introduced by Russell Eberhart and Yuhui Shi 
[18]. Here inertia weight is randomly selected according to a uniform distribution in 
the range [0.5, 1.0] which is reflection of constriction factor proposed by Maurice 
Clerc and James Kennedy. In this version, both acceleration coefficients c1 and c2 are 
set to 1.494 [19]. 

4 Simulated Results 

The system is optimized with the above mentioned technique and sizing is determined 
and is given in Table 2. The system is initially optimized with the solar PV, wind 
turbine and battery. The total output from PV and wind is shown in Fig. 3 and if sur-
plus power is created in any hour, then it is used to charge battery and during  
power deficit, battery is discharged to meet the demand. The use of battery and diesel 
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generator is the trade-off between excess/deficit power and diesel fuel cost. The use 
of inverter is very much required for converting the DC output from battery and solar 
PV into AC which is fed to load. 

Table 2. Optimal sizing obtained for the integrated hydro-wind-solar-fuel cell system 

Component 
Optimal Sizing 
(No. of Units) 

Wind Turbine 5 
Solar PV array 2 
Inverter 1 
Diesel Generator 2 
Battery 10 
Net Present cost (Rs.) 8879.7K 
Cost of Energy (COE)(Rs./kWh) 8.927 
Emission of carbon dioxide per year (Tons) 37.6607 
Emission of carbon dioxide per unit generation (Kg/kWh) 0.116 

 

 

Fig. 3. Load versus total power output from PV and wind turbine 

It is also being studied the emission from the system and it is seen that for per unit 
electricity generation, the emission is quite low compared to a 60MW Indian power 
plant [20] and comparison is shown in Table 3. Also the convergence for modified 
version of PSO is shown in Fig. 4. 

Table 3. Comparison of emission with 60MW thermal plant  

Objective Function Results 
Emission from 60MW thermal power plant (Kg/kWh) 0.804 
Emission of carbon dioxide per unit generation (Kg/kWh)  0.116 
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Fig. 4. The optimal Net Present Cost (NPC) in terms of the iterations for St-IW PSO 

5 Conclusion 

It is seen from this study that solar-wind-battery-DG hybrid system can serve the local 
load demand and with this, the COE for per unit generation is quite comparable with 
the conventional system and also the emission from the system is less. So, this hybrid 
system can be used for this type environment with less environmental effect and this 
version of PSO is quite efficient in solving this type of problem  
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Abstract. We use the combined fuzzy C-Means (FCM) clustering algorithm 
and functional link artificial neural networks (FLANN) to achieve accurate 
software effort prediction. FLANN is a computationally efficient nonlinear 
network and is capable for complex nonlinear mapping between its input and 
output pattern space. The nonlinearity is introduced into the FLANN by passing 
the input pattern through a functional expansion unit. The proposed method 
uses three real time datasets. The Chebyshev polynomial has been used as 
choice of expansion to exhaustively study the performance. The simulation 
results show that it not only deals efficiently with noisy data but also proves to 
be a champion in producing promising results. 

Keywords: Software cost estimation, Fuzzy C-Means, K-Means, and FLANN. 
1 Introduction 

Software cost estimation refers to prediction of effort, time, and staffing levels 
required to build a software system. Accurate software cost estimation is critical for 
the effective software project management. It significantly affects management 
activities such as resource allocation, project bidding, and planning. The importance 
of accurate estimation has led researchers to conduct extensive research on software 
cost estimation methods. In this paper, we investigate use of fuzzy C-means (FCM) 
algorithm and FLANN for software cost estimation. Clustering is a technique for 
discovering the hidden structure of data. It is a process of grouping the objects into 
clusters such that objects from the same cluster are similar and objects from different 
clusters is dissimilar. In practice, many datasets cannot be decomposed into disjoint 
partitions. In these situations, the use of clustering algorithms that are capable of 
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dealing with such overlapping data clusters is recommended. Fuzzy clustering 
techniques addresses this issue effectively as they aim to find fuzzy clusters to which 
all the data points belong to some degree. Fuzzy C-means technique proposed by 
Bezdek [2] is one of the unsupervised ways of clustering the dataset. 

The FLANN architecture for predicting software development effort is a single-
layer feed forward neural network consisting of one input layer and an output layer.  
FLANN generates output (effort) by expanding the initial inputs (cost drivers) and 
then processing the final output layer. Each input neuron corresponds to a component 
of an input vector. The output layer consists of one output neuron that computes the 
software development effort as a linear weighted sum of the outputs of the input layer 
[15,16]. The large and non-normal data sets always lead FLANN methods to low 
prediction accuracy and high computational complexity. To alleviate these drawbacks 
our proposed technique has been formulated as follows. 

i) Fix the number of clusters and initialize center locations of each cluster. Use 
iterative process described in the clustering algorithms to get quality clusters. The 
clustering algorithms used in this work are K-means and fuzzy C-means.  

ii) Select a cluster based on the nearest-neighbor of an input sample to train the 
FLANN. 

iii) Use trained FLANN for effort prediction. 

Functional link neural networks and cost estimation fundamentals are briefly 
reviewed in Section 2. The proposed approach is described in Section 3. In Section 4, 
numerical examples from Cocomo81 (Coc81), Nasa93, Maxwell dataset is used to 
evaluate the performance. Section 5 concludes this paper. 

2 Background 

2.1 Software Cost Estimation 

Software effort estimation (SEE) can be defined as  the  process  of  estimating  the  
total  effort  necessary  to complete a software project [7] . A typical example of SEE 
is to use attributes which characterize the software project to predict (or estimate) the 
cost, in terms of person-months, to conclude the software development, and 
consequently it is possible to predict the required time to deliver the product [1,11]. In 
order to effectively manage development, maintenance or customization of software, 
the project team has to  estimate  beforehand  the  software  project  development  
time and  the  project  cost  for  the  company.  According to Oliveira [11], the main 
risk factors for software projects are the schedule and effort (cost) to finish it; the 
particularities of software project requisites, project team, and the employed 
technology make the process of cost estimation hard. Due to these and other 
characteristics of each project, it has been accepted that the accurate measurement of 
the cost and development time of software is only possible after the project is 
completed [3,11]. However, it is necessary to perform estimations before the project 
begins. There are wide number of techniques and methods which can be employed to 
estimate such variables. This work introduces a novel technique aimed to predict 
(estimate) the software development cost; our proposed technique is based on FCM 
algorithm combined with FLANN. 
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2.2 Architecture of FLANN  

A FLANN can be used not only for functional approximation but also for decreasing 
the computational complexity. This method is mainly focused on functional 
approximation. In the aspect of learning, the FLANN network is much faster than 
other network. The primary reason for this is that the learning process in FLANN 
network has two stages and both stages can be made efficient by appropriate learning 
algorithms.  The use of on FLANN to estimate software development effort requires 
the determination of its architecture parameters according to the characteristics of 
datasets [15,16]. The architecture of FLANN is shown in figure 1. 

 

Fig. 1. FLANN Architecture 

2.3 Clustering Techniques 

The essence of all clustering techniques is: given n patterns, or data points, in a d-
dimensional space, the clustering problem refers to partitioning the n patterns into c 
groups or clusters based on some similarity metrics. An optimal clustering is a 
partitioning that minimizes the intra-cluster distance and maximizes the inter-cluster 
distance. In our proposed work we have considered two most popular clustering 
techniques, namely, K-means and fuzzy C-means techniques.   

2.3.1    K-means  
K-means [10] clustering is a centre-based clustering method that is by far the most 
widely used partitional algorithm for data clustering as it is simple and very easy to 
implement. The algorithm starts with k initial seeds of clustering, one for each cluster. 
All the n objects are then compared with each seed by means of the Euclidean 
distance and assigned to the closest cluster seed. The procedure is then repeated over 
and over again.  In each stage, the seed of each cluster is recalculated by using the 
average vector of the objects assigned to the cluster. The algorithm stops when the 
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changes in the cluster seeds from one stage to the next are close to zero or smaller 
than a pre-specified value. Every object is assigned to only one cluster. 

2.3.2   Fuzzy C-Means                    
The fuzzy C-means (FCM) algorithm [2,4] is one of the most popular techniques used 
for clustering. The effectiveness of the clustering method relies on the distance 
measure.  The  conventional  FCM  method  uses the  Euclidean  distance  as  the  
similarity  criterion  that  measures the distance between each data point xi and a 
cluster centroid vc , i.e.   with a weight wic which is inversely proportional 
to the distance. FCM partitions the data set X into C clusters by minimizing the errors 
in terms of the weighted distance of each data point xi to all centroids of the C 
clusters. That is, 

Min JFCM=∑ ∑ ,  

where ∑ = 1, i=1, 2,…, N and p is the exponent. 
By using Lagrange multipliers, we can solve for the weight wic. The  weight  wic 

and the centroid vc can be updated by the expectation–maximization (E–M) 
algorithm: 

E-Step: 

Wic=1/∑ ( )
, i = 1,2,…,N and c=1,2,…,C , 

where =  
M-Step: = ∑ .∑  , c=1,2,…,C 

The E–M algorithm recursively computes until a convergence condition is satisfied.  

3 FCM-FLANN Algorithm 

In this section, we first propose the methodology for software cost estimation, next 
algorithm and finally performance evaluation metrics.  

3.1 Methodology 

The two unsupervised clustering algorithms, namely   K-Means and FCM, were 
applied on the patterns of the training set to partition the input space.  The number of 
clusters is fixed beforehand and the center locations of each cluster are initialized. 
Each Cluster center is m-dimensional vector. Partitioning algorithms starts with an 
initial k partitions and then uses an iterative process to optimize the cluster quality. A 
test  set  pattern  is  assigned  to  the  cluster  to  which  the  nearest  (in  terms  of 
Euclidean distance) centroid belongs  for  the  K-Means,  and  FCM algorithms, 
respectively.  The framework is shown in Figure 2. 
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3.2 Algorithm 

Step 1: Before applying any method, all training datasets are normalized in order to 
remove the scaling effects on different dimensions. By using min-max normalization, 
project attributes values are converted into the [0, 1] interval. 
Step 2: Unsupervised clustering algorithms (K-means & FCM) are applied; The 
number of clusters is fixed at 3 for experimentation by trial and error method.  
Step  3: Each test data (also known as input data point) is assigned to appropriate 
cluster using Euclidean distance as criterion ;thus selecting promising cluster for the 
given input data point 
Step 4: The promising cluster is fed to the trained FLANN to obtain effort in Person-
Months (PM). 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 

Fig. 2. Framework 

3.3 Performance Evaluation Metrics 

To measure the accuracies of the proposed methods, three performance metrics are 
considered: Mean Magnitude of Relative Error (MMRE), Median Magnitude of 
relative error (MdMRE), and PRED (0.25), because these measures are widely 
accepted in literature [5, 14].  

4 Datasets, Experiments, and Results 

In this section, three real world software engineering datasets, namely, Cocomo81 
(Coc81), Nasa93, Maxwell [8] are utilized for empirical evaluation of our methods.  
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4.1 Dataset Preparation 

Before the experiments, all types of features are normalized into the interval [0, 1] in 
order to eliminate the possibility of unequal influences. The three real datasets shown 
in Table 1 are randomly split into three nearly equal sized sub-sets for training and 
testing. The training set is treated as the targets for the optimization of feature weights 
and project subsets. The testing set is exclusively used to evaluate the optimized 
FLANN models. Table 1 provides an overview of the data sets, including number of 
features, size.  The skewness, minimum, mean and maximum of effort and size in 
Klocs. 

Table 1. Descriptive statistics for public datasets 

Dataset Coc81 Nasa93 Maxwell 
Features 17 17 27 

Size 63 93 62 
Units Months Months Hours 

Minimum 
Effort 

6 8 583 

Median 98 252 5189.5 
Mean 683 624 8223.2 

Maximu
m Effort 

11400 8211 63694 

Skew 4.4 4.2 3.26 

4.2 Cost Estimation Models 

Out of the three functional expansions, namely, C-FLANN, P-FLANN and L-
FLANN, C-FLANN based model is included in our experiments. Hereafter, C-
FLANN will be annotated as FLANN. The proposed models using Fuzzy C-Means 
and K-means clustering will be hereafter known as FCM-FLANN and KM-FLANN. 
For a comprehensive evaluation of the proposed models, for comparison,  other 
popular estimation models including Step wise regression (SWR) [12], Functional 
Link Artificial Neural Networks (FLANN) [15.16],  and classification and regression 
trees (CART) [13], are also included in the experiments.   

4.3 Experitmental Procedure 

For the purpose of validation, we adopt three-fold cross validation [6,9] to evaluate 
accuracy of the methods. In this scheme all the three  datasets are randomly divided 
into three nearly equal sized subsets. At each time only one of three subsets is used as 
the test sets which are exclusively used to evaluate the estimation performance, and 
other two subsets treated as Validation data set and training data set exclusively used 
to optimize the cost drivers. This process is repeated three times. Then the average  
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training error and testing error across all three trials are computed. The advantage of 
this scheme is that it does not matter how the data is split since each data point is 
assigned into a test set, a training set and a validation set respectively once. First, the 
performances of KMeans-FLANN (KM-FLANN) and FCM-FLANN are investigated. 
The best variants on training set are selected as the candidate for comparisons. Next, 
the optimizations of machines learning methods are conducted on the training dataset 
by searching through their parameter spaces. Thirdly, the training and testing results 
of the best variants of all estimation methods are summarized and compared. The 
experimental results and the analysis are presented in the next section. 

4.4 Experimental Results 

Tables 2 to 4 present a summary of all the methods applied on three real time dataset 
given in Table 1. The second annotated column in each table shows performance of 
various methods with respect to performance metrics MMRE. Similarly, the third 
column and fourth column of each table summarizes the results with respect to 
performance metrics MdMRE and PRED(0.25) respectively. With these values it can 
be interpreted that the testing results in the proposed methods outperform the testing 
results in traditional methods. 

Our experiments suggest that hybrid combination of  CM/FCM and FLANN 
improves the accuracy very efficiently when compared to SWR, FLANN and CART. 

Table 2. Results on Coc81 Dataset 

Methods MMRE MdMRE PRED(0.25) 

Training Testing Training Testing Training Testing 
FCM-FLANN 0.35 0.30 0.43 0.42 0.51 0.54 
KM-FLANN 0.41 0.41 0.52 0.46 0.39 0.38 
FLANN 0.45 0.38 0.49 0.47 0.35 0.49 
SWR 0.34 0.35 0.42 0.44 0.52 0.50 
CART 1.28 1.12 0.62 0.58 0.17 0.19 

Table 3. Results on Nasa93 Dataset 

Methods MMRE MdMRE PRED(0.25) 

Training Testing Training Testing Training Testing 
FCM-FLANN 0.40 0.31 0.49 0.42 0.52 0.52 
KM-FLANN 0.45 0.36 0.47 0.44 0.37 0.48 

FLANN 0.42 0.49 0.46 0.48 0.38 0.48 
SWR 0.39 0.34 0.47 0.49 0.44 0.44 

CART 1.34 1.28 0.85 0.66 0.23 0.30 
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Table 4. Results on Maxwell Dataset 

Methods MMRE MdMRE PRED(0.25) 

Training Testing Training Testing Training Testing 
FCM-FLANN 0.35 0.30 0.47 0.41 0.41 0.59 
KM-FLANN 0.48 0.39 0.44 0.47 0.39 0.49 

FLANN 0.48 0.42 0.39 0.40 0.45 0.28 
SWR 0.42 0.42 0.47 0.39 0.39 0.45 

CART 0.92 0.91 0.46 0.39 0.29 0.31 

5 Conclusion and Future Work 

We have done our research in the direction of software cost estimation by hybrid 
system using FCM and FLANN. We extend connotations to our work with Artificial 
Bee Colony (ABC), Differential Evolution (DE), Artificial Immune System (AIS), 
Bacterial Foraging Optimization Algorithm (BFOA), Neuro Fuzzy, Neuro Genetic, 
Simulated Annealing, and Fuzzy Logic. We have evaluated the performance of FCM-
FLANN. The experimental results show that our method gives improved performance 
as compared to conventional FLANN and outperforms the competitive techniques 
such as KM-FLANN, SWR and CART.  
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Abstract. Integration of renewable energy based distributed generation (DG) 
units provides potential benefits to conventional distribution systems. The 
power injections from renewable DG units located close to the load centers 
provide an opportunity for system voltage support, reduction in energy losses 
and emissions, and reliability improvement. Therefore, the allocation of DG 
units should be carefully determined with the consideration of different 
planning incentives. Optimal placement and sizing of DG in distribution 
network is an optimization problem with continuous and discrete variables. This 
paper proposes a Differential Evolution Algorithm (DEA) for optimal 
placement and sizing of distributed generation (DG) in radial distribution 
system to minimize the total real power loss and improve the voltage profile 
within the frame work of system operation and security constraints. The 
proposed DE algorithm is also used to determine optimal sizes and locations of 
multi-DGs. The proposed method is tested on standard IEEE 69-bus test system 
and the results are presented and compared with different approaches available 
in the literature. The proposed method has outperformed than the other methods 
in terms of the quality of solution and computational efficiency.  

1 Introduction 

Electric utilities are now seeking upcoming new technologies to provide acceptable 
power quality and higher reliability to their customers in restructured environment. 
Non-conventional generation is growing more rapidly around the world, for its low 
size, low cost and less environmental impact with high potentiality. Technically, they 
are suitable for installation at low voltage distribution system, near loads centres . Due 
to limitation on fossil fuel resources, alternative solutions to traditional large power 
stations are under high priority in recent years to meet growing energy demand of the 
future.  

Electric power systems have been originally designed based on the unidirectional 
power flow, but the concept of distributed generation (DG) has led to new 
considerations concerning the distribution networks [1]. The penetration of DG may 
impact the operation of a distribution network in both beneficial and detrimental 
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ways. Some of the positive impacts of DG are: voltage support, power loss reduction, 
support of ancillary services and improved reliability, whereas negative ones are 
protection coordination, dynamic stability and islanding. In order to maximize 
benefits and minimize problems, technical constraints concerning the interconnection 
of DG units and their penetration levels are being adopted worldwide. Furthermore, 
the presence of DG in the deregulated market has raised new regulatory issues, 
concerning financial incentives, cost allocation methods, generation management 
techniques, etc. 

There are a number of approaches proposed for placement and sizing of DG units. 
Khan and Choudhry [2] developed an algorithm based on analytical approach to 
improve the voltage profile and to reduce the power loss under randomly distributed 
load conditions with low power factor for single DG as well as multi DG systems. 
Hung et al. [3] used an improved analytical method for identification of the best 
location and optimal power factor for placing multiple DGs to achieve loss reduction 
in large-scale primary distribution networks. Ziari et al. [4] proposed a discrete 
particle swarm optimization and genetic algorithm (GA) based approach for optimal 
planning of DG in distribution network to minimize loss and improve reliability. 
Kamel and Karmanshahi [5] proposed an algorithm for optimal sizing and siting of 
DGs at any bus in the distribution system to minimize losses and found that the total 
losses in the distribution network would reduce by nearly 85%, if DGs were located at 
the optimal locations with optimal sizes. Singh et al. [6] discussed a multi-objective 
performance index based technique using GA for optimal location and sizing of DG 
resources in distribution systems. 

Differential Evolutionary (DE) Algorithm [7] is a novel evolution algorithm as it 
employs real-coded variables and typically relies on mutation as the search operator. 
There are also a number of significant advantages when using DE which were ability 
to find the true global minimum regardless of the initial parameter values, Parallel 
processing nature and fast convergence; Capable of providing multiple solutions in a 
single run. DEA method is proposed to determine the optimal location and sizes of 
multi-DGs to minimize the total real power loss and improve the voltage profile 
within the frame work of system operation and security constraints in radial 
distribution system. 

The organization of this paper is as follows. Section 2 addresses the Load flow 
Study in radial distribution network. The problem formulation is in Section 3. The DE 
algorithm is presented in Section 4. A DEA computation procedure for the optimal 
placement and sizing of distributed generation problem is given in Section 5. 
Simulation results on the test systems are illustrated in Section 6 and the conclusion in 
Section 7.  

2 Load Flow Study 

Conventional NR and Gauss Seidel (GS) methods may become inefficient in the 
analysis of distribution systems, due to the special features of distribution networks, 
i.e. radial structure, high R/X ratio and unbalanced loads, etc. These features make the 
distribution systems power flow computation different and somewhat difficult to 
analyze as compared to the transmission systems. Various methods are available to 
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carry out the analysis of balanced and unbalanced radial distribution systems and can 
be divided into two categories. The first type of methods is utilized by proper 
modification of existing methods such as NR and GS methods. On the other hand, the 
second group of methods is based on backward and forward sweep processes using 
Kirchhoff’s laws. Due to its low memory requirements, computational efficiency and 
robust convergence characteristic, backward and forward sweep based algorithms 
have gained the most popularity for distribution systems load flow analysis. In the 
present study, network topology based backward and forward sweep method [8] is 
used to find out the load flow solution for balanced radial distribution system. 
Detailed description of load flow solution is omitted due to the lack of space. 

3 Problem Formulation 

The problem is to determine placement and size of the DGs which minimizes the 
distribution power losses, improve the voltage profile and maximize the voltage 
stability in a given radial distribution system while satisfying all constraints for a 
fixed number of DGs and specific total capacity of the DGs.  

Fig. 1 shows a branch of radial system. In radial distribution system [9] each 
receiving node is fed by only one sending node, From Fig.1 

 

Ini  =  
V VR   X                                            (1) 

 
Pni – jQni = Vni*Ini                                          (2) 

       | |                                                             | |  
        mi     Ini                             ni                                                                     Rni  +  jXni                                                                                                                             Pni+jQni 

Sending end      Receiving end 

Fig. 1. Electrical equivalent diagram of a radial distribution system 

3.1 Objective Function 

In this paper, two objective functions are considered separately as single objective. 

3.1.1   Minimization of the Real Power Loss 
The real power losses in the system is given by (3) 

 f1= PRPL                                                                                                    (3)  

PRPL is the real power losses of nn – bus distribution system, and is expressed in 
components as :    

PRPL = 
R( ) P Q|V |                                                  (4) 
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3.1.2   Improvement of the Voltage Deviation (Voltage Profile) 
The objective function to improve voltage profile is given by (5): 

f2 = (Vni – Vrated )
2                                                                          (5) 

3.2 System Constraints  

The constraints are listed as follows: 
 
a) Distribution line absolute power limits:  

              ,             ,                                                                            (6) 

,   and  ,  are the absolute power and its corresponding maximum 
allowable value flowing over the distribution line between the nodes. 

b) Bus voltage limit:  

Bus voltage amplitudes are limited as  

                                                                                                               (7)  

Where  and  are the minimum and maximum values of bus voltage 
amplitudes, respectively. 

c) Radial structure of the network:  

                           M =                                                      (8)  

Where M is the number of branches,  is the number of nodes and  is the 
number of sources.  

d) Power limits of DG:  

             ,                                     (9) 

Where    and   are the injected active and reactive power of DG components at 
the  th bus.  

e) Subject to power balance constraints:  

           ∑  =  ∑   +                                       (10)  

Where  is total number of sections,  is the real power loss in the system,  is 
the real power generation at bus ,  is the power demand at bus . 

4 Differential Evolution Algorithm (DEA) 

DEA is an evolutionary computational algorithm that was originally introduced by 
Storn Price(1995). The DEA optimisation process is carried out by applying the 
following three basic genetic operation; mutation, recombination (as known as 
crossover) and selection. After the population is initialised, the operators of mutation, 


=

nn

ni 1
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crossover and selection create the population of the next generation pop(G ). by 
using the current pop(G).  

DEA Optimization Process 

Initialisation: In the first step of the DEA optimization process, the population of 
candidate solutions must be initialised. The initial population of candidate is 
generated within its corresponding feasible limits as follows:                       X(G ) =  X (X X ). rand(j, D),    J=1, 2,....N          (11) 

                    X =  [ X  X  X … . . X … … XN ,     j = 1,2,3 …... N                           (12) 

Where N = number of population   and    D= number of decision variables. 
In this study, the active power injected by DG is considered as decision variable. 

 

Mutation: The mutation operator generates mutant vectors (vG) by perturbing a 
randomly selected vector (X ) with the difference of two other randomly selected 
vectors (X  and X ). DEA has several strategies to generate mutant vectors but in 
the study, the simplest and most popular DE method is used.                      VG =  XG F  XG XG , i = 1,2, … . N                            (13) 

Vector indices r1,r2 and r3 are randomly chosen where r1 r2 and r3 belong to {1....Np} 
and  r1 ≠ r2 ≠ r3 ≠ i. F is a user defined constant known as the scaling mutation factor 
which is typically chosen from within the range [0,1]. 

 

Crossover: Crossover operation helps to increase the diversity among the mutant 
parameter vectors and aids the algorithm to escape from local optima. At the 
generation G, the crossover operation creates trial vectors (Ui) by mixing the 
parameters of the mutant vectors (Vi) with the target vectors (Xi) according to a 
selected probability distribution:                     UG = U ,G =        v ,(G), if rand    CR      X ,(G),            otherwise                                  (14) 

The crossover constant CR is a user-defined value (known as the crossover 
probability) which is usually selected from within the range [0,1]. 

 

Selection: The selection operator chooses the vectors that are going to compose the 
population in the next generation. This operator compares the fitness of the trial 
vector and corresponding target vector and selects the one that provides the best 
so0lution and advance it into the next generation according to following equation: 

                  Xi
(G+1) =     

   U(G),   if   f U(G)   f X(G)X(G) ,           otherwise                                        (15) 

The overall optimisation process is stopped whenever maximum number of 
generations is reached or other predetermined convergence criterion is satisfied. 
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5 Implementation of DEA to the Problem 

In the problem the values of DG set are considered as decision variables. The step 
wise implementation of DEA to the problem is as follows: 

1. Read the feeder data: maximum number of DG sets  . 
2. Set the control parameters of DEA optimization process those are population size 

(Np=40) number of decision variables (D), scaling mutation factor (F=0.7), 
Crossover probability (CR=0.8) and maximum number of generations (Gmax 
=30).  

3. Generate initial population for the chosen decision variable(s). 
4. Loop 
5. To place number of DG sets and their positions at which they have to be placed 

can be obtained as follows: let Nbus = number of busses ; NDG
G= number of DG 

sets to be placed at Gth iteration; K= probability of getting 1’s in a binary number 

where: K=  

• Generate a binary number with size Nbus and probability K 
• The  positions of non zeros in the number themselves represent the positions 

of the DG sets  
6. Run the load flow 
7. Calculate total active power loss, Voltage Deviation and Voltage magnitude using 

load flow equations 
8. Apply convergence criterion as if: 

                0.95  ≤  Vi  ≤  1.05 
Print the result and STOP else, GO to step 10 

9. Increment generation counter by one i.e G=G+1 
10. Increase number of DG sets as follows if: 

NDG
G  <   NDG

max 

              Then:      NDG
G  =  NDG

G  + 1 
11. Apply mutation, crossover, selection operations using eq 13-15, respectively 
12. Modify the population 
13. End loop. 

6 Simulation Results  

The test system for the case study is radial distribution system with IEEE 69 buses 
[11].The total loads for these test systems are 3.80 MW and 2.69 MVAR. The initial 
total real power loss and reactive power loss in the system are 224.96 KW and 114.15 
KVAR respectively. The substation voltage is 12.66 KV and the base of power is 
100MVA. The minimum and maximum voltages are set at 0.95 and 1.05 p.u. 
respectively. The load data and branch data for this system are given in [10] which  
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Table 1. Performance analysis of the 69-bus system after DG installation 

Method                                       Objective  Function  
                                                     f1                          f2           
DE                                         0.0121                    0.0021                 
GA/PSO[16]                          0.0811                    0.0031     
GA[16]                                  0.089                       0.0012             
PSO[16]                                 0.0832                     0.0049 
Without DG                           0.2217                     0.2197                             

 
have seven lateral lines..The maximum number of DG is 3. The rating real power of 
DG and the power factor are 1200KW and 1. 

To validate the effectiveness of the proposed algorithm; two different cases have 
been taken into consideration as follows: 
 
(1) Minimization of real power losses 
(2) Improvement of the voltage profile 
 
Table -1 gives the comparison of different algorithm [11] performance analysis for 
the 69-bus system after DG installation and before DG installation. 

Case-1: Minimization of the real power loss 

In this case the convergence characteristic of objective function (Real Power loss) is 
shown in Fig. 2. Real Power loss & Bus Voltage before and after DG installation are 
shown in the Fig 3- 4. Table -2 (case-1) gives the optimal size, location and total 
reduction of Real Power loss after DG installation. 

 

 

Fig. 2. Real power Loss Variation of Case 1
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Fig. 3. Real Power loss before & after DG Installation (case 1) 

 

Fig. 4. Bus Voltage before & after DG Installation (case 1) 

Table 2. Case - 1  &  Case - 2 

                       Case-1                         Case-2 

System Type 69-Bus System Type 69-Bus 

Optimal Location of DG 22, 13, 62 Optimal Location of DG 58, 62, 24 

Optimal DG size in MW 1.0112, 
1.0865, 
1.0623 

Optimal DG size in MW 1.1665, 
 0.9819,  
 0.6645 

Total Real power Loss in 
MW (Without DG) 

0.2217 Voltage Deviation in pu  
(Without DG) 

0.2197 

Total Real power Loss in 
MW (With DG) 

0.0121 Voltage Deviation in pu  
(With DG) 

0.0021 

Real Power Loss reduction 
in % 

94.5 Improvement of Voltage 
deviation in pu 

0.9904 

 
 
 

0 10 20 30 40 50 60 70
0

10

20

30

40

50

Bus No

R
ea

l P
ow

er
 L

os
s 

( 
K

W
)

 

 

Without DG

3 DG Installing

0 10 20 30 40 50 60 70
0.9

0.95

1

1.05

1.1

Bus No

V
ol

ta
ge

 M
ag

ni
tu

de
 (

pu
)

 

 

Without DG

3 DG Installing



Optimal Placement and Sizing of Distributed Generation in Radial Distribution System 141 

Case-2: Improvement of the Voltage Profile   

In this case the convergence characteristic of objective function (Voltage Deviation) 
is shown in Fig.5. Voltage Deviation & Bus Voltage before and after DG installation 
are shown in the Fig 6-7. Table -2 (case-2) gives the optimal size, location and 
Improvement of the voltage after DG installation. 



Fig. 5. Voltage deviation (p.u) Variation of case 2 

 

Fig. 6. Voltage deviation (p.u ) before & after DG installation (case 2) 

 

Fig. 7. Bus Voltage (p.u) before & after DG Installation (case 2) 
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7 Conclusions 

The validity of the proposed method is proved from the comparison of the results of 
the proposed method with other existing methods. The results proved that the DEA is 
simple in nature than GA and PSO so it takes less computation time and accurate in 
determining the sizes and locations of DGs. By installing DGs at all the potential 
locations, the total power loss of the system has been reduced drastically. The voltage 
profile of the system is also improved. Inclusion of the real time constrains such as 
time varying loads and different types of DG units and discrete DG unit sizes into the 
proposed algorithm is the future scope of this work. 
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Abstract. Meta-learning is a technique that aims at understanding what types of 
algorithms solve what kinds of problems. Clustering, by contrast, divides a 
dataset into groups based on the objects’ similarities without the need of 
previous knowledge about the objects’ labels. The present paper proposes the 
use of meta-learning to recommend clustering algorithms based on the feature 
extraction of unlabelled objects. The features of the clustering problems will be 
evaluated along with the ranking of different algorithms so that the meta-
learning system can recommend accurately the best algorithms for a new 
problem. 

Keywords: clustering, algorithm recommendation, ranking, meta-learning. 

1 Introduction 

There is currently a huge amount of information represented and stored as data to 
posterior analysis [1]. Researchers began to dedicate themselves to the development 
of methods to extract knowledge from data; the process of applying these methods is 
known as data mining [2]. Nowadays, data mining tools are characterized by a variety 
of algorithms able to solve each one of the many data mining tasks. However, this 
process suffers from the lack of guidelines to select the best algorithm to solve a given 
data mining problem [3]. 

The meta-learning field has as objective to find which problem features contribute 
to a better or worse performance of an algorithm [4], and, from this, recommend the 
most appropriate algorithm for solving a given problem [3]. To reach this objective, 
meta-learning builds two key sets: (1) Meta-attributes: the set of features that is 
common to several instances of a class of problems, such as the number of objects 
and the number of binary attributes, among others; (2) Ranking: the set with rank 
positions, based on a performance evaluation, of several algorithms applied to the 
same problems. From these two sets it is created a model to recommend the ranking 
of the algorithms when applied to other problems, not used for training, based on the 
meta-attributes proposed. 
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The connection between data mining and meta-learning has been widely 
investigated for classification tasks [3,5]. However, few studies are available in the 
literature for clustering tasks [6,7]. There is no study, for instance, about which will 
be the best feature set for unsupervised learning problems, like clustering [3]. 

The experiments performed in this work aims at investigating the recommendation 
of algorithms for clustering problems based on meta-attributes described in the 
literature for classification problems. Despite that, the features to be selected here will 
not require the data labels, thus making our methodology generic for clustering tasks. 

This work is organized as follows. Section 2 presents a brief theoretical 
background about meta-learning. Section 3 explains the methodology used in the 
experiments and presents the results. The paper is concluded in Section 4 with a 
discussion about the results and feasibility of our proposal. 

2 Meta-learning 

Meta-learning is learning about learning, i.e., one must learn about the behavior of 
machine learning algorithms in order to find out the best algorithm for each 
application [8]. In 1994, the EU ESPRIT project StatLog [5] extended this concept 
with the objective of relating the performance of the algorithm with the features of 
objects for classification problems. 

Meta-learning is tightly connected with the process of extracting and exploiting the 
meta-knowledge, which can assume different forms and be defined as any kind of 
knowledge that can be extracted from the learning process of an algorithm while 
being applied to a problem [4]. 

The meta-knowledge, also known as meta-data, can be composed of the meta-
attributes and the ranking [3]. The meta-attributes are the features extracted from the 
problems. For example, to make the characterization of classification problems, the 
StatLog project proposed a set of sixteen meta-attributes based on simple measures, 
statistics and information theory. The rankings are positions occupied by the 
algorithms when their performance is evaluated, through a measure, on the same 
problems [9], i.e., with the performance values, the best algorithm occupies the first 
position; the second best occupies the second position, and so on. 

The meta-algorithm is responsible for learning the relationship between the meta-
attributes and the ranking and making this knowledge available with the objective of 
estimating the algorithms’ rank. Classical machine learning algorithms are often used 
as meta-algorithms, such as decision trees, neural networks, instance-based learning, 
among others. 

A conceptual model for a meta-learning system (Fig. 1) can be constructed using 
three main components [3,4]: (1) Feature Extraction Module: extract the features 
(meta-attributes) responsible for characterizing the problems and distinguishing them 
from one another; (2) Algorithm Evaluation Module: generate the ranking of the 
algorithms on the problems using a predefined evaluation measure; and (3) 
Application Module: has a meta-algorithm that is responsible for estimating the 
algorithms’ rank. 
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(5) Proportion of continuous attributes; (6) Mean absolute correlation between 
continuous attributes; (7) Mean skewness of continuous attributes; (8) Mean kurtosis 
of continuous attributes; (9) Mean absolute concentration between discrete attributes; 
and (10) Mean entropy of discrete attributes. 

Table 1.  Meta-attribute values for some datasets 

Dataset/Value 1 2 3 4 5 6 7 8 9 10 
Iris 7.23 2.00 0.00 0.00 1.00 0.59 0.07 2.23 0.00 0.00 
Car Eval. 10.75 2.58 0.00 1.00 0.00 0.00 0.00 0.00 0.00 5.38 
Ecoli 8.39 2.81 0.00 0.00 1.00 0.18 3.59 54.19 0.00 0.00 
Yeast 10.54 3.00 0.00 0.00 1.00 0.09 2.91 31.56 0.00 0.00 
Wine 7.48 3.70 0.00 0.00 1.00 0.30 0.35 2.97 0.00 0.00 
Tic-Tac-Toe 9.90 3.17 0.00 1.00 0.00 0.00 0.00 0.00 0.01 3.91 

3.3 Clustering Algorithms 

This work evaluates the following clustering algorithms [1]: K-Means (KM); Single 
Linkage (SL); Complete Linkage (CL); Medium Linkage (ML); and the Self-
Organizing Feature Map (SOM). For the K-means algorithm the value of k was 
chosen as the number of groups in the dataset and the centroids were initialized using 
randomly chosen samples. In the hierarchical algorithms (SL, CL and ML) the 
dendrogram was cut in the point where the number of clusters is the same as the 
number of groups in the dataset. The SOM used here is bi-dimensional with  
the number of neurons equals to the number of groups in the data set. All algorithms 
used the Euclidean distance as the dissimilarity metric. 

The clustering solution will be evaluated using the metric FBCubed (FBC) [13], 
that can be calculated as follows: 

= 0,5 ∑ ( )( ) 0,5 ∑ ( )( )   (1) 

where n is the number of objects in the dataset; CL(i) is the number of objects in the 
same group as object i that have the same label as object i; Cluster(i) is the number of 
objects in the same group as object i; Label(i) is the number of objects that have the 
same label as object i. 

The algorithms were executed 30 times for each dataset and the performance was 
obtained by the FBC resulting value. The ranking was set up based on the best 
performance of each algorithm for each dataset, and used as predictive table values. 

Table 2 shows the best FBC result value for all clustering algorithms for some 
datasets, and Table 3 shows the predictive table for the same datasets. It can be seen 
that the clustering algorithm with the highest FBC value occupies the first position  
in the ranking for a dataset, and the second highest occupies the second position, and 
so on. 
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Table 2.  Best FBC resulting values for the clustering solution 

Dataset KM SL CL ML SOM 
Iris 0.75109 0.79579 0.75899 0.79484 0.75075 
Car Eval. 0.42647 0.59709 0.36724 0.41249 0.38790 
Haberman 0,70548 0,75917 0,72637 0,75512 0,55101 
Ecoli 0.66051 0.46530 0.78537 0.68680 0.58789 
Yeast 0.37361 0.38382 0.35382 0.38464 0.37607 
Wine 0.93653 0.51704 0.74443 0.50954 0.94668 
Tic-Tac-Toe 0.53386 0.70747 0.55915 0.61800 0.53404 

Table 3.  Predictive table built with ranking values 

Dataset KM SL CL ML SOM 
Iris 5 1 3 2 4 
Car Eval. 3 1 4 2 5 
Haberman 4 1 3 2 5 
Ecoli 3 5 1 2 4 
Yeast 4 2 5 1 3 
Wine 2 4 3 5 1 
Tic-Tac-Toe 5 1 3 2 4 

3.4 Meta-algorithms 

The meta-algorithm is responsible for learning the relationship between the meta-
attributes (Table 1) and the ranking (Table 3). In this work it will be used four 
machine learning algorithms with distinct learning mechanisms to play the role of 
meta-algorithm: the K-Nearest Neighbors (KNN); the Multi-Layer Perceptron (MLP) 
neural network; the Decision Tree (CART); and the Naïve Bayes (NB). 

To evaluate the prediction quality it will be used the Spearman Rank Correlation 
(SRC) [14], which measures the correlation between paired and ordered values. The 
SRC gives results in the interval [–1, +1], where +1 means that both rankings are 
equal, and –1 means that they are inverted. = 1 ∑

    (2) 

where n is the rank size; and  is the difference between the real and predicted 
ranking value on the i-th position. 

To compare the results between the meta-algorithms, for the KNN and MLP 
algorithms a parametric evaluation was performed to choose the best parameter value. 

In the KNN algorithm the initial parameter k determines the numbers of neighbors 
that will be considered to calculate the output. An experiment was performed varying 
k in the range [1,...,6], and it was chosen k=2 to be compared with the other meta-
algorithms. 

In the MLP algorithm the variation was made in the number of neurons in the 
hidden layer. An experiment was performed varying he number of neurons in the 
range [1,…,10], and it was chosen 6 as the number of hidden neurons. 



148 D.G. Ferrari and L.N

3.5 Results 

It was used a 10-fold cro
between the predicted and 
the mean and standard 
recommendation for all me
values for all meta-algorithm

Table 4.  Spearm

Met

 
A Lilliefors Test [15] 

determine the normality of 
the sample comes from a 
expected value and variance
results considered that they 

To verify the differenc
performed. The t-test verif
normal distributions with 
algorithm was considered 
obtained the higher mean, i
learning system. 

The SRC has its signific
is no correlation between 
correlation is equal to zero
there is a positive correlati
tailed test). Analyzing th
recommended rankings; th
0.327), and there is a 0.25 o

Fig. 2. S

N. de Castro 

oss-validation with 30 executions to get the SRC va
the real ranking for each meta-algorithm. Table 4 sho
deviation for the SRC values for the final rank

eta-algorithms. Fig. 2 illustrates the variation of the S
ms. 

man Rank Correlation for Ranking Recommendation 

ta-Algorithm SRC 
NB 0.116 ± 0.075 

CART 0.017 ± 0.095 
KNN 0.212 ± 0.061 
MLP 0.033 ± 0.098 

was made with the results of the meta-algorithms
f the data. The Lilliefors tests the null hypothesis (H0) t

normally distributed population, without specifying 
e of the distribution. With 0.01 of significance level, all 
came from a normal distribution.  
e between the mean values of the results, a t-test w
fies the null hypothesis (H0) that the samples come fr

equal means. The result obtained by the KNN me
different with 0.01 of significance level. As the K

it can be considered the best meta-algorithm for the me

ance test tabulated with the null hypothesis (H0) that th
the ranks ( = 0), i.e., the hypothesis verifies if 

o, statistically. The alternative hypothesis (H1) will be t
ion ( 0), or agreement, between the rankings (o
he KNN meta-algorithm SRC between the real 
here is 0.05 significance level for the best SRC (SR
of significance level for the mean SRC (SRC= 0.212). 

 

SRC values boxplot for the meta-algorithms 

alue 
ows 
king 
SRC 

s to 
that 
the 
the 

was 
rom 
eta-

KNN 
eta-

here 
the 

that 
one-
and 

RC= 



 Clustering Algorithm Recommendation: A Meta-learning Approach 149 

3.6 Running the Meta-learning System for a New Dataset 

After designing the whole meta-learning system, it is possible to use it to recommend 
an algorithm for a new, unseen dataset. To illustrate this, it was used the Haberman’s 
Survival dataset. Table 5 shows the meta-attributes extracted from the problem data. 
The system uses these meta-attributes to recommend a ranking for each clustering 
algorithm (Table 6). So, the system provides information about the algorithms 
performance without the need to run all algorithms on the new problem. 

Table 5.  Meta-attributes extracted from the new problem 

1 2 3 4 5 6 7 8 9 10 
8.26 1.58 0.00 0.00 1.00 0.05 1.06 6.27 0.00 0.00 

Table 6.  Ranking recommendation for the new problem 

KM SL CL ML SOM 
4 1 2 5 3 

4 Conclusions 

The aim of this work was to analyze the feasibility of applying meta-learning 
techniques in clustering problems. For this purpose, it was developed a system 
responsible for extracting the meta-attributes from the problems, obtaining the 
ranking of the selected clustering algorithms (build the meta-knowledge), and creating 
a prediction model with the meta-algorithms. Finally, the meta-learning system can 
make a clustering algorithm recommendation for a new problem just extracting the 
meta-attributes from it. 

As in real-world clustering problems the data labels are not known a priori, and the 
possibility of recommending clustering algorithms in advance becomes of great 
importance. The use of meta-learning for clustering can, thus, provide a guide for 
designing experiments and choosing suitable algorithms for each type of problem 
based on its features. 

The results obtained by the meta-learning system showed that the set of meta-
attributes allowed the mapping between the problem features (meta-attributes) and the 
ranking of the clustering algorithms. The main property of the meta-attributes used in 
this work is the independence of the objects in relation to their labels, which allows 
the application of the meta-learning system to any clustering problem. The expansion 
of this set, keeping this property, may provide better predictions by extracting new 
dataset intrinsic features. 
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Abstract. Modern day real world applications present us challenging instances 
where the system needs to adapt to a changing environment without any 
sacrifice in its optimality. This led researchers to lay the foundations of 
dynamic problems in the field of optimization. Literature shows different 
approaches undertaken to tackle the problem of dynamic environment including 
techniques like diversity scheme, memory, multi-population scheme etc. In this 
paper we have proposed a hybrid scheme by combining k-means clustering 
technique with modified Artificial Bee Colony (ABC) algorithm as the base 
optimizer and it is expected that the clusters locate the optima in the problem. 
Experimental benchmark set that appeared in IEEE CEC 2009 has been used as 
test-bed and our ClPABC (Clustering Particle ABC) algorithm is compared 
against 4 state-of-the-art algorithms. The results show the superiority of our 
ClPABC approach on dynamic environment. 

1 Introduction 

Nature-inspired metaheuristics [1] have gained prominence in the recent years for real 
parameter optimization. Swarm Intelligence has its roots in the behaviour of living 
community and maps their functionality with intelligent adaptation to find solution to 
problems. Research involving the application of swarm behaviour mostly indulges in 
using Particle Swarm Optimization (PSO) [2-5] in dynamic environments. Many 
intelligent modifications were introduced in PSO in the form of learning strategy, 
multi-swarms and more recently via clustering technique to adapt it to dynamic 
environment. 

ABC devised by Karaboga [6-7], is a new entry into the field of swarm-based 
metaheuristics and initially dealt with global optimization problems in static 
environment. It lacked the peak detection ability when an environmental change has 
occurred. The authors have used a modified form of ABC and synergized the 
optimizer with k-means clustering algorithm [8] to track optima in the new functional 
landscape.  

The adaptation scheme is used by hard-partitioning the swarm agents into 
predetermined number of cluster and individually optimizes the clusters till they 
actually converge. On converging they are reinitialized and scattered in the solution 
space to maintain diversity. It is expected that in an ideal case one of these clusters 



152 S. Biswas, D. Bose, and S. Kundu 

that converges to the local optima succeeds in tracking the global optima.  
An additional memory scheme is used in the form of an archive that keeps a track of 
the locally found optima in each cluster and acts as a reference when a change of 
environment has occurred. Memory schemes are based on the possibility that local 
optima in the current environment may be the global optima or the near optimal 
points in the changed space..The rest of the paper has been grouped into four 
individual sections each concerning a different aspect of our findings. Section 2 
provides a brief review of ABC algorithm while Section 3 discusses the proposed 
ClP-ABC algorithm highlighting the changes made to the ABC algorithm and how it 
was incorporated in our approach. Experiment and numerical tabulation is provided in 
Section 4. Numerical analysis of the algorithm along with a brief discussion is given 
in Section 5. Lastly, Section 6 concludes our research and deals with further 
improvements that can be undertaken. 

2 Artificial Bee Colony Algorithm: Classical Framework 

ABC algorithm is based on the minimal foraging model of honey bees for nectar 
collection. The basis of ABC lies in dividing the foraging task force into specialized 
members namely- onlooker bees, forager bees and scouts. The main steps are detailed 
as below:- 

• Unemployed foragers roam about search space in search of food source. 
When found it is promoted to an Employer Bee and  local exploitation of the source 
is carried out, by analyzing food sites based on their nectar content 

• A fit food source is chosen , memorizes its position and returns to hive 
where, the nectar is unloaded and in the process the presence of a fit source is 
communicated to waiting onlookers via waggle dance. 

• Onlooker probabilistically selects one of the sources advertized to it 
which is exploited by onlooker and again the steps performed by Employer bees are 
repeated. 

• A food source is abandoned by a forager when it has exhausted its nectar content 
and it becomes a scout bee performing random walks in search space. 

This high exploitation tendency is one of the reasons for high tendency of premature 
convergence in ABC ,which makes it  near impossible to navigate in a dynamic 
environment to find the global optima, which is tackled by making use of the 
population topology along with clustering technique to induce a k-best motion in our 
ClP-ABC. 

3 ClP-ABC Algorithm 

The ClP-ABC algorithm tries to harmonize two individual ideas- tradeoff between 
exploration and exploitation, and a hard partitioning of forager population to promote 
diversity. The steps involved are discussed vividly outlying the modifications made to 
original ABC followed a brief review of the k-means clustering technique used and its 
implementation. 
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(a) Initialize Food Source: The algorithm begins with generating trial points, in 
the search space, from where the honey bees begin the task of foraging. Following the 
formula elucidated initial food sources are set up  

              X ji
 = X jmin + r. (X jmax – X jmin)                                      (1) 

where X j
max and X j

min are the limits of the parameter space for the jth parameter; jЄ 
[1,D] for a D-dimensional problem, i Є [1, FN] for FN food sources and r is a random 
number uniformly generated in the range [0, 1] and later used as rand. 
 
(b) Employer Phase: Foragers employed at a particular site carry out exploitation 
of the food source and are on a constant lookout for fitter food sources. To control and 
obtain a trade-off between exploration and exploitation ( T: ER & EI ) a less greedy 
scheme of positional perturbation has been implemented as follows 

                                

(2)

 

where Xk 
N and Xk 

F refer to the one of the k-nearest or k-farthest members based on 
Euclidean distance from food source Xk that is selected based on the value of the 
neighbourhood probability prnbd that is varied according to the equation  

                                   

(3)

  

This modification permits initial exploration followed by exploitation, thus the 
necessary T: ER & EI is obtained. Another important aspect is the frequency of 
parameter change which was initially fixed for ABC. Slow convergence is the result 
of single perturbation for every food source, but due to fixed Fitness Evaluations it is 
desired that the convergence rate is increased. So introduce a selection factor S kept 
constant at 0.6. Now we change a parameter based on the given condition 

                                                         
(4)

 

This is followed by greedy selection between the initial source and new ones found by 
the foragers based on the fitness value of the food sources. The better one survives the 
process while the other is rejected obeying laws of evolution. Fitness for the ith food 
source fiti is calculated using the given formula (for minimization problem), where 
f(x) is the associated objective function value. 

                                                 

(5)
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(c)  Onlooker Phase 
The onlookers select one among the several food sources advertised before them by a 
Fitness-proportionate selection method. The probability of selecting a fitter source is 
more than less fit ones. To map this process in real-world we use the technique of 
Roulette-Wheel selection. The probability of a source, having fitness value fit i, being 
selected is computed as given below 

                                     (6) 

A given food source is calculated if the value of randomly generated number rand is 
less than the value of probi. Similar processes of perturbation and greedy selection as 
described in employer phase is carried out again. 

(d) Scout Phase: Scout phase deals with the rejection of redundant solutions. A 
parameter called limit is defined and a trial counter is maintained for each solution 
and is incremented whenever the solution can’t be improved. The particular solution 
whose trial counter exceeds limit is reinitialized randomly. 

3.1 Clustering and Member Initialization 

The k-means clustering algorithm is used to partition the entire population into four 
clusters on which the ABC algorithm coupled with the modifications discussed above 
is made to run separately to explore the regions covered by each cluster. In order that 
ClP-ABC performs satisfactorily in case of each cluster a minimum number of 
population is maintained in each cluster which is denoted as min_mem. A measure of 
convergence of each cluster is estimated by calculating the radius of each cluster.. The 
cluster centroid and cluster radius are calculated as:-         

                                                  (7) 

                                      
(8)

 

i=1,2,3..clust_num; j=1,2,3,….D and Nc=number of members in the ith cluster. 
A cluster is considered to be converged if the radius of the cluster becomes less 

than a predetermined value called Rconv. In order that suitable diversity is maintained 
to track the moving optima, the converged solutions are stored in a memory archive 
and the corresponding cluster members are reinitialized, since any search process 
within the converged cluster results in wastage of function evaluations (FEs). 

3.2 Archive Operation and Environment Change Detection 

The memory archive mem_Archive holds the converged solutions of the previous 
environment which provides a good starting point for the optimization process in a 
new environment, if the change is not severe. In case a dimensional change occurs the 
usage of mem_Archive becomes redundant and the optimization procedure is started 
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afresh. The contents of the memory archive mem_Archive are emptied after each 
change in the environment. 

For detecting the change in the dynamic environment, a randomly generated 
particle called change_detector, which is initialized within the search space, is 
maintained and is not subjected to any optimization process and is evaluated 
continuously. Any mismatch in the objective functional values of the change_detector 
in the current generation when pitted against the previous generation is considered as 
a change in functional environment. Whenever an environment change occurs, the 
algorithm reverts back to the initialization phase where a random number from a 
normal distribution having mean 0 and variance 1 is added to each dimension of 
population and the worse solutions are replaced by the members of the memory 
archive mem_Archive. After the memory archive has been utilized, the contents of the 
memory archive are emptied so that it is filled by the converged solutions of the new 
environment. The k means clustering algorithm is called again to redistribute the 
population amongst various clusters. 

4 Numerical Benchmarks and Evaluation Criteria 

4.1 Numerical Benchmark 

Literature presents instances of Dynamic Optimization Problems (DOPs) but there is 
no DOP that initiates dynamic problems across three solution space. For more details 
on GDBG, the technical report [11] can be referred. There are six test functions 
overall each with its own instances each involving the change of solution space. 

4.2 Parameter Settings 

The parametric setting for the proposed ClP-ABC framework is given below. The 
control parameters are based on the performance evaluation of ABC suggested by 
Karaboga [6]. Test runs have been computed keeping this setting:- 

a) Colony Size: - CS=60 
b) Cluster number: - clust_num=4 
c) Minimum number of cluster members: - min_mem=5 
d) Convergence Radius: - Rconv=0.01 

4.3 Algorithms Compared and Evaluation Criteria 

ClP-ABC is compared against a set of 4 standard state-of-the-art algorithms, that have 
exhibited significant performances on GDBG namely-DASA [12], dopt-aiNET [13], 
CPSO [14] and DynDE [15]. The algorithms have been simulated using their standard 
parametric set-up on Intel dual-core machine with 2 GB RAM 2.36 GHz speed using 
MATLAB 7.14.Maximum limit for Function Evaluations have been fixed at 
(10000*n), where n is fixed at 10. 
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4.4 Numerical Results on Benchmarks 

The data tabulated in Table 1, shows the offline error and standard deviation values 
achieved by the ClP-ABC algorithm along with 4 other algorithms on GBDG system. 
The participating algorithms are namely DynDE, CPSO, dopt-aiNET and DASA.  
 

Table 1. Offline error and standard deviation values achieved by the ClP-ABC and other 
algorithms tested for benchmark functions over 20 trial runs 
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CONVERGENCE RATE PLOT OF ClP-ABC ALGORITHM FOR SOME OF THE TEST INSTANCES 
PLOTTED AGAINST FITNESS EVALUATIONS 
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Absolute function error value denote the difference between the actual optima of a 
function (f *) and the best value reached by the algorithm (fbest) and is calculated by 
the formula | f *- fbest|. Offline error  calculated as follows 

             

(9)

 

where Ei,j
last = | f *- fbest| is the absolute function error value for each environment.The 

mean gives a measure of the uniformity in the perofrmance of the optimizer for a 
varied set of environents. The tabulated data in Table 1 and 2 is the arithmetic mean 
taken over 20 test runs for  each of the competing optimizers. 

5 Evaluation of ClP-ABC on GDBG Benchmark 

The enhanced version of ClP-ABC proposed here overcomes the problem of local 
trap by the intelligent use of the neighbourhood probability operator, which obtains a 
perfect synergy between the exploration and exploitation phases. Another significant 
problem of slow convergence in ABC is solved by the usage of the Selection Factor 
parameter allowing more than one parameter perturbation to take place 
simultaneously. 

Discussion. The k-means clustering technique enable a similarity based grouping 
guiding towards better local search by the bees in a locality than the participating 
optimizers. External archiving can be incorporated into any optimizer that may store a 
fit location and helps to reach the optima in lesser time than otherwise needed.  In fact 
use of the archive improves the performance of ClP-ABC significantly. Among the 
competing algorithms ClP-ABC succeeded in obtaining the best results in 30 out of 
49 possible cases which accounts for 61.22%. DynDE comes second with 8 best 
cases, followed by CPSO and DASA with 5 and 3 best cases respectively. Hence ClP-
ABC is more efficient in dynamic environment than the four competing algorithms. 

6 Conclusion and Future Work 

Neighbourhood information relies on population topology and the tendency of 
optimizers to cluster swarm agents towards the basins of attrcation is used here. To 
prevent overlapping and ensure distinct sub-population formation we make use  
of the k-means clustering. Invoking dissimilarity by hard partitioning helps in 
improving the peak detection ability of the optimizer, guiding it towards the global 
optima. To the best of the authors’ knowledge, the proposed ClP-ABC framework is 
the first attempt made to solve dynamc benchmark problems (GDBG) by 
incorporating clustering into basic ABC framework. Future work would stress on 
application of self-adaptive scheme to parameters like Selection Factor, Food Number 
and the magnitude of perturbation. Along with replacing the clustering scheme by the 
use of sub-population capable of maintaining local diversity. Improving the clustering 
techniques or use of different clustering methods like k-medioid, hierarchical or fuzzy 
c-means methods can also be analyzed on the proposed optimizer.  
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Abstract. Real world problems present instances where more than one optimal 
solution can be obtained for a system under consideration so as to switch be-
tween them without considerably affecting efficiency. In such instances the idea 
of niching provides a solution. In this paper we propose a swarm-based niching 
technique that enhances diversity by Teaching and Learning strategy that adapts 
to the local neighbourhood by controlled exploitation and the knowledge 
learned helps to preserve population diversity. Our algorithm, imitates the local-
explorative swarm behaviour to hover around local sites in groups, exploiting 
the peaks with high degree of accuracy, is called TLB-lDS (Teaching-Learning 
Based Optimization with Local Diversification Strategy), without using any 
niching parameter. TLB-lDS algorithm is compared against sophisticated nich-
ing algorithms tested on a set of standard numerical benchmarks. 

1 Introduction 

The complete definition of niching, was first given by Preus [1], as “a two-step  
procedure that (a) concurrently or subsequently distributes individuals onto distinct 
basins of attraction and (b) facilitates approximation of the corresponding local opti-
mizers”. Researchers have studied ecological niche for deciphering the inherent dy-
namics of Evolutionary processes. It was found that Evolutionary Algorithms suffers 
from the loss of diversity converging to single solution [2, 3]. Shir pointed out that the 
main focus of niching is “attaining the optimal interplay between partitioning the 
search-space into niches occupied by stable sub-populations, by means of population 
diversity preservation, and exploiting the search space in each niche by means of a 
highly efficient optimizer with local-search capabilities” [4, 6]. Sewall Wright [7] was 
the first to think of distribution of fitness values as a kind of landscape, fitness land-
scape, which was later mapped onto Evolutionary Optimization [8] techniques.  

Following the laws of exclusion principle [9], which states that no two species can 
remain within a common niche above a predetermined duration of time and must be 
separated by a realized niché width, many niching algorithms have been devised with 
niche radius as a parameter for maintaining diversity and locating local peaks.  
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2 Revisiting Classical Niching Techniques  

Niching techniques have been studied over the past years and attempts have been 
made to categorize them based on their philosophy of functionality. Broadly speaking 
sequential niching and parallel niching are two categories of niching techniques, the 
former needing more computational effort. Crowding niching technique was pio-
neered by De Jong [10] in 1975, focuses on limiting alterations in the population in 
subsequent generations by instantiating competition among similar individuals fol-
lowed by a restricted replacement of randomly sampled members by the superior 
offspring. Similarity is Euclidean distance-based. Fitness sharing was initially intro-
duced by Holland [11] and later improved by Goldberg and Richardson [12], focuses 
on splitting the population into a number of species. The members of a niche must 
share information, via sharing function. Petrowski [13] introduced a greedy version of 
fitness sharing technique, called clearing based on the winner takes it all philosophy. 
The members are sorted in descending order of fitness value and those falling within a 
threshold clearing radius Rclear are cleared. Speciation [14] segregates the population 
into a species based on Euclidean distance with the centre of the species as the species 
seed and individuals falling within a certain species radius Rs are treated as members 
of that species.  

Other niching techniques, like clustering, restricted tournament selection and derat-
ing, are still in play when it comes to multimodal optimization. Das et. al [15] made a 
comprehensive survey of the niching techniques for multimodal landscapes. 

3 TLB-lDS Algorithm 

Our proposed TLB-lDS algorithm is based on Teaching-learning-based optimization 
recently proposed by Rao et al. [5] inspired from the teaching-learning ability of 
teacher and learners in an institution. It is a population based method technique where 
the parameters are treated as subjects offered to learners and the fitness value is the 
result of learner. It is divided into two parts-Teacher phase and Learner phase. 
     

(a) Teacher Phase: The teacher motivates the learner to increase the mean of the 
learners from its existing value ML to his or her level MT. Difference mean is  

              Mean DIF 
i
 = rndi . ( MT – TF . ML )               (1) 

where TF is the Teaching Factor set to 1 or 2 with equal probability and rndi is 
the random number in the range [0,1]. Solutions are updated at C+1th iteration as- 

                ßi 
C+1  = ßi 

C  + Mean DIF 
i                                               (2) 

(b) Learner Phase: A learner can interact with a more knowledgeable and learn new 
ideas from him that will enhance his or her knowledge. At Cth iteration, if ßi and ßj 
are two different learners, then the learning phenomenon is expressed as- 

                                      ßi 
C+1  = ßi 

C + rndi . (ßi 
C – ßj 

C)   if f(ßi) < f(ßj)                  (3)          

                                      ßi 
C+1  = ßi 

C + rndi . (ßj 
C – ßi 

C)   if f(ßj) < f(ßi)                   (4)   

ßi 
C+1  is accepted if it provides better functional value.   
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TLB-lDS: Diversifying TLBO Algorithm for Niching. In original TLBO proposed, 
the Teacher Phase exerts an attractive pull on the Learners assimilating them to best-fit 
solution. Although Learner phase compensates for this pull by randomizing interaction 
between the learners, but instances of missing peaks suggests that the compensation is 
not adequate for making TLBO a strong niching algorithm by its own.  

In local Diversification Strategy (lDS) proposed here, a distance based matrix Dist 
holding the members θj sorted in ascending order with respect to member θi, (i≠j), is 
created. A local colony, comprising of member θi and its nearest k-best neighbours, is 
generated and the TLBO optimizer is applied on this colony and it returns the fittest 
member Xbest in the colony along with the updated k-best colony X. Trade-off: explo-
ration and exploitation (T:ER&EI) is obtained by varying the value of k as- 

 

from 35 percent to 10 percent of total population NP. The updated colony and it’s best 
fit member is utilized in perturbing the position of the concerned member as- 

                            

Xr1 and Xr2 are two randomly chosen individuals from the updated k-best colony. The 
value of C1 is 0.005 and C2 is 0.08 based on experimental observations. A greedy 
selection between member θi and V occurs to choose the fitter one between them.  

The advantage of TLB-lDS algorithm is that it does away with the use of any nich-
ing parameters that require before-hand knowledge of fitness landscapes.  

3.1 Pseudo-code of TLB-lDS Algorithm  

  const  c1,c2: Real;  NP, it_max: Integer; 
  var    k:= 0.35*NP;   
  begin 
    iter := 1; 
    Initialize Population pop; 
    Evaluate Fitness Matrix; WriteLn; 
    repeat 
         member=pop(i);  
         repeat 
            colony := GenColony(member, pop, k); 
            X := TLBO(member, colony, fitness); 
           [r1, r2]:= ceil(k*rand(1,2)); 
     v:= member+ c1*(Xbest-member)+ c2*(X(r1)-X(r2)); 
           v := checkBound(v, UBnd, LBnd); 
              if fitness(v)>fitness(member) 
                 pop(i):=v,     fitness(i):=fitness(v); 
              end if          
         i:=i+1;    
         until i=NP             
    until iter=it_max 
  end. 
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4 Numerical Benchmarks and Comparative Study 

4.1 Numerical Benchmark Set 

The test functions used in this paper for the comparison of TLB-lDS algorithm con-
sists of 18 multimodal functions and 7 composite functions, encompassing rugged-
ness, sink basin, local trapping, irregularity, unequal optima etc. Since number of 
local peaks varies greatly with the dimension of problem, we deal with global peaks 
only. 

4.2 Algorithms Compared 

TLB-lDS is made to compete against a standard set of niching algorithms, followed 
by a comparative study of its performance from Tables 4 and 5. Algorithms taken into 
consideration are CMA-ES with Self Adaptive Niche Radius (SCMA-ES) [16], Shar-
ing DE (ShDE) [17], Crowding DE (CDE) [18], Speciation-based DE (SDE) [19], 
Speciation-based PSO (SPSO) [20],  Fitness-Euclidean distance Ratio PSO (FER-
PSO) [20] and lbest-PSO variants with ring-topology [20] namely r2pso, r3pso, 
r2pso-lhc and r3pso-lhc (lhc versions do not have overlapping neighborhood). 

Table 1. Mathematical Description of Test Function Set 1  
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Table 2. List of Test Function Set 2 

 

4.3 Performance Criteria 

Niching algorithms are judged based on two criteria of performance as given below:-  

1) Success Rate: This is expressed in percentage of total runs in which all global 
optima were found successfully as tabulated in Table 4. 

2) Average Number of Optima Found: - This performance criterion attributes the 
robustness of niching algorithms. Table 5 presents this data. 

All algorithms are executed using MATLAB 7.5 on Intel i5-760 machine with 2 GB 
RAM and 2.76 GHz speed. The data assimilated based on 50 independent runs. 

4.4 Parametric Set Up 

To normalize performances of competing algorithms it is mandatory to initialize them 
using the same number of initial population and execute them till maximum number 
of Function Evaluations are met. Details corresponding to each function are specified 
in Table 3. The level of accuracy (ε) and niche radius (r for SPSO and SDE) are  
also specified. ε determines the accuracy of detection and is kept very small for  
precision. 

Table 3. Parametric Set-up for Benchmark Execution 

 
 
 
 



 A Selective Teaching-Learning Based Niching Technique 165 

Table 4. Success rate of the competing algorithms on Benchmark Set 

 

4.5 Numerical Results on Benchmarks and Comparative Study 

The data tabulated in Table 4, shows TLB-lDS to be efficient in maitaining 
population diversity with a high success rate on 17 out of 18 cases. The 
Diversification Strategy incorporated makes it robust to cope with the varied terrain 
maintaining balanced T(ER&EI), enabling it to locate peaks with sufficient accuracy. 
The average number of peaks found, as given in Table 5, is an indicator of the  
 

Table 5. Average Number of Peaks Detected 

 



166 S. Kundu et al. 

Distribution of Members with Function Evaluations for 1D functions 

  

    Fig. 1a. 1D Inverted Vincent function (f13)              Fig. 1b. Decreasing Maxima (f5) 

 

            Fig 1c. Unequal Maxima (f6)                    Fig. 1d. Five Un-even-Peak-Traps (f3) 

Distribution of members (2D) plotted with Increasing Function Evaluations 

 

Fig. 2a. After 500 Function Evaluations           Fig. 3a. After 500 Function Evaluations 
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     Fig. 2b. After 1500 Function Evaluations     Fig. 3b. After 1500 Function Evaluations 

 

Fig 2c. After 1500 Function Evaluations         Fig. 3c. After 1500 Function Evaluations 
 
              Fig. 2. Himmelblau’s Function (f8) and Fig. 3. Six-hump- Camel Back (f9) 
 
uniformity in the performance of niching methods.Nearer is it’s value to the no. of 
global peaks, better is it’s peak detectability. TLB-lDS obtains a majority of best 
cases, 21 out of 25 cases. 

5 Conclusion 

The TLB-lDS algorithm proposed in this paper, presents a niching algorithm that is 
free from the usage of any niching parameters (like radius) and yet provides a 
superior functionality on a wide variety of fitness landscapes pitted against standard 
niching algorithm. The teaching-learning strategy coupled with the lDS-scheme 
enables it to use no parameter, yet adapt to the multimodal landscape adeptly. It can 
be inferred that TLB-lDS opens a domain for transforming ordinary optimizers for 
niching through learning and stochastically improving its performance.  
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Abstract. Route selection plays a very important role in road networks. It is a 
major problem for city travelers. This paper proposes a hierarchical community 
mining system which helps to model the road network in static and introduce a 
dynamic technique for fast route planning in large road networks. The 
foundation of our dynamic method is new approach that generalizes and 
combines fuzzy logic for local pheromone updating of an ant colony system in 
detection of optimum multi parameter direction between two desired points, 
origin to destination. The hierarchical community based routing algorithm 
significantly reduces the search space. We then propose a new Hierarchical 
community -Fuzzy Ant colony system supports dynamic efficient route 
computation on large road networks. 

Keywords: hierarchical community structure, dynamic parameters, fuzzy logic, 
ant colony system. 

1 Introduction 

Computing fastest routes in road networks is one of the showpieces of real-world 
applications of algorithmic. The most classical shortest path algorithm Dijikstra’s [1] 
.But for large road networks this would be far too slow. There have been many speed-
up techniques for route planning [2] The most successful methods are static i.e., they 
assume that the network –including its edge weights-does not change. However, the 
computational effort is still quite high as the network size becomes large and real 
world network routing plan change all the time.  

In this paper, we address two such methods: hierarchical approach and dynamic 
scenarios. 

Hierarchical Approach. The computational effort is complex as the network size 
becomes large, making it unsuitable for real time routing[3]. At one extreme, we 
could precompute and store all pairs of shortest paths in a distance table. However, 
this would require a huge amount of storage space, which would exceed memory limit 
when large road maps are considered. A better approach would be to precompute and 
store some helpful hints [4] , Hierarchical approach have been proposed to seize some 
important vertices and arcs in road networks by using the community mining 
algorithm. 
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understandings of basic principles underlying the operation of biological swarms, 
often containing thousands of elements, routinely perform extraordinarily complex 
tasks of global optimization and resource allocation using only local information. 
These properties make ant colony very attractive for network routing [10] ,routing in 
telecommunication network [11]. 

2.2.2   Fuzzy Logic for Fuzzy Ant Based Algorithm 
In this paper, fuzzy ant based algorithm is constructed with the inspiration of a large 
road network observed in ant colonies combined with the capabilities of the fuzzy 
logic technique. This algorithm first determines the crisp path ratings for all eligible 
paths between the source and destination nodes from the viewpoint of fuzzy 
inference. The path with the highest rating is then chosen to route the shortest path. 
The fuzzy inputs are chosen as the ‘Traffic ‘,’road condition’, ’quality’, and 
‘tollgates’ of the direction which ant k has selected. By considering computing 
complexities, only two input fuzzy sets, “low” , ”high” are defined for each input. The 
fuzzy rule base is shown in Table 1. 

There are 16 rules defined for this fuzzy system. The membership functions for the 
fuzzy input are shown in Fig.3. The universes of discourse for the fuzzy variables are 
all normalized between (0,1). The membership function for the fuzzy sets of inputs 
are chosen to be trapezoidal-shaped because this type of membership function has 
good features such as easiness in computation. 

There is also a fuzzy set for output variable as shown in Fig.4. All of the 
membership functions for the fuzzy sets of output are chosen to be a triangular for its 
easiness in computation. 

Table 1. Fuzzy rule base for fuzzy ant base algorithm 
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Fig. 3. Membership function for Quality, Road condition, Traffic and Tollgate 

 

Fig. 4. Membership function for output(local pheromone updating) 

The output variable has four membership functions titled as “Very strong”, “Very 
weak” , “Strong”, “Weak”. The fuzzy operator used for the AND method in “if-then 
rules” such a s “IF a is a1 and b is b1 then c is c1”. The defuzzification is the process 
of conversion of fuzzy output set into a single number. 

2.2.3   Fuzzy Ant Based Algorithm  
The fuzzy ant based routing algorithm shown in Fig.5. It as follows. 

Initialize. It is consisted of initial of the algorithm parameters such as number of ants, 
evaporation coefficient,  

Locate ants. Ants are located on the start point in this stage. Here we check the ant is 
blocked or not. Since each ant can traverse each junction once in each iteration. 
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Fig. 5. Fuzzy ant based algorithm 

3.1 Preprocessing  

The community detection algorithm used with a variation of edge weight in the 
number of vertices divided by the distance of the road such close intersections are 
more likely to form the same community. The proposed system is applied on road 
network. The network consisted of 25 vertices and 34 edges. The Fig.6. Shows the 
primary input of creating the graph and exporting the excel file with existing source , 
target and weight. It shows the secondary input from importing the excel file using 
exported file to avoid recreation of the graph. In Fig.7. Shows the community graph 
with various colors vertices. Fig.8. shows the high-level community graph with 6 
communities and 15 border nodes. The hierarchical approach used to limit the storage 
space and computationalcost. Get the additional values about the edges from user for 
all selected border nodes. The input like low or high for the user’s parameter Traffic, 
Tollgate, Quality and Road condition. For example shown in the Table 2. Based on 
this table, the ants select very strong.  

Table 2. Local pheromone updating 

No of 
border 
node 
edges 

Border 
edge  

User preference dynamic 
result 

Qua
lity 

Road
cond 

Traffic Toll
gate 

1.
 
2. 

7-14 
 
7-13 

High
 
Low 

High
 
High 

Low
 
Low 

Low
 
Low

Very 
strong 
Strong 

3.2 Dynamic Shortest Path  

Select the source and destination pair randomly and select the user’s parameter. Here 
we select source is one community and destination is in other community. Get 
“Traffic=low”, “Tollgate=low”, “Quality=high”, “Road condition=high” and the 
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result is “very strong”. The fuzzy ant algorithm updates the local pheromone with the 
result of “very strong”. Here we select 7/24 vertices are source and destination using 
the Fuzzy-Ant based algorithm. The Table 2 shows the possible way of routing. Here 
we have the number of edges six and five , the user parameter output is “very strong” 
and “strong”. Based on it efficient routing highlighted in this graph. It shows in the 
Fig.9. 

Table 3. Efficient Dynamic shortest path routing 

Route 
selection 
system 

s/t 
pair 

Possible Routing Number of 
edges with 
dynamic 
result 

Fuzzy-Ant  7/24 7-14-16-23-22-24
 
7-13-21-19-24 

6 with Very 
strong 
5 with 
Strong 

 

 

Fig. 6. Originalgraph 

 

Fig. 7. Communityformation 
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Fig. 8. High level community 

 

Fig. 9. Dynamic shortest path routing 

4 Conclusion 

The problem of route selection in large road networks has been widely investigated. 
Several efficient algorithms have been proposed. The main drawback of existing 
system introduced static scenarios and dynamic scenarios with high storage, 
computational cost. The proposed system in this paper developed a hierarchical 
approach that supports efficient route computation on large road networks. Instead of 
using hierarchical community mining algorithm to retrieve a hierarchical graph 
model, which could compute optimal dynamic routes for same community nodes pair 
and different community nodes pair on large road networks, based on user parameters 
of Traffic, Tollgate, Quality, Road condition by using fuzzy logic and ant colony 
system. Fuzzy logic is considered as a management mechanism for the proposed ant 
colony system local pheromone updating. The experimental results demonstrate that 
our algorithm used lots of real–time applications for emergency services, tourist 
guides, and generally for anyone who wants to have a low-cost, safe and comfortable 
journey in large road networks. 
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Abstract. In this paper we are going to investigate the properties of Informative 
Differential Evolution with Self Adaptive Re-clustering technique (IDE_SR) 
algorithm on the problems of electromagnetic domain. Problems of 
electromagnetism domain generally exhibit multimodal characteristic as well as 
the high dimensionality and non-smooth attributes. IDE_SR is a modified 
Differential Evolution (DE) to overcome the problems of multimodality and 
complexity of the problem under consideration. In this paper we describe the 
salient features of IDE_SR and compare the result with other state-of-art 
algorithms. 

Keywords: self Adaptive, Re-clustering technique, multimodality. 

1 Introduction 

Function optimization by means of Evolutionary Algorithm (EA) has attracted a great 
deal of research in last few decades or so. Researchers have put considerable effort to 
develop efficient algorithms to optimize a function that cannot be done using classical 
techniques such as gradient decent, nonlinear programming methods. In the last few 
decades of twentieth century, researchers were keen to develop optimization 
techniques inspired by natural foraging strategies of ants, bees, schooling of fish, or 
even by the Darwinian principle. Particle Swarm Optimization (PSO) [1], Bacterial 
Foraging Optimization (BFO) [2], Ant Colony Optimization (ACO) [3], Artificial 
Bees Colony Optimization (ABC) [4], Artificial Immune Algorithm (AIA) [5] and 
Genetic Algorithm (GA) [6] are the examples of the above mentioned type bio-
inspired algorithm.  Research has been done to study the functionalities of neurons in 
brain, and consequently they developed Artificial Neural Network (ANN) [7] which 
was later used for function optimization. Now researchers have incorporated local 
search techniques with Genetic Algorithm and formed a new class of algorithms, 
known as Memetic Algorithm (MA) [8]. Apart from the development of all these bio-
inspired algorithms, Price and Storn proposed Differential Evolution [9] which was 
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not inspired by nature. Despite of the simplicity of Differential Evolution (DE), it is 
one of the most promising algorithms proposed in the last part of twentieth century. In 
many applications such as Pattern Recognition, Communication, Mechanical 
engineering, Real world optimization [10, 11] the effectiveness and efficiency of DE 
and other algorithms have been successfully demonstrated. Despite of being a good 
optimization technique, like other existing algorithms DE also suffers from some 
major problems e.g. premature convergence, trapping into local optimum etc. 
However, there exists a lot of research in literature which provides a means to 
alleviate these problems.  

Optimization problem in electromagnetic domains generally include large number 
of design parameters, and sometimes there may exist constrains among these 
parameters in the search range. These problems are generally very intricate in nature 
and thus call for a very sophisticated algorithm which can overcome the trapping into 
local optimum as well as must possess a satisfactory convergence power. Use of EAs 
to solve electromagnetic problems is not a new idea, many works can be found in 
literature that took the help of EAs. EAs such as Particle swarm Optimization [12, 
13], Invasive weed Optimization [14] and Genetic Algorithms [15] used extensively 
in last few decades or so.  

In this paper we consider the linear array antenna synthesis which is a standard 
benchmark problem in the domain of electromagnetic design. The main purpose of 
this paper is to highlights the attributes and new features of IDE_SR [16, 17] 
algorithm for electromagnetic problems. The performances of other state-of-art 
algorithms on the same problem have been studied and compared with IDE_SR. 

2 Informative Differential Evolution with Self Adaptive  
Re-clustering Technique (IDE_SR) 

IDE_SR [16, 17] is a modified version of DE developed to overcome the problems 
associated with DE. IDE_SR uses a multi-population based strategy along with a local 
search technique to find finer solutions. The algorithm starts with initializing the 
population in the search range as uniformly as possible. The total population is 
divided into several subpopulations using K-means clustering algorithm. Using the 
multi-population strategy alleviates the problem of trapping into local optimum. 
Though one may argue that these subpopulations may prematurely converge to any 
optimum but still the fact is they altogether will not converge to a single optimum 
rather different optima will be explored by these subpopulations. We apply DE/best/1 
strategy to each of these subpopulations separately. DE/best/1 has better convergence 
power than other schemes. During evaluations these subpopulation cannot 
communicate among them. After a certain number of iterations, we allow the 
subpopulations to exchange the information gained by them. Thus intermittently 
allowing them to rearrange and re-cluster accelerates the process of optimization 
while avoiding the local optima. The information exchange is achieved by re-
clustering the whole population again in a definite number of subpopulation. The 
number of subpopulation is not fixed throughout the optimization process rather it 
changes self adaptively as per the requirement. A fitness feedback scheme was used 
to change the subpopulation number, i.e. if the algorithm performs satisfactorily then 
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the cluster number was reduced and if the algorithm is performing not well then to 
increase the exploration power the subpopulation number is increased. The local 
search technique is invoked when the algorithm is suspected for trapping into a  
local optimum. The local search algorithm generates some new members in  
that subpopulation and if the generated members find a better solution, for that 
subpopulation the algorithm keeps the best solutions among the members of  
that subpopulation and the generated ones. Otherwise the subpopulation is deleted if it 
does not contain the global best solution. For a detailed description of IDE_SR 
algorithm, the readers are directed to see the references [16, 17]; here we provide 
some key features of it. 

2.1 Initialization 

The algorithm randomly initializes the members covering the whole search space as 
uniformly as possible. The population is divided using K-means algorithm into a 
number of subpopulations.  

2.2 Subpopulation Interaction 

The subpopulations are periodically merged into a single population and the re-
clustering process is done. After a certain number of iterations –known as refreshing 
gap g_r –the algorithm is re-clustered into a specific number of subpopulation. The 
number of subpopulation is determined self adaptively by the performance of  
the algorithm in its previous refreshing gap. If the performance is satisfactory then the 
subpopulation number is decreased otherwise it is increased up to a certain limit on 
both side; i.e. cluster number is varied between subpopulation_max (or cluster_max), 
to subpopulation_min (or subpopulation_min). The subpopulation number is changed 
as follows: 

_  min( _ max,  _ _ 1).Subpopulation no subpopulation prev subpopulation no= +    
_  max( _ min,  _ _ -1).Subpopulation no subpopulation prev subpopulation no=  

2.3 Local Search Technique 

If the radius of the subpopulation becomes smaller than a threshold value then the 
local search technique is applied to that subpopulation. In this phase, as stated above, 
some new particles are generated randomly in the vicinity of some of the members of 
the subpopulation. For the detailed description –how radius are calculated and how 
the particles are chose around which we generate new particles –the readers are 
directed to see the references of IDE_SR given above. The number of new members 
generated around a member of the subpopulation is determined by the fitness of the 
parent member. The radius, within which the new members are generated, is also 
dependant of the fitness of the parent member.  
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2.4 Pseudo Code of IDE_SR 

//Step 1: Initialization 
1. Initialize the parameters NP, F, Cr, subpopulation_max, subpopulation_min, 

exploiters_max, exploiters_min, r_ini, p_ref. 
2. _ maxk subpopulation←  

3. Initialize a population of NP in the search space randomly. 
4. Divide the population into k number of subpopulations. 
5. _Subpopulation no k← , 1t ← . 

//Step 2: Subpopulation interaction 
6. While stopping criterion is not satisfied do 
7. for i=1 to Subpopulation_no do 
8. Calculate radius Ri by (7) 
9.             if i convR R> do 

10.                 Improve cluster i using “DE/best/1/bin” scheme. 
11.             else  
12.                 Call the local search algorithm 
13.                 Delete subpopulation I if it does not contain the global best particle 
14.             end if 
15.   end for 

//Step3 : Performance Evaluation and Redistribution  
16. _ _ _100* / _ _ ,global best prev global bestpercent percent prev global best−← +  

17. if  modulo(t,g_r) = 0 do 
18.        if  _percent p ref≥  do 
19. _ max( _ min,  _ _ -1).Subpopulation no subpopulation prev subpopulation no←  
20.        else 
21. _ min( _ max,  _ _ 1).Subpopulation no subpopulation prev subpopulation no← +  
22.        end if 
23. Re-cluster the whole population into Subpopulation_no of subpopulations. 
24.  end if 
25. end while 

3 The Linear Array Antenna Synthesis 

The consideration focuses on the optimization of array antennas to achieve the desired 
radiation pattern given by user defined function. For an array antenna with N 
elements, separated by a distance d, the normalized array factor is given by [17, 18],  

2 sin( )

1max

1
( ) ,

dN j i

i
i

AF I e
AF

π θ
λθ

 
 
 

=

=           (1) 

where Ii is the amplitude of current excitation, θ is the angle from the normal to the 
array axis, maxAF  is the maximum magnitude of the array factor, and d is assumed to 

be / 2λ , where λ is the wavelength.  
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The requirement is to get a desired pattern of ( )AF θ with the variation of θ in the 

range [ / 2 , / 2]π π− . The objective function is same as that of [18] to optimize the 

desired radiation pattern of a 40 element array antenna. The main purpose is to obtain 
side lobe level less than the tapered side lobe mask that decreases linearly from -40dB 
to -50dB. The beam width of the array pattern was kept to be fixed as 110 and the 
number of sampling points was also taken as 359. We also used the “Don’t exceed 
criterion” to formulate the objective function as stated in [18]. In [18] Shaya 
Karimkashi et al. used IWO and substantiated the better performance of IWO over 
different PSO schemes. The performance is measured by the fact that how fast the 
algorithms converges to meet the requirement. Here we used IDE_SR in place of 
IWO and investigated the performance of IDE_SR over IWO and it was observed that 
IDE_SR performs much better than IWO. The experimental results section contains a 
detailed comparison among these algorithms.  

4 Experimental Results 

The population size and number of iteration was same for all the algorithms. The 
population size was assumed to be 50. The other parameters for IDE_SR were 
selected as subpopulation_max=5, subpopulation_min=2, exploiters_max=5, 
exploiters_min=2, g_r=10, F=0.5(rand+1), Cr=0.9, p_ref=2.5, r_ini=5e-03. As 
stated in [], the maximum number of plant population was fixed 10 and the number of 
seeds increases linearly from 0 to 5, n is taken to be 3 and the initial and final standard 
deviation are set as 0.015 and 0.00005 for IWO. The cognitive attraction coefficient 
(c1) and the social attraction coefficient (c2) were taken to be 0.2 and the inertial 
weight factor is varied linearly from 0.9 to 0.2 as described in [18]. The results 
reported are the average of 50 independent runs.  
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Fig. 1(a) 

Fig. 1. Amplitude only synthesis of a 40 element array – (a) radiation pattern obtained by using 
IDE_SR, (b) the convergence plot of the IDE_SR algorithm 
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Fig. 1(b) 

Fig. 1. (continued) 

From the array pattern we obtained it is clear that there is no part of the array 
pattern above the tapered side lobe mask i.e. IDE_SR successfully achieved the 
desired pattern. The second plot (fig 1(b)) shows how fast IDE_SR converges to 
obtain the desired array pattern. With the results given in [18], it is clearly stated there 
that PSO undergoes the problem of trapping into local optima frequently. Different 
PSO schemes illustrated the dramatically change in the performance of the PSO. 
Different boundary conditions and different settings of maximum velocity result in 
different type of convergence. The PSO-RBC technique where Vmax was set as low as 
0.1 showed the best performance. Though it was shown there that IWO is the best 
choice for that optimization problem but here we successfully prove that the 
performance of IDE_SR is much better than IWO. We provide a table below to make 
a comparison among the performances of these algorithms.  

Table 1. Comparison of average number of fitness evaluations required per Successful run in 
the IDE_SR, the PSO and the IWO algorithms for the linear 40-element array optimization 

Algorithms Average number of fitness 
evaluation required per 

successful run 

Time required 
to complete a 
single run (in 

Sec) 
PSO-ABC - 521.67 
PSO-DBC 162328 576.23 

PSO-RBC(Vmax=1) 92485 545.24 
PSO-

RBC(Vmax=0.3) 
62677 546.19 

PSO-
RBC(Vmax=0.1) 

42329 545.98 

PSO-IBC 52496 534.71 
IWO –Restricted BC  14692 678.45 
IWO –Invisible BC 18212 621.67 

IDE_SR 12754 495.24 
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Table 1 successfully shows that IDE_SR performs better than the other algorithms 
as it has a better convergence rate which does not lead to any premature trapping into 
local optimum.  

5 Conclusion 

In this paper we explored the behavior of IDE_SR algorithm on the benchmark 
problem of electromagnetic. The self adaptive nature, the fitness feedback scheme and 
a novel local search technique has empowered IDE_SR in all aspects of convergence 
and population diversity. The simulation result successfully justifies the extraordinary 
performance of IDE_SR. Though it may seem at a first look that the algorithm 
contains some parameters but one thing must be noted that some of them are change 
self adaptively, such as the subpopulation number changed as per the performance of 
the algorithm in the last g_r. The number of generated exploiter members and their 
spatial distributions are determined by the functional value of their respective parent 
members. We took the population of only 50 individuals which incurs the general 
optimization strategy but still it gives better result.  
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Abstract. Differential Evolution is a competitive optimizer, with a simplified 
framework, for numerical optimization problems. Many research works have 
been done to enhance the performance of Differential Evolution by developing 
the evolutionary operators. One of the major challenges in DE is performing 
intelligent search based on population topology. To maintain the diversity in the 
population as well as to improve the convergence rate, we have introduced a 
mutation strategy based on relative mapping of the members in population 
topology. Also Gamma and Cauchy distribution have been adapted in the 
control parameter framework to include randomness and thorough search. The 
proposed DE framework is referred to as the Relational Neighbourhood 
Differential Evolution (ReNbd-DE) and its performance is reported on the set 
of CEC2005 benchmark functions. 

1 Introduction 

Differential Evolution (DE), proposed by Storn and Price [1], is an effective 
Evolutionary Algorithm (EA) with a relatively simple framework. It has been 
modified to adapt its performance for handling constrained, multi-objective, dynamic, 
large scale and combinatorial optimization problems. DE is used in various scientific 
fields now-a-days for its rapidly increasing popularity. One of the major issues in DE 
algorithm is to determine the optimal value of the control parameters so that the major 
percentage of population can search the solution space without being trapped in order 
to find the global optimum. Many state-of-the-art techniques have been proposed to 
balance explorative and exploitative behavior throughout the population. But the 
mutation operators used have a tendency to be snared in unexpected regions. 

Motivated by the specified drawbacks we have introduced a new mutation strategy 
i.e. relational neighbourhood guided strategy to maintain both the exploration and 
exploitation throughout the population. The crossover used in our algorithm is inspired 
from the mDE-pBx algorithm [2]. Two probability distribution functions i.e. Gamma 
function and Cauchy functions [3] have been used to adapt the parameters values. 

The remaining portions of the paper are organized as follows. Section 2 describes 
the basic DE algorithm which is followed by our proposed algorithm in Section- 3. 
Section 4 contains the experimental study on the numerical benchmarks used along 
with comparative study and Section 5 concludes the paper. 



190 S. Kundu, D. Bose, and S. Biswas 

2 Differential Evolution Frameworks  

The integral dynamics of DE has been outlined in this section as follows. 

2.1 Initialization 

The search process begins by initializing trial solutions in the real parameter space RD 
called genomes. It is a population based model with NP D-dimensional vectors. If the 
optimizer runs for Gmax generations with G denoting the present generation, the ith 
vector is represented as Xi,G= { x1

i,G, x2
i,G, ……., xD

i,G }. The solution space is 
bounded by search constraints defined by maximum and minimum limits Xmin= { 
x1

min, x2
min, xD

min } and Xmax= { x1
max, x

2
max, ……., xD

max }. The jth parameter of the ith 
vector is initialized as xj

i,0= xj
min + r.( xj

max -  x
j
min), where r is an uniformly generated 

random number in the range [0, 1]. 

2.2 Mutation 

The search process proceeds through the mutation strategy where the ith vector in the 
present generation Xi,G is mutated to form the donor vector Vi,G. Literature is abound 
in variety of mutation strategies but the most basic ones are discussed here. 

DE/current-best/1: Vi,G= Xi,G + F.( Xbest,G – Xi,G)                                     (1a) 

DE/rand/1: Vi,G= Xr1,G + F.( Xr2,G – Xr3,G)                                                (1b) 

DE/rand/2: Vi,G= Xr1,G + F.( Xr2,G – Xr3,G) + F.( Xr4,G – Xr5,G)                 (1c) 

DE/current-to-rand/1: Vi,G= Xi,G + F.( Xr1,G – Xr2,G)                                (1d) 

We have used the basic DE/rand/1 strategy based in the ReNbd-DE owing to its 
superior performance on a wide variety of test benchmarks. 

2.3 Crossover 

DE uses the crossover strategy to create an offspring vector by combining 
components from both the parent Xi,G and its donor vector Vi,G. Generally there are 
two methods of crossover used – binomial and exponential. Our proposed ReNbd-DE 
makes use of binomial crossover as elucidated below 

                     If r ≤ Cr or j=jrand   u
1
i,G= v1

i,G                  (2a) 

                    Otherwise                  u1
i,G= x1

i,G   (2b) 

where r is a randomly generated number in the range [0, 1], Cr is crossover 
probability and jrand is an index generated randomly in the range [1, D].  
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2.4 Selection 

The last stage in the algorithmic framework is the usage a greedy selection technique 
that compares between the original parent vector and the newly generated offspring. It 
can be mathematically written as 

             If    f (Vi,G) ≤ f ( Xi,G) Xi,G = Vi,G                 (3a) 

             Otherwise                           Xi,G = Vi,G                 (3b) 

Where f (Xi,G) is the function to be optimized. 
Recently a need was felt to use parameter adaptation in DE framework since they 

ensure good performance based on statistical evaluations. Sugnathan and Das [13] et. 
al made a comprehensive survey of the state-of-the-art DE algorithms in literature.  

3 ReNbd-DE Algorithm 

In this section ReNbd-DE algorithm and its various steps are outlined here.  

• Initially the population will be initialized according to their search domain for all 
the corresponding dimensions as discussed in the section 2.1. 

• In the second stage we have introduced a new strategy, i.e. relational-
neighbourhood mutation strategy for carrying out the search process. To 
demonstrate this concept let us consider a member Xi and Xbest in the individual 
which provides the best value (provided Xbest ≠ Xi) in generation G. Now the t-
value is calculated as, i.e. 

                                             t = abs (1 – d / dbest)*Θ                                           (4) 
where d and dbest are the Euclidean distances between ith and jth individuals (i≠j) and 
between Xi and Xbest. The value of angle Θ is calculated according to Eq. 5 using the dot product rule - 

                                               
(5)

 
 

Considering Xda,best as the member which has least t-value among all the members and 
Xda,worst as the member which has highest t-value. Now our approach for the 
generation of mutant vector can be mathematically represented as –  
 

         Vi,G = Xi,G + F.( Xda,best,G – Xda,worst,G) + F.( Xr1,G – Xr2,G)           (6) 
 

Where Xr1,G and Xr2,G are two randomly chosen vectors from all other individuals 
excluding Xi.  
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Fig. 1. Representation of Relational Neighborhood in Population Topology of ith member 

In Fig. 1, the 2 dimensional representation of the relational neighbourhood is 
depicted to clarify the method of distance angle approach. Here θ2 is the smallest 
angle but the distance between Xi and this individual is quite large compared to the 
distance between Xi and Xbest. So the t value of this individual is larger than the 
individual Xda,best shown according to the equation (4). In case of Xda,best the angle θ3 is 
slightly larger than θ2 but the distance is more similar to Xbest than it. Similar case 
arises to determine Xda,worst . 

The relational neighbourhood technique maps the rest of the population with 
respect to the vector joining the ith individual to the best fit member and sorts their 
indices based on the calculated t-value. This technique helps in balancing the pull 
from fittest individual as well as undesired attraction towards the worst fit member.  

The scale factor F is generated by applying Cauchy Distribution as given below-  

                                          F = Cauchy (Fm, 0.1)                                                         (7) 

F is regenerated if F < 0 or F > 1. Fm is initialized as Fm = 0.5 and can be updated as 
Fm = w.F + (1-w).meanpower (Fsuccess), where w is between [0.8, 1]. This updating 
strategy is taken from mDE_pBX [2] as follows: 

                                       
(8)

  

• In the crossover part, we applied the pbest crossover [2]. For each member one 
individual is randomly taken from the p-fittest members. Then normal binomial 
crossover operation is operated. Now for each generation the crossover 
probability is independently generated as –  

                                          Cri = Gammarand (0.2, 2)                                                (9) 

Here the gamma random number is used to maintain the diversification. It is 
regenerated if it is not between 0 and 1. The two parameters used for Gammarand is 
shape parameter and scale parameter.  

• In the last stage, a greedy selection method is applied as discussed in section 2.4. 
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4 Numerical Benchmarks and Comparative Study 

4.1 Numerical Benchmark Set 

The test functions used in this paper for the comparison of ReNbd-DE algorithm 
consists of 25 benchmark functions, given in CEC 2005 [4].  

4.2 Algorithms Compared and Parametric setup 

ReNbd-DE is compared with some well-known DE variants which are mentioned 
below. 25 sample runs are taken to get the mean and standard deviation of error. 

Table 1. Comparison table for D = 30 - mean and standard deviation of the error values are 
represented as mean (STD) 

 
Algo 

 
Fun 

DE/rand/
1 

DE/current
-to-best/1 

DE/current
-to-rand/1 

DE/rand/
2 MDE-pBX DEGL SaDE JADE ReNbd-DE 

f1 2.45e-05 
(3.48e-05) 

2.45e-16 
(3.48e-25) 

1.26e-14 
(5.61e-16) 

9.52e-01 
(2.57e-01) 

2.27e-14 
(2.78e-14) 

2.35e-20 
(5.62e-20) 

6.78e-19 
(2.39e-30) 

1.32e-16 
(9.24e-54) 

2.57e-24 
(1.36e-26) 

f2 5.50e-02 
(1.28e-02) 

6.30e-08 
(1.29e-07) 

4.00e-04 
(1.87e-04) 

8.23e+03 
(1.65e+03) 

1.25e-13 
(4.25e-14) 

1.18e-07 
(6.56e-08) 

9.72e-08 
(4.86e-07) 

2.51e-06 
(3.42e-26) 

1.69e-11 
(2.31e-12) 

f3 2.89e+05 
(1.94e+05) 

1.89e+05 
(1.04e+05) 

1.43e+07 
(2.04e+06) 

5.00e+07 
(1.27e+07) 

5.48e+04 
(1.78e+04) 

2.31e+05 
(1.03e+05) 

5.05e+04 
(1.58e+05) 

4.74e+04 
(1.62e+04) 

4.37e+04 
(1.36e+03) 

f4 5.04e-01 
(8.59e-01) 

1.07e-02 
(2.78e-02) 

1.26e-01 
(5.50e-02) 

1.47e+04 
(2.84e+03) 

2.76e-08 
(2.73e-08) 

1.57e+03 
(9.50e+00) 

5.81e-06 
(1.44e-05) 

5.11e-07 
(4.01e-07) 

2.15e-08 
(1.62e-08) 

f5 1.27e+03 
(2.84e+02) 

5.76e+02 
(1.25e+02) 

1.04e+01 
(5.80e+00) 

8.07e+03 
(7.14e+02) 

6.16e+02 
(7.44e-04) 

5.07e+02 
(5.80e+02) 

7.88e+02 
(1.24e+03) 

3.27e+02 
(1.84e+02) 

2.01e+02 
(1.31e+01) 

f6 2.78e+01 
(1.02e+01) 

9.27e+00 
(8.28e+00) 

1.27e+02 
(5.57e+02) 

6.03e+03 
(3.58e+03) 

7.97e-01 
(1.59e+00) 

4.78e-01 
(1.32e+00) 

2.12e+01 
(1.34e+01) 

5.60e+00 
(1.94e+01) 

2.09e-04 
(2.92e-05) 

f7 9.66e-01 
(9.15e-02) 

8.42e-01 
(9.14e-02) 

4.70e+03 
(9.07e-05) 

5.47e+03 
(6.72e+01) 

4.69e+03 
(5.75e-13) 

6.99e-01 
(4.54e-03) 

8.27e-03 
(1.14e-02) 

6.95e-03 
(4.48e-03) 

3.59e+03 
(2.36e+03) 

f8 2.09e+01 
(6.26e+01) 

2.09e+01 
(5.01e-06) 

2.10e+01 
(5.86e-02) 

2.10e+01 
(4.79e-02) 

2.00e+01 
(5.81e-02) 

2.01e+01 
(2.30e-02) 

2.01e+01 
(5.72e-02) 

2.09e+01 
(2.66e-02) 

1.89e+01 
(2.35e-01) 

f9 4.37e+01 
(9.73e+00) 

2.35e+01 
(8.63e+00) 

1.69e+02 
(8.63e+00) 

2.18e+02 
(1.21e+01) 

1.79e+01 
(4.91e+00) 

1.76e+01 
(3.02e+00) 

2.27e+01 
(1.13e-14) 

1.92e+01 
(8.95e-22) 

1.28e+01 
(2.32e-01) 

f10 1.56e+02 
(4.57e+01) 

1.96e+02 
(2.17e+01) 

1.67e+02 
(8.32e+00) 

2.41e+02 
(1.10e+01) 

2.27e+01 
(8.33e+00) 

3.74e+01 
(5.29e+00) 

3.57e+01 
(6.08e+00) 

3.03e+01 
(8.35e+00) 

1.45e+01 
(2.33e+00) 

f11 3.26e+01 
(1.10e+01) 

3.17e+01 
(7.60e+00) 

3.95e+01 
(1.34e+00) 

3.95e+01 
(1.28e+00) 

1.46e+01 
(1.65e+00) 

2.73e+01 
(1.57e+00) 

2.65e+01 
(1.12e+00) 

2.64e+01 
(1.91e+01) 

1.23e+01 
(2.02e+00) 

f12 8.43e+04 
(6.25e+04) 

9.84e+04 
(6.23e+03) 

2.67e+03 
(2.06e+03) 

5.41e+05 
(5.77e+04) 

5.05e+03 
(3.49e+03) 

2.54e+04 
(2.89e+03) 

1.73e+02 
(9.33e+02) 

2.69e+04 
(6.80e+03) 

1.01e+03 
(8.36e+02) 

f13 4.51e+00 
(2.27e+00) 

3.52e+00 
(2.27e+00) 

1.44e+01 
(8.92e-01) 

2.06e+01 
(1.13e+00) 

3.14e+00 
(7.15e-01) 

2.36e+00 
(5.28e-01) 

3.20e+00 
(1.34e-01) 

3.62e+00 
(4.87e-02) 

2.02e+00 
(1.25e-02) 

f14 1.33e+01 
(3.48e-01) 

1.35e+01 
(3.48e-01) 

1.32e+01 
(1.32e-01) 

1.35e+01 
(1.08e-01) 

1.23e+01 
(8.69e-01) 

1.30e+01 
(4.11e-01) 

1.27e+01 
(2.59e-01) 

1.27e+01 
(2.20e-01) 

1.31e+01 
(3.21e-01) 

f15 4.84e+02 
(2.15e+01) 

3.84e+02 
(5.14e+01) 

4.13e+02 
(5.07e+01) 

4.04e+02 
(2.41e+00) 

3.60e+02 
(4.89e+01) 

3.44e+02 
(5.07e+01) 

3.27e+02 
(9.64e+01) 

2.88e+02 
(9.05e+01) 

2.00e+02 
(6.34e-01) 

f16 2.82e+02 
(1.13e+01) 

2.23e+02 
(1.64e+02) 

1.89e+02 
(1.01e+01) 

2.69e+02 
(1.19e+01) 

1.17e+02 
(1.42e+02) 

2.04e+02 
(1.21e+02) 

1.37e+02 
(1.70e+01) 

7.43e+01 
(3.94e+01) 

1.03e+02 
(3.26e+01) 

f17 3.09e+02 
(1.57e+01) 

2.35e+02 
(1.57e+01) 

2.13e+02 
(1.98e+01) 

2.99e+02 
(1.15e+01) 

8.34e+01 
(4.21e+01) 

1.45e+02 
(7.32e+01) 

1.50e+03 
(9.36e+02) 

8.46e+01 
(3.57e+01) 

7.69e+01 
(3.26e+01) 

f18 9.13e+02 
(8.43e-01) 

9.50e+02 
(2.11e+01) 

8.21e+02 
(4.24e+01) 

9.39e+02 
(3.38e+00) 

9.07e+02 
(8.56e-02) 

9.23e+02 
(1.58e+00) 

9.54e+02 
(3.43e+01) 

8.16e+02 
(1.65e-01) 

7.05e+02 
(3.26e-02) 

f19 9.20e+02 
(1.22e+00) 

9.52e+02 
(2.11e+01) 

8.53e+02 
(5.39e+01) 

9.41e+02 
(4.01e+00) 

9.04e+02 
(7.57e-01) 

9.20e+02 
(1.34e+00) 

8.45e+02 
(6.21e+01) 

8.16e+02 
(1.54e-01) 

8.86e+02 
(2.36e+01) 

f20 9.13e+02 
(1.16e+00) 

9.41e+02 
(2.93e+01) 

8.36e+02 
(5.15e+01) 

9.40e+02 
(3.04e+00) 

9.05e+02 
(1.09e+00) 

9.20e+02 
(3.07e+01) 

2.04e+03 
(8.76e+02) 

8.16e+02 
(1.72e-01) 

8.69e+02 
(2.35e+02) 

f21 5.81e+02 
(2.62e+01) 

8.32e+02 
(2.62e+02) 

5.00e+02 
(1.39e-05) 

5.00e+02 
(7.85e-02) 

5.00e+02 
(1.71e-13) 

7.57e+02 
(1.01e+01) 

1.73e+03 
(5.11e+02) 

8.58e+02 
(1.10e+00) 

5.00e+02 
(2.36e-14) 

f22 9.64e+02 
(1.14e+01) 

9.34e+02 
(4.15e+01) 

9.10e+02 
(8.46e+00) 

1.02e+03 
(1.22e+01) 

8.78e+02 
(3.49e+01) 

9.22e+02 
(9.84e+01) 

1.58e+03 
(4.25e+02) 

9.07e+02 
(1.65e+00) 

8.36e+02 
(3.68e+01) 

f23 6.21e+02 
(3.06e+01) 

8.60e+02 
(2.88e+02) 

5.34e+02 
(1.02e+00) 

5.34e+02 
(1.00e+00) 

5.34e+02 
(5.26e-04) 

7.52e+02 
(4.00e+01) 

5.50e+02 
(2.48e+01) 

8.65e+02 
(6.61e-01) 

5.34e+02 
(2.35e-05) 

f24 3.14e+02 
(3.22e+01) 

3.05e+02 
(3.56e+01) 

2.00e+02 
(0.00e+00) 

2.00e+02 
(1.65e-01) 

2.00e+02 
(0.00e+00) 

6.56e+02 
(5.01e+01) 

2.09e+02 
(1.24e-04) 

2.11e+02 
(1.56e+01) 

2.00e+02 
(0.00e+00) 

f25 9.86e+02 
(2.17e+01) 

9.68e+02 
(1.31e+01) 

1.66e+03 
(3.11e+00) 

1.70e+03 
(3.95e+00) 

2.00e+00 
(0.00e+00) 

9.88e+02 
(3.02e+01) 

5.00e+02 
(5.68e-02) 

2.10e+02 
(2.55e+00) 

2.00e+02 
(0.00e+00) 

f1

f2

 
 
 
 



194 S. Kundu, D. Bose, and S. Biswas 

a. DE/current-to-best/1/bin with F = 0.8 and Cr = 0.9 ; 
b. DE/rand/1/bin with F = 0.8 and Cr = 0.9;   [1] 
c. DE/current-to-rand/1/bin with F = 0.8 and Cr = 0.9; 
d. DE/rand/2 
e. MDE-pBX [2] 
f. DEGL/SAW with α = β = F = 0.8, Cr = 0.9, and nbd size =0.1*Np.  [5] 
g. SaDE [8] 
h. JADE [6] 

Table 2. Comparison table for D = 50 - mean and standard deviation of the error values  

  
Algo 

 
Fun 

DE/rand/
1 

DE/current-
to-best/1 

DE/current
-to-rand/1 

DE/rand/
2 MDE-pBX DEGL SaDE JADE ReNbd-DE 

f1 9.60e-05 
(1.28e-05) 

2.14e-06 
(6.13e-06) 

2.56e-16 
(2.34e-17) 

4.38e+02 
(1.41e+02) 

5.68e-14 
(0.00e+00) 

6.47e-10 
(9.86e-11) 

1.48e-11 
(2.83e-12) 

7.46e-14 
(2.41e-14) 

5.68e-14 
(0.00e+00) 

f2 3.96e+03 
(9.31e+02) 

2.14e+03 
(1.13e+03) 

1.58e+01 
(6.94e+00) 

7.37e+04 
(7.64e+03) 

5.40e-13 
(8.53e-14) 

1.30e-05 
(9.56e-06) 

2.28e-03 
(8.54e-03) 

5.63e-04 
(7.82e-06) 

1.25e-13 
(3.26e-15) 

f3  5.47e+07 1.03e+07 4.04e+07 4.46e+08 6.49e+04 2.31e+05 7.17e+05 8.71e+04 3.25e+04 
(1.33e+07) (6.38e+06) (6.87e+06) (7.24e+07) (2.13e+04) (1.03e+05) (1.00e+06) (3.68e+04) (1.35e+04) 

f4  1.18e+04 
(3.33e+03) 

8.57e+04 
(2.86e+03) 

6.05e+02 
(1.67e+02) 

9.03e+04 
(8.76e+03) 

1.03e-02 
(2.07e+00) 

2.89e+04 
(1.89e+01) 

9.77e+04 
(9.83e+01) 

3.16e+03 
(4.13e-01) 

2.30e-04 
(2.05e-03) 

f5  8.71e+03 
(6.94e+02) 

7.46e+03 
(1.33e+03) 

9.64e+02 
(5.92e+02) 

2.13e+04 
(1.70e+03) 

1.93e+03 
(5.86e+02) 

6.09e+03 
(6.84e+02) 

5.99e+03 
(4.46e+02) 

3.05e+03 
(5.48e+02) 

2.03e+03 
(6.29e+02) 

f6  4.92e+01 
(1.18e+01) 

1.08e+07 
(1.24e+07) 

2.10e+05 
(9.25e+05) 

7.47e+06 
(4.50e+06) 

7.10e-01 
(4.05e-01) 

1.35e+01 
(1.11e+01) 

1.13e+01 
(1.04e+01) 

1.54e+01 
(1.06e+01) 

6.10e-01 
(3.00e-01) 

f7  6.20e+03 
(4.59e-12) 

6.67e+03 
(1.80e+02) 

6.20e+03 
(1.57e-04) 

8.65e+03 
(1.70e+02) 

6.20e+03 
(6.43e-13) 

6.20e+03 
(4.60e-12) 

6.20e+03 
(4.59e-12) 

6.20e+03 
(1.84e+00) 

6.20e+03 
(3.65e-13) 

f8  2.11e+01 
(3.33e-02) 

2.11e+01 
(4.84e-02) 

2.11e+01 
(2.54e-02) 

2.11e+01 
(3.71e-02) 

2.01e+01 
(6.24e-02) 

2.11e+01 
(3.92e-02) 

2.11e+01 
(3.45e-02) 

2.11e+01 
(3.25e-02) 

2.02e+01 
(3.65e-02) 

f9  3.45e+02 
(1.20e+01) 

2.41e+02 
(2.94e+01) 

3.47e+02 
(1.54e+01) 

4.68e+02 
(1.92e+01) 

5.08e+01 
(1.46e+00) 

1.62e+02 
(1.74e+01) 

1.14e+02 
(1.26e+01) 

1.35e+02 
(2.59e+00) 

4.82e+01 
(9.26e+00) 

f10  3.76e+02 
(1.58e+01) 

2.55e+02 
(7.66e+01) 

3.44e+02 
(1.71e+01) 

5.24e+02 
(2.32e+01) 

4.44e+01 
(3.87e-01) 

1.02e+02 
(3.56e+01) 

6.34e+01 
(1.28e+01) 

1.93e+02 
(2.06e+01) 

4.04e+01 
(2.06e-01) 

f11  7.26e+01 
(1.21e+00) 

4.95e+01 
(4.45e+00) 

7.25e+01 
(1.66e+00) 

7.29e+01 
(1.09e+00) 

4.21e+01 
(2.51e+00) 

6.29e+01 
(1.36e+01) 

6.63e+01 
(1.4e+00) 

6.20e+01 
(1.74e+00) 

4.01e+01 
(3.26e-02) 

f12  2.05e+06 
(5.93e+05) 

2.51e+05 
(1.14e+05) 

9.11e+03 
(1.02e+04) 

2.62e+06 
(2.36e+05) 

2.56e+04 
(1.06e+02) 

5.78e+04 
(4.56e+04) 

8.78e+03 
(7.09e+03) 

1.76e+05 
(7.10e+04) 

6.26e+03 
(5.32e+03) 

f13  3.60e+01 
(1.45e+00) 

3.41e+01 
(8.90e+00) 

2.96e+01 
(1.11e+00) 

4.33e+01 
(2.17e+00) 

8.31e+00 
(4.61e-01) 

3.06e+01 
(4.36e+00) 

2.77e+01 
(4.10e+00) 

2.31e+01 
(4.78e-01) 

4.32e+00 
(3.25e-02) 

f14  2.34e+01 
(1.49e-01) 

2.29e+01 
(4.09e-01) 

2.29e+01 
(1.58e-01) 

2.32e+01 
(1.58e-01) 

2.15e+01 
(8.36e-01) 

2.26e+01 
(3.38e-01) 

2.28e+01 
(2.06e-01) 

2.20e+01 
(2.56e-01) 

2.20e+01 
(2.32e-01) 

f15  6.39e+02 
(7.98e+01) 

4.79e+02 
(5.00e+01) 

3.97e+02 
(5.07e+01) 

4.04e+02 
(6.90e+00) 

2.66e+02 
(1.49e+02) 

3.98e+02 
(4.93e+01) 

3.88e+01 
(1.07e+02) 

3.76e+02 
(8.76e+01) 

2.00e+02 
(2.36e-06) 

f16  2.73e+02 
(1.05e+01) 

2.54e+02 
(1.48e+01) 

2.42e+02 
(9.53e+00) 

3.53e+02 
(1.36e+01) 

4.18e+01 
(8.17e+00) 

1.32e+02 
(2.00e+01) 

1.54e+02 
(6.16e+01) 

1.43e+02 
(5.22e+01) 

9.85e+01 
(9.36e+00) 

f17  3.73e+02 
(3.13e+01) 

2.52e+02 
(5.73e+01) 

2.66e+02 
(1.01e+01) 

4.16e+02 
(1.90e+01) 

2.27e+02 
(1.76e+02) 

1.77e+02 
(2.37e+01) 

1.93e+02 
(2.96e+00) 

1.89e+02 
(3.87e+01) 

1.88e+02 
(2.00e+01) 

f18  9.90e+02 
(4.87e+01) 

9.21e+02 
(5.66e+01) 

8.00e+02 
(2.07e+02) 

1.04e+03 
(9.71e+00) 

9.37e+02 
(1.79e-01) 

9.61e+02 
(2.85e+01) 

9.44e+02 
(5.20e+01) 

9.20e+02 
(1.89e+00) 

9.09e+02 
(3.25e-01) 

f19  9.41e+02 
(3.80e+01) 

9.27e+02 
(5.99e+01) 

8.47e+02 
(1.19e+02) 

1.03e+03 
(1.33e+01) 

9.46e+02 
(1.52e+01) 

9.14e+02 
(2.01e+01) 

9.34e+02 
(1.96e+01) 

9.60e+02 
(2.56e+01) 

8.72e+02 
(2.36e+01) 

f20  9.85e+02 
(4.50e+01) 

9.36e+02 
(5.40e+01) 

8.34e+02 
(1.56e+02) 

1.03e+03 
(1.01e+01) 

9.47e+02 
(9.77e+00) 

9.22e+02 
(4.59e+01) 

9.31e+02 
(2.01e+01) 

9.86e+02 
(1.86e+02) 

9.13e+02 
(6.25e+01) 

f21  9.11e+02 
(5.75e+02) 

8.95e+02 
(1.75e+02) 

5.20e+02 
(7.61e+01) 

6.61e+02 
(4.74e+01) 

5.00e+02 
(5.68e-13) 

8.36e+02 
(2.18e+02) 

8.64e+02 
(1.57e+02) 

8.52e+02 
(3.51e+02) 

5.00e+02 
(3.06e-13) 

f22  9.95e+02 
(1.35e+01) 

9.34e+02 
(1.10e+01) 

9.49e+02 
(1.39e+01) 

1.14e+03 
(1.05e+01) 

9.05e+02 
(2.91e+01) 

9.42e+02 
(3.56e+01) 

9.72e+02 
(3.33e+01) 

9.13e+02 
(2.43e+01) 

8.65e+02 
(3.66e+01) 

f23  9.12e+02 
(2.60e+01) 

9.26e+02 
(2.60e+02) 

5.47e+02 
(4.02e+01) 

7.17e+02 
(5.41e+01) 

7.26e+02 
(1.69e+02) 

8.39e+02 
(1.66e+02) 

8.64e+02 
(1.56e+02) 

8.10e+02 
(2.45e+02) 

5.39e+02 
(1.02e+01) 

f24  7.98e+02 
(2.46e+01) 

7.95e+02 
(1.36e+01) 

2.00e+02 
(4.01e-06) 

6.38e+02 
(9.29e+01) 

2.00e+02 
(0.00e+00) 

7.25e+02 
(8.31e+01) 

2.00e+02 
(0.00e+00) 

2.00e+02 
(0.00e+00) 

2.00e+02 
(0.00e+00) 

f25  1.76e+02 
(4.54e+00) 

1.78e+03 
(6.77e+00) 

1.69e+03 
(9.21e+00) 

1.80e+03 
(6.27e+00) 

2.00e+00 
(0.00e+00) 

1.67e+03 
(6.51e+00) 

1.75e+03 
(3.14e+00) 

1.66e+03 
(5.52e+00) 

2.00e+02 
(0.00e+00)  

4.3 Comparative Study on Numerical Benchmarks  

The data tabulated in Table-1 and Table-2, depict that the proposed algorithm has 
outperformed several DE incorporated mutation strategis and four well known 
adaptive variants in most of the cases. The ReNbd-DE has provided 18 best  
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Supplementary Attachment: Convergence graph of Benchmark functions (50D) 

 
(a) f4: Shifted Schwefel’s Problem with Noise in Fitness 

 

 
(b) f15: Hybrid Composition Function 

 

 
(c) f24:Rotated Hybrid Composition Function 

Fig. 2. Convergence graph of f4, f15 and f24 
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performance out of 25 functions in 30D and 20 best performance out of 25 functions 
in 50D. The usage of population topology in addition to adaptive parameter tuning 
have helped in providing promising results. The euclido-angular perturbation strategy 
helps to balance exploration and exploitation (T:ER&EI). In fact the direction 
information obtained from population topology guides the Re-NbdDE into intelligent 
directions in the solution sapce. It can be safely concluded that combining paramter 
adaptation with intelligent search makes Re-Nbd DE a novel optimizing algorithm. 
The convergence graphs of the proposed ReNbd framework in DE along with some 
competing algorithms have been illustrated in Fig 2 for test functions f4, f15 and f24. 

5 Conclusion and Future Work 

We conclude that the ReNbd framework proposed in this paper improves the 
performance of DE by utilizing neighbourhood-based information. This technique 
helps in partitioning the dependence on both distance as well as angular displacement. 
The main crux of ReNbd lies in replacing Gaussian distribution used in crossover is 
replaced by Gamma distribution since it is more distributive in nature and permits 
greater mixing of parameters. We wish to investigate the implementation of the 
ReNbd framework in the classical as well as the state-of-the-art DE variants and make 
use of performance based adaptation by modifying the probability distributions used 
in near future.  
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A Simulated Annealing Heuristic for Minimizing 
Makespan in Parallel Machine Scheduling 
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Abstract. This paper deals with the problem of scheduling a set of n indepen-
dent jobs to be processed on m identical parallel machines in order to minimize 
makespan. This problem is known to be NP-complete. A SA based heuristic is 
presented to solve this problem. Empirical results with a large number of ran-
domly generated problem instances demonstrate that the proposed method pro-
duces solutions that are fairly superior to that of the best-known method in the 
literature while not affecting its computational effort. 

Keywords: Parallel machine scheduling, makespan, simulated annealing, heu-
ristic, optimization, lower bound. 

1 Introduction 

The problem of parallel machine scheduling (PMS) has long received the attention of 
researchers since the seminal work of McNaughton [1]. Apart from theoretical re-
search, these problems are also routinely encountered in many real-life situations such 
as production lines, shipping docks, university, hospitals, and computer systems. A 
comprehensive survey of this scheduling research and applications are given by Chen 
and Sin [2]. 

In this paper, we present a SA heuristic to minimize makespan for the n-job, m-
machine identical PMS problem. The heuristic is compared with the SA of Lee et al. 
[3]. 

The remainder of this paper is organized as follows: Section 2 defines the problem 
and briefly discusses the review of its solution algorithms. The proposed SA heuristic 
is presented in Section 3. The computational results are provided in Section 4. Finally 
conclusions are made in Section 5. 

2 Problem Formulation and the Existing Algorithms  

This paper considers a PMS problem in which a set N = {1,2,…,n} of n independent 
jobs available at time zero, to be assigned on a set M = {1,2,…,m} of m identical pa-
rallel machines. The processing time (including the setup times required) for each job 
i ∈   is . We assume that a machine processes one job at a time and once a job 
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starts processing on either of the m machines it must be completed without pre-
emption. Let  be the subset of jobs to machine  for a schedule of jobs with the 
completion time C ( ) = ∑ ∈ . The makespan or the maximum completion time of 

a schedule S of n jobs is given by  

 MS = ( )= ( )                                        (1) 

The problem is to determine m subsets containing n jobs such that the MS given in 
Equation (1) is minimized.  

Since the PMS problems belong to NP-hard [4], several heuristics with polynomial 
complexity have been developed for obtaining near-optimal solutions. Some note-
worthy heuristics for the MS minimization problem under consideration have been 
proposed by Graham [5], Coffman et al. [6], Lee and Massey [7], Ghomi and Ghaz-
vimi [8], and Gupta and Ruiz-Torres [9]. It may be noted that the well-known LPT 
heuristic [5] has been intensely studied because it is very simple, fast, and yields con-
siderably good solution. The computational results [3] have shown that the heuristic 
of Gupta and Ruiz-Torres [9], and Ghomi and Ghazvimi [8] are superior compared to 
other heuristics, however, at the cost of their some additional computational effort. 

Similar to other soft computing methods like GA, PSO, and ACO, SA has also 
been successfully used to many combinatorial problems. It has been found effective in 
well-known flow shop scheduling [10-11]. This algorithm has also been applied to a 
variety of different PMS problems [3, 12 -21].  It has been, and continues to be, used 
by itself as well as a part of hybrid configurations in the scheduling literature. 

Low [12] proposed a SA heuristic to minimize the total flow time for the multi-
stage flow shops with unrelated parallel machines. Radhakrishnan and Venture [13] 
proposed a new SA for the parallel machine with SDST problems. Ruiz-Torres et al. 
[14] applied SA in PMS with bi-criteria. Behnamian et al. [15] developed an effective 
hybrid metaheuristic combining ACO, SA, and VNS in SDST PMS problems. Chang 
et al. [16] proposed a SA approach to minimize MS for identical parallel batch-
processing machines. Their approach outperforms CPLEX on most of the instances. 
Kim et al. [17] suggested improved SA and TS heuristics for PMS problems with 
SDST and distinct ready times. Damodaran et al. [18] presented a SA algorithm to 
minimize MS on identical parallel batch processing machines with non-identical size 
and non-zero ready times of jobs. The computational results showed that their ap-
proach is comparable to GRASP. Li et al. [19] designed a SA to minimize MS for 
identical PMS with controllable processing times assuming limited total resource 
consumption. Li et al [20] proposed SA to the uniform PMS to minimize the maxi-
mum lateness for a large set of instances. Lee and Pinedo [21] presented a SA method 
in the third phase of their three phase heuristic for minimizing the sum of the 
weighted tardiness in SDST PMS problems. Lee et al. [3] proposed a SA heuristic for 
solving identical PMS to minimize MS. They have shown that their approach outper-
forms the heuristics of Gupta and Ruiz-Torres [9], and Ghomi and Ghazvimi [8]. 
However, the comparative time-complexity analysis has not been reported in their 
article.  
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3 Simulated Annealing 

SA [22-24] based on ideas drawn from statistical physics, is a structured yet rando-
mized local search and optimization algorithm that leads to near-optimal solution.  

It begins with a randomly generated initial solution, as the current solution and is 
further improved by generating a neighborhood solution of this current solution. If the 
neighborhood is better than the current solution, it is unconditionally accepted as the 
new current solution. Otherwise, it is not rejected outright, but accepted with a certain 

probability .  
At the beginning of an SA run, the probability of accepting a worse solution is kept 

high to reduce the chance of the algorithm getting trapped in a local optimum. As the 
number of iterations increases, this probability is reduced according to an annealing 
schedule. A control parameter, called temperature is used to alter this probability. 
Usually, this temperature is started at high value and is gradually reduced as the run 
progresses.    

3.1 The Proposed Heuristic 

We now describe the proposed SA heuristic to minimize MS in an identical PMS 
problem. 

Inputs. A set N = {1,2,…,n} of n jobs, a set M = {1,2,…,m} of m identical parallel 
machines, processing time  for each job i ∈  and P = ∑ . 
Step 1. Obtain the initial schedule (S) using the LPT algorithm [5] and its MS (r). 
Consider it the current schedule as  and the corresponding MS ( ). Let MS of the 
best-so-far schedule ( ) be .  Set   , .  Initialize max-count and the 
starting temperature (T1). T1 = 1000 (in this experiment). Set k = 1.  
Step 2. Determine the LB on the MS given as 

 LB = max  ;                      (2) 

Step 3. Identify , the subset of jobs assigned to machine j among { , ,…, } 
where its C( ) for the schedule , C( ) = . 

Step 4. If  = LB, then the procedure terminates and the optimum schedule is ob-
tained. 

Step 5. Select each job from  obtained in Step 3 and correspondingly interchange 
with another job picked randomly from the subsets of jobs of the remaining machines 
(each case being independent of the others) to produce a set of schedules. In this case, 
the total number of generated schedules will be same as the number of jobs in the 
subset .  Select the best schedule among the generated schedules and consider as the 
new generated schedule ( ) with the MS ( ).  

Step 6. if    
{ 
6.1 accept    and . 
6.2 if   then set  ,   and return to Step 4; 
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     else return to Step 5. 
} 
else 
6.3 with probability (( ) ( . )⁄ ), Set   and  . 

Step 7. Set = 0.9 .  

Step 8. Set = 1. 
Step 9. If  max-count and the total number of MS evaluations are less than max-
MS-eval, return to Step 5. 

Outputs. Best-so-far schedule ( ) with the corresponding MS ( ) 
 

Note that every call to the MS evaluation function results in the number of MS evalua-
tions being incremented by one. The purpose of using both parameters, max-count 
and max-MS-eval is to study the quality of solution given a sufficiently large number 
of max-count, a number that exceeds max-MS-eval. In practice, only one of the two 
would be needed. 

3.2 Computational Complexity 

The complexity of the proposed algorithm can be computed as follows. Step 1 can be 
performed in O(nlogn). Steps 2 and 4 take constant time. Step 3 requires O(m) time. 
Step 5 can be executed in O(n2) time. Steps 6 through 9 take a constant amount of 
time. Since the loop spanning Steps 2 to 9 is performed max-count times, the total 
complexity of the proposed algorithm is O(n2) where the constant max-count is hid-
den in the asymptotic notation. 

4 Computational Experimentation 

Both the method of Lee et al. [3] and the proposed heuristic were coded in C and run 
on a PC with Intel (R) Core i7, 6 GB RAM and 2.30 GHz. 

To compare their performance, we carried out the same experimental framework as 
was used by Lee et al. [3] with n = 30, 50, 100 and m = 2, 3, 4, 6, 8, 10 and for n = 10, 
m = 2, 3. One hundred independent problem instances were generated for each  
combination of m and n. hence, a total number of 2000 problem instances were consi-
dered. As is typically used in SA [3], the processing time probability distribution  
follows a discrete U(100,800). 

To investigate the relative performance of these heuristics in situations dealing 
with high variability of processing times and large number of jobs, we considered 
another computational experiment with U(1,100), and U(100, 800) by varying n = 
200, 500 and m = 5, 10, and 20. Each problem size comprised one hundred problem 
instances, resulting in a total of 600 problem instances. 

In order to compare their performance, we considered two metrics for the perfor-
mance measures, namely, the maximum ratio and the average ratio of the MS over its 
LB obtained from Equation (2) for a given problem size are defined as follows. 
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                              = max ( )                      (3) 

 = ∑ ( )          (4) 

Where np is the number of problem instances for a given job and machine combina-
tion. MS(Hi) is the MS value obtained by the heuristic H for the i-th problem instance.  

Table 1. Comparison of  values available in [3] and obtained as output by coding  SA [3]  

n m No. of 
problem 
instances 

rh available in 
[3] (A) 

rh obtained by 
coding SA [3] (B) 

percent error 100 

10 2 100 1.0015 1.0017 0.02 
 3 100 1.0090 1.0118 0.28 

30 2 100 1.0000 1.0001 0.01 
 3 100 1.0000 1.0013 0.13 
 4 100 1.0000 1.0060 0.60 
 6 100 1.0004 1.0134 1.29 
 8 100 1.0015 1.0330 3.15 
 10 100 1.0071 1.0367 2.94 

50 2 100 1.0000 1.0000 0 
 3 100 1.0000 1.0006 0.06 
 4 100 1.0000 1.0025 0.25 
 6 100 1.0000 1.0124 1.24 
 8 100 1.0002 1.0215 2.13 
 10 100 1.0005 1.0162 1.57 

100 2 100 1.0000 1.0000 0 
 3 100 1.0000 1.0002 0.02 
 4 100 1.0000 1.0006 0.06 
 6 100 1.0000 1.0044 0.44 
 8 100 1.0000 1.0095 0.95 
 10 

Average: 
100 1.0000 1.0043 0.43 

0.78 

 
In order to check the accuracy of results of the coded SA [3] in this study, we con-

sidered the same experimental framework as was done by Lee et al. [3]. The detailed 
comparative results of the program output (B) for the SA [3] and the corresponding 
published results (A) are presented in Table 1. For each problem size, the percent 
error is computed considering these two values. The data set A is found to be in good 
agreement with the data set B. The overall average percent error is found to be 0.78. It 
may be noted that since Lee et al. [3] coded their heuristic in FORTRAN and the 
same was coded in C in the present study, there is some variation in  values which 
are obtained as outputs of these programs due to different randomly generated 
processing times of jobs for a particular problem size.  
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Table 2. Comparison of the SA [3] and the proposed heuristic considering U(100,800) 

n m SA [3] proposed heuristic 
 rh mh Average MS 

evaluations 
rh mh Average MS 

evaluations 
10 2 1.0017 1.0067 579 1.0042 1.0253 531 

 3 1.0118 1.0375 832 1.0151 1.0508 801 
30 2 1.0001 1.0003 1325 1.0002 1.0011 783 

 3 1.0013 1.0034 1944 1.0006 1.0019 894 
 4 1.0060 1.0147 2744 1.0016 1.0056 900 
 6 1.0134 1.0315 1484 1.0043 1.0125 900 
 8 1.0330 1.0551 1608 1.0111 1.0294 900 
 10 1.0367 1.0819 1306 1.0177 1.0530 900 

50 2 1.0000 1.0002 1714 1.0000 1.0002 1032 
 3 1.0006 1.0014 4331 1.0002 1.0006 1450 
 4 1.0025 1.0056 4600 1.0005 1.0015 1500 
 6 1.0124 1.0222 3547 1.0015 1.0041 1500 
 8 1.0215 1.0330 2812 1.0034 1.0075 1500 
 10 1.0162 1.0353 1853 1.0056 1.0118 1500 

100 2 1.0000 1.0001 2474 1.0000 1.0001 1741 
 3 1.0002 1.0005 8303 1.0000 1.0001 2631 
 4 1.0006 1.0014 4475 1.0001 1.0004 2809 
 6 1.0044 1.0075 5743 1.0004 1.001 3000 
 8 1.0095 1.0139 4565 1.0009 1.0024 3000 
 10 1.0043 1.0123 3352 1.0013 1.0031 3000 

 
To obtain a fair comparison of the proposed heuristic versus SA [3] for each prob-

lem instance, we need to have a cut-off that can be provided by the number of trial 
solutions generated or number of MS evaluations before the final solution is obtained. 
Since the number of MS evaluations required by the SA [3] varies from one problem 
instance to another for a problem size, we compute the average number of MS evalua-
tions for each problem size. Then, the same number or less than this is used to termi-
nate the execution of the proposed heuristic to allocate slightly more time to the SA 
[3], deliberately erring on the advantageous side. 

Table 2 displays the comparative evaluations of the proposed method and the SA 
[3]. The results show that the proposed heuristic produces better results than those 
obtained by the existing method on most of the cases. The rh values for the proposed 
heuristic ranges from 1.0000 to 1.0177, while the mh is obtained varies from 1.0001 to 
1.0530 compared with the corresponding values of 1.0000 -1.0367 and 1.0001-1.0819 
for the SA heuristic [3]. Clearly, the proposed heuristic outperforms the SA [3]. It is 
also noted that the overall average number of MS evaluations required by the pro-
posed method is less than that required by the SA [3].  

As depicted in Table 3, an identical metrics of the performance of the proposed 
heuristic carries over to large –size problems as well. 
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Table 3. Comparison of the SA [3] and the proposed heuristic for large problems 

n m SA [3] proposed heuristic 
 rh mh Average MS 

evaluations 
rh mh Average MS 

evaluations 
U(1,100) 

200 5 1.00051 1.00105 5816 1.00040 1.00053 5033 
 10 1.00179 1.00417 6357 1.00107 1.00210 5899 
 20 1.00664 1.01240       6326 1.00353 1.00622 6001 

 
500 5 1.00016 1.00040 12038 1.00015 1.00021 9361 

 10 1.00041 1.00083 14317 1.00038 1.00083 12902 
 20 1.00133 1.00238 15358 1.00099 1.00166 15001 

U(100,800) 
200 5 1.00029 1.00077 7121 1.00006 1.00017 4885 

 10 1.00113 1.00365 6377 1.00038 1.00119 6001 
 20 1.00408 1.00908 6347 1.00206 1.00554 6001 

 
500 5 1.00005 1.00016 15916 1.0002 1.00005 10672 

 10 1.00018 1.00050 15435 1.00008 1.00018 14001 
 20 1.00069 1.00150 15390 1.00036 1.00107 15001 

 
It is evident from the results of Table 3 that the proposed heuristic outperforms the 

existing heuristic for large-size problems as well.  
As regard to the effectiveness of the proposed heuristic, the results in Tables 1-2 

depict that overall relative performance of the proposed heuristic versus SA [3] in-
creases as the ratio  ⁄  increases. 

5 Conclusions 

This paper considers an identical parallel machine scheduling problem of n-job, m -
machine with the objective of minimizing makespan. We have presented an improved 
simulated annealing heuristic for this scheduling problem. It has been shown to yield 
results that are significantly better than that produced by the best-known heuristic in 
the literature. The other advantages of the proposed heuristic include efficient, a very 
simple annealing schedule, fewer parameters, and ease of implementation. 
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Abstract. This paper proposes a method to extract rules from differential evolu-
tion trained wavelet neural network (DEWNN) [1]. for solving classification 
and regression problems. The rule generation methods viz., Decision Tree (DT), 
Ripper and Classification and Regression Tree (CART) and Dynamic Evolving 
Neuro Fuzzy Inference System (DENFIS) are employed to extract rules from 
DEWNN for classification and regression problems respectively. The feature 
selection algorithm adapted by Chauhan et al., [1] is used in the present study. 
The effectiveness of the proposed hybrid is evaluated on Iris, Wine and four 
bankruptcy prediction datasets namely Spanish banks, Turkish banks, US 
banks, UK banks and Auto MPG dataset, Body fat dataset, Boston Housing da-
taset, Forest Fires dataset, Pollution dataset, by using 10-fold cross validation. 
From the results, it is concluded that the proposed hybrid method performed 
well in terms of sensitivity in classification problems. 

Keywords: Differential Evolution Trained Wavelet Neural Network, Classifica-
tion, Regression, Rule Extraction, Decision Tree, Ripper, Classification and Re-
gression Tree, Dynamic Evolving Neuro Fuzzy Inference System. 

1 Introduction 

For the last two decades, artificial neural networks (ANN) such as Multilayer Percep-
tron (MLP) and Radial Basis Function Network (RBF) have been used with great 
success in solving classification and regression problems. However, ANN are treated 
as black boxes because, the knowledge learned by them cannot be interpreted by the 
human. To overcome this drawback, many researchers proposed methods in extract-
ing knowledge from trained ANN in the form of if-then rules. Advantages in extract-
ing if-then rules are that they can be used as an early warning expert system, which is 
easy to interpret and human comprehensible. In real-time applications like Bankrupt-
cy Prediction [2], Churn Prediction, Medical Diagnosis [3], Credit approval in banks, 
Fraud detection, it is very much important to understand the knowledge gained by 
ANN. Gallant [4] first introduced rule extraction from the trained neural network. 
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Then, the works of Andrews et al., [3], Fu [5] and Towel and Shavlik [6] followed. 
Arbatli and Akin [7] extracted rules from trained neural network using genetic algo-
rithms, while Fan and Li [8] extracted diagnostic rules from trained feed forward 
neural network. Krishnan et al., [9] extracted rules from trained neural network using 
combination tree. Recently, Naveen et al., [2] extracted rules from Differential Evolu-
tion trained RBF (DERBF) using GATree. Later, Naveen et al., [2] extracted rule 
from Group Method of Data Handling network (GMDH) using decision tree (DT) and 
Ripper to predict churn in bank credit cards.  

Another class of powerful networks includes Wavelet Neural Network (WNN), 
which found applications in chemistry [10], texture classification [11], feature selec-
tion and recognition of text independent speaker [12], ECG beat classification [13], 
software reliability prediction [14] and analysis of sound pattern [15]. 

WNN uses a gradient descent technique for training which suffers from well 
known drawbacks such as entrapment in local minimum, slow convergence and the 
need of differentiability of the objective function that are associated with calculus 
based optimization techniques. Literature abounds with the applications of metaheu-
ristics to train ANN and in particular WNN. For instance, the readers may refer to Yu 
et al.,[16], Pan et al., [17], TAWNN [18] and DEWNN [1]. 

The remainder of the paper is as follows: In Section 2, we overview the intelligent 
methods i.e., DEWNN, DT, Ripper, CART and DENFIS. Section 3 describes pro-
posed hybrid. In section 4, the results and discussions are presented. Finally Section 5 
concludes the work. 

2 Overview of the Intelligent Techniques 

DEWNN [1] 
Differential Evolution (DE) trained WNN (DEWNN) proposed by Chauhan et al., [1] 
consists of three layers namely input, hidden and output layers. Chauhan et al., [1] 
used Gaussian wavelet function viz., ( ) = as an activation function in the hid-
den layer, while the output layer is retained as linear one. Here, we employed Morlet 

wavelet function viz., ( ) = cos(1.75 )  in addition to Gaussian wavelet func-
tion. Chauhan et al., [1] adapted Garson’s feature selection in DEWNN. We also em-
ployed the same feature selection algorithm in the present study. For more details of 
DEWNN, the reader is referred to [1]. 

Decision Tree (DT) 
DT was introduced by the Quinlan [19]. DT is too well known to be described in de-
tail here, one can refer to [19] for further details. 

Ripper  
Ripper, proposed by Cohen [20], is a rule induction algorithm which yields rules that 
are good at generalization and easy to interpret. For details, one can refer to [20]. 

Classification and Regression Tree (CART)  
CART [21] is used to generate decision tree to solve both classification and regression 
problems. CART applies binary recursive split in building a tree. For the sake of brev-
ity, details of CART are not presented here.  
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Dynamic Evolving Neuro-Fuzzy Inference System (DENFIS) 
Kasabov and Song [22] proposed neuro-fuzzy inference system for adaptive online 
learning which generates fuzzy rules. DENFIS works with both on-line and off-line 
models and uses Takagi-Sugeno type fuzzy inference engine to generate fuzzy rules.  
By using the local information, it generates fuzzy rules and updates them during the 
iterations. For more details, one can refer to [22]. 

3 Proposed Hybrid 

In this study, proposed hybrid consists of two phases working in tandem. In phase 1, 
DEWNN is trained by using a training set. Then, feature selection [1] is performed to 
identify the salient features. We thoroughly exploited DEWNN [1] by using Gaussian 
and Morlet wavelet functions separately as activation functions for classification and 
regression problems. Once DEWNN is trained, its predicted output label along with 
the actual input features is fed to the phase 2. This results in a modified dataset. In 
phase 2, rule generation methods like DT, Ripper for classification and CART, 
DENFIS for regression problems respectively are invoked used to extract rules from 
the modified dataset. These rules signify the knowledge learnt by the DEWNN. These 
rules are applied on the validation dataset. The dataflow diagram of the proposed 
hybrid is depicted in Figure 1. This paper is different from Chauhan et al., [1] as fol-
lows: (i) They used DEWNN in solving only classification problems like bankruptcy 
predication in banks, whereas we solved classification and regression problems. (ii) 
They used only Gaussian wavelet function as activation function, but we used both 
Gaussian and Morlet wavelet functions separately. (iii) We extracted rules from 
DEWNN by employing DT, Ripper and CART, DENFIS for classification problems 
and regression problems respectively, where they did not extract rules from DEWNN. 
Thus, DEWNN is a black-box, whereas the proposed hybrid is a transparent system 
(iv) The experimental setup is different in both studies. 

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Dataflow diagram of the proposed hybrid 
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4 Results and Discussion 

The effectiveness of the proposed hybrid is analyzed on classification datasets viz., 
bank bankruptcy datasets such as Spanish banks [23], Turkish banks [24], UK banks 
[25] and US banks [26]; benchmark problems such as IRIS [27] and WINE [27] data-
sets. In addition, we also analyzed regression problems viz., Auto MPG dataset [27], 
Boston Housing dataset [27], Forest Fires dataset [27] and Body Fat dataset, Pollution 
dataset (http://lib.stat.cmu.edu). 

All dataset are first divided into two parts of 80%: 20% ratio. 10 Fold Cross Vali-
dation (10 FCV) was performed on 80% part and 20% of the data, called validation 
set, is stored for validation purpose. The rules generated using DT, Ripper, CART and 
DENFIS are tested against the validation set. We used KNIME 2.0 version 
(http://www.knime.org/) to run J48 (DT) and rule induction algorithm Ripper to ex-
tract rules for classification problems. Then, we used CART (http://www.salford-
systems.com/) and NEUCOM student version (http://www.kedri.aut.ac.nz/areas-of-
expertise/data-mining-and-decision-support-systems/neucom) to run DENFIS to ex-
tract rules for the regression problems. The parameters of the DEWNN viz., crossover 
rate and mutation rate are varied between 0.3 and 0.8, 0.3 and 0.65 respectively. 
Population size is fixed at 30 and the number of hidden neurons is varied between 3 
and 7.  

The average results of 10FCV of the proposed hybrid with full features and re-
duced features datasets using Gaussian and Morlet wavelet activation function for 
classification problems are presented in Tables 1 & 2 respectively. From Tables 1 & 
2, it is observed that the proposed hybrids DEWNN + DT and DEWNN + Ripper  
 

Table 1. Average results of 10FCV of full features datasets for classification problems 

Dataset DEWNN DEWNN +DT DEWNN+RIPPER t-TEST 
VALUES 

Gaussian  function 

 Sens Spec Acc Sens Spec Acc Sens Spec Acc  

IRIS - - 92.99 - - 91.99 - - 93.99 2.012 

WINE - - 92.56 - - 92.56 - - 93.99 0.462 

SPANISH 86.66 48.56 66.14 64.99 98.57 83.07 68.33 98.57 84.60 0.406 

TURKISH 84.16 97.5 90 50 100 75 50 100 75 0 

US 93.84 83.07 88.45 97.69 83.07 90.37 94.61 85.38 89.99 1.323 

UK 74.99 74.99 74.99 66.66 71.66 69.16 60.83 63.33 65.83 0.518 

Morlet  function 
IRIS - - 93.99 - - 85.99 - - 89.32 0.442 

WINE - - 90.56 - - 96.56 - - 95.13 0.734 

SPANISH 89.99 54.23 70.76 71.66 100 86.91 71.66 100 86.91 0.001 

TURKISH 85 95 90 50 100 75 55 100 77.5 1.5 

US 92.23 76.14 83.84 97.69 85.37 91.53 96.92 83.84 90.37 0.324 

UK 79.99 72.06 75.83 71.66 69.99 70.83 66.66 71.66 69.16 0.502 
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performed well against the validation dataset. t-test is performed on the sensitivity 
between the hybrids and t-statistic value is tabulated in Tables 1 & 2. From the  
t-statistic values, it is observed that there is no statistically significant difference  
between the hybrids at 1% level of significance. Further, from the t-test performed 
separately, it is observed that in majority of the cases in classification problems  
without feature selection, there is no statistically significant difference between the 
hybrids and the DEWNN at 1% level of significance. The same is observed in the 
case of reduced feature set also.  

Further, the average mean squared error (MSE) of 10FCV of full features and re-
duced features datasets using Gaussian and Morlet functions for regression problems 
is presented in Tables 3 & 4 respectively. From Tables 3 & 4, it is observed that 
DEWNN+CART and DEWNN+DENFIS performed well on the validation set.  
 

Table 2. Average results of reduced features datasets for classification Problems 

Dataset DEWNN DEWNN +DT DEWNN+RIPPER t-TEST 
VALUES 

Gaussian  function 

 Sens Spec Acc Sens Spec Acc Sens Spec Acc  

WINE - - 96.28 - - 93.42 - - 91.9
9

0.671 

SPANISH 93.33 88.56 90.76 83.33 98.57 91.53 83.33 98.57 91.53 0 

TURKISH 95 95 95 50 100 75 50 100 75 0 

UK 71.66 56.66 64.16 75 53.33 64.16 68.33 51.66 59.99 0.82 

Morlet  function 

WINE - - 92.85 - - 92.56 - - 91.42 0.305 

SPANISH 88.33 69.995 78.45 73.33 100 87.68 75 100 88.45 0.264 

TURKISH 87.5 92.5 90 62.5 100 81.25 52.5 100 76.25 2.057 

UK 78.32 63.329 70.83 76.66 66.66 71.66 78.33 65 71.66 0.292 

Table 3. Average MSE values of 10FCV of full features datasets for regression problems 

Dataset DEWNN DEWNN+CART DEWNN+DENFIS t-TEST VALUES 
Gaussian  function 

AUTOMPG 0.0111 0.109873 0.10819 0.491 

BODYFAT 0.0056 0.075554 0.06196 1.288 

BOSTONHOUSING 0.0179 0.189722 0.12261 1.032 

FORESTFIRES 0.009 0.060594 0.08172 0.257 

POLLUTION 0.0125 0.116408 0.10526 1.112 

Morlet  function 
AUTOMPG 0.0161 0.120471 0.1209 0.051 

BODYFAT 0.0106 0.104273 0.08386 1.094 

BOSTONHOUSING 0.0256 0.199331 0.14498 1.024 

FORESTFIRES 0.0089 0.059748 0.09381 0.375 

POLLUTION 0.0167 0.11909 0.12551 0.544 
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t-test is performed on sensitivity between the hybrids and values are presented in 
Tables 3 & 4. From the t-statistic values, it is observed that there is no statistically 
significant difference between the hybrids at 1% level of significance. Further, from 
the t-test performed separately, it is observed that the performance of DEWNN is 
statistically significant between compared to hybrids at 1% level of significance. 

Tables 5 & 6 present the rule base size of the hybrids with full features datasets, 
reduced features datasets of the classification and regression problems respectively. 
From Table 5, in the case of full features datasets, it is clearly shown that 
DEWNN+Ripper achieved less number of rules when Morlet activation function is 
used in all datasets. In the case of reduced features datasets, from Table 5, the average 
rule base size of DEWNN+Ripper yielded less number of rules when Gaussian activa-
tion function is used in all datasets. From Table 6, in the case of regression  
 

Table 4. Average MSE values of 10FCV of reduced features datasets for regression problems 

Dataset DEWNN DEWNN+CART DEWNN+DENFIS t-TEST VALUES 

Gaussian  function 
AUTOMPG 0.0512 0.192196 0.19426 0.037 

BODYFAT 0.0849 0.222867 0.21294 0.108 

BOSTONHOUSING 0.0509 0.192392 0.19028 0.038 

FORESTFIRES 0.002 0.028401 0.02865 0.015 

POLLUTION 0.024 0.129867 0.1426 0.504 

Morlet  function
AUTOMPG 0.0252 0.154617 0.15394 0.061 

BODYFAT 0.0237 0.160615 0.1315 2.749 

BOSTON 
HOUSING

0.0323 0.176827 0.17214 0.440 

FORESTFIRES 0.0024 0.028749 0.02845 0.016 

POLLUTION 0.0367 0.15929 0.16188 0.06 

Table 5. Average rules of 10FCV for classification problems 

Dataset 
Gaussian  function in DEWNNN Morlet  function in DEWNNN 

DEWNN + DT DEWNN + RIPPER DEWNN + DT DEWNN + RIPPER 

Full features 

IRIS 4.1 3.4 4.9 3.3 

WINE 8.1 4.5 7.1 4.1 

SPANISH 4.5 2.5 3.4 2.5 

TURKISH 2 2 2.4 2.1 

US 4.9 3.1 5.1 2.9 

UK 4.5 2.8 5.1 2.4 

Reduced features

WINE 6.3 4.4 5.1 3.8 
SPANISH 2.4 2.3 5.1 2.5 

TURKISH 2 2 2.4 2.4 

UK 3.6 2.1 2.6 2.4 
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problems, it is observed that DEWNN + DENFIS obtained less number of rules when 
compared to that of DEWNN + CART no matter which wavelet activation function is 
used over all datasets. Further, the average rule base size of reduced features datasets 
from Table 6, it is shown that DEWNN + DENFIS yielded less number of rules, when 
Morlet activation function is used over Body fat dataset, Boston housing dataset, For-
est fires dataset. However, for the Auto MPG and pollution datasets, DEWNN + 
DENFIS achieved less number of rules when Gaussian activation function is used in 
DEWNN and DEWNN + CART achieved less number of rule base size, when Morlet 
activation function is used in DEWNN. From the above discussion, it is concluded 
that we can use both the hybrids for rule extraction purpose.  

Further, from a t-test performed at 1% level of significance separately, it is ob-
served that in majority of the cases, in regression problems, with or without feature 
selection, DEWNN outperformed the hybrids,  

Table 6. Average rules of 10FCV for regression problems 

Dataset Gaussian function Morlet function 

DEWNN+CART DEWNN+DENFIS DEWNN+CART DEWNN+DENFIS 

Full features 
AUTOMPG 49.4 4.8 43.7 4.8 

BODYFAT 19.1 2.9 20.5 2.9 

BOSTONHOUSING 56 5 50 5 

FORESTFIRES 19.8 9.8 22.1 9.8 

POLLUTION 5.1 5.8 4.9 5.8 

Reduced features 
AUTOMPG 54.4 2.9 47.8 3.9 

BODYFAT 16 3.4 21.3 2.9 

BOSTONHOUSING 66 5.6 66 3.3 

FORESTFIRES 64.6 6.1 60.8 5.3 

POLLUTION 6.6 4.8 4.3 5.8 

5 Conclusions 

In this paper, we present a hybrid method to extract rules from a trained DEWNN 
using DT, Ripper to solve classification problems viz., Spanish banks, Turkish banks, 
UK banks and US banks and iris, wine dataset and CART, DENFIS to solve the re-
gression problems viz., Auto MPG, Body Fat, Boston Housing, Forest Fires and Pol-
lution. The average rule base size obtained by the proposed hybrids turned out to be 
smaller with feature selection.  Further, based on t-test, it is inferred that the hybrids 
not only make the DEWNN transparent but also are not very far from it in terms of 
sensitivity in classification problems, whereas DEWNN outscored the hybrids in re-
gression problems in terms of MSE. 
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Abstract. This paper presents a new improved self adaptive particle swarm 
optimization technique to avoid premature convergence for economic load 
dispatch problem. Many evolutionary techniques such as particle swarm 
optimization (PSO), differential evolution (DE) have been applied to solve this 
problem and found to perform in a better way in comparison with conventional 
optimization methods. But often these methods converge to a sub-optimal 
solution prematurely. In this method, the inertia weight is made self adaptive 
depending on the population size and the fitness rank of the particle along with 
time variant acceleration coefficients.  A thirteen-unit test system is considered 
to demonstrate the effectiveness of the proposed method. The results obtained 
by the proposed algorithm are compared with other classical as well as modern 
heuristic techniques. It is found that the proposed method can produced 
improved results. 

1 Introduction 

Economic load dispatch is one of important tasks in the power system operation and 
planning. The main objective of the economic load dispatch (ELD) is to schedule the 
committed generating unit outputs so as to meet the required load demand at 
minimum operating cost while satisfying all unit and system equality and inequality 
constraints. Thus, it is a large-scale highly nonlinear constrained optimization 
problem. Traditionally, a Lagrangian augmented function is first formulated [1] and 
the optimal conditions are obtained by partial derivation of this function. Different 
mathematical as well as classical optimization techniques methods have been applied 
to solve the ELD problem. These include dynamic programming (DP), quadratic 
programming (QP), linear programming, homogenous linear programming, nonlinear 
programming techniques and interior point method [2]–[4].  

In the recent year several heuristic techniques such as genetic algorithms (GA)  
[5], evolutionary programming (EP) [6], artificial neural network (ANN) [7], 
simulated annealing (SA) [8], technique differential evolution [DE] algorithm [9],  
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bio-geography based optimization technique [10].  A chaotic differential evolution 
based method was presented by Lu et al. [11] for solving dynamic ELD problem and 
presented promising results. 

Particle swarm optimization (PSO) is one of the modern heuristic algorithms and 
has gained lots of attention in various power system optimization problems. Kennedy 
and Eberhart [12] originally developed the PSO concept based on the behavior of 
individuals (i.e. particles or agents) of a swarm or group. Gaing used PSO to solve 
economic dispatch problem considering generator constraints with line loss [13].  

A new improved self adaptive particle swarm optimization technique (NISAPSO) 
with time-varying acceleration coefficients (TVAC) [14] is applied in this paper to 
address the problem of premature convergence in ELD problems. In this case, the 
inertia weight is made self adaptive in terms population size and fitness rank of the 
particle [15]. The proposed approach was applied on a simple test system to 
determine its effectiveness. The results have been compared with other methods. It is 
found that the proposed method is capable to avoid premature convergence and can 
produce better results. 

2 Problem Formulation  

The primary objective of ELD problem is to minimize the total fuel cost of the 
generating units and to meet the system demand under several operating constraints. 
The fuel cost curve for any unit is assumed to be approximated by segments of 
quadratic functions of the active power output of the generator for simplicity.  
Thus, the problem may be described as the minimization of the total fuel cost as 
defined by (1) 

( ))( 2

1
igiigi

n

i
ig cPbPaPFC ++=

=                                         
(1) 

where, )( gPFC is  total fuel cost of generation in the system ($/hr), iii cba ,,  are the  

fuel cost coefficients of the i th generating unit, giP  is the  power generated by the ith 

unit  and n is the  number of thermal units. 
The cost is minimized with the following constraints. 

(i) Generator upper and lower limit 

The power output of each generating unit must be greater than or equal to the 
minimum power permitted and also be less than or equal to maximum power 
permitted on that specified unit. This can be defined as follows. 

maxmin
gigigi PPP ≤≤

                                                  (2) 

where, min
giP  is the minimum power generation by ith unit, max

giP is the maximum 

power generation by the ith unit. 
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(ii) Power balance 

Total power generated by all the units must be equal to power demand plus losses and 
the same can be expressed as 

1
LD

n

i
gi PPP +=

=                                                  
(3) 

Where, DP is the total power demand and LP is the total transmission loss. The 

transmission loss LP  can be calculated by using B matrix and is defined by (4) 
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where, ijB  s are the elements of loss coefficient matrix. 

2.1 Classical PSO  

Particle Swarm Optimization (PSO) is one of the recent developments in the category 
of heuristic optimization technique. Kennedy and Eberhart [12] originally developed 
the PSO concept based on the behaviour of individuals (i.e. particles or agents) of a 
swarm or group.   

Let in a physical d-dimensional search space, the position and velocity of the ith 
particle (i.e. ith individual in the population of particles) be represented as the vectors 

( )idiii xxxX ,....,, 21=  and ( )idiii vvvV ,...,, 21=   respectively. The previous best 

position of the ith particle is recorded and represented 
as ( )idiii pbestpbestpbestpbest ,....,, 21= . The index of the best particle among all the 

particles in the group is represented by the dgbest . The modified velocity and 

position of each particle can be calculated using the current velocity and the distance 
from idpbest  to dgbest  as shown in the following formula: 
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(5) 

where pN  is the number of particles in a swarm or group, gN  is the number of 

members or elements in a  particle, k
idV  is the velocity of individual i at iteration k, w 

is the weight parameter or swarm inertia, c1 ,  c2 are the acceleration constant and 
( )rand  is uniform random number in the range [ 0 1]. 

The updated velocity can be used to change the position of each particle in the 
swarm as depicted in (6) as:  

11 ++ += k
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k
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k
id VXX                                              (6) 
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In general, the inertia weight w the inertia weight w is set according to the following 
equation: 

max

minmax
max iter

iter

ww
ww ×−−=

                                             
(7) 

where maxiter is the maximum iteration number and iter is the current iteration 

number. 

2.2 Concept of Self Adaptive Inertia Weight (SAIW)  

The inertia weight w is utilized to adjust the influence of the previous velocity on the 
current velocity, and also to balance between global and local exploration capabilities. 
The diversity in the population decreases during the end of the optimization 
procedure. Consequently, the velocities of the particles gradually decrease. To prevent 
this situation, the utilization of different inertia weights for different particles can play 
an important role. In Classical PSO, particle with better fitness value is closer to 
global optimum. For the particle with a better fitness, it is required to impose stronger 
local exploration ability in order to search its local surrounding region in a better way. 
On the other side, the particle with inferior fitness, it is required to impose stronger 
global exploration ability in order to search the entire solution space in a better way. 

The swarm size also plays an important role in finding the optimal value. When the 
swarm size is very small, the PSO algorithm may not be able to search the entire 
solution space effectively due lack of searching agents. On the other side, very large 
swarm size may slow down the convergence rate. 

In order to address the above issues, inertia weight can be adjusted according to the 
swarm size and fitness function. This can be implemented as follows [15]. 

( ) ( )[ ]100/200/exp3
12 −

+−−= rpw                                            (8) 

where p is the population size and r is the fitness rank of the particle. 

2.3 Concept of Time-Varying Acceleration Coefficients (TVAC)  

It is observed from (5) that the search toward the optimum solution is heavily 
dependent on the two stochastic acceleration components (i.e. the cognitive 
component and the social component). Thus, it is very important to control these two 
components properly in order to get optimum solution efficiently and accurately. It is 
reported that a relatively higher value of the cognitive component, compared with the 
social component, results in excessive roaming of individuals through a larger search 
space. On the other hand, a relatively high value of the social component may lead 
particles to rush toward a local optimum prematurely [12].  

For this, the concept of parameter automation strategy called time varying 
acceleration coefficients (TVAC) had been introduced [14]. The main purpose of this  
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concept is to enhance the global search capability during the early part of the 
optimization process and to promote the particles to converge toward the global 
optimum at the end of the search. The concept of time varying acceleration 
coefficients (TVAC) can be introduced mathematically as follows [14]. 

( ) 1
max

111 iif C
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iter
CCC +−=

                                                      
(9) 

( ) 2
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(10) 

where fifi CCCC 2211 ,,,  are constants representing initial and final values of 

cognitive and social acceleration factors respectively. 

2.4 New Improved Self Adaptive Particle Swarm Optimization (NISAPSO) 
with TVAC  

It is seen that the classical PSO is either based on a constant inertia weight factor or a 
variable inertia factor.  It is reported that the particles in classical PSO may converge 
to a local minimum prematurely due to lack of diversity in the population, particularly 
for complex problems. The above situation may be avoided and can be implemented 
as follows. 
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Here, w is varied according to (8) depending on the current population size and fitness 
of the particle. 

3 Results and Discussions  

The proposed algorithm based on NISAPSO was implemented using in house Matlab 
code on 3.0 MHz, 2.0 GB RAM PC.  To demonstrate the effectiveness and feasibility 
of the proposed algorithm, it was applied on a test system consisting of thirteen 
generating units [16].  

The system data including minimum and maximum generation limits and cost 
coefficients are shown in Table 1. The B-coefficients are taken from [16] and not 
reproduced here due to space limitation. 
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Table 1. Unit data for 13-Unit Systems 

Unit min
giP  max

giP  ia  ib  ic  

1 60 180 0.00324 7.74 240.00 
2 60 180 0.00324 7.74 240.00 
3 60 180 0.00324 7.74 240.00 
4 60 180 0.00324 7.74 240.00 
5 60 180 0.00324 7.74 240.00 
6 60 180 0.00324 7.74 240.00 
7 40 120 0.00284 8.60 126.00 
8 40 120 0.00284 8.60 126.00 
9 55 120 0.00284 8.60 126.00 
10 55 120 0.00284 8.60 126.00 
11 0.0 680 0.00028 8.10 550.00 
12 0.0 360 0.00056 8.10 309.00 
13 0.0 360 0.00056 8.10 307.00 

Table 2. Results of thirteen generator sytem  for Economic Load dispatch 

Unit Demand (MW) 

975 1925 2575 
P1 (MW)   88.3722 122.0626 157.1346 
P2 (MW)   81.7153 113.5342 175.4975 
P3 (MW)   97.4297 114.1215 161.5405 
P4 (MW)   74.1713 129.9797 164.8965 
P5 (MW)   79.0190 126.8792 172.4661 
P6 (MW)   71.4999 127.8593 162.5760 
P7 (MW)   55.7958   73.0511 112.2270 
P8 (MW)   47.5934   62.5838   93.1694 
P9 (MW)   69.1717   83.4575   66.1031 

P10 (MW)   61.5209   77.1573   89.8232 
P11 (MW) 156.4589 570.0735 680.0000 
P12 (MW)   63.1526 269.3442 332.1420 
P13 (MW)   35.7168 85.2248 278.9005 

Total Generation (MW) 981.6176 1955.3287 2646.4764 
Losses (MW) 6.6176 30.3287 71.4764 

Fuel Cost ($./hr) 11183.00 19323.00 25234.00 
CPU Time (Sec). 7.60 6.68 8.24 

Iterations 500 500 500 

 
The performance of PSO based algorithm is quite sensitive to the various 

parameter settings. Tuning of parameters is essential in all PSO based methods. Based 
on empirical studies on a number of mathematical benchmark functions [14], it has 
been reported the best range of variation as 2.5–0.5 for 1C  and 0.5–2.5 for 2C . We 
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experimented with the same range and the best results were obtained for 2.5 – 1.1 
for 1C  and 1.1 – 2.5 for 2C out of 50 trial runs. The optimization is done with a 

randomly initialized population of 40 swarms. The maximum iteration was set at 500.  
Table 2 shows the results for optimized fuel cost, generation schedule, losses and 

CPU time for a demand of 975 MW, 1925MW and 2575 MW. The randomness of the 
proposed method has been verified by testing with same demand for several times. 

The convergence characteristic of the proposed algorithm based on NISAPSO for a 
demand of 1925 MW is shown in Fig.1. Fig.1 also compares the convergence 
characteristics of NISAPSO with that of PSO. It is clearly seen that proposed method 
is capable to avoid premature convergence. 

The results are also compared with classical as well as neural based methods [16] 
for the demand of 975 MW, 1925 MW, 2575 MW and are shown in Table 3. It is seen 
from Table 3 that the proposed method can produce superior results in terms of fuel 
cost and losses. 

 

Fig. 1. Convergence characteristics for optimal fuel cost 

Table 3. Comparison of results obtained by the proposed method 

Demand (MW)  PNM [16] [CM] [16]  Proposed 
NISAPSO 

975 Fuel Cost ($./hr) 11201.95 11201.90 11183.00 
Losses (MW) 13.4011 13.4009 6.6176 

1925 Fuel Cost ($./hr) 19506.92 19506.92 19323.00 
Losses (MW) 60.1509 60.1509 30.3287 

2575 Fuel Cost ($./hr) 25514.85 25517.99 25234.00 
Losses (MW) 110.6711 110.6924 71.4764 
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4 Conclusion   

Economic load dispatch (ELD) is one of the important issues in modern day power 
system operation. The basic objective is to reduce fuel cost while satisfying the 
several constraints. In this paper,  a new  improved self adaptive  particle swarm 
optimization technique with time-varying acceleration coefficients have been 
successfully applied for solving economic load dispatch  problem to avoid premature 
convergence. The inertia weight is made self adaptive in terms of population size and 
fitness rank of the particle. To evaluate the performance of the proposed algorithm, it 
has been applied on a test system. The results obtained by the proposed method are 
compared with other methods. It is found that the proposed method is capable to 
avoid premature convergence and can produce improved results. 
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Abstract. This paper proposes a probabilistic local search based memetic algo-
rithm for the task scheduling problem with the objective to minimize the maxi-
mum completion time, which is known to be NP-Hard problem. It has been 
proven to be NP-Complete for which optimal solutions can be found only after 
an exhaustive search. The main positive effect of the proposed approach is by 
choosing only good individuals as initial solutions for Local search thereby as-
signing an appropriate local search direction to each initial solution. The pro-
posed probabilistic approach is compared with the non probabilistic memetic 
approach where tabu search act as local search. From these observations, it is 
found that the minimum local search probability will avoid the premature con-
vergence of MA and also reduce the processing time rather than trapping into a 
local minima.  

1 Introduction 

Precedence-constrained parallel applications are one of the most typical application 
models used in scientific and engineering fields. Such applications can be deployed 
on homogeneous or heterogeneous cluster computing systems. These applications can 
be decomposed into a set of smaller tasks that generally have dependencies. Schedul-
ing a set of dependent or independent tasks for parallel execution on a set of proces-
sors is an important and computationally complex problem. The objective of the task 
scheduling problem is to minimize the makespan (schedule length) i.e., the overall 
computation time of any application represented as Directed Acyclic Graph (DAG). 
Optimal scheduling of tasks of a DAG onto a set of processors is a strong NP-Hard 
problem. It has been proven to be NP-Complete for which optimal solutions can be 
found only after an exhaustive search. 

In general, EAs are capable of exploring and exploiting promising regions of the 
search space. They can, however, take a relatively long time to locate the exact local 
optimum within the region of convergence. Memetic algorithms (MA) are recent 
extensions of EAs with the introduction of individual learning as a separate process of 
local refinement for accelerating search. In MAs, several studies (Hart et al 2004; 
Ishibuchi et al 2003) have been focused on how to achieve a balance between global 
and local search part.  
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Local search was applied to individuals in every generation. In some studies, (Deb 
and Goel 2001;Talbi et al 2001) local search was applied to individuals only in the 
final generation. While Deb and Goel (2001) used local search for decreasing the 
number of non-dominated solutions i.e for decreasing the diversity of the final solu-
tions. Talbi et al (2001) intended to increase the diversity of final solutions by the 
application of local search. In many combinatorial optimization problems, Local 
search can be much more effectively executed than the genetic search. Task schedul-
ing involves finding an optimal mapping of tasks to available machines in the cluster.  

MA with Tabu search as local search is proposed which enriches the searching be-
havior and avoids the premature convergence. In this paper, a local search probability 
pLS is introduced for decreasing the computation time spent by local search. Local 
search is not applied to all solutions in the current population but probabilistically 
applied to selected solutions with the probability pLS. To test the performance of the 
proposed approach, highly communicating task graphs like Gaussian Elimination is 
generated and also tested with randomly generated DAGs.  

The paper is organized as follows: introduction is followed by the problem model-
ing which is presented in Sect.2. Section 3. discusses the probabilistic local search 
based memetic algorithm framework. Section 4 introduces the proposed approach and 
implementation aspects. Section 5 presents the experimental results and discussions. 
Finally the conclusions and future research directions are presented in Section 6. 

2 Problem Modeling 

Parallel programs can be generally represented by a Directed Acyclic graph (DAG). A 
DAG, G = (N, E, w, c) consists of a set N of n nodes and E is a set of communication 
edges, corresponding to the dependency among tasks. The positive weight w (n) asso-
ciated with node n є V represents its computation cost and the nonnegative weight c 
(eij) associated with edge eij є E represents its communication cost. The communica-
tion cost between two nodes assigned to the same processor is assumed to be zero. 
The task executions of a given application are assumed to be non-preemptive. In a 
given task graph, a task without any predecessor is called an entry task and task with-
out any child is called an exit task. Here, it is assumed that there is one entry and exit 
task in DAG. 

Priority is computed and assigned to each task based on the following attributes 
namely, Average Computation Cost (ACC), Data transfer cost (DTC) and rank of the 
predecessor task (RPT).The ACC of a task is the average computation cost on all the 
‘m’ processors and it is computed by using Eqn.(1). 

( ) ,

1

m
i j

i
j

w
ACC v

m=

=                                                     (1) 

The DTC of a task vi is the amount of communication cost incurred to transfer the 
data from task vi to all its immediate successor task and it is computed at each level  

( ) ,
1

:
n

i i j
j

DTC v C i j
=

= <                                           (2) 

using Eqn. (2) where ‘n’ is the number of nodes in the next level. The DTC value is 
zero for the exit task. The RPT of a task vi is the highest rank of all its immediate 
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predecessortask and it computed using Eqn. (3) and v1, v2,…….. vh are the immediate 
predecessor of vi. 

               ( ) ( ) ( ) ( ){ }1 2, ,...i hRPT v Max rank v rank v rank v=                      (3) 

Where The RPT value for the entry task is zero. Here, the maximum rank of prede-
cessor tasks of task vi as one of the parameters to calculate the rank of the task vi and 
the rank computation is given by Eqn (4). At each level, the task with highest rank 

             ( ) ( ) ( ) ( ){ }i i i irank v round ACC v DTC v RPT v= + +                           (4) 

receives the highest priority followed by task with next highest rank value and so on. 
The task with minimum ACC value receives the higher priority. A task graph for 
Gaussian elimination for 3 x 3 matrix is shown in Fig.1 and its computation cost ma-
trix is shown in Table 1.  

 

 

 

 

 

 
 
 
 
 
 

Fig. 1. Gaussian elimination task graph  

Table 1. Computational cost matrix (W) for Fig.1 

Task P1 P2 P3 
1 3 3 3 
2          4 5 4 
3 4 6 4 
4 5 3 5 
5 3 7 2 
6 3 6 1 
7 5 3 6 
8 2 4 5 
9 5 8 5 

Let EST (ni, pj) and EFT (ni, pj) are the Earliest Start Time and Earliest Finish 
Time of task ni on pj, respectively. For the entry task ventry, EST(ventry, pj) = 0, and for 
the other tasks in the graph, the EST and EFT values are computed recursively,  

1

2 3 4

5 

76

8 

9
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starting from the entry task, as shown in Eqns (6) and (7). In order to compute the 
EFT of a task ni, all immediate predecessor tasks of ni must have been scheduled.  

EST(ni, pj) = max ( avail[j],max(AFT(nk + Ci,k)))                               (6) 

Where nk  pred(ni ) i.e is the set of immediate predecessor tasks of task ni and 
avail[j] is the earliest time at which processor pj is ready for task execution. 

        EFT(ni, pj) = wij+ EST(ni, pj)                                              (7) 

The inner max block in the EST equation returns the ready time, i.e., the time when 
all the data needed by ni has arrived at processor pj. After a task nk is scheduled on a 
processor pj, the earliest start time and the earliest finish time of ni on processor pj is 
equal to the actual start time AST(nk) and the actual finish time AFT(nk) of task nk, 
respectively. After all tasks in a graph are scheduled, the schedule length (i.e. the 
overall completion time) will be the actual finish time of the exit task, nexit.  

3 Probabilistic Local Search Based Memetic Algorithm 

Potential algorithmic improvement in MA can be achieved by considering some im-
portant issues of MA (Nyuyen et al 2009; Ong et al 2006; Lozano et al 2004). One of 
the first issue pertinent to MA design is to consider how often the local search should 
be applied, i.e., local search frequency. To make local search more efficient, use the 
problem-specific local search schemes, choose an appropriate solution for a randomly 
specified local search direction and apply local search only to the selected solutions. 
We use the local search probability, pLS for decreasing the number of solutions to 
which local search is applied. The proposed algorithm chooses with respect to the 
current local search direction.  

4 The Proposed Approach 

The proposed approach use the local search probability, pLS to select the individuals 
for the next population thereby limiting the processing time of the task scheduling 
problem whose pseudocode is presented in Fig.2. 
Step 1:  Generate Chromosomes based on the population size and calculate their fit-
ness value. 
Step 2:   Find the best fitness value and have it as the initial solution. 
Step 3:  Perform local search to a copy of the selected solution using the local search 
probability over the Chromosomes and find the best fit value. Initial solution is up-
dated with this new best fit value  
Step 4:   While (! stopping criteria) 
                 4.1 Cross over () 
                 4.2 Mutation () 
                 4.3 Perform step 3 again from the population obtained from step 4.2 
                 4.4 if fitness value < best fit value then 
                       4.4.1Update best fit value 
                      end if 
               end while 

Fig. 2. The proposed Memetic Algorithm 
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4.1 Genetic Representation 

A schedule consists of the processor allocation and the start time of each node of the 
task graph. Each chromosome is represented as a group of genes i.e. task-processor 
pair (Ti, Pi) indicating that task Ti is assigned to the processor Pi shown in Fig 3. The 
position of genes in a chromosome represents the order in which tasks should be 
executed.  
                                              1               2                    3 

     (2,1)      (3,2)     (1,1) 

Fig. 3. Chromosomal representation 

4.2 Initialization  

Here the initial population is generated based on the priority calculation of the tasks at 
each level as shown in Table 2. As the objective of the task scheduling problem is to 
find the shortest possible schedule, the fitness of a chromosome is directly related to 
the length of the associated schedule. Here the fitness value is determined by the 
earliest finish time of the last task. 

4.3 Selection 

In this step, the chromosomes in the population are first ranked based on their fitness 
value for the best to the worst. Then they are selected to the pool.  

4.4 Recombination  

New chromosomes are created by combining two selected parent chromosomes and 
swaps second part of each chromosome after a randomly selected point. Single point 
and two point crossovers are alternatively performed and the crossover probability is 
also selected randomly.  

4.5 Mutation Operator 

This operator is applied with a lower probability (about 0.1 or less) than the crossover 
operator. Its main purpose is to avoid the convergence of the state search to a locally 
best solution. It takes each chromosome from the fittest ones and changes a randomly 
selected gene (Ti, Pi) to (Ti, Pj) which introduces diversity each time when it is applied, 
and consequently the population continues slowly to improve. Therefore the 
probability of crossover and partial-gene mutation is not fixed in the proposed 
algorithm. 
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4.6 Local Search 

In the local search part, a neighbor is randomly generated from the neighborhood of 
the current solution. If the neighbor is better than the current solution, the current 
solution is replaced and local search continues for the new current solution in the 
same manner. If the quality of an offspring is very poor, the application of local 
search seems to be waste of the computation time. Thus local search should be ap-
plied to only good offspring.  

4.7 Termination Criteria 

When no improvement solution has been found over the last n iterations, the algo-
rithm terminates. Typically this value is between 50 to 500 depending on the desired 
quality of the solution and the size of the problem.  

5 Results and Discussions 

The proposed approach has been implemented on 32 node HP Proliant cluster. Highly 
communication intensive application like Gaussian elimination task graph is also 
generated with matrix size varying from 3 to 15 and the population size is varied from 
20 to 200. Although the memetic algorithm is a GA combined with the Tabu Search 
as a local search, it is not necessarily the case that the genetic parameters are the most 
ideal for a memetic algorithm. The tasks are selected for an initial pool according to 
the priority value as shown in Table 2 for the Gaussian Elimination task graph and are 
selected according to their fitness value.  

Table 2. The DTC, ACC, RPT, rank and Priority values for the tasks in Fig.1 

Level Task ACC RPT DTC Rank Priority 
1 1 3 0 6 9  1 

2 2 4.33 9 4 17 3 

2 3 4.67 9 6 19 2 

2 4 4.33 9 7 20 1 

3 

4 

4 

5 

6 

5 

6 

7 

8 

9 

4.0 

3.33 

4.67 

3.67 

6 

17 

38 

38 

51 

66 

17 

10 

11 

12 

0 

38 

51 

53 

66 

     72     

1 

2 

1 

1 

The effectiveness of the proposed approach is evaluated by varying both the popu-
lation size and number of iterations is investigated and the results are depicted in 
Fig.4 and Fig.5. The graph in Fig.5 shows that the processing time for non-
probabilistic local search MA spent too much time in convergence whereas the prob-
abilistic local search took less time to converge. The performance of the probabilistic 
local search based MA is compared with non-probabilistic local search-MA (NPLS-
MA) for different population size and different local search probability.  
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Fig. 4. No.of.Iterations vs. Makespan for 3 x 3 GE DAG for population size=50 

 

Fig. 5. No.of.Iterations vs. Processing time for Random Task Graph  

Table 3. The Performance of proposed approach for 3 x 3 Gaussian Elimination task graph 

Population 
Size 

Iterations Makespan Processing Time 
pLS 
=0.5 

pLS = 
0.8 

NPLS-
MA 

pLS 
=0.5 

pLS = 
0.8 

NPLS-
MA 

30 20 26 26 29 0.00 0.00 0.00 
30 24 26 29 0.00 0.01 0.00 
50 24 26 26 0.01 0.02 0.01 

100 24 25 25 0.04 0.07 0.03 
50 
 
 

20 24 25 29 0.00 0.00 0.00 
30 24 25 26 0.00 0.00 0.01 
50 24 21 26 0.00 0.00 0.01 

100 21 21 25 0.04 0.02 0.03 
100 20 22 22 26 0.00 0.00 0.00 

30 22 22 26 0.00 0.00 0.00 
50 22 20 26 0.01 0.00 0.0 

100 20 20 24 0.04 0.02 0.04 
150 20 22 22 30 0.00 0.00 0.00 

30 22 22 30 0.00 0.01 0.00 
50 20 21 30 0.00 0.02 0.02 

100 20 21 24 0.05 0.06 0.04 
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From Table 3, the makespan of the proposed approach is converging very slowly 
when compared to its counterpart. The processing time of the proposed approach with 
pLS = 0.5 is almost similar to NPLS-MA since only 50% of the selected population 
undergo local search. The processing time of the proposed approach with pLS = 0.8, 
the search is not a random walk because different solutions are chosen as initial solu-
tions for different local search directions. This may take too much of time in selecting 
the nearest neighbor and thereby increasing the processing time. 

When the size of the population is increased, then the processing time of the prob-
abilistic approach is very high when compared to its counterpart NPLS-MA. This is 
due to the fact that the local search is a random walk to search its neighborhood and 
doesn’t degrade the current solution in the case of Pareto-dominance relation. From 
these observations, it is found that the minimum local search probabaility will avoid 
the premature convergence of MA and also reduce the processing time rather than 
trapping into a local minima. 

6 Conclusion 

In this approach, only good individuals are selected as initial solutions for local search 
and assigning appropriate local search directions to each initial solution. The proba-
bilistic approach takes less time to find an optimal solution when the population size 
is very low and for minimum local search probability.  
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Abstract. In this paper we investigate about the Neighborhood search mechan-
isms to improve the performance of Artificial Bee Colony (ABC) on shifted and 
rotated benchmark functions, proposed in CEC 2005. Although basic version of 
ABC has been provided with adaptive search mechanism, it will not be able to 
tackle complex functions with much accuracy unless it was enriched with an ef-
ficient neighborhood search scheme. Experimental results have explicitly 
shown that Neighborhood search based ABC (NS-ABC) performed superiorly 
well over other variants of ABC.  

Keywords: Artificial Bee Colony, Neighborhood search, Global Optimization, 
Differential Evolution.  

1 Introduction 

After the revolutionary performances of Evolutionary algorithms based on Darwin 
theory, swarm intelligent based algorithms came in to field of optimization with even 
better strategies and good methodologies to solve most difficult and complex prob-
lems with less computational burden [1]. Artificial Bee Colony algorithm also comes 
under the category of swarm intelligent methods and it is on par with that of previous 
methods like particle swarm optimization [2], Ant colony algorithm [3], Bacterial 
Foraging Optimization [4] etc. This powerful methodology with simple structure was 
first proposed by Karaboga [5-7] for numerical function optimization. Since its incep-
tion in 2005 ABC was used in many instances and also in very complex optimization 
problems including multi-objective problems as well [8-9].  

The abundant increase in number of algorithms in past decade attracted researchers 
to develop most complex problem which are almost equivalent to real world optimi-
zation problems. CEC 2005 benchmark suite is one of the complex benchmark suite 
which was proposed in CEC 2005 competition [10]. As the complexity of problem 
increases algorithm leads to poor performance with basic methodology it has, though 
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it may give promising solutions for normal problems. Artificial Bee Colony has no 
exception for this and to tackle these kinds of problems we propose a new variant 
known as Neighborhood search ABC based on Cauchy and Gaussian distributions. 
The proposed methodology was validated on 25 benchmark functions proposed in 
CEC 2005 benchmark functions considering the same environmental situations.  

The rest of paper is organized as follows; in Section 2 the original ABC is pre-
sented. Section deals with NS-ABC method followed by Section 4 emphasizes over 
the results obtained. Finally in section 5 we unfold some of conclusions and future 
areas of research.  

2 Artificial Bee Colony 

According to Karaboga [5] Artificial Bee Colony algorithm falls under the category 
of bees simulating foraging behavior. It classifies the foraging artificial bees into three 
kinds, the employed bees, onlooker bees and scout bee. Each plays a vital role in de-
veloping ABC algorithm. The detailed optimization procedure of ABC algorithm can 
be found in the references cited [5-7]. The main idea behind this swarm based metho-
dology is summarized below. 

1. Foragers are employed to search the potential food sources which are in the vicin-
ity of their hive. 

2. Once a Forager meets the food source then it role changes to Employed bee and 
then it starts carry local exploitation, based on the profitability it loads nectar and 
also retains the position of food source.  

3. Once Employed bee had done with local exploitation it returns to hive and then 
shares information with onlooker bees via waggle dances 

4. There after onlooker bees chooses on of the employed bee information and then it 
starts to exploit the food sources. This process is repeated until all the employed 
bees and workers phase is completed. 

5. The food source which is exhausted is abandoned and forager becomes scout and 
explores new food sources.  

3 ABC with Neighborhood Search  

Neighborhood search based ABC is a novel variant of ABC algorithm which embeds 
the mechanism of Neighborhood search. The major problem which hampers the per-
formance of ABC is the exploitation mechanism in classical version. To overcome the 
problem and to enhance the searching strategy we introduce a neighborhood search 
based on Cauchy and Gaussian mutation strategies. Neighborhood search based  
methods showed a very prominent role in improving algorithms performances like 
Evolutionary Programming and Differential Evolution [11, 12]. Motivated by  
their performances we put forth a step to incorporate the similar mechanism in Em-
ployed and Onlooker phases of ABC algorithm. The steps involved are discussed in 
subsections. 
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3.1 Initialization Phase  

The preliminary parameters algorithm (which is same to ABC also) are no. of . Food 
sources (FS) which is equal to number of employed bees or onlooker bees, limit is the 
parameter after which food source is determined to abandoned or not based on its 
usage.  
The ith food source of a population for a D-dimensional problem is represented by 

},,...,,{ 21 iDiii xxxX =  and then each food source is generated by 

 )(* jjjij lbubrlbx −+=  (1) 

where Dj ....,3,2,1=  and ,,....,3,2,1 FSi = ; r is the random number in range of 

[0 1]; lbj and ubj are upper and lower bounds for the dimension j, respectively.  

3.2 Employed Bee Phase 

Once a Forager discovers a food source it turns in to an employed bee and there after 
it tries to exploit the food source. In this NS-ABC this local exploitation is carried out 
using DE ‘rand/1/bin’ mutation strategy, according to Eq (2) 
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where r1, r2, r3 denote a randomly selected individual solutions, N(0.5,0.5) denotes a 
Gaussian random number with mean 0.5 and standard deviation 0.5, δ denotes a 
Cauchy random variable with scale parameter t=1. 

Conversely to ABC in which only on single dimension of trail solution is modified, 
in this NS-ABC the number of dimensions to be perturbed are determined by crossov-
er operation with help of CR parameter and is given by 
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where jr4 denotes a random dimension within in the ith food source. There after a 
greedy mechanism is applied between ui and xi, then the better solution parameters are 
retained discarding the rest and this process is repeated till all the employed bees car-
ries an exploitation task.  

3.3 Onlooker Bee Phase 

After the completion of employed bee phase, bees enter in to onlooker phase, at this 
stage onlooker bee evaluates the nectar information taken from all of employed bees 
and then selects a food source xi depending on its probability value pi which is given 
by:  



 Neighborhood Search Based Artificial Bee Colony Algorithm 235 

 


=

=
FS

k
k

i
i

fit

fit
p

1

 (4) 

FS is total number of food sources. Fitness value ifit is calculated by using following 

equation 
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Here )( iXf is the objective function to be minimized. The onlooker exploits its food 

source in the region iX . To have a good exploitation mechanism in this phase the 

new food source is produced by ‘current-to-best/1/bin’ like DE strategy as mutation 
operator and is given as follows 
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The crossover operation is performed similarly to that of employed bee phase and 
greedy mechanism is performed between obtained new vi and xi. This is repeated until 
all the onlooker bees complete the exploitation task.  

3.4 Scout Bee Phase 

Each bee will search for a better food source for a certain number of cycles (limit) and 
if the fitness value doesn’t improve, then that particular bee becomes a scout bee. A 
food source is initialized to that scout bee randomly and the search process continues 
till it meets a termination criteria.  

4 Experimental Results 

To validate the performance of proposed NS-ABC we had considered a total of 25 
benchmark functions proposed in CEC 2005 competition with considering the same 
experimental constraints. We had also compared NS-ABC with a new variant of ABC 
[13]. The experiments are carried out in an Intel P4 processor machine with 2GB 
RAM using MATLAB 7.9. 

4.1 Parametric Setup of NS-ABC  

The parameters involved in the NS-ABC are similar to that of ABC and Table 1 
summarizes the list of parameters.  
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Table 1. Algorithmic Parameters of NS-ABC 

Parameters Value 

Population size 20 

Employed Bees (ne) 50 % of colony 

Onlooker Bees (no) 50 % of colony 

CR 0.1 

Limit 200 

4.2 Results  

To make a fair comparison we had considered the same experimental set up which 
were suggested in CEC 2005 competition. A test suite of 25 test functions of 30-
dimensions are being considered for comparison in terms of mean and STD.   

Table 2. Comparsion of NS-ABC & Modified ABC in terms of Mean and Std deviation  

 F1 F2 F3 F4 F5 

NS-ABC 0.00e+00 
(0.00e+00) 

0.00e+00 
(0.00e+00) 

1.55e+05 
(2.14e+04) 

1.02e-04 
(6.28e-05)

3.40e+01 
(3.31e-01) 

Modified 
ABC 

0.00e+00 
(0.00e+00) 

0.00e+00 
(0.00e+00) 

2.20e+05 
(2.53e+04) 

2.20e+05 
(2.53e+04) 

6.02e+03 
(7.16e+02) 

 F6 F7 F8 F9 F10 

NS-ABC 0.00e+00 
(0.00e+00) 

9.36e-03 
(2.06e-03) 

2.04e+01 
(4.50e-01) 

0.00e+00 
(0.00e+00)

5.07e+01 
(1.40e+00) 

Modified 
ABC 

1.38e+02 
(5.81e+01) 

1.05e+02 
(8.20e+01) 

2.09e+01 
(5.63e-02) 

6.60e+01 
(7.74e+00) 

2.01e+02 
(1.44e+01) 

 F11 F12 F13 F14 F15 

NS-ABC 2.26e+01 
(1.10e+00) 

4.23e+03 
(1.50e+03) 

2.72e+00 
(3.45e-01) 

1.33e+01 
(3.85e-01) 

1.00e+02 
(2.08e+01) 

Modified 
ABC 

3.56e+01 
(8.84e-01) 

9.55e+04 
(1.75e+04) 

1.07e+01 
(9.32e-01) 

1.36e+01 
(1.33e+01) 

2.88e+02 
(3.25e+01) 

 F16 F17 F18 F19 F20 

NS-ABC 2.07e+02 
(5.49e+00) 

2.87e+02 
(4.81e+00) 

7.88e+02 
(1.84e+01) 

7.81e+02 
(3.63e+01) 

7.85e+02 
(2.98e+01) 

Modified 
ABC 

3.06e+02 
(2.18e+01) 

3.01e+02 
(2.00e+01) 

8.12e+02 
(4.07e+01) 

8.17e+02 
(4.50e+01) 

8.23e+02 
(5.31e+01) 

 F21 F22 F23 F24 F25 

NS-ABC 5.06e+02 
(1.73e+00) 

8.00e+02 
(3.94e+00) 

8.12e+02 
(2.32e+00)

2.00e+02 
(1.02e-01) 

2.00e+02 
(3.88e-01) 

Modified 
ABC 

6.42e+02 
(1.41e+02) 

9.04e+02 
(6.01e+00) 

8.20e+02 
(8.13e+01) 

2.01e+02 
(5.45e-02) 

2.00e+02 
(2.23e-03) 
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Fig. 1. Convergence of NS-ABC on selected functions 
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A total of 3.00e+05 NFEs and a total of 25 test runs are kept as termination crite-
rion. Table 2 summarizes the obtained results of NS-ABC and also a new variant of 
ABC known as modified ABC [13]. While recording the results if the obtained value 
is less than 10-7, this value is considered to be 0 and there is no practical significance 
if less than that. The best value is been highlighted in bold and also convergence plots 
are being provided in Fig 1.  

From the Table 2 it is very clear that NS-ABC had outperformed modified  
ABC on 22 functions which clearly shows the potential of NS-ABC in solving com-
plex functions.  

5 Conclusions 

A new strategy based on Neighborhood search strategy has been suggested of ABC 
algorithm for solving complex optimization problems. The proposed method had 
performed exceptionally well with a good convergence rate on more than 20 functions 
when compared with a new variant of ABC, which shows the superiority of proposed 
approach. Our future scope will be focusing on solving a Large scale optimization 
problems.  
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Abstract. Intelligent soft computing techniques such as artificial neural 
network and fuzzy logic approaches are verified to be efficient and appropriate 
when implemented to a variety of systems. Recent years both techniques has 
been rising interest and as a result Neuro-Fuzzy techniques have been 
developed. It has also taken the advantages of neural network and fuzzy 
inference system. This paper presents the application of an adaptive neuro-
fuzzy inference system (ANFIS) to path generation and obstacle avoidance of 
an autonomous mobile robot in an unknown static and dynamic environment. In 
this architecture different sensor based information such as front obstacle 
distance (FOD), left obstacle distance (LOD), right obstacle distance (ROD) 
and target angle (TA) are given as input to the adaptive controller and output 
from the controller is steering angle of the mobile robot. Outcome from the 
simulation results using MATLAB demonstrated that the ANFIS model could 
be used as a suitable and effective technique to navigate the mobile robot safely 
both in static and dynamic environment, find and reach to target objects. 

Keywords: ANFIS, Mobile robot, navigation. 

1 Introduction 

Mobile robots are extensively used in various fields of engineering such as aerospace 
research, nuclear industry, mining industries and also in military operations. Path 
planning of an autonomous mobile robot in an unknown cluttered environment is the 
most important aspects in a mobile robots research area. But the mobile robot should 
have learning capability to navigate safely in complex, unknown environment.  In 
path planning, the objective of the mobile robot is to travel safely from source to 
target without hitting with obstacles that present in environment. In this paper an 
intelligent hybrid technique i.e. ANFIS (Adaptive Neuro-Fuzzy Inference System) is 
implemented for the path planning of a mobile robot. This technique gives the 
advantages of both fuzzy logic and neural network. Many researchers have been 
developed several efficient hybrid techniques in the navigation of mobile robots. 
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Among these hybrid intelligent techniques, the adaptive Neuro-fuzzy system can learn 
only from its environment and then make decisions.  A neural fuzzy system is based 
on fuzzy inference system, which is trained by a learning algorithm derived from 
neural network theory.  

In literature survey, there can be found different approaches associated with motion 
control of the autonomous mobile robot. Sudhagar et al. [1] have presented ANFIS 
based navigation for truck like mobile robot.They have trained the truck with three 
inputs, five-layer neural network with back propagation learning algorithm for the 
control the movement of a mobile robot. Neuro-fuzzy motion planners for intelligent 
robots have been discussed by Tsoukalas et al. [2]. The robot is supported with 
sensors to acquire local environmental input and a neuro-fuzzy model processing 
predictable aspects of its environment. The method is verified through a robot 
learning to navigate from start point to goal point without colliding with obstacles 
present in its path. Navigation of multiple mobile robots using Neuro-fuzzy technique 
has been addressed by pradhan et al. [3]. In this design, output from the neural 
network given as input to the fuzzy controller to navigate the mobile robot 
successfully in the clutter environment. Experimental verifications also have been 
done with the simulation results to prove the validity of the developed technique. 
Navigation of mobile robots using adaptive neural-fuzzy system have discussed by 
Nefti et al. [4]. Different sensor based information they have given to the Sugeno–
Takagi fuzzy controller and output from the controller is the robot orientation. 
Experimental results settle the importance of the methodology when dealing with 
navigation of a mobile robot in unknown or partially unknown environment. To 
determine collision-free path of mobile robot navigating in a dynamic environment 
using Neuro-fuzzy technique has been presented by Hui et al. [5]. The performances 
of Neuro-fuzzy approaches are compared other approaches (GA, Mamdani) and it is 
found that Neuro-fuzzy approaches are found to perform better than the other 
approaches. Control of mobile robot based on Neuro-fuzzy technique has been 
discussed by Godjevac and Steele [6]. In this paper they have shown how Neuro-
fuzzy controllers can be achieved using a controller based on the Takagi-Sugeno 
design and a radial basis function neural network for its implementation. Neuro-fuzzy 
based mobile robot navigation has been presented by Rusu et al. [7]. In this paper they 
discussed a Neuro-fuzzy controller for sensor based navigation in indoor 
environments. A Neuro-Fuzzy Controller for mobile robot navigation has been 
addressed by Kim and Trivedi [8]. In this paper they have applied Neural integrated 
fuzzy controller to control the robot motion—steering angle, heading direction, and 
speed. Navigation of an autonomous mobile robot using neuro-fuzzy approach has 
been design by Crestani et al. [9]. They have developed a fuzzy-neural network based 
technique that considers the direction velocity of navigation as controllable terms. 

The objective of the study in this paper is to open up a path planning layout for a 
mobile robot to navigate safely towards the destination while avoiding various 
obstacles present in the environment. Hybrid learning algorithm which combines the 
gradient descent method and least square estimate (LSE) is used to adjust the 
parameters in ANFIS. 
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2 Kinematic Analysis of Mobile Robot 

The Kinematic analysis of differentially steered wheeled mobile robots in a two-
dimensional plane can be done in one of two ways: either by Cartesian or polar 
coordinates. It is assumed that the mobile robot moves without slipping on a plane, 
i.e., there is a pure rolling contact between the wheels and the ground and also there is 
no lateral slip between the wheel and the plane. The modeling in Cartesian 
coordinates is the most common use and the discussion will be limited to modeling in 
Cartesian coordinates. The robot has two fixed standard wheels and one caster wheel 
and is differentially driven by skid steer motion. The two driving wheels are 
independently driven by two motors to acquire the motion and orientation. Both the 
wheels have same diameter ‘2r’ (Fig.1).  The driving wheels are separated by distance 
‘W’.The position of the robot in the 2-D plane at any instant is defined by the 
situation in Cartesian coordinates and the heading with respect to a global frame of 
reference. The tangential velocity of mobile robot is given by [11]. 
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Fig. 1. Mobile Robot kinematic parameters                                                           v = (v v )                                                     (2.1)                                                           ω = W (v v )       (2.2)                                                           v = rω    and  v = rω                                 (2.3) 

Where v is the linear velocity and ω is the angular velocity of the mobile robot. 
Suffixes r,l,t stand for right wheel, left wheel and tangential  directions of motion 
respectively.  

3 Architecture of the Adaptive Neuro-Fuzzy Inference System 
(ANFIS) for Current Analysis 

Adaptive Network-Based Fuzzy Inference System (ANFIS) is one of hybrid 
intelligent neuro-fuzzy inference system and it functioning under Takagi-Sugeno-type 
fuzzy inference system, which was developed by Jang [1993]. ANFIS has a similar 
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structure to a multilayer feed forward neural network but the links in an ANFIS only 
indicate the flow direction of signals between nodes and no weights are associated 
with the links. 

 

Fig. 2. Schematic Diagram for Robot Initial Position 

As for the prediction of steering angle  for mobile robot we assume the fuzzy 
inference system under consideration of four inputs i.e Front obstacle distance (X1), 
Right obstacle distance (X2), Left obstacle distance(X3) , target angle(X4) and each 
input variable has three membership functions(MF) A1,A2,andA3,B1,B2and 
B3,C1,C2andC3, and D1,D2andD3 respectively, then a Takagi-Sugeno-type fuzzy 
inference system  if-then rules is set up as follows; 
 

Rule: if X1 is Ai and X2 is Bi and X3 is Ci and X4 is Di, then   
fn( steering Angle) =  pnX1+qnX2+rnX3+snX4+un 

where,i=1,2,3 and pn,qn,rn,sn and un are the linear parameters of function fn. In ANFIS 
architecture nodes of the same layer have similar functions. The output signals from 
previous layers are the input to the next layer. 

The function of each layer in ANFIS is discussed as follows; 

Input Layer:  In this layer nodes simply pass the incoming signal to layer-1. That is O ,FOD = X                                                                    O ,ROD = X                                                    (3.1) O ,LOD = X  O ,TA   = X  

First Layer: This layer is the fuzzification layer. Neurons in this layer complete 
fuzzification process. Every node in this layer is an adaptive node and computing the 
membership function value. The output of nodes in this layer are presented as 
 O , = μA (X ) O , = μB (X )                                                                 O , = μC (X )                                              (3.2) O , = μD (X ) 
 
i=1,2,3 
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Here O1,i is the bell shape membership grade of a fuzzy set S ( Ai , Bi ,Ci and Di ) and 
it computes the  degree to which the given inputs ( X1,X2,X3and X4) satisfies the 
quantifier S. Membership functions defined as follows;                                                        μA (x) = X C                  3.2(i) 

                                                       μB (x) = X C                  3.2(ii) 

                                                       μC (x) = X C                                           3.2(iii) 

                                                       μD (x) = X C                                           3.2(iv) 

ai , bi and ci are parameters that control the Centre, width and slope of the Bell-shaped 
function of node ‘i’ respectively. These are also known as premise parameters. 
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Fig. 3. Schematic Diagram for ANFIS Structure 

Second Layer: It is also known as rule layer. Every node in this layer is a fixed node 
and labeled as πn. Each node in this layer corresponds to a single Sugeno-Takagi 
fuzzy rule. A rule node receives inputs from the respective nodes of layer-2 and 
determines the firing strength of the each rule. Output from each node is the product 
of all incoming signals. 
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                                  O , = w = μA (X ) · μB (X ) · μC (X ) · μD (X )                (3.3)                                            

Where ‘Wn’ represents the firing strength or the truth value, of nth rule and n=1, 2, 
3…81 is the number of Sugeno-Takagi fuzzy rules. 

Third Layer: It is the normalization layer. Every node in this layer is a fixed node and 
labeled as Nn. Each node in this layer receives inputs from all nodes in the fuzzy rule 
layer and determines the normalized firing strength of a given rule.  The normalized 
firing strength of the nth node of the nth rule’s firing strength to sum of all rules’s firing 
strength.                                                              O , = w = ∑                                             (3.4) 

The number of nodes in this layer is the same the number of nodes in the previous 
layer that is 81 nodes. The output of this layer is called normalized firing strength. 

Fourth Layer: Every node in this layer is an adaptive node. Each node in this layer is 
connected to the corresponding normalization node, and also receives initial inputs 
X1, X2, X3 and X4. A defuzzification node determines the weighted consequent value 
of a given rule define as,                      O , = w f = w p (X ) q (X ) r (X ) s (X ) u           (3.5) 

Where w  is a normalized firing strength from layer-2 and [ , , , , ] are the 
parameters set of this node. These parameters are also called consequent parameters. 
 
Fifth Layer: It is represented by a single summation node. This single node is a fixed 
node and labeled as ∑.  This node determines the sum of outputs of all defuzzification 
nodes and gives the overall system output.                                            O , = ∑ w f = ∑∑                                               (3.6) 

4 Simulation Results 

The simulation results are obtained by using MATLAB software to show the 
performance and validity of the developed method in various environmental 
conditions. When a robot is closed to an obstacle, it avoids a hitting by moving away 
from it in opposite direction. When the data values from sensors are less than the 
threshold values then the obstacle avoidance behavior is activated. An advantage of 
ANFIS is to control velocity and direction of robot, if there are no obstacles on the 
robot path then it moves quickly towards the goal. Fig.4 shows the ability of the robot 
navigates safely and finds the target successfully in cluttered environment.Fig.5 
shows avoidance behavior of a single mobile robot. In Fig.6. it can be noted that the 
robots stay well away from the obstacles as well as from each other. The simulation 
results also compared with fuzzy logic and neural network technique and it is verified 
that using the ANFIS controller the robot reached to the specified target in less time 
(Table-1).  
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Table 1.  

Sl.No. Figure Fuzzy NN ANFIS 
   

 
1 4 13.6 12.1 11.2 
2 5 10.9 10.1 8.9 
3 6 17.5 16.4 14.9 

 

 
 

Fig. 4. Navigation path for one mobile robot 
to reach target using ANFIS controller 

Fig. 5. Environment for one robot and one 
target using ANFIS controller  

 

Fig. 6. Collision avoidance between two mobile robots using ANFIS 

Total travel time in Sec. 
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5 Concluding Remarks 

In this paper, an adaptive neuro-fuzzy technique has been applied for navigation of an 
autonomous mobile robot in an unknown cluttered environment. The simulation 
experiments using Matlab in different environmental scenarios showing better 
performance to avoiding static as well as dynamic obstacles present on the robot path. 
The resulting architecture has also adaptable to any kinds of complex environment. 
The proposed method also compared with other intelligent techniques and the 
settlement in results show the efficiency of the technique. The future research is 
planned to implement the proposed design to multiple robots navigation instead of a 
single robot. 
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Abstract. This paper provides a novel approach to design an adaptive memetic 
algorithm by utilizing the composite benefits of Differential Evolution for 
global search and Q-learning for local refinement. The performance of the 
proposed adaptive memetic algorithm has been studied on a real-time multi-
robot path-planning problem. Experimental results obtained for both simulation 
and real frameworks indicate that the proposed algorithm based path-planning 
scheme outperforms real coded Genetic Algorithm, Particle Swarm 
Optimization and Differential Evolution, particularly its currently best version 
with respect to two standard metrics defined in the literature. 

1 Introduction 

Coined by Dawkins in 1976, the word “meme” refers to the basic unit of cultural 
transmission or imitation. Memetic Algorithms (MAs) are population-based meta-
heuristic search algorithms that combine the composite benefits of natural and cultural 
evolution. MA captures the power of global search by its evolutionary component and 
local search by its cultural component. 

The class of algorithms incorporating the adaptive selection of memes is referred to 
as Adaptive MA (AMA). Usually, the selection of the meme for an individual member 
of the population is done based on its ability to perform local improvement. The 
variant of AMA we would use in this paper is Roulette-Choice strategy based 
Hyperheuristic AMA [1]. In the Roulette-choice strategy, a meme Me is selected with 
probability relative to the overall improvement. Given that g(.) is a choice function, 

then the probability of selection of Me is 
=

n

i
ie MgMg

1
)(/)( where n is the total number 

of memes considered. 
The AMA to be proposed requires Differential Evolution (DE) for global search and 

a reinforcement learning algorithm for local refinement. The particular version of the 
DE (DE/current-to-best/1) used here has two parameters called scaling factors, which 
are adaptively selected from a meme pool. The scaling factors for all member of the 
population in a DE algorithm should not be equal for the best performance. A member 
with a good fitness should search in the local neighborhood, whereas a poor 
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performing member should participate in the global search. A good member thus 
should have small scaling factors, while worse members should have relatively large 
scaling factors [2]. This is realized in the paper with the help of TDQL. 

The TDQL works on the principle of reward and penalty. It employs a Q-table to 
store the reward/penalty given to an individual member of the population. Members are 
assigned suitable values of their scaling factors from a given meme pool before 
participation in the evolutionary process. After completion of the evolutionary process, 
members are rewarded based on their fitness, and the reward/penalty given to the 
member  depending on the improvement/deterioration in fitness measures of the trial 
solution is stored in the Q-table. The process of evolution and Q-table updating thus 
synergistically helps each other, resulting in an overall improvement in the 
performance of the AMA. 

The proposed AMA has successfully been employed in multi-robot path-planning. It 
refers to online trajectory planning from given starting positions to fixed goal positions 
for each robot without hitting teammates and obstacles [3], [4]. There exist two 
alternative approaches, centralized and distributed, to handle the problem. In a 
centralized approach, the next position of all the robots are determined from their 
current positions, by minimizing an objective function concerning total path of 
traversal by the robots,  satisfying the necessary constraints on collision avoidance of 
individual robots with teammates and obstacles. In the distributed approach, the 
objective function with all the necessary constraints for the centralized problem is 
divided into n objective functions for n robots, where the i-th objective function refers 
to the distance objective and collision avoidance constraints for the i-th robot. The 
minimization problem in the centralized approach, which has a high order of 
computational complexity, now boils down to relatively simplified problem of 
minimization of n objective functions for n robots. In both the cases, the above 
problem is solved by iteratively identifying next positions of the robots until the goal 
position for all the robots are reached.  

This paper considers an evolutionary path-planning with robots of definite size and 
circular cross-section and tested both in simulation and real environments, partitioned 
into square grids of equal size. The starting and the goal positions of each robot on the 
grid map are given, and the proposed AMA is used to locally plan the trajectory of 
motion of the robots with an aim to minimize the total path traversed by the robots 
without collision with obstacles. Performance metrics used in the existing literature [4] 
have been used here to compare the relative merits of the proposed AMA with respect 
to Genetic Algorithm (GA) based realization given in [3]. Experiments reveal that the 
proposed AMA based planner outperforms other realizations designed with Particle 
Swarm Optimization (PSO), DE/current-to-best/1 and SaDE.  

The paper is divided into five sections. Section 2 provides an overview of the 
classical Q-learning. In section 3, we propose the AMA realized with DE and TDQL. 
Section 4 provides the formulation of the multi-robot motion planning problem and 
experiment with Khepera II mobile robots and computer simulation. Conclusions are 
given in section 5. 
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2 An Overview of the Classical Q-Learning 

Let },...,,{ 21 nsssS =  be a set of states of an agent, },...,,{ 21 naaaA =  be a set of actions 

that the agent can select in each state Ssi ∈ , ),( ji asr and ),( ji asQ be the immediate 

and total reward that the agent acquires by execution of an action ja  at state 

is , ),( ji asδ  be the transition function that returns the next state sk due to selection of 

action ja  at state is , i.e., ),( jik ass δ= ,γ be the discounting factor used to penalize 

the future reward after a delay of k units by scaling it by a factor γk for positive  
integer k.  

In Q-learning, the agent selects its next state from its current state by using a policy. 
The policy attempts to maximize the cumulative reward that the agent could attain in 

subsequent state-transitions from its next state. Let )(
*

sV  be the total cumulative 

reward that the agent earns at state s, which is approximated as . asQ Max
a

),( ′
′

 Thus,  

)),((),(),(
*

asQVasrasQ δγ+= )),,((),( aasQMaxasr
a

′+=
′

δγ                    (1) 

In the classical Q-learning for deterministic state-transition, the algorithm begins with a 
randomly selected initial state. An action Aa ∈ is randomly selected, and the agent 
because of this action receives an immediate reward r, and moves to the new state 
using δ-transition rule, provided in a table. The Q-value of the previous state s due to 
selected action a is updated in a two-dimensional Q-table using (1). Now, the next 
state ),( ass δ=′  is considered as the initial state, and the steps of action selection, 

receiving immediate reward, transition to next state and Q-table updating are repeated 
forever. 

Differential Q-learning is a modified version of Q learning. It has the ability to 
remember the effect of past Q value of a particular state-action pair while updating the 
corresponding Q value. The modified Q update equation is given by 

))),,((),((),()1(),( aasQMaxasrasQasQ
a

′+×+×−←
′

δγαα                     (2) 

The learning rate  α determines to the extent the newly acquired information will 
override the old information. A setting of α= 0 makes the agent stop learning, while 
α=1 would make the agent consider only the most recent information. The discount 
factor γ determines the importance of future rewards. A factor of 0 will make the agent 
"opportunist" by only considering current rewards, while a factor approaching 1 will 
make it strive for a long-term high reward. If the discount factor is greater than or 
equal to 1, the Q values may diverge.  

3 Proposed Adaptive Memetic Algorithm 

The AMA to be proposed shortly includes a DE for global exploration and a TDQL for 
adaptive selection of memes. The process of adaptive selection of scaling factors F1' 
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and F2' as in (2) from the meme pool, followed by one step of DE and reward/penalty 
updating in the Q-table is continued until the condition for convergence of the AMA is 
satisfied. In this paper, F1' and F2' are set equal to F to save complexity to avoid 
maintenance of two Q-tables for each individual scaling factors. 

The row indices of the Q-table represent states S1, S2, …, SNP of the population 
obtained from the last iteration of the DE algorithm. A fitness function based rank 
evaluation of individual members is used to allocate the member to a specific state.  
Thus state Sk includes a member of rank k. The column indices of the Q-table 
correspond to uniformly quantized values of the scaling factors to be used in the 
evolutionary algorithm. Let the parameter under consideration be F with possible 
quantized values F1, F2, …, F10. Then Q(Si, 10Fj) represents the total reward given to a 
member at state Si for selecting F=Fj. The Roulette-Choice strategy is used to select a 
particular value of F from the meme pool {F1, F2, …, F10} using the Q(Si, 10Fj), j=1, 2, 
…, 10 for the individual member located at state Si. It must be noted that the factor 10 
is used to get integer index of Q(.,.). Principles used in designing the AMA are 
introduced below. 

1. Initialization:  DE-TDQL starts with a population of NP D-dimensional parameter 
vectors within the prescribed minimum and maximum bounds:  

{ }x xxX D−−−

→
= min2min1minmin ,...,, and { }x xxX D−−−

→
= max2max1maxmax ,...,, . Hence, we may initialize 

the j-th component of the i-th vector at generation G=0 as 

)()1,0()( minmax,min, −−− −×+= jjjijji xxrandxGx                         (3)  

The entries for the Q-table are initialized as small values. If the maximum Q-value 
attainable is 100, then we initialize the Q-values of all cells in the Q-table as 1. 

2. Adaptive Selection of Parameters of the DE: The probability of selection of F=Fj 

from the meme pool {F1, F2, …, F10} is given by  

            =
=

10

1
ii ),(S/),(S)(

l
ljj F 10 QF 10 Q FP                                        (4)  

To maintain adaptation and learning in all Q’s in each row, we select a particular F 
from the meme pool by a random selection. This random selection is realized by 
generating a random number r between (0, 1) and then we determine Fj, such that the 
cumulative probability of F= F1 through Fj-1 is less than a randomly generated number 
r, and the cumulative probability for F= F1 through F=Fj is greater than r. 
Symbolically, we need to hold: 
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4 Differential Evolution (DE/Current-to-Best/1)  

4.1 Mutation 

A donor vector )(GV i

→
corresponding to each population member or target 

vector )(GX i

→
 is created by randomly selecting two other members )(1 GX rand −

→
and 

)(2 GX rand −
→

from the current population PG , where 

))()(())()(()()( 2121 GXGXFGXGXFGXGV rrandrandibestii −
→

−
→→→→→

−′+−′+=                  (6) 

and F/
1 and F/

2 are two scaling factors selected from the meme pool adaptively by step 
2 before invoking the DE process in [0, 1].  

4.2 Crossover 

There are two types of crossover (recombination) schemes- binomial and exponential 

[2]. In the proposed realization we have used only binomial crossover. Here, a trial 

vector )(GU i

→
is generated for each pair of )(GV i

→
and )(GX i

→
by (5) 
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where )1,0(, jirand  ∈  [0, 1] is a uniformly distributed random number lying in [0,1].  

4.3 Selection 

Here, for a given objective )
→
xf(  to be minimized, we have 

))(())()(

))(())()()1(

GXfGUf( if    GX                   

GXfGUf( if    GUGX

iii

iiii

→→→

→→→→

>=

≤=+
                                   (8) 

5 Ranking of the Members and State Assignment 

Let fi be the fitness of the i-th member in the last iteration. A ranking policy is designed 

to compute normalized fitness iff
NP

j
ji ∀

=
,/

1
, and then sort them in descending order. 

The r-th element of the sorted list has rank r, and this member is allocated to state Sr 
for all r=1 to NP. 
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6 Reward/Penalty Based Q-Table Updating 

If the fitness of the member increases due to transition from Si to Sk on selection of Fj, 
then Q(Si, Fj) will be updated following (9) with a positive reward function:  reward(Si, 
10Fj) = increase in fitness of the member,   

 ))10,(max)10,(()10,()1()10,( /

/
FSQFSrewardFSQFSQ k

F
jijiji γ+α+α−=   (9) 

else Q(Si, 10Fj) will be evaluated by (9) with a negative reward= -K, of constant value, 
however,  small.  

7 Convergence 

After each evolution, we repeat from step-2 until the termination condition is satisfied.  

Pseudo Code of AMA 
I. Set the generation number 0=t and randomly initialize a population of NP individuals 

)}(),...,(),({ 21 tXtXtXP NPt

→→→
= with { })(),...,(),()( ,2,1, txtxtxtX Diiii =

→
 for i=[1, NP] and 

each individual uniformly distributed in the range ],[ maxmin XX
→→

as given in (3) .Set 

α=0.25, γ=0.8. Evaluate ))(( tXf i

→
, for i= [1, NP]. Rank each vector according ascending 

order of cost function f(.). Let the ranked population 
be ( ) [ ])0(),...,0(),0(0 21 rrrR NP= , where )0(ri denotes a target vector of rank i in t-

th generation. Initialize ,1)]),0(([ =jrQ i [ ]10,1=j .for [ ]NPri ,1∈ and [ ]10,1∈j denotes 

the index of uniformly quantized scaling factor F, and t denotes t-th iteration. 
II. While stopping criterion is not reached, do 

Initialize ,0)]),(([ =jtrreward i [ ]NPri ,1= , [ ]10,1=j .  

For i=1 to NP do 
II.a. Roulette- Choice selection: Randomly select a scaling factor  F ir from 0.1 to 1.0 

with an interval of 0.1 such that the probability of selection of a particular jFF =  

is =
=

10

1
)),(()),(()(

l
ii ltrQjtrQjP . 

II.b. Mutation: Generate a donor vector )(tVi

→
 corresponding to )t(i

X
→

 by (6).  

II.c. Crossover: Generate trial vector )(tU i

→
 for )(tX i

→
 as in (7). Evaluate )).(( tUf i

→
 

II.d. Selection: 

If ))(( tUf i

→
< ))(( tXf i

→
Then do 

);()1());(())(()10),(( tUtXtUftXfFtrreward iiiiri i

→→→→
=+−=×  

Evaluate ))1(( +
→

tXf i ; 
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If ))(( tUf i

→
< ))(( tXf best

→
 Then );()( tUtX ibest

→→
= Evaluate ))(( tXf best

→
; 

End If; 

Else );()1(;)10),(( tXtXKFtrreward iiri i

→→
=+−=×  

End If; 
End For; 

II.e. Determine the ranked population be ( ) [ ])1(),...,1(),1(1 21 +++=+ trtrtrtR NP  in 

the (t+1)-th generation, where )1( +tr i
 denotes a target vector of rank i in (t+1)-th 

generation. 
II.f. Update Q-table: 
For i=1 to NP do 

For Fj=0.1 to 1.0 do 
If 0)10),(( ≠× ji Ftrreward Then 

)];10),1((max)10),(([)10),(()1()10),(( FtrQFtrrewardFtrQFtrQ i
F

jijiji ×+γ+×α+×α−=×  

End If; 
End For; 

End For; 
Increase the counter value .tt 1+=  
End While; 

8 Realization of Multi-Robot Path-Planning Using DE-TDQL 

A.    Formulation 
In the present context, we consider a 2-dimensional work-space, partitioned into equal 
sized square grids containing two or more mobile robot and obstacles with linear 
boundary. The grids are referred to by their distinct integer addresses. A potential robot 
path between a given starting and a goal position is constructed by joining two or more 
line segments. The line segments pass through a number of junctions, called 
intermediate nodes. The intermediate nodes are symbolized by their grid numbers. 
While planning a trajectory for a robot, other mobile robots are considered as moving 
obstacles. The path-planning problem for each robot is executed in steps until all 
robots reach their respective (predefined) goal positions.  

Here, we represent a solution by a structure containing n fields, where the first (S) 
and the last fields (T) indicate the starting and the goal positions of the mobile robot. 
The second onwards successive (n-2) fields represent the intermediate nodes (Fig. 1 
and 2).  

We now propose an evaluation method to check the feasibility of a path. If all the 
line segments in a path are found to be free from intersection, the path length, defined 
by sum of the length of the line segments in the planned path, is assigned as its cost 
indicating the quality of the solution. Otherwise, the evaluation method assigns the cost 
by estimating the ‘depths’ of intersection of the constituent lines lying on the path with 
obstacles. A cost function [3] for a solution representative of a possible path for the i-th 
robot is given as  
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( ) β+=
=

N

j
jji CdF

1
                                                    (10) 

where N is the number of line segments in a path, dj is the Euclidean distance of the 
two successive nodes forming the j-th line segment. The factor C is used to maintain 
uniformity in order of magnitude of the two summations. βj is the coefficient denoting 
depth of collision, which is defined as 
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Here, M is the number of obstacles the j-th line segment intersects. αk is defined as the 
shortest moving distance for escaping the intersected obstacle [3].  The cost function Fi 
is to be minimized to determine the next position of robot i. The minimization of Fi is 
to be performed for all i in parallel. This has been taken care of by n DE-TDQLs each 
engaged to minimize one Fi for i =1 to n. 

We now illustrate the measurement of αk and βj in Fig. 3.  In Fig. 3(a), αk is treated 
as the shortest distance to move the line out of the obstacle k. Fig. 3(b) elucidates a 
special example, where the line segment intersects two obstacles. It is evident that it is 
very difficult to determine the amount of shift of the line segment that will make it 
possible to move away from both obstacles. So the sum of α1 and α2 is used for 
calculation of βj. For other complex configurations, the reader may consult the paper 
by Yang [3]. 

B.    Experiments: The experiments were undertaken in two phases.  

B.1. Experiments in Simulated Environment 
Experiments were performed with n (2≤ n≤14) similar soft-bots of circular cross 
section (radius=6 pixels) on a Pentium machine. For each robot the starting and the 
goal points are pre-defined prior to initiating the experiment. The experiments were 
performed with 2, 4, 6, 8 and 10 differently shaped obstacles. Extensive experiments 
were performed with 50 world maps of diverse configurations. We set no. of runs for 
each experiment, k =10. 

B.2. Experiments in Real Environment on Khepera- II Platform 
The experiment was undertaken with a world map of 8 × 6 grids of equal size and two 
Khepera-II mobile robots (diameter of 7 cm). Each robot is equipped with 8 infrared 
sensors, two motor driven side wheels and one caster wheel. The robots were used to 
sense obstacles around them in the world map and turn wheels by motor firing for 
controlled movement in prescribed directions. The robots were controlled by two 
Pentium-IV personal computers (PCs) through wired connections. A control program 
that determines the next position of a robot from its current position using DE-TDQL 
based optimization algorithm is run on the attached Pentium machine.  The necessary 
commands for motor movements are transferred to the robots from their connected 
computers. Two sample runs of path-planning in the real environment is given in Fig. 
4. It is observed that the robots follow the shortest paths avoiding collision with 
obstacles. The experiment was repeated 50 times on 10 different world maps of 
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different grid counts, each with five different obstacle-maps, and in all the 50 
environments the robots could successfully trace the shortest paths. Results of the 
experiments performed are summarized in Table-1. Three performance metrics, 
namely 1) total number of steps taken to reach the goal, 2) ATPT, and 3) ATPD, 
defined in next sub-section, have been used here too to determine the relative merits of 
DE-TDQL over other algorithms. Table-1 confirms that DE-TDQL outperforms the 
remaining four algorithms with respect to all the three metrics. 

 

 (1)  (2) 

 
Fig. 1. The theoretical (solid 
line) and planned paths (dashed 
line) between given starting 
and goal positions 

Fig. 2. An example of solution in the DE-TDQL-based 
multi-robot motion planning 

 

   
βj= αk           (b)   βj= α1+ α2 

Fig. 3. Definition of the coefficient βj 

C.    Performance Analysis 
To determine a quantitative measure of the relative performance of different 
algorithms, we use two metrics suggested in [4].  

Average Total Path Deviation (ATPD): Let Pik be a path from the starting point Si to 
the goal point Gi generated by the program for robot Ri in the k-th run. For n robots in 

the workspace the Average Total Path Deviation (ATPD) is  −
= =

−
n

i

k

j
ijideali kPP

1 1
)/(

 
where idealiP − is the theoretical shortest ideal path from given starting to goal position 

of i-th robot. 

Average Uncovered Target Distance: Given a goal position Gi and the current 
position Ci of a robot on a 2-dimensional workspace uncovered target distance 

.
1

 −=
=

n

i
ii CGUTD Now, for k runs of the program, we evaluate the average of UTDs 

and call it the Average Uncovered Target Distance (AUTD).  
In Fig. 6 we plot ATPT by varying no. of robots using 5 different algorithms, 

including GA, PSO, DE/current-to-best/1, SaDE and DE-TDQL. The second study on 
performance analysis was undertaken by plotting ATPD by generating paths by five 
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different evolutionary algorithms (as used in ATPT) with no. of robots as variable (Fig. 
7). From these two figures, we observe that DE-TDQL outperforms the remaining four 
algorithms as both ATPT and ATPD remain the smallest for DE-TDQL irrespective to 
the no. of robots. The last analysis on performance was undertaken by comparing 
AUTD over the no. of planning steps (Fig. 8). It is apparent from Fig. 8 that DE-TDQL 
returns the smallest no. of steps required to reach the goal. In brief, the proposed DE-
TDQL based path-planning outperforms all the four other algorithms with respect to all 
three metrics. 

 

      

Fig. 4. Trajectories planned by execution of different algorithms in Khepera environment with 
five obstacles 

 (a) (b)  (c) 

                 (d)  (e) 

Fig. 5. Final configuration of the world map after execution of the (a) DE-TDQL (b) SaDE (c) 
DE (d) PSO and (e) GA based simulations with 6 robots and 2 obstacles requiring 23, 25, 29, 
32 and 34 steps respectively 
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Fig. 6. Average total path 
traversed vs. number of 
robots with number of 
obstacles= 5  

Fig. 7. Average total path 
deviation vs. number of 
robots with number of 
obstacles= 5 

Fig. 8. Average uncovered 
target distance vs. number of 
steps with number of 
robots=5 and obstacles= 5  

       DE-TDQL 

       SaDE 

       DE 

      PSO 
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Table 1.  Comparison of Number of Steps, ATPT and ATPD By the Robots 

 World-map-I World-map-II

Algorithms Number of Steps ATPT (inch.) ATPD (inch.) Number of Steps ATPT (inch.) ATPD (inch.) 

DE-TDQL 10 42.2 7.2 12 43.2 8.2 

SaDE 12 44.9 9.9 15 46.1 11.1 

DE 17 46.4 11.4 18 46.8 11.8 

PSO 19 47.1 12.1 21 48.6 13.6 

GA 23 50.0 15.0 23 50.3 15.3 

9 Conclusion 

The paper introduced a new technique for efficiently employing DE and Q-learning 
together to develop an adaptive memetic algorithm.  A case study on multi-robot path- 
planning problem has been undertaken to demonstrate the importance of the proposed 
DE-TDQL algorithm. A formulation of the objective function for the problem has been 
given following [3], and the DE-TDQL algorithm is employed to minimize the 
objective function in order to determine the next position of all the robots from their 
current positions in the given world map. The experiments undertaken reveal that the 
DE-TDQL based AMA here too outperforms classical DE and PSO, real coded GA 
and SaDE algorithms with respect to two parameters AUTD and ATPD. The 
experiments performed in real environment with Khepera-II mobile robots give the 
same results as in simulated environment, thereby justifying the efficacy of the 
algorithm free from system-level implementation. 
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Abstract. Power loss minimization is an important aspect of distribution 
System where the load variation is more compared to other systems. There are 
different methods to minimize the power loss like DG placement, capacitor 
placement, load balancing etc. Among those methods DG placement was much 
more beneficial because it is directly related to real power loss. This paper is 
based on power loss minimization by the placement of distributed generators 
(DG) in the distribution system. The location of DG is found with the help of 
voltage stability index (VSI) and DG size is varied in small steps and 
corresponding power loss is calculated by running the power flow and the result 
obtained is verified by Genetic Algorithm. The simulation study is carried out 
on a 33 bus Distribution System by considering different load models. 

Keywords: Distributed generation, Voltage Stability Index, Genetic Algorithm. 

1 Introduction 

In the modern world, day by day the load demand increases rapidly due to Industrial 
and Domestic needs. On the other hand the conventional energy sources are 
decreasing rapidly. In this case we need an alternative method to meet the load 
demand, distributed generation is meant for that. It has huge potential benefits about 
which this paper is concerned. 

The distributed generation has been defined by many researchers [1,2], but in 
general distributed generation is nothing but a small generator which is connected at 
the consumer terminal.  Placement of DG is an important factor because the improper 
location may leads to voltage instability. The Newton Rapson load flow method used 
in [3].  This method reduces the power loss and the cost factor very effectively, but 
the conventional method of load flow   analysis was not applicable for distribution 
system because of its high R/X ratio, a large value of resistance and reactance of the 
line and radial structure of the distribution system.   

Tuba Gozel used loss sensitivity factor for the determination of the optimal size 
and location of DG to minimize total power loss [4].  Andrew used the Linear 
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Programming Technique for placement of DG with multiple constraints [5].  
Mallikarjuna used Simulated Annealing for determining the optimal location and size 
of DG units in a microgrid, given the network configuration and heat and power 
requirements of various load points [6].  Krueasuk used PSO to find optimal location 
and size of DG [7].  Lalitha used fuzzy approach to find optimal DG localization [8]. 

Hughifam used multi-objective function to minimize cost of energy losses, 
Investment cost of DG and Operation and maintenance cost [9]. Ochoa minimized 
real power loss and simple phase short circuit level [10].  Celli used multi objective 
approach, based on the non-dominated sorting Genetic Algorithm has been adopted to 
solve the optimal placement of different types of generation simultaneously. He saved 
the energy in the form of greenhouse gas emission reduction[11]. Vinoth Kumar 
addressed minimizing the multi objective index using genetic algorithm for the 
optimal Placement of DG[12]. 

This paper minimizes the Power loss by the Placement of the optimal size of DG 
and is organized as follows:   Section-2: Defines the Objective Function and the load 
flow analysis of the distribution system, Power flow problem is a crucial part of 
power system design procedures, and it is categorized into the transmission power 
flow and the distribution power flow. The distribution networks commonly have some 
special features such as: Unbalanced loads and unbalanced operation; being radial 
with sometimes weakly-meshed topology; and high resistance to reactance R/X ratios. 
Due to these features the conventional load flow like Gauss Sedial and Newton 
Rapson fail to solve. Hence we need a special method to solve the load flow on 
Distribution Systems, here network Topological based load flow has been considered 
for load flow Analysis [13,14]. Section-3: Candidate Bus Selection by using VSI and 
Load Modelling is discussed. Section-4: Explains Genetic Algorithm Technic. 
Section-5: Test Results and Discussion Section 6: The paper is concluded.. 

2 Objective Function 

The objective of the present optimization problem is to minimize the Distribution 
network power loss 

                                                  Nb                                     
      Min.f1 = ∑ (Ib )

2 . Rb         (1) 
                                                  b=1 

Where, 
  Nb- Total number of branches in the given radial distribution system 

b -    Branch number 
Ib -    Branch current in branch b 
Rb-      Resistance of branch b 

2.1 Load Flow Analysis for Radial Distribution System 

The simple distribution system shown in Fig.1 will be used as an example. The power 
injections can be converted into the equivalent current injections using Eq. (2) 

 
Ii =    (Pi+ Qi /Vi)*         (2) 
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Fig. 1. A sample Distribution System 

And a set of equations can be written by applying Kirchhoff’s Current Law (KCL) to 
the distribution network. Then, the branch currents can be formulated as a function of 
the equivalent current injections. For example, the branch currents B5, B3 and B1 can 
be expressed as, 

 
                                            B5=I6 

                                            B3= I4+I5 

B1 =   I2+I3 +I4+I5+ I6            (3) 
 

The Bus-Injection to Branch-Current (BIBC) can be obtained by using the above 
equations. The Branch-Current to Bus Voltage (BCBV) matrix is responsible for the 
relations between the branch currents and bus voltages. The corresponding variation 
of the bus voltages, which is generated by the variation of the branch currents, can be 
found directly by using the BCBV 

      V2 = V1 − B1Z12      (4) 

         V3 = V2 − B2Z23                   (5) 

   V4 = V3 − B3Z34  (6) 

By using equ  (4) and equ  (5), The voltage of Bus 4 can be rewritten as, 
 

    V4 = V1 − B1Z12 − B2Z23 − B3Z34                 (7) 

2.2 Algorithm for Distribution System Load Flow: 

A brief idea of how bus voltages can be obtained for a radial system is given below. 

1. Input data. 
2. Form the BIBC matrix. 
3. Form the BCBV matrix. 
4. Form the DLF matrix. 
5. Iteration k = 0. 
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6. Iteration k = k + 1. 
7. Solve the equations iteratively  and update voltages Ii

k   =    (  Pi+Qi /Vi ) 
          [ΔVk+1]  = [DLF] [Ik] 
If  Ii

k+1 – Ii
k  >tolerance,  go to step(6)  

Else print result. 

3 Candidate Bus Selection Using Voltage Stability Index 

A system experiences a state of voltage instability when there is a progressive or an 
uncontrollable drop in voltage magnitude following a disturbance, increase in load 
demand or change in operating condition. It is usually identified by an index called 
voltage stability index of all the nodes in a radial distribution system [4]. 

 
VSI (n2) = V1

4  - 4[P2R1 +Q2X1]  V1
4   -4[P2X1 -Q2R1]

2       (8) 
                              

Nodes with minimum voltage instability, in different laterals of the distributed system 
are chosen as the candidate location for placement of distributed generators. 
Following steps are involved in the optimal siting of the distributed generator 

a) Perform load flow to calculate the bus voltage magnitudes and total network power 
loss in the RDS. 
b) Compute the Voltage Stability Index (VSI) using equ.(8) 
c) Select the buses with the highest priority i.e. the lowest value of VSI (First,Second) 
and place DG. 
d) Run the power flow program again and find losses of  the power system. 
e)  Check the voltage profile limitation at each bus of the system. 
f) Change the size of DG to small step and calculate loss by running load flow. 
g) Find the bus which leads to the lowest power system losses. 

3.1 Load Modeling 

A balanced load that can be represented either as constant power, constant current or 
constant impedance load has been considered here. The general expression of load is 
given below 

            P(m) =  Pn [a1+ a2V (m)+a3V (m)2]         (9) 

            Q(m) = Qn [b1+ b2V (m)+b3V (m)2]                  (10) 

Where,   

               Pn , Qn  - Nominal real and reactive power respectively 
               V(m) – Voltage at node m 

For all the loads, equation (9) and equation (10) are modeled as    

 a1+a2+a3 = 1.0                                                    (11) 
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 b1+b2+b3 = 1.0                                                       (12) 

For Constant Power (CP) load a1= b1= 1 and ai = bi = 0 for i=2, 3. For Constant 
Current (CI) load a2= b2= 1 and ai = bi = 0 for i= 1, 3. For Constant Impedance (CZ) 
load a3= b3= 1 and ai = bi = 0 for i=1, 2 

4 Genetic Algorithm 

(i) Fitness Function 

Genetic Algorithm work with population of individuals. Each individual stands for 
solution. The quality of solution is determined by fitness function. The fitness 
function is used to select individuals from current generation to advance in to next 
generation. This process is continued until there is no chance for best individuals in 
the population 

(ii) Selection 

Some of individual selected based on fitness function. These individual go mate and 
pass the genetic code to the next generation. 

(iii) Cross over 

Selected individuals can be subjected to cross over with a probability P = 0.6-0.9 
defined by the user. The sons have the properties and chacteristics of both their 
parents. 

(iv) Mutation 

The Cross over operator cannot explore the whole search space because there is no 
new information introduced. Mutation introduced the new element by changing 0 to 
1(or) 1 to 0 which increases the search space. 

In this paper the following GA parameters have been considered, 

Population Size       :   20 

Scaling Function     :   RANK 

Selection Function  :   Stochastic Uniform 

Mutation Function   :   Constraint Dependent 

Crossover Function:   Scattered 

Crossover Fraction:     0.8 

Generations            :   100 

Initial Penalty          :    10 

Penalty Factor        :    100 
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5 Test Result and Discussion 

To analysis the effect of DG on the Distribution system, the 33Bus system has been 
considered here. The effect of DG with different load models has been shown in fig.2. 
From the fig it was clear that the optimal size of DG is 0.14MW for reduced loss and 
the optimal location has been selected by using VSI, Which is at location 18.  

 

 

Fig. 2. Comparative Analysis of Load models using VSI- 33Bus System 

 

Fig. 3. Output of Genetic Algorithm- 33Bus System 
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The same test system with the Constant Power model has been tested with Matlab GA 
tool box and test result shown in fig.3. From the fig.3 it was found that the best 
location is 32 for minimizing power loss at 209.8kW the corresponding DG size is 
0.2MW. Table.1 gives the information about the comparative analysis of power loss 
reduction with the consideration of different load models. 

The effect on Bus Voltages for Constant Power model by the Placement of DG for 
the test system has been shown in fig.4. From the fig.4.it has been found that GA 
gives the better voltage profile improvement compare to VSI and Base case. 

 

Fig. 4. Comparative Analysis of Bus Voltages for Constant Power model- 33Bus System 

Table 1. Comparative Analysis of Power Loss Reduction 

 
Test case 

 
33 bus system 

 
Load Model 

 
Constant Power model 
Base Case: Ploss  = 232.28kW 
                 Qloss = 157.18kvar 
Min.Bus Voltage = 0.9043p.u 

 
Constant Impedance model 
Base Case: Ploss  =170.2kW 
                 Qloss = 114.5kvar 
Min.Bus Voltage = 0.9196p.u 

 
Constant Current model 
Base Case: Ploss =198.54kW 
                 Qloss =133.95kvar 
Min.Bus Voltage = 0.9123p.u 

 
Approach 

 
VSI 

 
GA 

 
VSI 

 
GA 

 
VSI 

 
GA 

Optimal 
location 

 
18 

 
32 

 
18 

 
32 

 
18 

 
32 

Optimal Size 
of  DG in 

MW 

 
0.12 

 
0.2 

 
0.12 

 
0.2 

 
0.13 

 
0.2 

 
Ploss in kW 

 
221.28 

 
209.82 

 
163.08 

 
154.69 

 
189.6 

 
179.94 

 
Qloss in kvar 

 
149.14 

 
141.80 

 
109.26 

 
103.91 

 
127.44 

 
121.16 

Min.Bus 
Voltage(p.u) 

 
0.9105 

 
0.9077 

 
0.9248 

 
0.9222 

 
0.9175 

 
0.9153 
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6 Conclusion 

In this paper the optimal location of DG is obtained using VSI and the size of the DG 
is obtained by trial and error method to minimize the real losses. GA. is used 
simultaneously to find the location and size both to minimize the losses. Even though 
the size of DG obtained by GA is high, for this size the loss obtained by VSI method 
is greater than the loss obtained by GA, so GA gives better performance when 
compared to other methods.   
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Abstract. In this article a multi-population based DE-variant has been proposed 
to tackle DOPs. The algorithm, denoted as MPBDE-SES uses a self exploitative 
scheme along with classical DE. Moreover it also uses Brownian and Quantum 
individuals. An aging mechanism has been incorporated to get rid of stagnation. 
Apart from this exclusion principle, repulsion scheme and a recombination 
based mutation strategy causes uniform distribution of the subpopulation over 
the entire search space which enhances the tracking ability of the algorithm. 
Performance of MPBDE-SES has been tested over the suite of benchmark 
problems used in Competition on Evolutionary Computation in Dynamic and 
Uncertain Environments, held under the 2009 IEEE Congress on Evolutionary 
Computation (CEC) and compared with six state-of-the-art EAs. The results 
obtained clearly and statistically outperform the other algorithms. 

1 Introduction 

Several problems that we face in the real world are mostly dynamic in nature. In 
Dynamic Optimization Problems (DOP’s) the functional landscapes changes with 
time, and so the optimizer has to track the global optima adapting to the change in 
environment. For solving DOP’s early convergence imposes limitation on the 
conventional EA’s, rather a proper balance of exploration and exploitation can cause 
the conventional EA’s respond effectively to dynamically changing environment and 
continuously track the moving optima. Differential Evolution has emerged one of the 
best real parameter optimizers in the field of Dynamic Optimization.  

In this article we have presented a multi-population based DE-variant with 
Brownian and Quantum Individuals addressed as MPBDE-SES. The MPBDE-SES 
algorithm is a combination of a number of strategies for handling the dynamic nature 
of the functional landscapes considered, among which exploration has been its key 
feature besides exploitation to ensure faster convergence avoiding local optima. 
Different techniques have been adopted while switching between the changes  
in environment to recover from a already converged population for further 
explorations. 
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2 MPBDE-SES  

In this section we discuss in details the various elements of the proposed algorithm. 
The strategies adopted are as follows- Classical DE, self exploiting interaction, 
exclusion rule, aging mechanism, Brownian and Quantum individual, a recombination 
based mutation strategy and a repulsion scheme. 

2.1 Classical DE 

Classical DE consists of a number of steps as:  

a. Mutation with Difference Vectors: DE creates a donor vector corresponding 
to each population member or target vector in the current generation through 
mutation.   

b. Crossover: Through crossover, the donor vector mixes its components with the 
target vector under this operation to form the trial vector. 

c. Selection: Selection determines whether the target or the trial vector survives to 
the next generation. 

Detailed analysis of DE algorithm can be found in [1, 2]. 

2.2 Self Exploitation Strategy 

Considering two ethnic gene pools X and Y, suppose in gene pool X gene A is 
predominant while gene B is almost absent. On the other hand for gene pool Y gene B 
is predominant while gene A is almost absent. Now consider a situation when the two 
gene pools get intermixed the result is production of a new variety of gene pool with 
comparatively higher percentage of gene B than in X. At the same time there is 
enough probability that the high percentage of gene A is retained along with a better 
percentage of gene B. What we now have is an enriched version of gene pool with 
higher percentage of both A and B. The reverse comparison is true if we consider 
gene pool Y. Now if we look at such subsequent steps of intermixing of varied gene 
pools produced the result is a dynamic optimization-like scenario where interaction 
leads to an optimized result. The algorithm for the Interaction Scheme is given below: 

For i=1:NP 
 For  j=1:NP 

Calculate the better particle among the i-th and 
j-th particle 
Compute the vector from the worse particle towards 
the better particle 
Add a scaled version of it to the current position 
of the better particle. 
Accept it if it is better than the previous 
position. 

 End for 
End for 
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2.3 Exclusion Principle 

The exclusion principle ensures the distribution of populations around different basins 
of attraction. Suppose if two populations are initialized very close to each other, or if 
they are moving toward the same basin of attraction, it is unnecessary to allow both of 

them to follow the same path. The bestl


of two subpopulations are noted and the 

Euclidean distance between them is calculated. If this distance between these 
b e stl


of 

any two subpopulations is less than a limiting value then the subpopulation whose 
best individual has a lower objective function value between the two is considered  
for re-initialization. For a search range R, a D-dimensional search space, NP  
number of populations, the limiting value for the distance is given by 

_ /( * ).exclusion radius R NP D<=  

2.4 Aging Mechanism 

While the searching procedure is going on there can be a possibility for the 
subpopulations to get trapped in some local optima, which causes a hindrance to the 
searching process. To mitigate this problem, we employ the aging mechanism, taking 
into account the consistent poor performance of that particular subpopulation that has 
gone trapped. 

Pseudo Code for Aging Mechanism: 
For i=1:NP 
If (change in fitness of best element<1) 
Age(i)=age(i)+1; 
Else Age(i)=0; 
End if 
If age(i)> λ 
Reinitialise that subpopulation 
End if 
End for 

The aging parameter λ=“10” is chosen so because if the value of λ is very small then 
we are eliminating the possibility for the subpopulation to recover from being trapped, 
and if it is very large unnecessary function evaluations are wasted for a subpopulation 
trapped in a local optima.  

2.5 a   Quantum Individual Generation Scheme 

The steps for stochastically generating an individual, positioned inside a sphere of 
radius R and centered on the local best position 

,best Gl


 are as follows: 

i) Generate a radius that depends on the present functional value ( ( )f X t


, given as 

10( ) min[1,max{0.6,| log ( ( ( ))) |}]radius t f X t=


. 

ii) Generate a vector taking each component randomly from a standard normal 
distribution with mean= 0 and variance=1.

, 1 2 3{ , , ,......, };i G D iR r r r r r= ∈


(0,1) and 
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1   i D≤ ≤ where (µ,σ) denotes a normal distribution with mean µ and standard 
deviation σ 
iii) Compute the distance of this vector from the origin. The distance is given by Dist 

such that Dist= 2

1

D
r

i

=

  

iv)  New quantum individual’s position will be given by  

, ,( ) * ( / ) *best G i Gl radius t R Dist X+
  

 

2.5 b   Brownian Individual Generation Scheme 

New individuals are generated in a Gaussian hyper parallelepiped
 
centered at the 

position 
,best Gl


.Brownian individual’s position will be: 

, +N(0, )best Gl σ


.where σ is the 
standard deviation of the normal distribution from which the perturbation is randomly 
sampled. 

2.6 Repulsion Scheme 

After the end of one generation if the same sub population is employed to track the 
global optima in the next generation the searching ability of the sub population 
decreases due to the lack of diversity and uniform distribution of the individual 
members of the sub populations in the entire search space. So we introduce two 
schemes to get rid of the above problem namely, 

i. Perform crossover operation between the current population and the initial 
population stored at the beginning in a separate archive with probability of selection 
CR as mentioned in 2.1b. 

ii. Intra-repulsion scheme. 
 
Intra-repulsion Scheme: In this scheme we evaluated Euclidean distance between 
every two particles of each subpopulation. If they are located within the repulsion 
radius, the particle with lower fitness value will be repulsed from the other. Change is 
accepted only if better result with respect to its previous position is encountered. 
In MPBDE-SES we have taken the value of radius of repulsion as 1. The value 
chosen is a significantly moderate one so that the individuals are as far dispersed as 
possible so that proper mutation enables them to create a varied range of diversity that 
ensures in the changed environment a property that exploits and explores as well. The 
obtained vectors are restricted within bounds as mentioned in the problem.  

Differential Evolution is unique in the sense that its functional value is monotonic 
increasing or monotonic decreasing in accordance to the optimization problem. At the 
end of each generation the functional value of best particle is re-evaluated. If a  
sharp deterioration is detected rather than an improvement, dynamic change is 
inferred.   
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3 Program Code 

1. Initialise the population(subpopulation size[r]]*no. of 
subpopulation[NP]) 

2. Consider initial age  of all the subpopulation=0 
3. Compute exclusion radius =(maximum-minimum)/NP*D;  
4. While(FES<no of _changes*d*10,000) 
5. Calculate fitness of every particle of subpopulation. 
6. While dynamic change not detected 

a) Evaluate best particle with respect to fitness for 
each subpopulation. 

b) Compute the distance between best particles of all 
subpopulations. 

c) If distance between any two subpopulations < rexcl 
d) Reinitialise the worse subpopulation among the 

two. 
e) Send the other subpopulation for Self exploitation 

Strategy. 
f) Update fitness value for all particles in the 

population and re-evaluate the best elements. 
g) Include diversity in every subpopulation according 

to Diversity scheme(Brownian and Quantum). 
h) Aging mechanism (2.4). 
i) Find out the globally best population. 
j) Re-evaluate fitness of best particle and compare 

to detect whether dynamic change has occurred or 
not as mentioned in (2.6). 

7. End while 
8. Repulsion Scheme (2.6). 
9. End while 

4 Experimental Setup and Results 

All the experiments have been performed on machines having the following 
specifications: CPU: 2.26 GHz Intel Core i3 RAM: 4 GB and MATLAB 2009b 
edition. We have presented the performance of our algorithm in terms of mean and 
standard deviation (STD) of error values obtained over the suite of benchmark 
problems used in Competition on Evolutionary Computation in Dynamic and 
Uncertain Environments, held under the 2009 IEEE Congress on Evolutionary 
Computation (CEC)[2]. We have compared these results with five significant 
evolutionary DOP solvers DASA[3], jDE[4], dopt-aiNET[5], CPSO[6] and CESO[7]. 
In all the cases the   _ _ 10no of subpopulation = , _ 10subpopulation size = . 

The results obtained in all the test cases mentioned above by MPBDE-SES and 6 
other significant evolutionary dynamic optimizers are tabulated below in Table 1.  
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Table 1. Error values achieved by MPBDE-SES and other algorithms on the benchmark 
problems generated by GDBG for test functions F1-F7 

Test 
Functions Algorithm Error T1 T2 T3 T4 T5 T6 T7 

 
 

F1 
(Number 

of 
peaks=10) 

 
 

MPBDE-
SES 

Average 2.70e-05 8.60e-03 1.29e-06 5.50e-03 9.30e-03 1.04e-01 1.32e-06 
STD 5.82e-05 2.12e-02 1.12e-06 7.00e-08 2.27e-02 2.54e-01 2.26e-05 

DASA 
Average 1.80 e−01 4.18 6.37 4.82 e−01 2.54 2.34 4.84 

STD 1.25 9.07 10.7 1.95 4.80 8.66 8.96 

jDE 
Average 0.028813 3.5874 2.99962 0.015333 2.17757 1.1457 3.5017 

STD 0.442537 7.83849 7.12954 0.288388 4.38812 5.72962 7.89858 

DynDE 
Average 0.07324 2.5567 5.4245 0.1263 1.5651 1.3115 4.1137 

STD 2.9567 8.4313 9.2485 0.9426 4.6461 6.2511 8.5249 

dopt-
aiNET 

Average 0.1353 5.8667 4.2545 5.3563 4.4356 9.9407 4.2110 
STD 1.0061 10.2772 8.1828 8.9414 5.5545 15.8214 8.6873 

CPSO 
Average 0.03514 2.718 4.131 0.09444 1.869 1.056 4.54 

STD 0.4262 6.523 8.994 0.7855 4.491 4.805 9.119 

CESO 
Average 0.072645 2.36549 5.17873 0.092156 1.45614 0.92819 3.93569 

STD 2.87253 7.93215 8.97652 0.815189 4.45321 5.92797 8.4234 

 
 

F1 
(Number 

of 
peaks=50) 

 

MPBDE-
SES 

Average 7.89e-06 2.16e-05 0.4276 5.127 9.80e-03 0.1429 0.1429 
STD 1.04e-05 4.63e-05 1.0474 9.05 0.0221 0.3485 2.7061 

DASA 
Average 4.42 e−01 4.86 8.42 5.09 e−01 1.18 2.07 7.84 

STD 1.39 7.0 9.56 1.09 2.18 5.97 9.05 

jDE 
Average 0.172355 4.08618 4.29209 0.0877388 0.948359 1.76542 4.36913 

STD 0.763932 6.4546 6.74538 0.24613 1.76552 5.82652 6.9321 

DynDE 
Average 0.3286 4.6547 6.4641 0.1412 1.01621 0.9859 6.2513 

STD 1.5224 6.3453 9.3523 0.5914 2.6489 4.8631 9.06517 

dopt-
aiNET 

Average 0.3644 4.7485 5.2531 2.6565 2.8641 6.8330 4.4172 
STD 0.9275 6.7580 6.6830 5.9773 4.1579 11.8790 6.4528 

CPSO 
Average 0.2624 3.279 6.319 0.125 0.8481 1.482 6.646 

STD 0.9362 5.303 7.442 0.3859 1.779 4.393 7.94 

CESO 
Average 0.57932 4.35869 6.26213 0.136004 0.981202 0.949049 6.14005 

STD 1.425123 6.21243 9.16489 0.525679 2.596313 4.78245 8.48542 

 
 
 

F2 
 

MPBDE-
SES 

Average 0.4918 3.23e-04 9.2866 6.1032 1.6791 1.98 1.1129 
STD 1.2044 6.14e-04 12.902 2.66379 4.113 4.887 4.5886 

DASA 
Average 3.30 25.6 18.9 1.45 4.96 2.11 3.87 

STD 8.78 83.2 67.8 3.83 1.12 5.29 8.12 

jDE 
Average 0.963039 43.0004 50.1906 0.793141 67.0523 3.36653 13.2524 

STD 3.08329 114.944 124.015 2.53425 130.146 12.9738 45.7797 

DynDE 
Average 1.3627 13.0179 11.9214 0.7842 20.7842 2.1845 2.4235 

STD 5.03159 48.2532 45.7054 2.2248 64.5341 3.9643 7.1031 

dopt-
aiNET 

Average 0.984 8.1209 17.9979 1.0652 101.3840 6.5192 3.7385 
STD 0.0291 14.3832 62.2259 2.8269 134.5180 13.8172 7.9542 

CPSO 
Average 1.247 10.1 10.27 0.5664 25.14 1.987 3.651 

STD 4.178 35.06 33.45 2.137 64.25 5.217 6.927 

CESO 
Average 1.34512 12.1431 11.5219 0.75431 20.5651 2.06489 2.32687 

STD 4.66213 47.2519 43.6323 2.16255 62.7372 3.88546 7.00123 

 
 
 

F3 
 

MPBDE-
SES 

Average 640.041 676.594 630.7124 693.1722 619.673 709.9972 639.54 
STD 37.6728 52.6616 22.3028 52.6616 22.9609 74.3324 4.4161 

DASA 
Average 1.57 e+01 824 688 4.35 e+02 6.97 6.26 e+02 4.33 e+02 

STD 6.71 e+01 204 298 4.41 e+02 3.15 4.60 e+02 3.80 e+02 

jDE 
Average 11.3927 558.497 572.105 65.7409 475.768 243.27 153.673 

STD 58.1106 384.621 386.09 208.925 379.89 384.98 286.379 

DynDE 
Average 21.2512 792.4579 635.6154 341.7015 749.2651 519.5245 415.3212 

STD 73.6549 255.6163 342.7753 419.8116 280.9181 438.2467 390.3450 

dopt-
aiNET 

Average 810.8300 1078.750 1073.4300 1031.5300 1023.90 1186.9000 1061.8300 
STD 66.1085 64.1245 64.9950 274.7490 57.8713 292.2960 110.0980 

CPSO 
Average 137.5 855.1 765.9 430.6 859.7 753 653.7 

STD 221.6 161 235.8 432.2 121.5 361.7 334 

CESO 
Average 19.7312 791.1642 634.5213 339.5279 747.5267 516.1254 414.9842 

STD 73.6549 254.1579 341.2314 416.6123 279.3412 436.6415 388.3141 
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Table 1. (continued) 

 
 
 

F4 
 

MPBDE-
SES 

Average 0.485 13.96 5.790 1.882 29.53 0.036 2.446 
STD 1.188 20.24 9.577 3.600 65.15 0.061 7.696 

DASA 
Average 5.60 65.6 53.6 1.85 1.08e+02 2.98 2.74e+01 

STD 2.65e+01 160 140 4.22 1.78e+02 7.59 9.00e+01 

jDE 
Average 1.48568 49.5044 51.9448 1.50584 69.4395 2.35478 11.7425 

STD 4.47652 135.248 141.78 4.10062 144.041 5.78252 39.4469 

DynDE 
Average 1.86162 39.5923 23.4921 0.8691 44.6713 1.5624 6.5213 

STD 5.75312 98.6312 94.5314 3.1723 121.7162 6.2149 26.5951 

dopt-
aiNET 

Average 1.4227 122.4410 98.6688 4.2632 304.5660 12.6334 52.9010 
STD 4.5459 201.6270 196.6950 9.7255 203.2430 55.8386 130.5930 

CPSO 
Average 2.677 37.15 36.67 0.7926 67.17 4.881 7.792 

STD 7.055 99.43 97.18 2.775 130.3 15.39 19.21 

CESO 
Average 1.86413 28.5925 23.4561 0.84958 44.4145 1.45423 6.4312 

STD 5.6079 98.6229 92.5379 2.95216 119.9201 6.17315 25.6572 

 
 
 

F5 

MPBDE-
SES 

Average 1.50E-04 6.56E-06 1.92E-06 5.55E-06 2.3 3.60E-11 4.66E-06 
STD 3.60E-04 1.50E-05 8.05E-07 9.18E-06 5.6731 8.20E-11 8.25E-05 

DASA 
Average 9.55e−01 0.99 0.949 3.92e−01 2.30 4.67e−01 1.11 

STD 3.43 4.05 3.31 1.61 6.36 1.73 3.76 

jDE 
Average 0.159877 0.33392 0.3579 0.108105 0.409275 0.229676 0.434294 

STD 1.02554 1.64364 1.83299 0.826746 1.90991 0.935494 2.22792 

DynDE 
Average 2.9929 2.9481 2.9125 1.3796 8.4378 2.3049 0.5214 

STD 6.8831 4.7179 5.3886 2.4199 12.1132 3.6182 0.7135 

dopt-
aiNET 

Average 40.8943 34.4531 34.9420 120.6370 943.2230 480.3370 219.4660 
STD 221.2120 119.8960 115.0250 293.5420 633.3180 610.8020 427.8170 

CPSO 
Average 1.855 2.879 3.403 1.095 7.986 4.053 6.527 

STD 5.181 6.787 6.448 4.865 13.81 8.371 22.8 

CESO 
Average 2.80304 2.82617 2.81789 1.28678 8.11117 2.22074 3.45078 

STD 6.2714 4.4479 5.25534 2.3017 11.7631 3.53149 11.71356 

 
 
 

F6 

MPBDE-
SES 

Average 0.6872 2.0597 5.2601 1.62E-07 59.182 54.4473 4.7113 
STD 1.6833 5.0452 8.649 3.97E-07 29.1442 21.259 13.94 

DASA 
Average 8.87 37 26.7 9.74 3.79e+01 1.33e+01 1.17e+01 

STD 1.33e+01 122 98.4 2.20e+01 1.18e+02 5.74e+01 3.67e+01 

jDE 
Average 6.22948 10.3083 10.954 6.78734 14.9455 7.8028 10.736 

STD 10.4373 13.2307 23.2974 10.1702 45.208 10.9555 14.7267 

DynDE 
Average 6.0471 20.2205 19.3782 8.8731 43.3514 12.1798 13.3644 

STD 11.0458 62.2093 67.3585 26.6683 136.9062 25.2617 21.0744 

dopt-
aiNET 

Average 20.4434 391.1960 456.4410 83.9698 845.8620 482.2070 372.4740 
STD 79.3230 395.4350 405.0380 220.1770 251.2080 434.4210 394.6680 

CPSO 
Average 6.725 21.57 27.13 9.27 71.57 23.67 32.58 

STD 9.974 63.51 83.98 24.23 160.3 51.55 76.9 

CESO 
Average 5.99334 20.0895 18.5418 7.9072 43.1644 11.8575 13.2205 

STD 10.3175 60.9701 65.6901 24.394 135.0895 24.3906 20.3943 

5 Figures 

To show the variation in convergence characteristics for different functions we have 
given the sample convergence graphs for functions F1(number of peaks=10), 
F1(number of peaks 50), F2, F3, F4,F5, F6 with change type T7 over 300000 Fes. . 
As mentioned earlier the relative value r(t) is calculated as * ( (t)) /  ( (t))  bestf X f X

 
for 

function F1 and for other functions , r(t) is calculated as *( (t)) / ( (t)) bestf X f X
 

. Here 

we have basically plotted the ratio r(t) for the above mentioned functions. 
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                    Fig.1. F1(number of peaks=10)with T7       Fig.1.F1(number of peaks=50)with T7 

 

                                              Fig.1. F2 with T7                                    Fig.1. F3with T7 

  

              Fig.1. F4with T7                        Fig.1. F5with T7                        Fig.1. F6with T7 

6 Conclusion 

The main features of MPBDE-SES algorithm described in this paper is summarized 
below: 

i)It uses classical DE to generate new generation individulals. 
ii)Apart from classical DE it uses an interaction scheme to enhance faster 
convergence. 
iii)In addition to classical DE, it uses Quantum and Brownian individual generation 
rule to generate quantum and brownian individual to increase the diversity and 
exploration ability of the algorithm. 
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iv)The algorithm uses an Exclusion Principle to ensure uniform distribution of 
subpopulations over the entire search space. 
v)An aging mechanism has been included to get rid of stagnation. 
vi) The statistical summary of the simulation results also shows that MPBDE-SES is 
far better than other algorithms in terms of performance in dynamic landscape.So we 
can conclude MPBDE-SES is  very good optimizer for DOPs. 
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Abstract. Genetic algorithms are mainly modeled on basic four steps of parent 
selection, crossover, offspring evaluation and replacement. It is not possible to 
model this for direct application to multimodal landscapes. In this paper we 
propose a novel algorithm in which GA named Parent Centric Normal 
Crossover is modified and works on a clustered population to tackle multimodal 
problems. We suggest a dynamic clustering scheme to maintain stable yet 
variable number of clusters of variable size which can tackle multimodal 
landscapes, and a Crossover Rate operator in GA for controlled convergence to 
tackle complex multimodal functions. The algorithm has been tested over 
widely used benchmarks from single dimension to complex composite 
functions and compared with other State of the art EAs. The results clearly 
prove C-SPC-PNX to be a robust multimodal optimization technique. 

1 Introduction 

Optimization technique that involves simultaneous detecting of the multiple global 
and local peaks in a landscape is multimodal optimization[16]. Evolutionary strategies 
like classical DE delivers effective performance in unimodal landscapes but fails to 
simultaneously optimize for multiple peaks. So modifications in DE to make it 
functionally effective in multi-modal environment have been a challenge in the recent 
times. Presently strong algorithms with special techniques such as ‘niching’[2] are 
used to maintain multiple groups in single population to locate multiple optimas.The 
niching technique includes ‘crowding’[3], ‘speciation’[6], ‘fitness sharing’[4], , 
‘distance’[17] and ‘restricted tournament selection’[5]. But multimodal optimization 
still demands robust yet less complex techniques which will ensure an effective 
search with higher accuracy. 

Through this article we propose a new technique for multimodal optimization 
inspired from GA for an efficient multimodal search procedure with data point 
clustering, local search based mutation, selective crossover and a probabilistic 
selection. Data point clustering ensures selection of proper locality of each solution 
such that efficient local search within the territory of each optimum is achieved. If this 
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is properly achieved each multimodal peak will have different cluster set to converge 
on it. Thus clustering form the basic pillar for initiating multimodal search.  
A modified local search technique by GA as proposed searches the locality by its 
local search based scheme for mutation. A selective crossover selects some part of the 
new population and keeps others from the old for a better Genetic Mutation. A 
probabilistic crowding keeps the solutions near its locality thus omitting any chance 
of escaping to other locality and makes decision based on fitness and distance both. 
An efficient local search technique found in this GA thus makes the clustered 
population fit for multimodal landscapes. 

2 Clustered SPC-PNX 

2.1 Fuzzy c-Means Clustering  

Fuzzy c-means[12] is a data clustering technique in which each member has a definite 
membership function to belong to a certain group or cluster. Thus every data point 
belongs to every data clusters but with a different degree of belonging or membership 
to that cluster. A data point belonging to that cluster will have a high degree of 
belonging while a particle that is far away from the cluster centroid will a feeble 
membership to that cluster. The details can be found in [12]. 

Membership function is set for all data points for all clusters. A data point gets 
selected into that cluster which it has highest membership into. Thus some clusters 
may not find any constituent data point at all. Some cluster may have high density of 
points whereas some clusters may have very few. Thus though a maximum number of 
possible clusters is declared at the start of the algorithm the number of clusters at any 
iteration may take a value below the maximum. These clusters handle different cluster 
size and hence a dynamic clustering is achieved to suit any problem accurately. 

2.2 Parent Centric Normal Crossover 

SPC-PNX(Parent Centric Normal Crossover)[13] used in this paper, is a steady-state 
real-parameter GA(Genetic Algorithm) variant. The process involves between two 
randomly selected parents from the population resulting in λ offsprings, and 
crossover operation governs this process. Subsequently the offsprings produced are 
tested in terms of their objective functional value, which are thereby combined with 
the parents in order to keep the population size same and independent on the process 
of replacement. A single GA framework is devised on the following four basic steps 
namely successive selection, crossover, fitness evaluation and replacement. 

Step1: For successive selection two individuals are randomly chosen from the pool of 
individuals. The uniformity in selection and non-consideration of fitness keeps scope 
for proper exploration and exploitation. 

Step2: A parent centric crossover operator PNX is used in the second stage of the 
algorithm. The crossover operation takes place without any attached bias to any  
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direction, resulting in an explorative coverage of the fitness landscape. The spread of 
population depends on the between the parents and thus variation of accounts to the 
self-adaptive nature of the crossover operator. The process of selection of λ offspring 
does occur in random selection of either of two crossover methods, for all dimensions. 
These two operators which occur with equal probability are: 

(1) (1) (2) (1)( ,| | / )j j j jy N x x x η= −                                          (1) 

(2) (2) (2) (1)( ,| | / )j j j jy N x x x η= −                                           (2)

 In addition to this we have added a crossover rate operator CR. By this we have 

 

( ) ( ) ( ) ( )

( ) ( )

( ,| | / ) if rand<CR or j==jrand

 otherwise

k k i k
j j j j

k k
j j

y N x x x

y x

η= −

=
                           

(3) 

Where jrand is an integer in [1,d], N(μ,σ) is a random number drawn from a Normal 

distribution with mean μ and standard deviation σ, ( )i
jx  is the j-th component of the i-

th parent and η is a tunable parameter. An increased value of η decreases the density 
of particles around the parents. The produced offsprings are limited within 
appropriate bounds. 

Step3: The fitness values of the offsprings are calculated from the objective function 
under study. 

Step4: Replacement occurs through a scaled probabilistic crowding scheme. A 
traditional SPC-PNX model uses the closest of randomly selected group of NREP 
individuals to compare with the offspring by scaled probabilistic selection[5] of the 
offsprings with the closest of NREP individuals. This provides an excellent platform 
for thorough exploration of the search space, as the fittest particle is not always 
selected, thus preventing any premature convergence. Thus efficient crowding 
schemes like this can be used as a prospective replacement procedure. The 
mathematical formulae used to determine the probability of offspring and closest 
particle among the two parents are: 

( )
( )   

2 ( ) ( )

ofp
bestofp

ofp cst
best

f f x
p x

f f x f x

−

−
=

+


 

                                     

(4)

 

( )
( )   

2 ( ) ( )

cst
bestcst

ofp cst
best

f f x
p x

f f x f x

−

−
=

+


 

                                      
(5)

 

where fbest is the function value of the best individual among the offspring and the 
parents. 
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2.3 Fuzzy C-Means Clustering with SPC-PNX 

The proposed algorithm first uses the data points to be clustered based on distance by

 

fuzzy-cmeans which form sets of clusters. Some clusters may remain empty if the 
membership function of each particle to lie in that cluster is outperformed by other 
clusters. Moreover each cluster can have any number of members in it. Thus dynamic 
clustering is possible. 

The algorithm can be summarized as: 

1. Initialize the population of NP number of trial solutions. 
2. Specify NCmax number of maximum clusters  possible. 
3. While termination criterion not satisfied 
4. Form data clustering by FCM to form NC(<=NCmax) cluster 

sets. 
5. For i=1:NC 

Select parents from the population . 
Perform crossover for producing λ offsprings. 
Evaluate fitness of offsprings. 
Perform probabilistic tournament between offspring and 
closest of the parents. 

End For 
6. Stop if termination criterion is satisfied. Otherwise go to 

Step 2. 

3 Performance Measure 

The performance of the algorithm on the given test functions (Section 4C Table 1) are 
tested on the basis of two criterion. All results are averaged over 25 independent runs 
and compared with other state of arts as : CDE[3], ShDE[4], SDE[6], FER-PSO[7], 
SPSO[11], r2pso[7], r3pso[7], r2pso-lhc[7], r3pso-lhc[7], SCMA-ES[8]. 

I) Average number of peaks found for each environment [10]. 
II) Ability to detect local optima’s.[14]. 

4 Experimental Results 

In this section we have presented our test results for the proposed algorithm over 
commonly used Niching Functions. The functions used for our experiment is given in 
Table 1 while the parameter settings for the experiment are given in Table 2. The 
simulated results are shown in Table 3, Table 4, and Table 5. The results show that 
CSPCPNX performs better than other SOAs over both small dimensional and 
complex Composite function problems and is efficient in simultaneous detection of 
both local and global extremums to lend it to diverse multimodal environments. 
 

A. Experimental Setup 
All the experiments have been performed on machines having the following 
specifications: CPU: 2.26 GHz Intel Core i3 RAM: 4 GB and MATLAB 2010a 
edition. 
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B. Final Population Plot 

 
Fig. 1. Final Population for E1-F3 Fig. 2. Final Population for E1-F9   

 

 

Fig. 3. Final Population for E1-F7 Fig. 4. Final Population for E1-F10  

C. Test Functions 

Table 1. Test Functions for Experiment (CF: Composition Function)[14] 

Test Function Set 1              Test Function Set 2 [15] 

Test Function name Number of Global  
peaks/Dimension 

Test Function 
name 

Number of Global  
peaks/Dimension 

E1-F1: Two-peak trap  1/1 E1-F15: CF 1 8/10 
E1-F1: Central two-peak trap 1/1 E1-F16: CF 2 6/10 
E1-F3: Five-uneven-peak trap  2/1 E1-F17: CF 3 6/10 

E1-F4: Equal Maxima  5/1 E1-F18: CF 4 6/10 
E1-F5: Decreasing Maxima  1/1 E1-F19: CF 5 6/10 

E1-F6: Uneven Maxima  5/1 E1-F20: CF 6 6/10 
E1-F7: Uneven Decreasing Maxima  1/1 E1-F21: CF 7 6/10 

E1-F8: Himmelblau’s function  4/2 E1-F22: CF 8 6/10 
E1-F9: Six-hump camel back  2/2 E1-F23: CF 9 6/10 

E1-F10: shekel’s foxholes  1/ 2 E1-F24: CF 10 6/10 
E1-F11: 2D inverted Shubert function 18/2 E1-F25: CF 11 8/10 
E1-F12: 1D inverted Vincent function 6/1 E1-F26: CF 12 8/10 
E1-F13: 2D inverted Vincent function 36/2 E1-F27: CF 13 10/10 
E1-F14: 3D inverted Vincent function 216/3 E1-F28: CF 14 10/10 

  E1-F29: CF 15 10/10 
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D. Population Size, Maximum Number of Evaluations and Parameter Setting 
The required level of accuracy, the allowed maximum number of functional 
evaluations and population size for function set1 are shown below in Table 2. 
Maximum number of clusters can be set at approximately [Population Size/10] but as 
far as optimization for a certain level of accuracy within a fixed number of functional 
evaluations is concerned, for best results maximum number of clusters can be set as 
shown in table. It can be tuned by running algorithm once or twice by an approximate 

knowledge on number of peaks in the landscape. SPC-PNX parameters  and CRη  are 

set at 3 and 0.8 respectively. For set 2 a population size of 600 is used with maximum 
functional evaluation fixed at 300,000[14]. 

Table 2. Parameter Settings 

Function no. ε  NCmax Population size  Function Evaluations 

E1-F1 0.05 5 50 10000 

E1-F1 0.05 5 50 10000 

E1-F3 0.05 5 50 10000 

E1-F4 0.000001 5 50 10000 

E1-F5 0.000001 5 50 10000 

E1-F6 0.000001 5 50 10000 

E1-F7 0.000001 5 50 10000 

E1-F8 0.0005 5 50 10000 

E1-F9 0.000001 5 50 10000 

E1-F10 0.000001 5 50 10000 

E1-F11 0.05 30 250 100000 

E1-F12 0.0001 10 100 20000 

 E1-F13 0.001 40 500 200000 

 E1-F14 0.001 80 1000 400000 

Table 3. Average of optima found in locating both global and local peaks 

Fnc CDE ShDE SDE FER-PSO SPSO r2pso r3pso r2pso-lhc r3pso-lhc SCMA-ES  C-SPC- PNX 

E1-F1     2(2.5) 
2 

(2.5) 
1.84 
(5) 

1.48 
(9) 

1.44 
(11) 

1.72 
(6) 

1.48 
(9) 

1.48 
(9) 

1.52 
(7) 

     2(2.5) 2(2.5) 

E1-F2 2(2) 
  1.84 
    (5) 

  1.68 
(8) 

1.88 
(4) 

1.72 
(7) 

1.36 
(10) 

1.24 
(11) 

1.52 
(9) 

1.76 
(6) 

2(2)    2(2) 

E1-F3 
4.44 
(2) 

   3.6 
  (3) 

3.04 
(5) 

0.64 
(10) 

3.08 
(4) 

0.8 
(9) 

0.4 
(11) 

3(6) 
2.16 
(7) 

2(8)      5(1) 

E1-F5 
4.28 
(4) 

3.12 
(5) 

1.52 
(7) 

1(9)     5 
     (1.5) 

1(9) 1(9) 
4.52 
(3) 

   2.8(6) 
0.48 
(11) 

5(1.5) 

E1-F10 
12.5 
(8) 

 24.96 
(2) 

1.32 
(10) 

5.16 
(9) 

24.9 
(3) 

24.4 
(6) 

24.3 
(7) 

24.8 
(4) 

24.6 
(5) 

0.88 
(11) 

25(1) 

Total 
Rank 

18.5   17.5     35     41    26.5 40 47 31 31 34.5       8 
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Table 4. Average number of peaks found for test function set 1 

Fnc CDE ShDE SDE  FER-PSO SPSO r2pso r3pso r2pso-lhc r3pso-lhc SCMA-ES C-SPC-PNX 

E1-F1 1(3) 1(3) 1(3) 0.72(8) 
0.48 
(11) 

0.76(7) 0.84(6) 
0.56 
(10) 

0.6(9) 1(3) 1(3) 

E1-F2 1(3.5) 1(3.5) 1(3.5) 1(3.5) 
0.44 

(10.5) 
0.88(8) 0.96(7) 

0.44 
(10.5) 

0.56(9) 1(3.5) 1(3.5) 

E1-F3 2(2.5) 2(2.5) 1.96(5) 0.8(6) 
0.24 
(11) 

0.48 
(9.5) 

0.6 
(7.5) 

0.48 
(9.5) 

0.6 
(7.5) 

2(2.5) 2(2.5) 

E1-F4 3.84(9) 
3.28 
(10) 

4.72 
(8) 

4.84(7) 
4.88 
(5.5) 

4.92 
(3.5) 

4.88 
(5.5) 

5(1.5) 
4.92 
(3.5) 

0.04 
(11) 

5(1.5) 

E1-F5 
0.72 
(10) 

0.44 
(11) 

1(5) 1(5) 1(5) 1(5) 1(5) 1(5) 1(5) 1(5) 1(5) 

E1-F6 
3.96 
(9) 

3.28 
(10) 

4.6 
(8) 

5(1.5) 
4.92 
(3.5) 

4.88 
(5.5) 

4.72 
(7) 

4.92 
(3.5) 

4.88 
(5.5) 

0(11) 5(1.5) 

E1-F7 
0.6 
(10) 

0.4(11) 1(4.5) 1(4.5) 1(4.5) 1(4.5) 1(4.5) 1(4.5) 1(4.5) 0.96(9) 1(4.5) 

E1-F8 
0.32 
(10) 

0.16 
(11) 

3.72 
(2) 

3.68 
(3) 

0.84 
(9) 

2.92 
(7) 

2.76 
(8) 

3(6) 
3.12 
(5) 

3.44 
(4) 

4(1) 

E1-F9 
0.04 
(9.5) 

0.04 
(9.5) 

2(2) 
1.96 
(4) 

0.08 
(11) 

1.44 
(8) 

1.56 
(5.5) 

1.56 
(5.5) 

1.48 
(7) 

2(2) 2(2) 

 E1-F10 
0.52 
(9) 

0.96(3) 
0.32 
(10) 

1(1.5) 
0.56 
(8) 

0.88 
(4) 

0.76 
(5) 

0.72 
(6) 

0.6(6) 
0.04 
(11) 

1(1.5) 

 E1-F11 17.7(1) 
16.56 

(3) 
12.4 
(5) 

17.4 
(2) 

8.52 
(10) 

15.2 
(8) 

15.6 
(7) 

15.1 
(9) 

16.2 
(6) 

2.16 
(11) 

16.32(4) 

 E1-F12 5.56(4) 
5.6 

(2.5) 
4.88 
(10) 

5.36 
(6.5) 

5.6 
(2.5) 

5.52 
(5) 

5.16 
(9) 

5.36 
(6.5) 

5.28 
(8) 

1.52 
(11) 

5.8(1) 

 E1-F13 33.8(2) 35.92 
(1) 

22.8 
(7) 

23.6 
(5) 

25.7 
(4) 

21.8 
(10) 

22.2 
(9) 

22.5 
(8) 

23.1 
(6) 

1.4 
(11) 

28(3) 

 E1-F14 152(2) 197.8 
(1) 

50.6 
(6) 

68.6 
(5) 

70.1 
(4) 

40.6 
(10) 

45.4 
(7) 

42.2 
(9) 

43.3 
(8) 

0.04 
(11) 

146(3) 

Total 
Rank 84.5 82 77 62.5 99.5   94.5  92.5 94.5 90 95 37 

Table 5. Average number of peaks found for test function set 2 

Fnc CDE ShDE SDE FER-PSO SPSO    r2pso    r3pso r2pso-lhc r3pso-lhc SCMA-ES C-SPC-PNX 

E1-CF1 0(8) 0(8) 
1.79 
(3) 

1.08 
(4) 

0(8) 0(8) 0(8) 0(8) 0(8) 2(2) 4(1) 

E1-CF2 
     1.2 

     (4.5) 
1.1 
(6) 

      1.2 
      (4.5) 

2(2) 0(9) 0(9) 0(9) 0(9) 0(9) 
1.9 
(3) 

3(1) 

E1-CF3 
0.7 

   (6) 
1.11 
(5) 

   1.5 
(4) 

2.5 
(3) 

0(9) 0(9) 0(9) 0(9) 0(9) 
2.7 
(2) 

4(1) 

E1-CF4 0(7) 0(7) 0(7) 0(7) 0(7) 0(7) 0(7) 0(7) 0(7) 
0.2 
(2) 

3(1) 

E1-CF5 
1.1 
(6) 

1.3 
      (4.5) 

1.3 
      (4.5) 

2(2) 0(9) 0(9) 0(9) 0(9) 0(9) 
1.9 
(3) 

3(1) 

E1-CF6 0(8) 0(8) 
1.4 
(3) 

1.2 
(4) 

0(8) 0(8) 0(8) 0(8) 0(8) 
2.6 
(2) 3(1) 

E1-CF7 0(8) 0(8)     1(2.5) 
0.5 
(4) 

0(8) 0(8) 0(8) 0(8) 0(8)     1(2.5) 3(1) 

E1-CF8 0(8) 0(8) 
1.4 
(4) 

1.5 
(3) 

0(8) 0(8) 0(8) 0(8) 0(8) 
2.3 
(2) 

3(1) 

E1-CF9 0(8) 0(8) 
1.8 
(2) 

1.5 
(4) 

0(8) 0(8) 0(8) 0(8) 0(8) 
1.7 
(3) 

3(1) 

 E1-CF10 0(8) 0(8) 
       1.1 
      (3.5) 

      1.1 
      (3.5) 

0(8) 0(8) 0(8) 0(8) 0(8) 
1.2 
(2) 

1.5 
(1) 

 E1-CF11 
0 

      (7.5) 
0 

      (7.5) 
1.3 
(2) 

0 
      (7.5) 

0 
     (7.5) 

0 
(7.5) 

0 
      (7.5) 

0 
      (7.5) 

0 
      (7.5) 

0.7 
(3) 

3(1) 
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Table 5. (continued) 

 E1-CF12 0(8) 0(8) 
1.6 

(3.5) 
1.6 

(3.5) 
0(8) 0(8) 0(8) 0(8) 0(8) 

1.7 
(2) 2.3(1) 

 E1-CF13 0(8) 0(8) 
0.9 
(3) 

0.3 
(4) 

0(8) 0(8) 0(8) 0(8) 0(8) 
1.4 
(2) 2.5(1) 

 E1-CF14 0(8) 0(8)      1(2.5)      1(2.5) 0(8) 0(8) 0(8) 0(8) 0(8)    1(2.5) 1(2.5) 

 E1-CF15 0(8) 0(8) 
1.6 
(3) 

1.2 
(4) 

0(8) 0(8) 0(8) 0(8) 0(8) 2(2) 3(1) 

Total 
Rank 112 110 52 56 121.5 121.5 121.5 121.5 119.5 35 16.5 

5 Conclusion 

GA is a widely used optimization technique. Various modifications have been applied 
to conventional GA strategies improvising it. We integrated a modified GA with 
clustering to handle typical multi modal landscapes. Clearly the algorithm with its 
clustering and probabilistic selection from the parents is efficient in local search. We 
showed that it can efficiently track global optimums over a specified level of 
accuracy, is apt to handle complex landscapes and can simultaneously detect global 
and local peaks. Experimental Results clearly show that C-SPC-PNX outperform 
other state-of-the-arts which clearly prove it as a strong multimodal optimization 
strategy.  
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Abstract. Aim of the paper is to efficiently predict the stock market data for 
future days ahead using Radial Basis Function (RBF) neural network. DJIA and  
S&P 500 stock indices have been taken to simulate the RBF model and also 
comparison has been done with results obtained from Functional Link Artificial 
Neural Network(FLANN) and Multilayer Perceptron, (MLP). From the 
simulation result it is observed that the proposed model is giving better results 
than other two neural network models interms of prediction accuracy. 

Keywords: stock market prediction, multilayer perceptron (MLP), functional 
link artificial neural network (FLANN) and radial basis function neural  
network (RBF). 

1 Introduction 

Stock Market prediction is carried to determine the appropriate time to buy, hold or 
sell. As it affects economic condition of a country, it always becomes a popular field 
of research.  As more and more money is being invested by the investors in the stock 
market, the risk associated with it is also increases. Thus prediction of stock prices is 
very essential. But it is not an easy task to predict stock market prices because the 
stock market indices are nonlinear, dynamic, nonparametric, complicated and chaotic 
in nature. In addition, stock market’s movements are affected by many macro 
economical factors such as political events, general economic conditions, firms’ 
policies, investors’ expectations, institutional investors’ choices and movement of 
other stock market and psychology of investors. Stock market forecasting research 
offers many challenges and opportunities, with the forecasting of individual stocks or 
indexes focusing on forecasting future market prices. Stock prediction is a difficult 
task due to the nature of the stock data which is noisy and time varying. People are 
interested in predicting the stock trend, index or price. Therefore, many different 
methods and techniques have been reported. These methods include artificial neural 
network (ANN), linear and multi-linear regression (LR, MLR), genetic algorithm 
                                                           
* Corresponding author. 
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(GA), support vector machine (SVM) etc. A fusion model combining Hidden Markov 
Model(HMM), Artificial Neural Networks(ANN) and Genetic Algorithms(GA) to 
forecast financial market behavior is proposed in [1]. The comparison shows the 
forecasting ability of the fusion model is as good as that of ARIMA model.  A three-
layer multi-input Legendre neural network with a random time strength function is 
introduced in [2] for stock market forecasting. Hybridization of fractal feature 
selection method and support vector machine to predict the direction of daily stock 
price index is reported[3]. Fractal feature selection method is suitable for solving the 
nonlinear problem and it can exactly spot how many important features to choose. To 
evaluate the prediction accuracy of this method, the paper compares its performance 
with other five commonly used feature selection methods. [4] investigates the 
effectiveness of a hybrid approach based on the artificial neural networks (ANNs) for 
time series properties. Adaptive time delay neural networks (ATNNs) and the time 
delay neural networks (TDNNs), with the genetic algorithms (GAs) is used in 
detecting temporal patterns for stock market prediction tasks. The results show that 
the accuracy of the integrated approach proposed in this study is higher than that of 
the standard ATNN, TDNN and the recurrent neural network (RNN). The adaptive 
linear combiner based models optimized by using adaptive bacterial foraging (ABFO) 
and BFO algorithms is suggested for stock indices forecasting[5]. The short and long 
term prediction performance of these models are evaluated with test data and the 
results obtained are compared with those obtained from the genetic algorithm (GA) 
and particle swarm optimization (PSO) based models. Two data mining approaches, 
apriori algorithm and k-means has been used for forecasting Taiwan stock market[6]. 
By doing so, this research finds that different possible portfolio of stock categories 
investment can be implemented in the Taiwan stock market. The effectiveness of 
neural network models is studied in [7] which are known to be dynamic and effective 
in stock-market predictions. The models analysed are multi-layer perceptron (MLP), 
dynamic artificial neural network (DAN2) and the hybrid neural networks which use 
generalized autoregressive conditional heteroscedasticity (GARCH) to extract new 
input variables. The comparison of three different feature selection methods, Principal 
Component Analysis (PCA), Genetic Algorithms (GA), and decision trees (CART) 
has been done[8] for stock prediction. The simulation results show that combining 
multiple feature selection methods can provide better prediction performances than 
using single feature selection methods. The IBCO–BP model [9]for prediction of 
stock indices is developed. Its structure of the model is basically an adaptive BP ANN 
whose weights are updated using IBCO tool. Performance comparison with the BP 
model simulated indicates that the developed model offers less computational 
complexity, better prediction accuracy, and less training time. The fuzzy neural 
network optimized by differential evolution [10] is applied to the problem of stock 
market forecasting. Integration of nonlinear independent component analysis(NLICA) 
and neural network has been proposed in [11] for Nikkei 225 closing index and 
Shanghai B-share closing index forecasting. It concluded that the proposed NLICA-
BPN model can be a good alternative for Asian stock market index forecasting since 
it can generate good forecasting performance. 
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From the literature survey it is observed that mainly neural network models are 
used for forecasting of the different stock markets as it is a nonlinear model. The 
radial basis function network is a feed forward neural network with a single hidden 
layer which computes the distance between input pattern and the center [12]. The 
RBF network is suitable for solving function approximation, system identification, 
pattern classification and exchange rate prediction because of its simple topological 
structure and their ability to learn in an explicit manner [13- 15]. In this paper RBF 
neural network is used for forecasting if two important stock indices of USA, S&P500 
and DJIA. 

The organization of the paper proceeds as follows. Section 2 explain  the 
development of RBF based stock market forecasting model. Section3 describes the 
data collection and process for feature extraction. This section also provides the 
formulae of computing the technical indicators. Simulation study of the proposed 
model  and discussion on results are carried out in Section 4. Finally the conclusion of 
the investigation is provided in Section 5. 

2 Development of RBF Neural Network Based Stock Market 
Forecasting Model  

A radial basis function network [12] is an artificial neural network that uses radial 
basis functions as activation functions. The basic architecture of RBF network based 
forecasting model is shown in Fig. 1. Here )(nx is the input to the network and φ
represents the radial basis function that perform the nonlinear mapping and M  

represents the total number of hidden units. Each node has a center vector kc  and 

spread parameter kσ , where Mk ,......,2,1= . The radial basis functions are 

represented by  ( )cx,φ , where • represents the Euclidean norm. The radial basis 

functions which are generally used in various applications are Gaussian functions as 
given in (1) 
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Fig. 1. Schematic diagram of RBFNN based forecasting model 

The error for the n th pattern is obtained by  
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where )(nd is the target value. As the Gaussian function is chosen as the radial basis 

function (4) can be rewritten as  
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The cost function is defined as  
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where 1n  is the number of training patterns. It is required to adjust the free 

parameters such as weight, center and spread so as to minimize ξ . According to the 

gradient descent algorithm the free parameters at m th epoch are updated using  
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where cw μμ , and σμ are learning parameters within the range of 0 to 1and 

....,,.........2,1 Mk = Finally the update equations are defined as  
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3 Data Collection and Preprocessing of the Data 

The data set for stock market prediction experiments have been collected for 
Standard’s and Poor’s 500 (S&P 500), USA and Dow Jones Industrial Average 
(DJIA), USA. The experimental data used here consists of technical indicators and 
daily closing price of the indices. The total number of samples for the stock indices is 
3228 trading days, from 3rd January 1994 to 23rd October 2006. Each sample 
 

Table 1. Details of technical indicators and their formulae 

Technical indicators used   
 

Formula 
 

Exponential moving 
average (EMA)  
(3 numbers) 

 

 

current price, smoothing factor, time period 
(EMA10, EMA20 and EMA30 are calculated using the given formula)  

Accumulation/distribution 
oscillator (ADO) 

 

CP – closing price, HP – highest price, LP – lowest price 
Stochastic indicator (STI)   

% D = SMA of % K for the period 
Relative strength index 
(RSI)  

U – total gain/n, D – total losses/n, n – number of RSI period 
(RSI9 and RSI14 are calculated using the given formula) 

Price rate of change 
(PROC) 

 

Closing price acceleration 
(CPACC) 

 

High price acceleration 
(HPACC) 

 

( ) ( ))1(Pr AEMAeviousAP −×+×
)1/(2 += NA

−P −A −N

)'()(

)()(

volumesPeriodLPHP

CPHPLPCP

×−
−−−

100
)'(

% ×
−−−

−−=
periodKinlowLowestperiodKinhighHighest

periodKinlowLowestClosesToday
K

)(1

100
100

D
U

RSI
+

−=

100
)'( ×

−
−−
agoperiodXpriceClose

agoperiodXpriceCloseClosesToday

100
)Pr( ×

−
−−

agoperiodXpriceClose

agoperiodXpriceCloseiceClose

100
)Pr( ×

−
−−

agoperiodNpriceHigh

agoperiodNpriceHighiceHigh



290 M. Rout et al. 

consists of the closing price, opening price, lowest price, highest price and the total 
volume of stocks traded for the day. Ten technical indicators [5] are selected as 
feature subsets by the review of domain experts and prior research. These are 
computed from the raw data as indicated in the Table 1. 

The data are splitted into two sets – training and testing sets. The training set 
consists of 2510 patterns and the rest is set aside for testing. All the inputs are 
normalized to values between -1 and +1.  

4 Simulation Results and Discussion  

Training of the forecasting models are carried out using RBFNN as described in 
Section 2 and the optimized weight values of the model are obtained through 
simulation. The detail procedure of proposed model is as follows : 

 
Step-1 The features extracted from past stock data are given as the input to the 
model as shown in Fig.1. 
 

Step-2 The output of hidden layer is calculated using (3) .   
 

Step-3 Finally the output of hidden layer is weighted and summed to obtain the 
output of the model using (2). 
 

Step-4 Error is calculated by using (4) 
 

Step-4 After application of all training inputs to the RBF predictor, the parameters 
of the model are updated using  
   (10) - (12).  
 

Step-5 The above process will repeated until minimum MSE is reached. 
 

Step-6 Then testing is carried out using rest of the input in same manner as 
described above and MAPE is obtained using (13). 

 

The performance of the models is evaluated by comparing with known test data. To 
compare the performance of the proposed models, other two neural network models, 
FLANN and MLP are also simulated. and the learning characteristics and test results 
of those are also presented. The experiments carried out in this study to test the 
performance of the model for predicting the closing price of the index for 1 day, 7 and 
30 days in advance. The mean absolute percentage error (MAPE) is used to test the 
performance of the prediction model when the test data are used. The MAPE is 
defined as 

     100
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where N = total no. of test patterns, )(ny = actual value and )(ˆ ny = predicted 

value.  
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The structure chosen for MLP  and RBF network is 10:3:1.The structure of 
FLANN is 10:50:1. In FLANN each input is expanded to five terms using 
trigonmetric expansion. The value of learning parameter μ  is chosen suitably 

between 0 to 1 for all the networks. The comparison of converegence characteristics 
of RBFNN along with other two neural network models for 1 and 7 days ahead are 
obtained for S&P500 and DJIA and shown in Figs.2 and 3 respectively.The 
comparison of actual value and predicted value during training and testing for DJIA 
stock index for 7days ahead prediction using RBFNN are depicted in Figs.4 and 5 
respectively. Similarly for S&P500 the comparison of actual and predicted value 
during training and testing for 1 day ahead prediction using RBFNN are presented in 
Figs.6 and 7 respectively. The MAPE value for two data sets obtaind  upon optimized 
selection of rules and parameters for RBF, MLP and FLANN networks for 1day,7 and 
30 days are given in Tables 2.  

 

 

Fig. 2. Comparison of convergence cha-
racteristics of S&P500 for 1day ahead 
prediction using three different ANN models 

 

Fig. 5. Comparison of actual  and predicted 
value of DJIA for 7 days ahead prediction 
using RBF model during testing 

 

Fig. 3. Comparison of convergence cha-
racteristics of DJIA for 7days ahead 
prediction using three different ANN models 

 

Fig. 6. Comparison of actual  and predicted 
value of S&P500 for 1 day ahead prediction 
using RBF model during traing  
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Fig. 4. Comparison of actual and predicted 
value of DJIA for 7 days ahead prediction 
using RBF model during traing 

 

Fig. 7. Comparison of actual and predicted 
value of DJIA for 1 day ahead prediction 
using RBF model during testing 

Table 2. Comparison of MAPE value using different prediction models 

Days 
ahead 

DJIA S&P500 

 RBF FLANN MLP RBF FLANN MLP 
1 0.7891 

1.2609 0.8996 0.9471 1.4313 
0.9966 

 
7 

1.4892 2.0872 1.7683 1.6693 2.4258 
2.5530 

 
30 

2.1005 3.3136 2.8589 2.2471 3.2947 
2.5373 

 

5 Conclusion   

The proposed forecsating model predict different  stock indices using technical 
indicators derived from the past stock indices. To demonstarte the performance of the 
proposed models simulation study is carried out using known stock indices and their 
prediction performance is compared with other two neural network models. The 
comparison indicates that the proposed RBF based prediction model gives better 
prediction accuracy in comparison to MLP and FLANN.  
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Abstract. Microarray technique is very useful for measuring expression levels 
of thousands or more of genes simultaneously. One of challenges in 
classification of cancer using high-dimensional gene expression data is to select 
minimal number of relevant genes which can maximize classification accuracy. 
Because of the distinct characteristics inherent to specific cancerous gene 
expression profiles, selecting the most informative cancer-related genes from 
high volume microarray gene expression data is an important and challenging 
bioinformatics research topic. In the paper, first some important genes are 
identified based on their rank computed statistically and then rough set theory is 
applied on reduced gene set for selecting genes with high class-discrimination 
capability. The method constructs relative discernibility matrix to find out the 
core genes which are essentially required to distinguish the normal and tumor 
samples and iteratively adds high ranked noncore genes one at a time to core 
genes for maximizing classification accuracy. The method is applied on some 
well known cancerous datasets to show the goodness of the method.  

Keywords: Microarray cancer data, gene selection, Rough Set Theory, 
Discernibility matrix, Cancer classification. 

1 Introduction 

 Now-a-days, an increasing number of applications in different fields produce massive 
volumes of very high dimensional objects under a variety of experimental constrains. 
In gene microarray dataset, it is common to encounter large sets of observations 
(genes), represented by hundreds or more of dimensions (samples). Microarray 
technology allows to simultaneously analyzing large number of genes and thus can 
give important insights about cell’s meaning. The availability of massive volume of 
experimental dataset based on cancer research studies has given momentum in recent 
years to a large effort in developing mathematical, statistical, and computational 
techniques to guess biological models from experimental dataset. In most of the 
bioinformatics dataset, the number of genes is significantly larger than the number of 
samples (high gene-to-sample ratio dataset). This is typical of cancer classification [1] 
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tasks where a logical investigation of the correlation of expression patterns of 
thousands of genes to specific phenotypic changes is expected to provide an enhanced 
catalog of cancer. In this context, the number of expressed gene probes (up to several 
thousands) and the number of observations to the number of tumor samples (typically 
on the order of hundreds) is typically interrelated.   

In DNA microarray data analysis generally biologists measure the expression 
levels of genes in the tissue samples from patients, and find explanations about how 
the genes of patients relate to the types of cancers they had. Many genes could 
strongly be correlated to a particular type of cancer, however, biologists prefer to 
focal point on a small subset of genes that dominates the outcomes before performing 
in-depth analysis and expensive experiments with a high dimensional dataset.  

The important gene selection [2] is primarily very fundamental in cancer research 
topic as the number of selected genes irrelevant to classification accuracy may be 
degrade, and hence, accurate prediction can be achieved only by performing gene 
selection reasonably, that is, identifying most informative genes from a large number 
of candidates [2]. Finding good subset of genes by exhaustive search of all possible 
combination of genes is an NP- complete problem. Therefore, different strategies, like 
Rough Set Theory [3], Heuristic Search [4] and so on are used to accomplish this task. 
Heuristic searches find a good solution efficiently by sacrificing completeness of the 
search. Rough set theory, a mathematical model, is popularly employed by 
researchers as it does not require any additional information like probability, fuzzy or 
Dempster-Shafer strategies. 
In the paper, a novel gene selection technique has been proposed for selecting 
relevant genes to predict normal and cancerous samples. The method can be broken 
down into following steps: 

i. The gene dataset is clustered and validated using [5] to achieve an optimal set 
of clusters and assign same class label (decision value) to all the genes within 
a cluster in such a way that two genes of different clusters have different class 
label. Thus decision attribute with k distinct values is generated for the dataset. 

ii. The dataset is discretized using ChiMerge [6] algorithm and score of each 
sample with respect to generated decision attribute is computed using division 
operation of relational algebra [7]. Lower the score implies more important 
sample of the gene data and vice versa. The minimal subset of samples is 
formed using [8] by considering the samples with score below the average 
score.  

iii. Importance factor of each gene with respect to discrete values of different 
predefined class label of microarray training-dataset is computed and form 
initial gene subset with high importance factor. Then traditional k-means 
clustering algorithm [9] with k = 2 is applied on each selected gene and miss-
classification accuracy is measured to select optimal number of genes with less 
miss-classification accuracy and form modified gene subset. 

iv. Core, the most important genes are found out from modified gene subset by 
constructing relative indiscernibility matrix [3]. Noncore genes from modified 
gene subset are added to core genes based on their importance factor one by 
one to increase the classification accuracy of a predefined set of classifiers and 
finally, the genes providing the highest classification accuracy is considered as 
the selected gene subset for cancer classification.  
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The proposed method yields better classification accuracy compare to others for some 
experimental datasets, which shows its effectiveness.  

The article is organized into four sections. Section 2 describes the proposed gene 
subset selection for cancer classification. The experimental results and performance 
evaluation of the method are described in Section 3 and conclusions are drawn in 
Section 4. 

2 Gene Subset Selection  

The major problem in interpreting microarray data comes from their innate nature of 
‘high dimensional large sample size as well as large number of genes’. Therefore, 
robust and accurate gene selection methods are required to identify differentially 
expressed group of genes across different samples, e.g. between cancerous and 
normal cells. Gene selection is necessary to find out genes, responsible for complex 
disease which take part in disease network and provide information about disease 
related genes. Successful gene selection will help to classify different cancer types, 
lead to a better understanding of genetic signatures in cancers and improve treatment 
strategies.  

2.1 Dimension Reduction  

As all samples are not relevant to characterize the genes, a relevance analysis of 
samples is necessary to select only the important ones. Here, score is computed for 
each sample using division operation of relational algebra [7] for which decision 
attribute is required. As the gene datasets are unlabeled, they need to be transformed 
to labeled data. So, the dataset is clustered and validated using [5] to obtain optimal 
clusters of genes and labeled each gene in such a way that genes in same cluster have 
same class value and genes in different clusters have different class value. Thus, a 
decision attribute is generated which is used to compute score of each samples. Score 
computation by division (÷) operation of relational algebra [7] needs the discrete 
values of the samples. So, before score computation, the datasets are also discretized 
by ChiMerge [6] algorithm.  

Let the labeled gene expression discretized dataset DS = (U, C, D), where U is the 
universe of discourse (set of all genes), C = {C1, C2, …,Cn} is the number of samples 
and D is the decision attribute with k distinct values generated using clustering 
algorithm [5]. Now, the relational algebra operation division (÷), defined in 
‘Definition 1’, is used to compute the score of each sample Ci using score function S 
(Ci) defined in equation (1). ( ) =  ∪ ( )  ( )                                         (1) 

Where i = 1, 2, …, n. Minimum score of Ci implies that there is maximum number of 
genes having sample values similar to Ci, which can uniquely take the decisions. 
Thus, a sample with the minimum score is of the maximum importance and so lower 
score implies higher possibility of becoming a member of reduced sample set, 
selected using [8].  
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Definition 1: Relational algebra operation division (÷) is a binary operation applied 
on two relations R1 (P) and R2 (Q) and produce another relation R (P – Q) where Q ⊂ 
P where P, Q are set of samples of R1, R2 respectively. So, R (i.e., R1 ÷ R2) contains 
set of all genes g such that for any gene g1 and g2 of R1 and R2 respectively, following 
conditions are hold.  

• g [P – Q] = g1 [P – Q] 
• g1 [P – Q] = g2 [Q] 

2.2 Initial Gene Subset Selection 

As the samples of genes are collected from both normal and cancerous patients, so the 
samples are divided into two disjoint classes say, normal class d1 and cancerous class 
d2. Now for each gene gi, the maximum frequencies of discrete sample values are 
computed in each class; let they are Pli and Pri for class d1 and d2 respectively. If the 
maximum frequencies of Pli and Pri occur for same discrete value, then obviously, the 
gene gi is not important for cancer classification, as both the normal and cancerous 
samples are almost similar. Otherwise, the sample values of normal and cancerous 
samples are distinct for gene gi and so the gene is considered as an important gene 
with importance factor (PFi) computed using (2). =                                                                     (2) 

Where, i = 1, 2,…,n and m is the total number of samples.  
So, higher the importance factor more relevant the gene is and vice versa. Thus, 

top n1 (<< n2) genes with importance factor greater than the average are selected as 
initial important genes and kept in set IRED. 

2.3 Modified Gene Subset Selection 

Distance based similarity/dissimilarity measurement among genes may not be 
effective for gene data analysis in a high dimensional space. Also, elegant gene 
selection decreases the workload and simplifies the subsequent design process to a 
great extent. Here, misclassification index for each of n1 genes in IRED are computed 
and the genes with index value less than the average are considered as modified gene 
subset MRED. Let MRED contains n2 (<< n1) genes. Modified gene subset is 
computed as follows: 

• The samples of each of n1 genes in IRED is partitioned into two disjoint clusters 
using K-means clustering algorithm [9] with k = 2, as the genes contain normal 
and cancerous samples.  

• The samples of each gene are already partitioned into two classes, normal class d1 
and cancerous class d2. 

• If for gene gi, m1i is the number of samples of d1 class clustered as samples of d2 
class, m2i is the number of samples of d2 class clustered as samples of d1 class and 
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m is the total number of samples then the misclassification index for gene gi is 

computed using (3), for i = 1, 2, …, n1 genes. 

=                                                                      (3) 

2.4 Final Gene Subset Selection 

The method uses the concept of rough set theory (RST) to compute the minimal 
subset of genes called reduct which can, by itself, fully characterize the knowledge in 
the gene dataset as the whole set of genes (U) does and preserves partition of data 
with respect to cancer classification. But the reduct computation is an NP-complete 
problem and it is not unique. Whatever may be the number of reducts, all contain 
some genes which are absolutely necessary for classification, such genes are known 
as core genes. Selection of them is independent of any evaluation measure and 
classification algorithm, they are in nature the core of all good subset of genes. After 
core selection, a heuristic approach based on classification accuracy is applied for a 
single reduct computation, which gives final gene subset used for cancer 
classification. Let the reduced gene dataset is represented as RDS = (S, MRED, D), 
where S = {s1, s2, …, sm} is the set of selected samples, MRED = {g1, g2, …,gn2} is the 
modified set of genes and D is the decision attribute with two distinct values, d1 and 
d2 for normal and cancerous samples respectively.    

2.4.1   Core Gene Selection 
The sample set S is partitioned into two subsets, normal sample set S1 and cancerous 
sample set S2 so that S1 contains p number of samples and S2 contains q number of 
samples. Core genes are selected computing the discernibility matrix [4] for the 
dataset RDS. Each cell of the matrix contains genes that distinguish two associated 
samples. The discernibility matrix M = (mij) is a p × q matrix, in which the element 
mij for a normal sample and cancerous sample pair (si, sj) is defined using (4). = ∪  ∈  | ( ) ( )            (4) 

Where, i = 1, 2,…, p;  j = 1, 2,…, q and si(gk) is the value of sample si of gene gk in 
MRED.  

So, each entry in matrix M contains some genes which can differentiate the 
associated normal and cancerous samples. Here, the frequency of the genes in the 
matrix is calculated and the highest frequency gene is considered as the core gene as it 
can distinguish the maximum number of normal and cancerous samples. If many 
genes have same frequency, then all such genes are considered as core or the most 
important gene set CR. 

2.4.2   Minimal Gene Subset Selection 
Core genes have already been identified using discernibility matrix, a concept of 
Rough Set Theory. So, the modified gene set MRED is partitioned into two disjoint 



 Gene Subset Selection for Cancer Classification 299 

subsets CR, containing core genes and the remaining gene set RS, containing non-core 
genes. To obtain the minimal gene subset which can fully characterized the gene 
dataset, following steps are performed: 

• Firstly, gene set CR is applied on some well known classifiers and the accuracies 
are recorded individually.  

• Next, a gene with highest important factor (computed using equation (2)) is taken 
from RS and add to CR, provided the average classification accuracy of the 
classifiers increases.  

• Iteratively a gene from RS is selected and CR is modified, which finally gives us 
the minimal gene subset RED.  

In general, the time complexity of iterative approach is not good enough for searching 
the appropriate genes from RS. But in the method, it contains very few genes as the 
original gene set is already reduced by the previous methods; as a result, it reduces the 
overhead time of utilization of the optimization techniques such as PSO, GA, 
Differential evaluator etc. The overall gene selection algorithm is given bellow. 

Algorithm: Gene_Subset_Selection(MRED, RED)  
Input: Reduced gene set MRED = {g1, g2,…,gn2} with sample 
       set S = {s1, s2, …, sm}.  
Output: Minimal gene subset RED for gene classification. 
Begin 
    Let, S is partitioned into normal sample set S1 and   

cancerous sample set S2  
    Let, S1 contains p number of samples and S2 contains q 

number of samples.      
    Compute discernibility matrix (M)p×q using (4) 
    Compute core CR of genes with maximum frequency in M 
    Compute noncore gene subset RS = MRED – CR 
    Compute importance factor of all genes in RS by (2) 
    For next highest important factor gene gi • RS { RS { 
       For predefined j classifiers  
          Compute accuracy ACj on gene dataset CR 
       Compute average accuracy avg_AC  
       New_CR = CR ∪ {gi} /* gi is of max imp. Factor */          
       For same j classifiers  
          Compute accuracy New_ACj on gene dataset New_CR 
       Compute average accuracy New_avg_AC  
       If(New_avg_AC > avg_AC) 
          CR = New_CR 
    } /* end of loop i */ 
    RED = CR 
End   
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3 Experimental Results and Performance Evaluation 

Experimental studies presented here provide an evidence of effectiveness of proposed gene 
subset selection technique. Experiments were carried out on gene dataset publicly available at 
http://www-genome.wi.mit.edu/mpr and http://carrier.gnf.org/welsh/prostate as training and test 
dataset, summarized in Table 1. The training dataset is used for forming optimal gene subset 
and test dataset is used for measuring the effectiveness of the method by computing 
classification accuracy and kappa statistics.  

Table 1. Summary of Gene expression (training/testing) dataset 

Dataset No. of 
Genes 

Class Name No. of Training 
Samples 
(class1/class2) 

No. of  Test 
Samples 
(class1/class2) 

Prostate 
cancer 

12600 Tumor/Normal 102(52/50) 34(25/9) 

Lung cancer 12533 MPM/ADCA 32(16/16) 149(15/134) 

The proposed statistical approaches such as dimension reduction (DIM), initial 
gene subset selection (IGS) and modified gene subset selection (MGS) methods are 
used sequentially that select the important samples and genes listed in Table 2.  

Table 2. Reduced gene Dataset by reduction of samples and genes 

Dataset No. of samples 
selected by DIM 

No. of genes 
selected by IGS 

No. of genes  
selected by MGS 

Prostate cancer 29 out of 102 1225 out of 12600 443 out of 1225 

Lung cancer 12 out of 32 3790 out of 12533 1134 out of 3790 

Then, the rough set approach is applied on reduced datasets that select core genes 
as well as the minimal gene subset (called reduct) based on the predefined set of 
classifiers {“Naïve Bayes”, “Multilayer Perceptron”, “Bagging”, “J48”}. For Prostate 
cancer dataset, core gene is {37639_at} and reduct is {37639_at, 39939_at}, for which 
classification accuracy and Kappa Statistic is measured based on test samples, as listed in Table 
3, to show the efficiency of the method.  

Table 3. Minimal gene subset selection for Prostate cancer dataset 

Gene Name Naïve Bayes Multilayer 
Perceptron 

Bagging J48 

Accura
cy 
(%) 

Kappa 
Statistic 

Accura
cy (%) 

Kappa 
Statistic 

Accura
cy (%) 

Kappa 
Statistic 

Accura
cy (%) 

Kappa 
Statistic 

{37639_at} 97.06 0.9280 97.05 0.9270 97.05 0.9270 97.05 0.9217 

{37639_at, 
39939_at} 

100 1 100 1 100 1 97.06 0.9280 
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Similarly, for Lung cancer dataset, core is {37205_at, 32046_at} and then one noncore 
gene is added iteratively and gives the reduct {37205_at, 32046_at, 39795_at, 575_s_at}, 
as shown in Table 4.  

Table 4. Minimal gene subset selection for Lung cancer dataset 

Gene 
Name 

Naïve Bayes Multilayer 
Perceptron 

Bagging J48 

Accur
acy 
(%) 

Kappa 
Statisti

c 

Accur
acy 
(%) 

Kappa 
Statisti

c 

Accur
acy 
(%) 

Kappa 
Statistic 

Accur
acy 
(%) 

Kappa 
Statistic 

{37205_at, 
32046_at} 

95.30 0.7480 95.30 0.7480 94.63 0.6848 93.96 0.6760 

{37205_at, 
32046_at, 
39795_at} 

97.32 0.860 97.99 0.8854 95.30 0.7326 94.63 0.7201 

{37205_at, 
32046_at, 
39795_at, 
575_s_at} 

97.32 0.860 99.33 0.9618 98.66 0.9259 97.99 0.8854 

 
The proposed method is implemented in Mat lab 7.8.1 version and all classification 

performances are measured by Weaka-3-6-5 Data Mining tool. 

4 Discussions and Conclusion 

Systematic and unbiased approach to cancer classification is of great importance to 
cancer treatment and drug discovery. Biologists focus on a small subset of genes that 
dominates the outcomes before conducting in depth analysis and expensive 
experiments with a larger set of genes. Therefore, automated discovery of this small 
and good gene subset is highly desirable. In the paper, a novel statistical and rough set 
approach has been proposed to select only important informative genes, which 
classify the cancer dataset effectively and efficiently.  
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Abstract. Support Vector Machine (SVM) has been successful in multiple 
areas and is widely accepted as the best off the shelf algorithm for classifica-
tion. A standard SVM has O(n3) time and O(n3) space complexities, hence  
making it limited in its usability for large database. We know that in real world 
scenario, most of the databases where Data Mining is used are large. This paper 
reviews various algorithms and techniques that have been brought forth since 
1995 by researchers for implementing SVMs in a practical manner for large  
databases. 

Keywords: SVM, Large database, Classification, Regression, Review. 

1 Introduction 

Support Vector Machines has a strong theoretical background in stochastic process, 
geometry and functional analysis. It is because of its good mixture of these three that 
it has been so successful at a practical level. The approach of SVM is quite simple. In 
a linearly separable case, the algorithm tries to find out the hyper plane which not 
only succeeds in classifying all the training points correctly, but also gives maximum 
margin between the boundary vectors (also known as support vectors). In Generalized 
Learning Theory by Vapnik, he proves that, given that the training samples are suffi-
ciently large (beyond a certain threshold), then for most of the cases, provided VC 
dimension is not very high, ERM i.e. Empirical Risk Minimization (minimizing error 
for training samples) leads to SRM i.e. Structural Risk Minimization (minimization of 
error for test samples). Later it was further found that larger margin assists in getting 
lower VC dimension. This basically means that the classifier becomes generalized 
and can classify unknown samples correctly with good accuracy.  

Soft Margin Classifier i.e. classifier for cases where classes are not completely se-
parable, can also be worked upon effectively using SVMs by adding penalty with a 
cost for misclassified points in the original objective function. 

The optimization problem for SVM is converted to that of a Convex Optimization 
problem and is solved using Lagrange Multipliers. Taking advantage of the dual form 
of the problem, our objective function becomes simpler to solve and also gives some 



304 R.K. Sevakula and N.K. Verma 

special properties. One such useful property is that in the dual form, both objective 
function as well as solution for the hyper plane, training data is never accessed alone 
as individual points, but only in the form of dot products. Thus Kernel tricks can be 
employed which allows SVM to classify in a transformed feature space which gener-
ally will be a high dimension space, without actually mapping the data to the high 
dimension space. Thus SVM combined with the Kernel trick become extremely po-
werful being able to find best non-linear hyper plane in the original input space.  

By changing the original objective function slightly, the problem can be converted 
to that of a regression problem. SVM has also been successful in regression.  

Some of the applications where SVMs are already being used are in Text classifi-
cation, Speaker Recognition, Speech Recognition, Image Recognition, Health Moni-
toring Devices etc.  

SVMs from theoretical point of view are excellent, but when it comes to practical 
application, they are limited mainly because of having large time and space complexi-
ties of O(n3) and O(n3) respectively. The purpose is to check the state of art tech-
niques that have been brought forth till now for making SVM efficient while being 
applied for large databases.  For understanding this, obviously our first step would be 
understand the theory and implementation of SVMs thoroughly so that we can under-
stand what part of the SVM implementation is being optimized from the perspective 
of large databases. Section 2 will briefly describe the mathematics involved in SVM 
ending with various objective conditions and their constraints. Section 3 will discuss 
the practical implementation on how to find the solution for the various objective 
functions and also discuss ideas on what can be optimized. Section 4 will discuss 
some novel algorithms that were introduced in the last one and half decade. 

2 Support Vector Machines 

Since most of the real world problems need a soft margin classifier rather than hard 
margin classifier, we will directly begin with soft margin problem. 
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, ,
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min .
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w b i
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w w Cξ
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 < > + ξ
 

 

( . ) , 1,.....,i i isubject to y w x b i l     < > +  ≥ ξ     =                     (1) 

iξ  ≥ 0, ι = 1,....,λ  

As this turns out to be a convex optimization problem, after applying KKT conditions, 
we can get the dual objective function which is relatively easier to solve and also 
gives some wonderful properties like the kernel trick, as discussed before. After solv-
ing we get the following dual problem. 
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where, α  is the vector containing all Lagrange multipliers. 

3 Naive Way of Implementation 

Given the objective function with constraints, how we find the solution for the La-
grange multipliers, is given in this section. 

3.1 Gradient Ascent Method 

We take a random vector of α  and then we update it in the following way. 

( )W∂ αδα = η
∂α               

 

where, η  is called the learning rate or step size which can be either fixed as well as 

variable. Note that 
( )W∂ α

∂α
 gives the direction of steepest ascent at that point and 

δα needs to be subtracted from α . Note that if we take the entire vector of α , this 
partial derivative is very expensive to calculate, as its dimension is very huge. 

3.2 Stopping Criteria 

Generally three basic criteria are used to know when we have to stop solving the dual 
objective function. They are 

• Monitoring the growth of the dual objective function. Training can be stopped 
when the fractional rate of increase of the objective function W ( α ) falls below a 
given tolerance.  

• Monitoring the KKT conditions for the primal problem as they are necessary and 
sufficient conditions for convergence. Given below are the conditions. 

                                                 0α ≥  , 
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• To check the gap between the primal and dual objective functions (known as feasi-
bility gap). This is so because this gap vanishes only at optimal points. So if we ob-
serve that the difference between the primal and dual objective functions is below a 
tolerance level, then we can stop solving the quadratic equation further. Given  
below is a proven result which shows our point 

( *, , ) ( *, ) ( , *, *)L w L w L wα β ≤ α∗,β ≤ α β                        (4) 

where, *w  is optimal solution in primal problem and α ∗  is optimal solution in 
the dual problem.  All three are equal only at the optimal solution. 

3.3 Ideas for Making SVM Faster 

Once we know the working of SVM on how it tries to find out the support vectors 
from the training set (which are generally much lesser in number as compared to the 
entire training set), we can get some immediate ideas on how it can be made faster for 
larger databases. They are: 

• Since very small number of samples in the training dataset actually contribute to 
the solution of optimal hyper plane, it would be very good if we can remove most 
of the unnecessary points without compromising on the solution, or else divide the 
problem into smaller SVMs which are faster. 

• The objective function whose maximum is to be found is very tedious if we go by 
traditional convex optimization methods, hence we can get SVM implemented 
faster if we have techniques to converge at the solution faster, especially from the 
perspective of large databases. 

• Kernel trick is greatly responsible for making SVMs popular. Repeated kernel 
computation is also expensive. So it would be good idea to store the kernel matrix 
fully or partially as it save time of redundant computation. This comes even  
handier by knowing the fact that some kernels like RBF kernel are not so easy to 
compute. Storing of the kernel matrix is known as Kernel caching.  

4 Various Algorithms 

The above three principles generally form the basis of almost all algorithms that have 
come till now for making the SVM training faster. Now we look into the various  
algorithms that are either very famous or have brought about some novel idea in the 
implementation method. The algorithms have been broadly classified into two catego-
ries, i.e. algorithms which mainly aim on reducing the size of training dataset and 
those which aim on faster convergence. Kernel caching is generally a part of most of 
the algorithms. Although there are some papers who focus on how to use the limited 
memory for storing Kernel matrix efficiently, we will not to get into details of such 
methods. 
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4.1 Reducing the Training Dataset 

One of the good properties in solving SVM is that for finding the margin, very few 
points of the entire data are used to form the final hyper plane as most of the multip-
liers, are equal to zero. 

Clustering Approach. R Koggalage et. al [2] worked upon clustering the entire train-
ing data. Then out of the clusters formed, those which are crisp are identified. Crisp 
clusters are those which have training samples from only one of the two classes. From 
crisp clusters, points within a certain radius from cluster center are removed and are 
removed from the set of training samples as they most probably cannot be support 
vectors. Considering that data is not so noisy, good number of the formed clusters are 
crisp in nature. Thus training data is reduced greatly. 

Edge Detection with Clustering Approach. In images, edge is detected when the 
neighborhood pixels are very much different from the current pixel value. Since sup-
port vectors are points close to the margin, we use this idea of finding the points that 
are possibly support vectors. If the point has any of its neighbors (found by k nearest 
neighbors) from the other class as compared to itself, it can be a support vector. 
Hence all other points apart from these points which are on the edge are not much 
required. Still to make sure over fitting does not happen, the training data which are 
not on the edge, are collected and clustered into k clusters, and only the cluster centers 
are considered while solving the objective function. Thus the training data used is 
drastically reduced and so is the time for getting the solution which doesn’t compro-
mise much on accuracy of results [3]. 

Fast SVM Training Algorithm with Decomposition on Very Large Databases. 
Jian-xiong Dong et.al [4] presented amazing work in their paper on very large data-
bases with large number of classes. One example of such large database would be 
recognition of written Chinese characters with more than 6000 classes, which ob-
viously will need huge training dataset. Since implementing SVM directly on the 
large dataset would take too much time, they divided the entire databases into smaller 
randomly made subsets. An SVM model is implemented for each of the data subset, 
from which we get the support vectors. All the support vectors of all models are used 
for working out the final SVM model for the entire dataset. Hence training dataset of 
each SVM becomes very small, even for that of the final model. Since the support 
vectors of the subsets are only the probable support vectors of the final model this 
algorithm is valid and does not compromise on accuracy. Note that since several 
SVM models will be built initially which are independent to each other model, the 
computation can be done in parallel thus making it even faster for multi core/cpu 
systems. Apart from this they use Kernel caching and fast decomposition algorithms 
like that of Sequential Minimal Optimization (explained later), etc. 

A Parallel Mixture of SVMs for Very Large Scale Problems (SVMTorch). Ronan 
et. al.[a] based on this paper[5] and [6] have developed the package SVMTorch. This 
package which is made in C++ is quite famous and has been used a lot for various 
experiments. They use the concept of parallel mixture of several small SVM instead 
of one SVM for classification. This is because training several smaller SVM is much 
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less expensive as compared to one SVM for a large database. So here also the training 
database is randomly divided into M subsets where M is generally between 10 and 50. 
The decisions of several SVM are then weighted using a ANN model such that it 
decreases the following objective function: 

1 1

( ) ( )
N M

m m i i
i m

C h w x s x y
= =

  = −    
  

                                    (5)             

In the experiments that they performed, they showed that this method not only im-
proved the speed remarkably, but also improved the accuracy. In [6], their discussion 
is on making Support Vector Regression faster through faster decomposition algo-
rithms (like SMO). 

4.2 Faster Convergence 

As we had discussed before that since the dimension of α is huge, solving the dual 

objective function by taking partial derivative and thus updating all iα is very  

tedious. The basic principle in almost all algorithms for faster decomposition is to 
efficiently select a working set. Working set is the part of α which will be updated 
whereas all others apart from the working set will be frozen, that is they will not be 
updated. Note that for all changes in α , the conditions of dual problem need to be 
satisfied as given in (2), which are.  

1

0
l

i i
i

y
=

α =     And   0iα ≥                                           (6) 

SMO (Sequential Minimal Optimization). [7] The least number of iα  to be up-

dated such that the above conditions be satisfied will have to be 2. Such extreme ap-

proach is taken by Platt’s SMO where iα  of only two points are updated from the 

large number of training samples. Though the number of iterations is larger, each 
iteration is less expensive, thus giving an overall boost in speed. Choice of the two 
points is determined by a heuristic, while optimization of the two multipliers is per-
formed analytically. Two such heuristics are: 

• Take those points which violate KKT conditions. Hence their stopping criteria 
would be when all points fulfill the KKT conditions. 

• Take those points which causes largest change to the dual objective function or 
some other defined function. 

SVM Light. This also is a well-known package that is widely used. It is based on 
paper by Joachim [8] in 1998. He performs three things to make it faster: 

• Decomposition strategy which finds a more efficient method to find the working 
set. By experiments he found that the best size for working set is 2. 

•  Shrink the problem during the optimization process. For this he divides the La-
grange multipliers into three categories  eqλ  (set of multipliers which are equal to 
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zero), loλ  (set of multipliers which are near lower bound) and  upλ  (set of multip-
liers which are near upper bound). There is a heuristic given for both loλ and  upλ . 
During the optimization process, if the value of heuristic for any multiplier belong-
ing to loλ and upλ  is greater than or equal to 0 for last h iterations, it is expected 
that these multipliers have already reached their optimal value and hence need not 
be considered in the further optimization process and hence they are dropped and 
frozen. Thus optimization process becomes faster. 

•  Kernel caching. 

LibSVM. Keerthi et.al.[9] in his famous paper showed the limitations of Platt’s SMO 
and modified it by giving more theory on selecting the two points, by considering 
bounds and also recommended the updation of β  . In 2005, Fan et.al.[10] gave further 

modification to the decompostion algorithm. Both Keerthi and Joachim based their 
selection of working set on some objective function which only took first order in-
formation into consideration. Some  previous experiments showed that second order 
information gives better results w.r.t. selection of working set. The issue with this 
approach is twofold - computation for 2nd order information is more expensive and the 
number of pairs that need to be checked is O(lC2) as compared to O(l) for objective 
functions based on 1st order information (actually it is O(lC2), but it can be reduced to 
O(l) by certain methods). Fan et. al. proposed the technique of selecting O(l) pairs 
using objective functions based on 1st order information and then selecting the final 
pair from these O(l) pairs using 2nd order information. LibSVM implements SVM 
classification using this algorithm. LibSVM is considered to be one of the most popu-
lar packages used for solving SVMs and has won various prizes and awards. 

5 Implementation 

We made a comparison of training time and accuracy with three standard packages – 
LibSVM [12], SVM Light [8] and SVM Torch [5-6] (explained in Section 4.1). 
Two datasets were used: 
 

A9a – Adult [13] 
• # of classes: 2 
• # of data: 32,561 / 16,281 (testing)  
• # of features: 123 / 123 (testing) 
Mnist – database of handwritten digits [13] 
• # of classes: 10 
• # of data: 60,000 / 10,000 (testing)  
• # of features: 780 / 778 (testing) 
 

Using stratified sampling, we made random subsets from both the datasets of various 
sizes for training. All subsets were trained with C-SVM using LibSVM, SVMLight 
and SVMTorch. The training time, time for classification and accuracy on standard 
test sets were noted down.  

For A9A dataset, the parameters were : C =1, gamma = 1 (default values) and for 
Mnist dataset parameters were  C = 2.828427 and gamma = 0.00728932. These values 
are based on reports of certain experiments which mentions that these parameters give 
good accuracy [14]. 
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6 Results 
The results obtained by implementing the packages – LibSVM, SVM Light and 
SVMTorch are shown in Tables 1-3 respectively. Graphs for comparing the three  
packages w.r.t. training time are shown in Figures 1 and 2. In the case of Mnist data-
set, we stopped at a size of 5000 for SVM Light since it was taking more than 8 hrs 
for training 10,000 samples. 
 

Table 1. Results for LibSVM 

A9A dataset Mnist Dataset

Size Training 
time (s) 

Accuracy Size Training 
time( s) 

Accuracy 

10,000 9s 84.75% 1000 30 94.21%

20,000 34.5s 84.77% 10,000 240 96.88%

32,561 93 s 84.82% 20,000 960 97.14%

 30,000 3000 97.64%

 40,000 10800 98.02%

 50,000 8hrs 98.48%

Table 2. Results for SVM Light 

A9A dataset Mnist Dataset 

Size Training 
time(s) 

Accuracy Size Training 
time ( s) 

Accuracy 

10,000 39.88 77.96% 1,000 77.16 73.85%

20,000 199 79.09% 2,000 547.82 69.52%

32,561 534.45 79.87% 3,000 1279.43 69.52%

 5,000 1817 66.35%

Table 3. Results for SVMTorch 

A9A dataset Mnist Dataset

Size Training 
time(s) 

Accuracy Size Training 
time ( s) 

Accuracy 

10,000 34.23 84.59% 1000 2.4 91.62%

20,000 204.46 84.87% 10,000 94.7 96.9%

32,561 629.51 84.94% 20,000 357.3 97.93%

 30,000 767.8 98.43%

 40,000 1244.4 98.62%

 50,000 1772.9 98.88%
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Fig. 1. Graph for comparison of training time with different packages – A9A dataset    

 

Fig. 2. Graph for comparison of training time with different packages - Mnist dataset 

7 Conclusions and Discussions 

Table 4 gives a brief overview of results. We can conclude that for problems with 2 
classes, we can go for LibSVM and for multi class problem, SVM Torch is best. It is 
important to note that the format in which SVMTorch accepts data is quite different 
from the standard sparse dataset format. Hence little extra effort and care would be 
required while conversion. One more interesting thing to note on SVMTorch is  
 



312 R.K. Sevakula and N.K. Verma 

that the main developer, Ronan Collobert in his website http://ronan. 
collobert.com/ states that he has not updated the package since long time and so 
he recommends the users to use LibSVM instead. 

Table 4. Overview of Results 

Package Training Time Accuracy 

LibSVM For binary class, it is fastest and for mul-
ticlass it is much slower than SVM Torch  Good accuracy.  

SVM Light Slightly better than SVMTorch for binary 
class, but very slow for multiclass. 

Not good as compared to both 
LibSVM and SVM Torch. 

SVM Torch Moderate speed for binary class, but 
quickest for multi class case. Good accuracy.  

8 Future Work 

Currently we have tested the packages on only two datasets. Hence to get exact and 
accurate comparison more testing would be required. Therefore future work would be 
to have more detailed experiments. 
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Abstract. The Economic Load Dispatch problem (ELD) decides the minimum 
economic cost of production in a given power system, while keeping the envi-
ronmental constraints and the load demand to an acceptable level without com-
promising on the generator ratings. Analysis on this application have been made 
using multi-modal Bacteria Foraging Optimization(BFO) algorithm, where the 
bacterial motion is incorporated as a search algorithm in finding the optimum 
values for economic generation. An improvisation on this algorithm is the co-
operative bacteria foraging optimization using serial decomposition (CBFO-s) 
and CBFO-hybrid that combines BFO and CBFO-s. The search space decom-
position and stochastic analysis ensures greater precision and accuracy in cost 
functions compared to conventional methods of Lagrange’s multipliers and Par-
ticle Swarm Optimization (PSO). This paper illustrates these points with the 
ELD problem as a reference. 

Keywords: Valve Point effect, emission constraints, chemotactic steps, elimi-
nation & dispersal, foraging. 

1 Introduction 

In Electrical power systems, the problem of unit commitment and economic genera-
tion are together considered as arduous and time consuming. The added effects of 
both are studied in a superficial approach termed as the Economic Load Dispatch 
Problem (ELD) [1-2].The overall scope of the problem gets elevated on adding mul-
tiple generators to the system. Since the inception of Artificial Intelligence (AI) in 
solving ELD [3], the scope of the solution has enhanced with decrease in computation 
times and balanced equilibrium solutions. One such approach was using neural net-
works [4]. A grueling approach to ELD was made when both the generation and 
transmission costs were considered for optimization [5]. But, eventually a polarized 
approach was recommended for a better convergence. However, these equilibrium 
points are not necessarily steady state points and are bound to change in the dynamic 
model and real time situation [6]. The idea of using heuristics to solve these problems 
stems from the fact that many local optimum points are generated within the solution 
space, and eventually the computations become restricted around this local point. 
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With this in mind, several other techniques were brimming up in the 80s, and one of 
these methods was the Bacteria Foraging Optimization (BFO). This algorithm was 
eventually tuned to make the step size adapt as per the problem nature [7]. Eventually, 
to avoid lags in computation, the nested looping feature was invoked into the algo-
rithm with best iteration count for faster response [8].  

Yet, another effective approach was adopted, namely the Co-operative Bacteria Fo-
raging Algorithm involving serial decomposition in search space [9-10].  The hybrid 
algorithm, on the other hand, integrates the use of BFO and the serial decomposition 
integrated into a single algorithm. The CBFO-H algorithm is known for its clustering 
phenomenon, wherein the best value of a single cluster is taken for the next iteration. 
In this way the foraging process is sectionalized and helps in eradicating local optima 
conditions. 

2 Economic Load Dispatch Formulation 

2.1 Objective Function 

The primary concern of economic dispatch is the minimization of fuel cost involved. 
Total cost is taken as the objective function and the fuel cost of a thermal generation 
unit is given as a second order polynomial as shown. Here ai, bi and ci are the  
constants derived from the second order power cost curve.  

 Fi(Pgi) = ai+bi.(Pgi)+ci.(Pgi)
2 (1) 

2.2 Equality Constraints 

It reduces the power system to a basic principle of equilibrium between system gener-
ation and system loads. Equilibrium is met when the total system generation equals 
the system losses and the system load as shown. Pgi refers to total generation, Pd 
refers to the available demand and Pl refers to the losses in the transmission system. 

 ∑ P g = P Pl  (2) 

2.3 Inequality Constraints 

Generation units have lower and upper bounds of power ratings. These power limits 
are defined as per generator size. For successful operation of power system, the gene-
rator output must be confined within these limits. These bounds are designated by 
inequality constraints as shown. Pgi,min refers to the minimum limit while Pgi,max is the 
maximum limit on the generator. 

 Pgi,min < Pgi < Pgi,max (3) 

2.4 Ramp Rate Limits 

In case of multiple stream valve systems, due to variations in ramp flow rates, ac-
counted due to mechanical inconsistencies, sufficient ripples are produced which 
causes the ripple effect in the heat curve. So, a sinusoidal component is added with 
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the main cost function. Being a dynamic process, the AI based dynamic programming 
is a proper tool to treat this problem. The objective function corresponding to the 
combined effect of load dispatch and ramp rate effect becomes like equation (4).Here, 
fi and ei are generator coefficients with valve point effects. 

 Fi (Pgi)= ai+ (bi).(Pgi)+ (ci).(Pgi
2)+ (ei).sin (fi × (Pgi,min– Pgi )) (4) 

2.5 Emission Constraints 

This is directed to control the extreme effect on environment, where di is the emission 
constant.   

 Fi (Pgi)=ai+ (bi).(Pgi)+ (ci).( Pgi
2) + exp(dixPgi,min) (5) 

3 Bacteria Foraging Algorithm 

3.1 Chemotaxis 

Every unicellular organism has moving elements which allow it to traverse paths. In 
case of bacterium, it is called flagella. Its direction of motion determines the move-
ment pattern of the bacterium. When it rotates in clock-wise direction the bacterium 
swims and anti-clockwise motion leads to tumble. In tumble, bacterium changes its 
original direction of motion and shifts to a new direction. Here, the run length is de-
cided by the value of chemotactic parameter ‘c’. It is the amount of length traversed 
per chemotactic loop. The tumble vector is decided by the value of ∆i, i.e. the rotating 
vector defined in a random range between [-1,+1] using unifrnd function in 
MATLAB. 

3.2 Reproduction 

Once the bacterium has travelled too much, it gains better health. So, these bacterium 
split/reproduce to obtain daughter bacterium which replace the weaker bacteria. The 
same principle when applied to algorithm gives us variables with weaker fitness being 
replaced with fitness values of reproductive step. However, on splitting the fitness 
value, essential optimal solutions are lost. So, this feature is avoided in this paper and 
a simplified BFO is adopted. 

3.3 Elimination and Dispersal 

Final stage of bacterial movement involves the elimination of weaker bacterium and 
random movement of bacterium to avoid getting stuck with local optimum points. To 
incorporate this feature, generator outputs are extrapolated in different positions using 
random function. However, to ensure that the generator output does not extend 
beyond the search space, the random positions are maintained within the previous 
minimum and maximum values. Dispersal operation vehemently moves the bacterium 
to random locations, from where Chemotaxis is carried out freshly. 
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4 Co-operative Bacteria Foraging Algorithm 

The cooperative algorithm uses the concept of decomposing a search space with pro-
gressive motion of bacteria. This is done to make the search confined within the near-
est optimal solution. However the success of the algorithm was significant when the 
bacterial swarm is clustered into groups of two bacteria each. The unison of two ap-
proaches, one involving serial decomposition in search space and the other with clus-
tering gives efficient results in some cases. The overall fitness function on including 
the valve point effects and emission constraints becomes as shown, where w1 and w2 
are the weightages given for valve point effects and emission constraints respectively. 
 
Fi (Pgi)= w1 a (b ). (P ) (c ). (Pg ) (e ). sin (f (Pg , – P  ))   
 + w2 a  (b ). (P )   (c ). (Pg )   exp(d xPg , )              (6) 
 
PSEUDO CODE (for three generator system): 

p1,p2 and p3 are three initial generator output values  
Parameters bm, em and vlv are defined in matrices 
α=2,con=0.1 
Chemotactic loop is run for each iteration 
Start dispersal loop 
for disp = 1 to 10 
 define a random vector ∆i 
 take average gen. values from overall set PP for p1, p2 and 
p3. 
 repeat chemotactic loop for p1, p2 and p3 
 end chemotactic loop 
end for loop 
divide PP into subgroups of 2 systems each 
for group = 1 : 2 : agents 
 perform Chemotaxis for each group of 2 agents 
 modify PP 
end for  
Start dispersal loop 
for dispersal = 1 to 10 
 define ∆i and get p1, p2 and p3 as done previously 
 start chemotactic loop 
  { 
   …… 
  } 
 end loop 
con=con/α 
end dispersal loop 

 

The highlighted statements within the chemotactic loop indicate the constraint ad-
justments performed in the algorithm. Another feature is the mutation operator, which 
is invoked at the end. This is done to limit the step size to smaller values as the search 
space collapses in size. The value of bm, em, vlv and α as 2.0 were taken from [10].   
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5 Test Systems and Results 

5.1 A 3 Generator System was Considered and Experimentation Was Done 
without Valve Point Effects and Emission Constraints 

Initial power setting at the start of iteration for BFO, CBFO-s and CBFO-h for two 
different demands is stated below. The 3 generator system and 6 generator system 
results for PSO,GA and Conventional method were obtained from [11]. The same 
parameter settings were used for section 5.3 too. 
 
 

 
 
 
 
 

Table 1. Unit allocation values 

BFO in MW 
Load demand Gen 1 Gen 2 Gen 3 Total Produc-

tion 
585 308.318 202.0982 69.799 580.2125 
700 374.6064 246.708 75.2276 696.322 
800 400.0582 295.2545 100.214 795.9802 

CBFO-Serial in MW 
Load demand Gen 1 Gen 2 Gen 3 Total Produc-

tion 
585 312.834 195.833 72.5433 581.2103 
700 367.7621 243.9158 84.3906 696.0685 
800 393.7477 285.0324 119.1679 797.948 

CBFO-Hybrid in MW 
Load demand Gen 1 Gen 2 Gen 3 Total Produc-

tion 
585 311.3531 209.4049 68.098 588.856 
700 372.2638 235.5034 88.9727 696.7399 
800 400.4107 277.2467 117.868 795.5254 

Table 2. Cost comparison for different methods 

load 
demand(MW)

Conventional 
method 

GA 
(Rs/hr) 

PSO 
(Rs/hr) 

BFO 
(Rs/hr) 

CBFO-S 
(Rs/hr) 

CBFO-H 
(Rs/hr) 

585 5821.4 5827.5 5821.4 5786.4 5794.7 5794.2 
700 6838.4 6877.2 6838.4 6817.2 6811.2 6805.2 
800 7738.51 7756.8 7738.5 7702.8 7700.5 7702.2 

Parameter specifications 

Sl. No Operator Magnitude 

1 C (initial) or run  length 0.1 

2 Mutation operator (α) 2 

3 Iteration for BFO process 10 

4 Chemotactic loops 100 

5 Number of agents 3 and 6 generators 

6 Dimensions 10 systems 

7 Dispersal steps 10 

8 Random variables taken Range of (-1,1) matrix 

dimension (3 x 3000) 

9 Load tolerance ±5 MW 

Load demand 800MW 

Gen 1 400 

Gen 2 280 

Gen 3 120 

Load demand 700MW 

Gen 1 370 

Gen 2 270 

Gen 3 160 
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Table 3. Compilation time for 1000 chemotactic steps 

time of completion PSO (in 

sec) 

BFO (in 

sec) 

CBFO-serial (in 

sec) 

585 0.141 383.361 192.772 

700 0.141 7.135 7.698 

800 0.156 36.501 82.369 

 
Table 2 provides corroborative evidence that all units are committed to production 

under registered ratings. Also, the effect of tolerance is felt on the output produced, 
which is within ±5%. Table 3 gives a clear picture on the gradual decrease in cost 
functional values from conventional method to BFO and the variants. However, no 
such demarcation can be made between BFO, CBFO-s and CBFO-h in terms of eco-
nomic costs. But, CBFO-S gives economic costs than BFO as seen from Table 3. 
Table 4 shows that BFO is relatively slower than PSO, but the success of BFO and the 
other two is in its ability to extricate from local solutions which trap the entire process 
in those regions. Higher computation times are attributed to the sluggish response of 
random function and its inability to give the exact value of tumble vector in short 
time. However, the lower value of cost function undermines this fact. 

5.2 A 6 Generator System Was Considered and Experimentation was Done as 
under 

The initial generator power values were taken for BFO, CBFO-s and CBFO-h as un-
der. For simplicity in calculations the average of the upper and lower limits of rated 
generator outputs were taken as under. 

Load Demand: 800 MW 
Gen 1 67.5 MW 
Gen 2 60 MW 
Gen 3 120 MW 
Gen 4 102.5 MW 
Gen 5 207.5 MW 
Gen 6 242.5 MW 

 

Load Demand: 700 MW 
Gen 1 67.5 MW 
Gen 2 60 MW 
Gen 3 120 MW 
Gen 4 102.5 MW 
Gen 5 207.5 MW 
Gen 6 142.5 MW 

 

Without Valve Point Effects and Emission Constraints 

Table 4. Data of cost estimates 

load demand 

(MW) 

PSO 

(Rs/hr) 

BFO 

(Rs/hr) 

CBFO-S 

(Rs/hr) 

CBFO-H 

(Rs/hr) 

700 36987 36185 36128 36154 

800 42114 41701 41020 40822 
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Table 5. Unit allocation for 700 and 800 MW demand 

BFO (in MW) 

Total generation Gen1 Gen 2 Gen 3 Gen 4 Gen 5 Gen 6 

798.202 22.17 39.43 159.83 107.56 209.97 157.99 

695.3536 33.33 42.55 141.11 108.48 223.75 246.94 

CBFO-S (in MW) 

Total generation Gen1 Gen 2 Gen 3 Gen 4 Gen 5 Gen 6 

695.0058 33.074 50.11 132.7 111.1781 196.75 171.08 

796.510 56.797 60.42 130.11 101.67 211.44 236.05 

CBFO-H (in MW) 

Total generation Gen1 Gen 2 Gen 3 Gen 4 Gen 5 Gen 6 

699.6797 52.711 42.155 98.840 126.53 208.29 170.92 

796.6794 63.197 53.73 110.40 101.1229 226.02 242.19 

Table 5 shows lesser costs incurred for CBFO-s at 700 MW and even lesser values 
for CBFO-h at 800MW, compared to PSO. 

With Valve Point Effects and Emission Constraints: Under the six generator sys-
tem, weightage given to emission constraint was around 35% while to valve point 
effect was about 65%. By varying the weightage, the effect of oscillations due to 
ramp limits and environmental considerations can be mitigated. 

Table 6. Data of cost estimates 

Load demand (MW) BFO 
(Rs.) 

CBFO-S 
(Rs.) 

CBFO-H 
(Rs.) 

700 40750 40940 40843 
800 35758 36171 35774 

Table 7. Unit allocation values at 700 and 800 MW demand 

BFO (in MW) 

Total generation Gen1 Gen 2 Gen 3 Gen 4 Gen 5 Gen 6 

798.202 71.34 14.62 101.12 145.556 167.837 297.704 

695.3536 53.05 27.54 111.42 141.7228 203.0922 158.5076 

CBFO-S (in MW) 

Total generation Gen1 Gen 2 Gen 3 Gen 4 Gen 5 Gen 6 

795.58 54.06 44.84 146.89 85.00 212.10 252.66 

698.62 49.148 43.60 122.80 120.55 209.89 152.61 

CBFO-H (in MW) 

Total generation Gen1 Gen 2 Gen 3 Gen 4 Gen 5 Gen 6 

798.2 71.348 14.62 101.12 145.55 167.837 297.70 

695.35 53.05 27.54 111.48 141.722 203.092 158.50 
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5.3 Convergence Values  

The graph in fig 1 shows the costs incurred with changes in chemotactic loops. It is 
found that for 3 generator system, the lowest cost attained is at 800 loops, while for 
100 loops, it is 7705, close to the data in table 2. The slight deviation (7702) is due to 
inclusion of valve point effects and emission constraints. Fig 2 indicates a relatively 
smoother curve compared to the 3 gen. system.  Also, lesser number of Chemotaxis 
movements are needed for 3 generator system than 6. The main point of these 
findings is the fact that BFO can be contained up to a certain number of chemotactic 
loops(say 1400 in Fig 2) so that the randomizing parameter does not disturb the 
solution as seen. Stopping criteria can be invoked and computation times could be 
decreased as well. Another notable feature of CBFO-s was with the use of ramp rate 
limits. This can be seen from fig. 3 where the Michalewicz function is shown to vary 
with agents and dimensions. Due to presence of cosine function, it shows better 
fitness values with increasing agents, which is analogous to the sinusoidal component 
of the valve point effect in equation (4). So CBFO-h and even BFO itself provides 
ulterior optimal points. 

 

 

Fig. 1. Function cost vs. chemotactic loops 
for CBFO-s in 3 generator system with 
valve point effects 

 

Fig. 2. Function cost vs. chemotactic loops 
for BFO in 6 generator system without 
valve point effect 

 
 

 

Fig. 3. Fitness value vs. dimensions and agents  
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6 Conclusion 

The proposed BFO, CBFO-S and CBFO-H algorithm were tested successfully on the 
non-convex economic load dispatch problem with and without valve point effects and 
emission constraints. The disadvantages of PSO being higher cost values and poor 
convergence. The computation time was seen to be faster as we increased the number 
of generators. It was deduced that computation time could be reduced by decreasing 
number of chemotactic steps too. In CBFO-S even smaller chemotactic steps yielded 
same results as larger ones. Therefore, computation time reduces in CBFO-S with 
better convergence. From the results obtained, it can be concluded that Bacteria  
Foraging Algorithm and its variants are a promising technique for solving complex 
non-smooth optimization problems in power system operation and the results were 
comparable with other evolutionary algorithms. 
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Abstract. With the growing demand of categorical data clustering,
a new hybrid clustering algorithm, namely Rough set based Fuzzy K-
Modes, is proposed in this paper. The principles of rough and fuzzy sets
are used in integrated form. It gives the better handling of uncertainty,
vagueness, and incompleteness in class definition, while using the con-
cept of lower and upper approximations of rough, on the other hand, the
membership function of fuzzy sets enables efficient handling of overlap-
ping partitions. Superiority of the proposed method over state-of-the-art
methods is demonstrated quantitatively. For this purpose, two artificial
and two real life categorical data sets are used. Also statistical signifi-
cance test has been carried out to establish the statistical significance of
the proposed clustering results.

Keywords: Categorical attributes, fuzzy clustering, rough set, statisti-
cal test.

1 Introduction

Clustering [1–4] is a useful unsupervised data mining technique which partitions
the input space into K regions depending on some similarity/dissimilarity metric
where the value of K may or may not be known a priori. If each data point is
assigned to a single cluster, then the clustering is called crisp clustering. On the
other hand, if a data point has certain degrees of belongingness to each cluster,
the partitioning is called fuzzy. It has a wide application area ranging from en-
gineering to scientific research areas, such as medicine, biology, computer vision,
pattern recognition etc.

In last few years, most of the clustering algorithms are designed to focus on
numerical data, whose inherent geometric properties can be exploited naturally
to define distance functions between data points. However, many real life data
sets are categorical in nature, where no natural ordering can be found among
the elements in the attribute domain. In such situations, the state-of-the-art
clustering algorithms, such as K-Means [1], Fuzzy C-Means (FCM) [5], etc. can-
not be applied. K-Means is a traditional partitional clustering algorithm which
starts with K random cluster centroids and the centroids are updated in suc-
cessive iterations by computing the numerical averages of the feature vectors in
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each cluster. However, as categorical data sets do not have any inherent distance
measure, computing the mean of a set of feature vectors is meaningless. A vari-
ation of the K-Means algorithm for crisp clustering, namely K-Modes (KMd)
[6] has been proposed for such kind of data sets. In KMd, instead of the cluster
center, the cluster modes are computed by a frequency based method. Later a
fuzzy version of the K-Modes algorithm, i.e., Fuzzy K-Modes (FKMd) and hy-
brid Genetic Algorithm based Fuzzy K-Modes (GAFKMd) are also proposed in
[7] and in [8], respectively. Moreover, another extension of the K-Means is the K-
Medoids algorithm [9], which is also widely used for clustering categorical data.
However, all these algorithms rely on optimizing a single objective to obtain the
partitioning. The major disadvantage of these algorithms is often tend to con-
verge to local optimum solutions. Thus, it has been observed that they are not
working uniformly well for uncertain, vague, incomplete and overlapping kinds
of categorical data. Hence, we have induced Rough Set [10] as an alternative tool
to overcome these drawbacks.

Rough set theory [10] is a new concept and along with Fuzzy set [11], it
has been applied for fuzzy modeling, fuzzy-rule extraction, reasoning with un-
certainty, ect.. Both rough and fuzzy sets provide a mathematical framework
to capture uncertainties that are associated with the data, because they are
complementary in some aspects. Recently, it has also been introduced in clus-
tering purposes [12–15] to deal with uncertainty, vagueness, and incompleteness
for numerical data sets. Hence, we are attempting to give a humble contribu-
tion by proposing a new Rough set based Fuzzy K-Modes (RFKMd) clustering
method for categorical data, where each partition is represented by a set of three
parameters, namely, a cluster mode, a crisp lower approximation, and a fuzzy
boundary. The lower approximation influences the fuzziness of the final parti-
tion. The cluster prototype depends on the weighting average of the crisp lower
approximation and fuzzy boundary. The effectiveness of the proposed algorithm
is demonstrated in comparison with the existing state-of-the-art methods like K-
Modes (KMd), Fuzzy K-Modes (FKMd), Average Linkage (AL) [1] hierarchical
clustering, Genetic Algorithm based Fuzzy K-Modes (GAFKMd) and Min-Min-
Roughness (MMR) [16] algorithms for a set of four benchmark data sets. Also
statistical significance tests have been carried out in order to confirm that the
superior performance of the RFKMd clustering method is significant and has
not occurred by chance.

2 Proposed Rough Set Based Fuzzy K-Modes

In this section, we describe the newly proposed method, called Rough set based
Fuzzy K-Modes (RFKMd), which incorporates both the concepts rough and
fuzzy sets.

2.1 Initialization

During the initialization stage, the RFKMode randomly selects K number of
data objects as modes, where each mode is denoted by vl, 1 ≤ l ≤ K, from
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−−−−−−−−−−−−−−−−−−−−−−−−− −−−−−−−−−−−
Assumption: Number of clusters is given as K
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
1. Select random K objects from data set as K clusters. Say vl is the mode for

l = 1, 2, . . . , K.
2. Set a value for fuzzifier m′.
3. Calculate μli for all n objects using Eqn. 1.
4. Compute difference of maximum two out of K fuzzy membership values for all

the n objects. Let μli is the highest and μhi is the second highest fuzzy mem-
bership value of object xi among all K clusters where 1 ≤ l, h ≤ K and h �= l.

5. Compute the threshold value, ∂. ∂ is the median of (μli−μhi),∀i = 1, 2, . . . , n
6. Check if the object is eligible to be classified to lower approximation of any

cluster.
(a) if (μli −μhi) > ∂ then xi can be exactly classified to lower approximation

of cluster, Xl. Also it is in upper approximation of that cluster as per
rough set theory. So in this case xi can be classified to B(Xl) and B(Xl).

(b) Set μli = 1 and μhi = 0, ∀h = 1, 2, . . . ,K and h �= l.
7. Otherwise xi can belong to upper approximation of multiple clusters.

(a) Hence, xi belong to B(Xl) and B(Xh).
(b) Keep μhi unchanged ∀h = 1, 2, . . . ,K where (μli − μhi) ≤ ∂.

8. Compute new mode with the help of Eqn. 3.
9. Repeat steps(3) to (9) till it converges.

Fig. 1. RFKMd Algorithm

the data set of {xi| 1 ≤ i ≤ n}, where n is the number of categorical objects.
Thereafter, fuzzy membership value is calculated for all the data objects as
follow:

μli =

⎧⎪⎨
⎪⎩

1, ifxi = vl
0, ifxi = vh, l �= h

1
∑

K
h=1[

D(vl,xi)

D(vh,xi)
]

1
m′−1

ifxi �= vl, xi �= vh, 1 ≤ h & l ≤ K
(1)

Here, D(vl, xi) is the dissimilarity measure between cluster mode vl and object
xi. While m′ is the fuzzy exponent.

2.2 Objective Evaluation

The RFKMd uses the Eqn. 2 to compute the objective. According to rough set
concept, if U represents the set of whole data objects, then every set, Xl ⊆ U
for 1 ≤ l ≤ K, where K number of clusters, can be represented as a pair of lower
and upper approximation [B(Xl), B(Xl)]. Hence, BN(Xl) = [B(Xl)−B(Xl)] is
the boundary region of cluster Xl and vl is the mode of cluster Xl. Then the
objective function JRFKMd is to compute as follow:

JRFKMd =

⎧⎨
⎩

ωlow × P + ωup ×Q, ifB(Xl) �= ∅, BN(Xl) �= ∅
P, ifB(Xl) �= ∅, BN(Xl) = ∅
Q, ifB(Xl) = ∅, BN(Xl) �= ∅

(2)
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P =

K∑
l=1

∑
xi∈B(Xl)

D(vl, xi), Q =

K∑
l=1

∑
xi∈BN(Xl)

(μli)
m′

D(vl, xi), 1 ≤ i ≤ n

where ωlow and ωup denote the relative importance of lower approximation and
boundary region with the relation ωlow + ωup = 1 and 0 < ωlow, ωup < 1.
According to the rough set theory any object, xi can belong to at most one lower
approximation. If xi belongs to lower approximation of any cluster then xi is also
in upper approximation of that cluster. In that case, we definitely can say that
xi belong to that cluster. Hence, the fuzzy membership value of that object is 1
and do not influence any other cluster. If xi cannot be exactly classified to lower
approximation of any cluster then the object can belong to upper approximation
of multiple clusters. In that case, xi cannot belong to lower approximation of
any cluster. Hence, ωlow and ωup are related as 0 < ωup < ωlow < 1.

2.3 Updating Modes

In mode updating process, we have assumed that, U is the set of categorical
objects with categorical attributes A1, A2, . . . , Am, where m is the number of
attributes and DOM(Aj) = {a1, a2, . . . , anj} for 1 ≤ j ≤ m, where nj = the
number of categories of attribute Aj . Also let vl is the cluster mode denoted
by [vl1, vl2, . . . , vlm] for 1 ≤ l ≤ K and ith object is denoted as xi with m
categorical attributes as xi1, xi2, . . . , xim. Then the Eqn. 2 is to optimize if vlj =
ar ∈ DOM(Aj) where

r = argmax1≤t≤nj

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑
1≤i≤n,xi∈B(Xl),xij=ajt

(ωlow)

+
∑

1≤i≤n,xi∈BN(Xl),xij=ajt
(ωup × (μli)

m′
)

ifB(Xl) �= ∅, BN(Xl) �= ∅
| {xi ∈ B(Xl) : xij = ajt, 1 ≤ i ≤ n} |

ifB(Xl) �= ∅, BN(Xl) = ∅∑
1≤i≤n,xi∈BN(Xl),xij=ajt

((μli)
m′

)

ifB(Xl) = ∅, BN(Xl) �= ∅
(3)

where Xl ⊆ U and | {. . .} | signifies the cardinality of the set.
The mode of the cluster is a point, whose attribute values are computed ac-

cording to the concept of rough set, where each cluster has two parts - lower ap-
proximation and upper approximation. Therefore, maximum appearance of any
category of each attribute is calculated by combining two parts - one for lower
approximation and other for boundary region. The fuzzy membership value of
any object in lower approximation is 1, whereas the membership value in bound-
ary region is same as fuzzy membership value. Hence, maximum appearance of
any category in lower approximation is equal to the summation of how many
times it has appeared in that attribute for the particular cluster. On the other
hand, maximum appearance of any category in boundary region is also equal
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to the summation of fuzzy membership values of the attribute for a category in
the particular cluster. Thereafter, the mode is calculated in combination of both
the facts. Moreover, in Eqn. 3, if lower approximation area and boundary region
both are not empty then a relative importance is given to both lower approxi-
mation area and boundary region. ωlow is multiplied with lower approximation
and ωup is multiplied with boundary region for that particular cluster. Different
steps of the RFKMd algorithm are given in Fig. 1.

3 Experimental Results

3.1 Synthetic and Real Life Data Sets

Cat 100 8 3 : This synthetic data set1 has a one-layer clustering structure with
8 attributes and 100 points. It has 3 clusters.
Cat 300 15 5 : This is a synthetic data set with 300 points and 15 attributes.
The data set has 5 clusters.
Soybean : The Soybean data set contains 47 data points, each having 35 cate-
gorical attributes classified as one of the four diseases.
Zoo : The Zoo data consists of 101 instances of animals in a zoo with 17 features.
The data set consists of 7 different classes of animals.

3.2 Distance Measures

Distance between two categorical objects is computed as in [17]. Let two categor-
ical objects described by p categorical attributes are xi = [xi1, xi2, . . . , xim], and
xj = [xj1, xj2, . . . , xjm]. The distance measure between xi and xj , D(xi, xj),
can be defined by the total number of mismatches of the corresponding attribute
categories of the two objects. Formally,

D(xi, xj) =

m∑
k=1

δ(xik, xjk), where δ(xik, xjk) =

{
0 if xik = xjk

1 if xik �= xjk
(4)

3.3 Performance Metrics and Input Parameters

Performance of the KMd, FKMd, AL, GAFKMd, MMR and RFKMd is evalu-
ated by the measure of Minkowski Score (MS) [18] and Percentage of Correct
Pair (%CP) [19]. Note that, after completion of the RFKMd clustering method,
the fuzzy membership matrix is used to assign the rough data objects to their re-
spective cluster. The FKMd, FKMd, GAFKMd, MMR and RFKMd algorithms
are executed till it converges to the final solution and the fuzzy exponent (m′) is
set to 2. Also for RFKMd algorithm, the value of ωlow is given as 0.95. However,
the performance of the RFKMd depends on the parameter ∂,m′, ωlow and ωup.

1 http://www.datgen.com

http://www.datgen.com
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Table 1. Average MS and %CP values over 20 runs of different algorithms for four
categorical data sets

Data Sets Algorithms MS %CP

KMd 0.88202 76.18283
FKMd 0.79713 79.91267

Cat 100 8 3 AL 0.76037 81.13111
GAFKMd 0.75332 83.11590
MMR 0.55900 88.29480

RFKMd 0.43724 92.75930

KMd 0.84465 77.51644
FKMd 0.74558 82.68290

Cat 300 15 5 AL 0.73566 83.51650
GAFKMd 0.71335 84.76120
MMR 0.64432 86.63930

RFKMd 0.53695 89.07250

KMd 0.64363 86.79560
FKMd 0.39077 92.96750

Soybean AL 0.44982 91.72570
GAFKMd 0.37457 93.45920
MMR 0.33104 95.94930

RFKMd 0.22922 97.15681

KMd 0.68839 84.82920
FKMd 0.43895 92.29820

Zoo AL 0.45844 91.49410
GAFKMd 0.42973 92.88530
MMR 0.39099 93.89980

RFKMd 0.36688 94.70160

3.4 Performance

Table 1 shows the comparative results obtained for the four data sets. It can
be noted from the table that the proposed RFKMd consistently outperforms
other five state-of-the-art and receltly proposed methods in terms of the MS and
%CP values. For example, for Soybean, the RFKMd technique achieves better
average MS and %CP values of 0.22922 and 97.15681 while the KMd, FKMd,
AL, GAFKMd and MMR provide values of 0.64363, 86.79560, 0.39077, 92.96750,
0.44982, 91.72570, 0.37457, 93.45920 and 0.33104, 95.94930, respectively. Similar
results are also found for the other data sets.

3.5 Statistical Significance Test

In this article, a statistical significance test called t-test [20] has been carried
out at the 5% significance level, to establish that the better average MS values
provided by RFKMd is statistically significant and does not come by chance.

Table 2 reports the results of the t-test for the four data sets. The null hypoth-
esis (the means of two groups are equal) are shown in the table. The alternative
hypothesis is that the mean of the first group is larger than the mean of the
second group. For each test, the degree of freedom is M + N - 2, where M and
N are the sizes of two groups considered. Here M = N = 20. Hence the degree
of freedom is 38. Also the values of t-statistic and the probability (P -value) of
accepting the null hypothesis are shown in the table. It is clear from the table
that the P -values are much less than 0.05 (5% significance level) which are strong
evidences for rejecting the null hypothesis. This proves that the better average
MS values produced by the RFKMd method is statistically significant and has
not come by chance.
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Table 2. The t-test results for four categorical data sets

Data Sets Test No. Null hypothesis t-test statistic P -value Accept/Reject
(H0 : μ1 = μ2)

1 μRFKMd = μKMd 41.1226 8.4323e-021 Reject
2 μRFKMd = μFKMd 28.5558 1.1015e-017 Reject

Cat 100 8 3 3 μRFKMd = μAL 24.4567 3.1204e-015 Reject
4 μRFKMd = μGAFKMd 18.7901 2.3322e-012 Reject
5 μRFKMd = μMMR 11.4767 2.9768e-010 Reject

1 μRFKMd = μKMd 58.8853 6.7970e-024 Reject
2 μRFKMd = μFKMd 35.4813 1.5522e-019 Reject

Cat 300 15 5 3 μRFKMd = μAL 27.3157 2.6205e-017 Reject
4 μRFKMd = μGAFKMd 19.9846 1.0960e-014 Reject
5 μRFKMd = μMMR 11.1720 2.4170e-010 Reject

1 μRFKMd = μKMd 24.3057 2.5357e-016 Reject
2 μRFKMd = μFKMd 16.5700 5.9619e-014 Reject

Soybean 3 μRFKMd = μAL 14.4637 4.7007e-012 Reject
4 μRFKMd = μGAFKMd 9.1084 2.8047e-009 Reject
5 μRFKMd = μMMR 6.6068 1.9571e-006 Reject

1 μRFKMd = μKMd 14.8107 3.0411e-012 Reject
2 μRFKMd = μFKMd 10.0465 2.9264e-009 Reject

Zoo 3 μRFKMd = μAL 8.5231 4.3218e-008 Reject
4 μRFKMd = μGAFKMd 6.7588 1.4206e-006 Reject
5 μRFKMd = μMMR 4.06331 3.6035e-003 Reject

4 Conclusion

In this paper, we have developed a new Rough set based Fuzzy K-Modes cluster-
ing method for categorical data. For this purpose, we have used the amalgama-
tion of both fuzzy set and rough set concept to deal efficiently the overlapping
partition area, as well as the problem of uncertainty, vagueness and incomplete-
ness. The superior of the proposed method has been demonstrated by comparing
with the K-Modes, Fuzzy K-Modes, Average Linkage, Genetic Algorithm based
Fuzzy K-Modes and recently developed method, Min-min-Roughness for four
categorical data sets.

As a scope for future research, Simulated Annealing and Genetic Algorithm
can be used to extend Rough set based Fuzzy K-Modes clustering. Also, the
different dissimilarity measures [21, 22] need to be studied.

Acknowledgements. Mr. Saha is grateful to the All India Council for Techni-
cal Education (AICTE) for providing National Doctoral Fellowship (NDF) to
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Abstract. In this paper we propose a new Teaching Learning Opposition Based 
Optimization (TLOBO) method for the location of median line in the Euclidean 
3-D space.  Optimization is carried out in such a way that, the sum of distances 
from the line to a given finite set of three-dimensional data points is minimized. 
The results obtained using TLOBO are compared with other state-of-are me-
thods like TLBO and ABC which shows the superiority of TLOBO in finding 
median line problem. 

Keywords: Opposition, Global Optimization, median line location. 

1 Introduction 

Median Line Location problem in the Euclidean three-dimensional (3-D) is a line 
which minimizes the sum of Euclidean distances to some given data or demand points 

in 3ℜ . In the context of location theory, median line problem in two dimensions was 
first analyzed by Wesolowsky [1]. According to Wesolowsky there exists an optimal 
line intersecting two data points which leads to a polynomial-time solution algorithm. 
Lot of research had been carried out in locating median line problem in two dimen-
sions; few of them include general distance measures, line segments etc., [2-4].  

Even though the Euclidean two-dimensional median line problem is a quite chal-
lenging optimization problem and exact polynomial time algorithms are available, the 
3-D line location problem becomes much harder.  A 3-D median line problem with 
some restrictions was studied in Brimberg et al [5]. In this paper we considered a 
parameterized oriented model proposed by Blanquero et al [6] for line location and 
the authors had made use of branch and bound optimization procedure for solving this 
location problem.  

To obtain the optimal line with less computational complexity we proposed a new 
variant of “Teaching Learning based optimization” (TLBO) method known as 
“Teaching Learning Opposition based Optimization” (TLOBO) based on the concept 
of Opposition-based learning. Opposition-based learning (OBL) works on the prin-
ciple of simultaneous consideration of a guess and opposite guess in order to achieve 
a better approximation for the current candidate solution. This concept of opposition-
based learning (OBL) was introduced by Tizhoosh [7] and has been applied to  
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accelerate reinforcement learning [8]. In this paper opposition has been applied to 
increase the convergence rate with a promising solution as well.  

The rest of this paper is structured as follows. In Section 2 the problem formulation 
and reduction of the parameters to be optimized are discussed. Section 3 & 4 briefs 
the TLBO and proposed Opposition based TLBO respectively. Experimental studies 
of TLOBO and comparisons along with other state of art methods are summarized in 
Section 5. In Section 6 we put forth some conclusions and future ideas.  

2 Problem Formulation 

In this section we provide an objective function to be minimized based on the proofs 
and lemmas provided in [6]. A line r in 3ℜ has the form 

 ( ) { }, :, ℜ∈+== ttdxdxrr  (1) 

where }0{\3ℜ∈d  is the direction of r and 3ℜ∈x . Moreover the following notation 

is used to denote a Euclidean distance from a point to line. For any 3ℜ∈a and 
3, ℜ∈dx with 0∉d denote by 

 ( )
2

min : , atdxdx
t

a −+=
ℜ∈

δ  (2) 

aδ is the Euclidean distance from a to the line ),( dxr .  

The line ),( dxr is not crisply defined by pair ),( dx . It is defined as 

),(),( dudxrdxr += for any ℜ∈u . Hence it can be assumed that x is the inter-

section of r with the hyperplane 

 { }.0 :3 =ℜ∈= ydyH T
d  (3) 

For any 3ℜ∈a and 3, ℜ∈dx with 0∉d and 0=xd T  

The median line problem with fixed direction }0{\3ℜ∈d and Hyperplane 

dH defined in Eqn (3) can be shown equivalent to a planar Weber problem [9]. At 

last a mapping is defined 

 dd Hp →ℜ3:  with d
dd

xd
xxp T

T

d ⋅−=)(  

here dp is the projection of x onto dH . For a fixed direction }0{\3ℜ∈d and also 

for all 3, ℜ∈ax  



 Teaching Learning Opposition Based Optimization for the Location of Median Line 333 

 
2

)()(),( apxpdx ada −=δ  (4) 

Hence 3-D median line problem with }0{\3ℜ∈d is equivalent to a 2-D Weber 

problem. It is mathematically represented as  
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As said before that, this median line problem is equivalent to a planar Weber problem 

for any fixed }0{\3ℜ∈d . There exists an optimal solution *x to weber problem 

which intersects the convex hull of projected (demand) points Ad={pd(a1),…, pd(a1)} 

[9], i.e., *x is the median of dd Hapap ∈)(),...,( 21 . From above discussion for any 

fixed }0{\3ℜ∈d there exists a dHx ∈* , such that 
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2.1 Problem Parameterization 

From above defined mathematical representations it is very clear that the optimization 
problem to be solved is a six-dimensional problem which can be reduced to a four-

dimensional problem.  For any 0≠τ we have ( ) ),(, dxrdxr τ= and thus it can be 

assumed without loss of generality that 1=
∞

d . Hence, any line ),( dxrr = can 

be parameterized by its associated pair ),( dx with 1=
∞

d and 0=xd T . Since 

),(),( dxrdxr −= the following assumption can be considered.    

 1maxmax
3,2,13,2,1

==
== i

i
i

i
dd  (7) 

Supposing 3
321 ),,( ℜ∈= dddd is satisfying and assuming 13 =d is fixed. Then 

by considering 3
321 ),,( ℜ∈= xxxx such that 0=xd T , the following result can 

be obtained 

 )( 22113 dxdxx +−=  
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Now a reduced objective function (in the case 13 =d ) can be formulated for a given 

facility (demand) points ),,( kkkka γβα= where nk ,...,1∈ . 

 ,),,,(
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1
 : ),,,(
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k ddxxg
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Similarly, by fixing 121 == dd ; ),,,( 21211 ddxxf and ),,,( 21212 ddxxf can also 

be obtained (renaming the four remaining variables always as 121 ,, dxx and 2d with-

out loss of generality)  
Hence, the six-dimensional problem (before parameterization) can be made equiva-

lent to four-dimension problem which is stated as 

 ),,,(min 2121
,,, 2121

ddxxf
ddxx ℜ∈

 (8) 

with 
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3 Teaching Learning Opposition based Optimization 

3.1 Teaching Learning Based Optimization 

Teaching Learning Based Optimization or simply TLBO is a new meta-heuristic op-
timization algorithm proposed by Rao et al. [10]. The search strategy of algorithm 
falls under two categories (i) Teacher Phase and (ii) Learner Phase.  

1. Teacher Phase 

In this phase a teacher tries to ameliorate the mean result of class in the subject taught 
by him/her based on level of knowledge and skill he/she had in that particular subject. 
For any ith iteration, let us consider there are m number of subjects (design variables), 
n number of learners (population size, k=1, 2,..,n) and Tj,i be the mean result of the 
learners in jth subject (where j=1,2,…m). However the best overall result Xtotal-k-best,i 
(considering all the subjects together) in a class of learners can be considered as result 
of best leaner k-best and the best learner identified is replaced by the teacher. As the 
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teacher Xtotal-k-best,i will try to move mean Ti towards its own level, an adaptive heuris-
tic is used to update the solution and is done according to the difference between the 
existing mean result of each subject and the corresponding result of the teacher for 
each subject is given by.  

 ( )ijFibestkjiikj TTXrandmeanDifference ,,,,,_ −= −  (9) 

where TF is termed as teaching factor, which decides whether the value of mean is to 

be changed or not. The value of FT can be either 1 or 2 which is decided randomly 
with equal probability and randi is a random number in the range [0, 1]. Xj,k-best,i is the 
result of the teacher in subject j. Difference_Meanj,k,i, defined in Eqn (9) is used in 
updating the existing solution according to the following expression  

 ikjlkj
new

lkj MeanDifferenceXX ,,,,,, _+=  (10) 

where new
ikjX ,, and ikjX ,, are the new and existing values corresponding to jth subject 

of kth learner of ith iteration. A greedy mechanism is performed between 
new

ikjX ,, and ikjX ,, , the learner with better function value is retained. After all the 

learners completed their knowledge update, then they are ready to enter the learner 
phase and learner phase depends on the teacher phase. 

3.2 Learner Phase 

Learners always try to increase their knowledge and one of best way can they do is by 
interacting among themselves. In the course of time a learner may interact randomly with 
other learners with the help of communications, discussions, etc. For a class of n learners 
the learning phenomenon of this phase is expressed with following pseudo code. 

Pseudo code of Learner Phase 

For k = 1 to n  

 Randomly select another learner Q, such that new
iQtotal

new
iktotal XX ,, −− ≠  

IF new
iQtotal

new
iktotal XX ,, −− <  

  ( )new
iQj

new
ikji

new
ikj

new
ikj XXrandX ,,,,,,,, −+=X  

ELSE 

  ( )new
ikj

new
iQji

new
ikj

new
ikj XXrandX ,,,,,,,, −+=X  

 End IF 

End FOR 

 Accept new
ikj ,,X if it gives a better function value.  
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4 Teaching Learning Opposition Based Optimization 

4.1 Opposition-Based Optimization 

Let },...,,{ 21 DxxxP = be a point in D-dimensional space, where 

Rxxx D ∈,...,, 21 and ],[ iii bax ∈ { }Di ,...,2,1∈∀ . Now the opposite point 

},...,,{ ''
2

'
1

'
DxxxP = is defined as  

 iiii xbax −+='  (11) 

Now, with above definition of opposite point the opposition based optimization can 

be formulated as follows. Assuming ( )⋅f is fitness function via which candidate fit-

ness is measured and according to the above given definitions of P and 'P , if 

)()( ' PfPf ≥ then the point P can be replaced with 'P ; hence, the point and its 

opposite point are evaluated simultaneously in order to go with the fitter one.  

4.2 Proposed Algorithm 

Opposition scheme discussed above is applied two times for the proposed TLOBO 
method at starting of teaching phase and learning phase respectively. Once the algo-
rithm has started with random initial population simultaneously opposite population 
are also calculated and then best n values are picked up (based on the fitness value) 
and then passed in to the teacher phase. Similarly before entering in to the learning 
phase opposite population is evaluated and the best n values are passed in to the learn-
ing phase and the rest is same as that of TLBO. This is continued till the termination 
criterion is reached.  

To get a better performance the limits ia and ib should be updated dynamically in 

terms of search space of the current population. Instead of using predefined interval 

boundaries ],[ ii ba here we used the minimum and maximum values ( ],[ maxmin
jj ba ) 

of each dimension in current population to calculate the opposite population. This 
type of opposition helps the learners to get good information and it is computed as   

 jijjji PbaOP ,
maxmin

, −+=  (12) 

where jiP , is the jth vector of the ith learner in the population. jiOP, is the opposite 

position of jiP , ; min
ja and max

jb are the minimum and maximum values of the jth  

dimension in current population respectively.  
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5 Experimental Section 

5.1 Problem Instance Considered  

To validate the performance of proposed approach on the 3-D median line location 
problem we had considered a problem instance with n=50 demand points (presented 
in [6]) 

5.2 Discussion on Results 

The main aim of the paper is to reduce the time complexity of solving this median 
line location problem. From the Table 1 it is very clear that although the optimum 
distance is same for the TLOBO method and Branch and Bound (BB) method the 
time of execution of TLOBO method is appreciable when compared to BB method. 
The proposed method is also compared with the existing optimization methods like 
Artificial Bee Colony [11], original TLBO [10] and the results and their convergence 
is shown in Table 1, Table 2 and Fig.1 respectively.  

 
    (a)         (b) 

Fig. 1. (a) Convergence of TLOBO with different competitor methods (b) Optimal Line for 
problem discussed for different methods (legend of fig 1(a) is also same for fig 1(b)) 

Table 1. Mean and Standard Deviation (STD) of the Best-of-Run Solution for 30 Runs of 3 
Algortihms along with branch and bound method on Median Line Location Problem 

Method Mean STD Avg time 
per run  

No. Of 
iterations 

ABC 37.8953 1.3321E+00 6.956 sec 500 

TLBO 37.6833 9.5278E-01 4.092 sec 500 

TLOBO 36.8930 3.3569e-04 4.091 sec 500 

Branch & 
Bound 

36.8932 - 47.62 sec 1,223,403 
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Table 2. Optimal ),( ** dxr values obtained for TLOBO, TLBO and ABC 

TLOBO TLBO ABC 

















−

−
+

















1549.0

0000.1

9819.0

.

1188.1

1751.1

0204.1

t  
















−+

















2812.0

5372.0

0000.1

.

8437.0

4569.1

5454.0

t  

















−

−
+

















3447.0

0000.1

5527.0

.

0816.1

9833.0

1046.1

t  

6 Conclusions  

An new modified TLBO method based on opposition has been proposed for locating 
the median line in a set of facility (demand) points such that the sum of distances 
from the line to a given finite set of three-dimensional data points is minimized. From 
Experimentation section it is very clear that the proposed method had outperformed 
ABC, TLBO in terms of objective function value, and average time per run. Our fur-
ther research would focus on solving line location problem for much more complex 
environment and also location of structures in a plane etc. 
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Abstract. Artificial bee colony (ABC) algorithm is relatively a new bio-
inspired swarm intelligence optimization technique comparative to other popu-
lation based algorithms. In this study BGA (breeder GA) mutation is embedded 
into onlooker bee phase to improve the capability of local search. The proposed 
variant is named B-ABC. The experimental results on 10 constrained bench-
mark functions demonstrate the performance of the proposed variant against 
those of state-of-the-art algorithms for a set of constrained test problems.  
Further the efficiency of the proposed variant is tested on the car side impact 
problem.  

Keywords: Artificial Bee Colony, Convergence, Optimization, Evolutionary 
Algorithm, BGA. 

1 Introduction 

Evolutionary Programming (EP) [1], Genetic Algorithms (GA) [2], Particle Swarm 
Optimization (PSO) [3], Differential Evolution (DE) [4], Ant colony optimization 
(ACO) [5], and the like, are some algorithms to solve complex real world problems 
that include engineering, biology, finance, etc. PSO and ACO, algorithms are inspired 
by the collective intelligent behavior of some species such as school of fishes,  
colonies of ants, and swarm behavior. Researchers modeled this swarm behavior and 
engineers tested the efficiency and competitiveness of these designed models on  
complex design problems. 

In the present study, the focus is on ABC, which is a recently proposed algorithm 
introduced by Karaboga in 2005 [6]-[7]. ABC follows the analogy of the socio-
cooperative behavior demonstrated by honey bees in their search for nectar. A brief 
outline of ABC algorithm is given in Section 2. 

Karaboga and Basturk have compared the performance of the ABC algorithm with 
the performance of other well-known modern heuristic algorithms such as genetic 
algorithm (GA), differential evolution (DE), particle swarm optimization on uncon-
strained and constrained problems [8]-[9]. A comprehensive survey on ABC can be 
found in [10].  

In this paper, we modified onlooker phase to improve the local search capability of 
the food sources by embedding the BGA mutation in the artificial bee colony algo-
rithm for solving constrained benchmark and further implemented on car side impact 
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problem taken from the literature. B-ABC algorithm showed a comparatively good 
performance. 

The remaining of the paper is organized as follow. Section 3 presents the motiva-
tion and the proposed B-ABC, a variant of ABC. The proposed variant is tested on car 
side impact problem that is discussed in section 4. The experimental settings and si-
mulated results are analysed in section 5. Finally the conclusion is given in section 6. 

2 Artificial Bee Colony: An Outline 

The artificial bee colony classifies the foraging artificial bees into three groups of 
bees: employed bees, onlookers and scouts. The first half of the colony consists of the 
employed artificial bees and the second half includes the onlookers. For every food 
source, there is only one employed bee. In other words, the number of employed bees 
is equal to the number of food sources around the hive. The employed bee whose food 
source has been exhausted by the bees becomes a scout. 

Step-by-step procedure of ABC is given as follows:.  

1. Randomly distributed food sources are generated over a D-dimensional search 
space. 

2. An artificial onlooker bee chooses a food source depending on the probability val-
ue associated with that food source, Pi, calculated by the expression:  

 

=

=
SN

i
i

i
i

fit

fit
P

1

 (1) 

where fiti is the fitness value of the solution i which is proportional to the nectar 
amount of the food source in the position i and SN is the number of food sources 
which is equal to the number of employed bees. In order to produce a candidate food 
position from the old one in memory, the ABC uses the following expression: 

 )( kjijijijij xxrxV −+=  (2) 

where k∈{1, 2, …, SN} and j∈{1, 2, …, D} are randomly chosen indexes. Further, k 
≠ i and rij is a random number between [-1, 1]. 
3. In ABC algorithm, “limit” is an important control parameter, it controls the times 

of updates of a certain solution. If a solution cannot be improved further through a 
predetermined number of cycles called limit then that solution is assumed to be 
abandoned, and the employed bee becomes a scout. If the solution is xi and j∈{1, 
2, …, D}to be abandoned, then a new solution produced randomly would replace xi 
by: 

 ))(1,0( min,max,min, jjjij xxrandxx −+=  (3) 

where jxmin  is the lower bound of the parameter j and jxmax is the upper bound of the 

parameter j. However for solving the constrained real parameter optimization prob-
lems a modified version of ABC employs Deb’s rule [11] is proposed in [9]. In order 
to produce a candidate food position from the old one in memory, the ABC algorithm 
uses the following expression: 



 Modified Onlooker Phase in Artificial Bee Colony Algorithm 341 

 




 ≤−+

=
otherwisex

MRRifxxx
V

ij

jkjijijij

ij ,

),(φ
 (4) 

where k∈{1, 2,..., SN} is randomly chosen index. Although k is determined random-
ly, it has to be different from i. Rj is randomly chosen real number in the range  
[0,1] and j∈{1, 2,...,D}. MR (modification rate) is a control parameter that controls 
whether the parameter xij will be modified or not. 

3 Proposed Variant: B-ABC 

The basic structure of ABC is such that it is good at exploration while poor at exploi-
tation [12]. Further it was observed in [12] that according to the solution search equa-
tion of ABC algorithm described by Eq. (2), the new candidate solution is generated 
by moving the old solution towards (or away from) another solution selected random-
ly from the population. However, the probability that the randomly selected solution 
is a good solution is the same as that the randomly selected solution is a bad one, so 
the new candidate solution is not promising to be a solution better than the previous 
one. On the other hand, in Eq. (2), the coefficient rij is a uniform random number in [-
1, 1] and xkj is a random individual in the population, therefore, the solution search 
dominated by Eq. (2) is random enough for exploration.  

As a conclusion for the success of any nature inspired algorithm the two antagonist 
factors exploration and exploitation must be balanced. So in order to improve the 
performance of basic ABC, BGA (breeder GA) mutation proposed by Mühlenbein 
and Schlierkamp-Voosen [13] is embedded into the structure of ABC. The goal of the 
BGA mutation is to improve the capability of local search. Moreover, the dynamic 
setting of rangi makes the population favor exploration at the early stage and exploita-
tion at the later stage of the search.  

• BGA mutation  

Suppose x’ = (x1, x2,…, xn) is a chromosome and xi is a variable to be mutated. A new 
value x’i is computed according to: 

 α⋅±= iijij rangxv '   (5) 

where rangi defines the mutation range and it is normally set to 0.1.(ui − li), the + or - 
sign is chosen with a flip probability of 0.5. α is set by the following expression 

  =
−= 15

0 2k
k

kαα  (6) 

where αk ∈ [0, 1]. Before BGA mutation is applied, each αk equal to 0, and then each 
αk is mutated to 1 with probability p (αk = 1) = 1/16. Only αk = 1 contributes to the 
sum. On average, there will be just one αk with value 1, say αj. Then α is fixed to 2−j. 

Hence the onlooker bee phase in B-ABC is modified by using the following equation 
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4 Car Side Impact Problem 

Car side-impact problem is used as a benchmark problem and is taken from [14]. For 
the safety measures of the passenger’s cars have to pass the standard tests. The effect 
of side impact, according to several measuring criteria’s, is measured on a dummy. 
European Enhanced Vehicle Safety Committee (EEVC) has led the foundation for the 
side impact. The velocity of the front area (object) makes direct impact on the dummy 
and can be reduced by increasing the car parameters dimension. This, of course, will 
add weight to the car and will the fuel consumption and increase the material costs. 
Thus here the objective is to minimize the weight. The minimization problem is  
mathematically formulated as: 

 WeightxfMinimize =)(  (8) 

subject to: 

kNabdomeninloadFxg a 1)()(1 ≤= ; smchestupperdummyVCxg u /32:0)()(2 ≤=   
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Structural weight and response to impact can be approximated using global response 
surface methodology in order to simplify the analytical formulation of the optimiza-
tion problem and speed up computations. The simplified models are defined as fol-
lows [15]: 
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1061041038221 028.00198.002054.095.1674.058.10 xxxxxxxxxxVMBP +−+−−=  (18) 
2
111191096573 000786.00556.00432.0843.0489.045.16 xxxxxxxxxVFD −−+−−=  (19) 

The simple bounds of this problem are: 0.5 ≤ x1, x3, x4 ≤ 1.5; 0.45 ≤ x2 ≤ 1.35; 0.875 ≤ 
x5 ≤ 2.625; 0.4 ≤ x6, x7 ≤ 1.2; x8, x9∈{0.192, 0.345}; 0.5 ≤ x10, x11 ≤ 1.5. 

5 Experimental Settings, Simulated Results and Discussions 

Two experiments were performed in order to determine the performance of the  
B-ABC with respect to the original ABC version and comparison with respect to 
state-of-the-art approaches. 10 well-known benchmark problems were taken from the 
literature [16] and is further implemented to solve car side impact problem. 

For simulating ABC and B-ABC algorithms the control parameters, colony size 
(SN) of 40 food sources is taken, modification rate (MR), maximum cycle numbers 
and limit are fixed to 0.4, 5000 and MCN/2*SN respectively. All the experiments 
were run 25 times. And for optimizing the car side impact problem the SN is taken as 
20 with 1000 number of iterations.   

All the algorithms have been executed on dual core processor with 1GB RAM. The 
programming language used is DEV C++. The random numbers are generated using 
inbuilt rand () function with same seed for every algorithm. 
Result analysis of constrained benchmark functions:  
The simulated results obtained by B-ABC of 10 constrained benchmark problems are 
presented in Table 1(a) and 1(b). The best results are highlighted in bold. From the 
results it is noted that B-ABC reached the best known or optimum feasible solution in 
5 problems: g01, g03, g04, g0, and g08. B-ABC was able to find close results to glob-
al optimum on five of rest functions (g02, g05, g07, g09, g10). Comparative results of 
the best and mean solutions of the state-of-art algorithms are also presented in Table 
1(a) & (b). From the table according to best results, it can be seen that B-ABC per-
forms better than [17] - [22] and ABC show equal performances; [19] ISR, demon-
strate better performance than B-ABC. 

However, in terms of the mean results presented B-ABC is performs better than 
[17], [18], [20]-[22] and ABC algorithms. While [19] perform better than B-ABC 
with respect to the mean results, ABC and OPA show similar performances according 
to the mean results. It means that B-ABC is more robust than [17], [18], [20] -[22]. 
[19] is better than B-ABC in both cases. 
Result analysis of car side impact problem:  
The comparative simulated results of car side impact problem are summarized in 
Table 2. The results of the problem are compared with the results obtained and taken 
from literature [23], using other meta-heuristic techniques such as PSO, GA, DE and 
ABC. 

For the fair comparison, we tried to maintain the uniform settings, since implemen-
tation details may affect algorithm performance in terms of computation time. From 
the table it can be observed that the B-ABC a proposed variant of ABC in this study 
outperformed GA and DE was slightly better than PSO and FA. Both, PSO and  
B-ABC shows a smaller standard deviation on optimized weight. 
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Table 1. The best & (mean) solutions obtained by the HM, SR, ISR, OPA, ASCHEA, SMES, 
GA, DE, PSO and ABC algorithms for (a) (g01 - g05) (b) (g06 - g10) test functions over 25 
independent runs. (–) Means that no feasible solutions were found 

(a) 

Algorithm g01 g02 g03 g04 g05 

Optimal −15.000 

(−15.000) 

0.803619 

(0.803619) 

1.000 

(1.000) 

−30665.539 

(−30665.539) 

5126.498 

(5126.498) 

HM1 [17] −14.7864 

(−14.7082) 

0.79953 

(0.79671) 

0.9997 

(0.9989) 

−30664.5 

(−30655.3) 

– 

(–) 

SR2 [20] −15.000 

(−15.000) 

0.803515 

(0.781975) 

1.000 

(1.000) 

−30665.539 

(−30665.539) 

5126.497 

(5128.881) 

ISR2 [19] −15.000 

(−15.000) 

0.803619 

(0.782725) 

1.001 

(1.001) 

−30665.539 

(−30665.539) 

5126.497 

(5126.497) 

OPA3 [19] −15.000 

(−15.000) 

0.803619 

(0.776283) 

0.747 

(0.257) 

−30665.539 

(−30665.539) 

5126.497 

(5268.610) 

ASCHEA4 [18] −15.0  

(−14.84) 

0.785 

(0.59) 

1.0 

(0.99989) 

−30665.5 

(−30665.5) 

5126.5 

(5141.65) 

GA5 [21] 14.440 

(−14.236) 

0.796231 

(0.788588) 

0.990 

(0.976) 

−30626.053 

(−30590.455) 

– 

(–)  

SMES5 [21] −15.000 

(−15.000) 

0.803601 

(0.785238) 

1.000 

(1.000) 

−30665.539 

(−30665.539) 

5126.599 

(5174.492) 

PSO5 [22] 15.000 

(−14.710) 

0.669158 

(0.419960) 

0.993930 

(0.764813) 

−30665.539 

(−30665.539) 

5126.484 

(5135.973) 

DE5 −15.000 

(−14.555) 

0.472 

(0.665) 

1.000 

(1.000) 

−30665.539 

(−30665.539) 

5126.484 

(5264.270) 

ABC5 −15.000 

(−15.000) 

0.803598 

(0.792412) 

1.000 

(1.000) 

−30665.539 

(−30665.539) 

5126.484 

(5185.714) 

B-ABC 

(Present Study) 

-15.000 

(-15.000) 

0.802781 

(0.79802) 

1.000 

(1.000) 

-30665.539 

(-30665.539) 

5126.498 

(5126.487) 

(b) 

Algorithm g06 g07 g08 g09 g10 

Optimal −6961.814 

(−6961.814) 

24.306 

(24.306) 

0.095825 

(0.095825) 

680.63 

(680.63) 

7049.25 

(7049.25) 

HM1 [17] −6952.1 

(−6342.6) 

24.620 

(24.826) 

0.0958250 

(0.0891568) 

680.91 

(681.16) 

7147.9 

(8163.6) 

SR2 [20] −6961.814 

(−6875.940) 

24.307 

(24.374) 

0.095825 

(0.095825) 

680.630 

(680.656) 

7054.316 

(7559.192) 

ISR2 [19] −6961.814 

(−6961.814) 

24.306 

(24.306) 

0.095825 

(0.095825) 

680.630 

(680.630) 

7049.248 

(7049.250) 

OPA3 [19] −6961.814 

(−6961.814) 

24.306 

(24.307) 

0.095825 

(0.095825) 

680.630 

(680.630) 

7049.248 

(7049.248) 

ASCHEA4 [18] −6961.81 

(−6961.81) 

24.3323 

(24.6636) 

0.095825 

(0.095825) 

680.630 

(680.641) 

7061.13 

(7497.434) 
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Table 1. (continued) 

GA5 [21] −6952.472 

(−6872.204) 

31.097 

(34.980) 

0.095825 

(0.095799) 

685.994 

(692.064) 

9079.770 

(10003.225) 

SMES5 [21] −6961.814 

(−6961.284) 

24.327 

(24.475) 

0.095825 

(0.095825) 

680.632 

(680.643) 

7051.903 

(7253.047) 

PSO5 [22] −6161.814 

(−6961.814) 

24.370153 

(32.407) 

0.095825 

(0.095825) 

680.630 

(680.630) 

7049.381 

(7205.5) 

DE5 −6954.434 

(–) 

24.306 

(24.310) 

0.095825 

(0.095825) 

680.630 

(680.630) 

7049.248 

(7147.334) 

ABC5 −6961.814 

(−6961.813) 

24.330 

(24.473) 

0.095825 

(0.095825) 

680.634 

(680.640) 

7053.904 

(7224.407) 

B-ABC 

(Present Study) 

-6961.814 

(-6961.814) 

24.312 

(24.309) 

0.095825 

(0.095825) 

680.63 

(680.631) 

7050.591 

(7049.467) 

1Using decoder-based; 2Using stochastic ranking; 3Using over-penalty approach; 4Using penalty-based; 5Using Deb’s 

method. 

Table 2. Optimization results for the car side impact design problem 

Algorithms PSO DE GA FA ABC B-ABC 

Best objective  22.84474  22.84298 22.85653 22.84298 22.84839 22.84311 

x1  0.50000  0.50000 0.50005 0.50000 0.5 0.5000 

x2  1.11670  1.11670 1.28017 1.36000 1.183 1.11672 

x3  0.50000  0.5000 0.50001 0.50000 0.50001 0.5000 

x4  1.30208  1.30208 1.03302 1.20200 1.202 1.30209 

x5  0.50000  0.50000 0.50001 0.50000 0.5001 0.5000 

x6  1.50000  1.50000 0.50000 1.12000 1.12 1.50000 

x7  0.50000  0.50000 0.50000 0.50000 0.5000 0.50000 

x8  0.34500  0.34500 0.34994 0.34500 0.34491 0.34501 

x9  0.19200  0.19200 0.19200 0.19200 0.192 0.19200 

x10  -19.54935  -19.54935 10.3119 8.87307 8.87295 12.833 

x11  -0.00431  -0.00431 0.00167 -18.99808 -18.99749 -1.0827 

Mean objective  22.89429  23.22828 23.51585 22.89376 22.8857 22.8449 

Worst objective 23.21354  24.12606 26.240578 24.06623 24.8193 23.6738 

S.D.  0.15017  0.34451 0.66555 0.16667 0.17393 0.15073 

6 Conclusions 

In the present study we modified the onlooker’s phase to improve local search capa-
bility by embedding BGA mutation in the structure of basic ABC. The performance 
of B-ABC algorithm is tested and compared with the results of basic ABC and state-
of-art algorithm on 10 well-known constrained optimization benchmark problems. It 
is shown that our modification of ABC algorithm for constrained optimization prob-
lems can handle tested functions very well. Further the efficiency of the proposed  
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algorithm is implemented on car side impact problem that also justifies the perfor-
mance of B-ABC. This indicates the practical usage of the variant since many real 
word problems are constrained problems.    
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Abstract. In this paper, we propose a complex-valued Takagi-Sugeno-Kang type-
0 neuro-fuzzy inference system (CNFIS) and develop for it, a gradient-descent
based learning algorithm to solve classification problems. The gradient-descent
based learning algorithm is derived based on Wirtinger calculus: which preserves
the amplitude-phase correlation. The performance of the developed algorithm is
evaluated on a set of four binary classification problems and three multi-category
classification problems. Comparison with various real-valued and complex-valued
classifiers show the improved performance of CNFIS.

Keywords: Complex-valued neuro-fuzzy system, wirtinger calculus,
classification.

1 Introduction

Neuro-fuzzy inference systems [25, 28], which combine the optimal solution formula-
tion ability of neural networks with the interpretability of fuzzy inference systems are
increasingly being used to solve various problems in the domain of control, medicine,
telecommunication, etc. Some of these problems, especially in the field of telecommu-
nication [11] and image processing [13], operate on complex-valued signals, inherently.
In addition, certain tasks such as wind speed and direction prediction [12] and tree
representation of hand in hand gesture recognition system [7] employ complex-valued
signals for better representability and solution formulation. The use of real-valued net-
works for these problems, would annul the advantages of complex-valued features [3].
Hence in literature, complex-valued networks have been proposed which operate on
complex-valued signals. These networks also have better computational power than
real-valued neural networks and better performance on real-valued classification tasks
[14]. A brief review on existing complex-valued classifiers is provided in Section 2.

In order to combine the advantages of neuro-fuzzy inference system and complex-
valued signal processing in solving classification tasks, we propose a complex-valued
neuro-fuzzy inference system (CNFIS) based classifier. The proposed CNFIS is a four
layered network which realizes Takagi-Sugeno-Kang type-0 fuzzy inference mecha-
nism; with a real-valued Gaussian membership function. Although complex-valued
neural networks employing real-valued Gaussian activation functions are available in

B.K. Panigrahi et al. (Eds.): SEMCCO 2012, LNCS 7677, pp. 348–355, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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literature [5], they do not use fully complex-valued gradients in their learning algorithm.
Instead, they use the real and imaginary part of error to update the real and imaginary
part of the network parameters, respectively, resulting in poor amplitude-phase corre-
lation. Hence for CNFIS, we develop a gradient-descent based learning algorithm em-
ploying fully complex-valued gradients derived using Wirtinger Calculus [31]. In [24],
such a CNFIS has been developed to forecast wind speed and direction, which employs
mean squared error loss function. However, for classification tasks, it has been shown
that hinge-loss functions are better error-loss function than mean squared error func-
tion [32, 29], as it could approximate the posterior probability more accurately. Hence
in the current work, we employ hinge-loss function as error function and derive gradi-
ent descent based learning algorithm for classification tasks. The developed classifier
is employed for solving four binary and three multi-category benchmark classification
problems from UCI machine learning repository [4].

Rest of the paper is organized as follows: Section 2 presents a review on existing
works on complex-valued neural network. Section 3 presents the architecture of CN-
FIS and develop its gradient-descent based learning algorithm for solving classification
tasks derived using Wirtinger calculus. The performance of the proposed algorithm is
evaluated in Section 4 and the paper concluded in Section 5.

2 A Brief Review on Complex-Valued Classifiers

Two major issues facing complex-valued neural networks are the selection of activation
function and loss function so as to approximate amplitude and phase of the network
accurately.

One of the basic requirements of artificial neural networks is the selection of an ac-
tivation function which is non-constant, and entire and bounded everywhere. Whereas
Lioville’s theorem [15] states that an entire and bounded function is a constant func-
tion in complex domain. In the literature, two dominant approaches have been em-
ployed to overcome this impasse: (1) Split complex-valued neural networks and (2)
Fully complex-valued neural networks.

Split complex-valued neural networks employ real-valued activation function with
either real-valued weights [10, 8] or complex-valued weights [5, 11]. Networks with
real-valued weights treat the complex-valued signals as pairs of independent real-valued
signals and employ real-valued networks to process signals. While the networks with
complex-valued weights map the complex-valued signals to real-valued feature space
and is mapped back to complex-valued output space, by the virtue of output weights.
Moreover, these algorithms rely on Cauchy Reimann conditions to update real and
imaginary parts of parameters with real and imaginary parts of error, respectively. This
will result in loss of cross-correlation between amplitude and phase during inference
as well as learning. One of the first approaches to solve real-valued classification prob-
lems employing split complex-valued neural networks is [1]. In [1], the authors em-
ploy multi-valued neurons and use a derivative free global error correcting learning
rule to update the network parameters. While in [2] a phase encoded complex-valued
neural network has been proposed to perform classification tasks. This network uses a
gradient-descent based batch learning algorithm. However, this networks do not employ
fully complex-valued gradients in its learning.
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Another approach to circumvent the restriction imposed by Lioville’s theorem was
proposed by Kim and Adali [9]. They relaxed the criterion for a fully complex-valued
activation function to be analytic and bounded almost everywhere in complex plane.
In [18, 22, 20, 27], a fully complex-valued Gaussian like sech activation function has
been proposed. The use of this activation function has helped the network exploit the
advantages of the orthogonal decision boundaries of complex-valued neural networks
to provide better generalization performance. This activation function has also been
employed successfully in extreme learning machines [21, 17]. In [21], two extreme
learning machine classifiers, employing phase encoded as well as bilinear branch-cut
complex-valued features, have been proposed. While in [17], a circular transformation
with a translational/rotational bias that performs unique transformation of real-valued
features to complex plane is employed.

Second issue related to complex-valued neural networks is the selection of appropri-
ate loss function in order to approximate amplitude and phase of the network accurately.
Most of the complex-valued neural networks found in literature employs well-known
mean square error function as the loss function. However, this loss function does not
include the error in phase directly and hence, does not approximate phase accurately
[23]. In [23, 26, 19], authors have employed logarithmic error function, that directly
minimizes both the errors in magnitude and phase.

Next, we shall propose a complex-valued neuro-fuzzy inference system.

3 Network Architecture and Learning Algorithm of CNFIS

Suppose we have N observations {xt, ct}Nt=1 where, xt ∈ R
m and ct ∈ {1, 2, · · · , n}

are the real-valued input and class labels of the network, respectively and n is the num-
ber of distinct classes.

Real-valued features are mapped to all the four quadrants of complex domain using
a circular transformation as described in [17]. In addition, the real-valued class label ct

is converted to coded class label in complex domain (yt ∈ C
n) as

ytj =

{
1 + 1i if ct = j
−1− 1i otherwise

(1)

The aim of the CNFIS is to find the functional relationship between the inputs and
outputs, so as to approximate the decision surface accurately. Next, we shall describe
the inference mechanism of CNFIS and present its learning algorithm.

3.1 Network Architecture

The architecture of CNFIS is presented in Fig. 1. A detailed description of each layer is
presented herein.

– Input layer: This layer is a linear layer with m nodes. There are as many nodes as the
number of features for the given problem. The output of the lth input node is given as

ul = xl, l = 1, 2, · · · , m (2)
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Fig. 1. Architecture of TSK type-0 complex-valued neuro-fuzzy inference system. The inset fig-
ure describes the internal structure of ith Gaussian rule antecedent.

– Gaussian layer: This layer consists of K nodes, where each node represents a hidden
rule antecedent in the network. Response of the rule layer is real-valued due to the
use of Gaussian membership function. The firing strength of kth rule is given by

φk(u) = exp
(−(u− μk)

H(ΣH
kkΣkk)

−1(u− μk)
)
, k = 1, 2, · · · , K (3)

where, u is the complex-valued input feature, μk is the center of the Gaussian rule
antecedent and Σkk is the width of the Gaussian rule.

– Normalization layer: This layer consists of as many nodes as the Gaussian layer. The
output of the kth normalization node is

φ̄k =
φk∑K
l=1 φl

, k = 1, 2, · · · , K (4)

– Output layer: The output layer is a linear layer with n nodes representing output
features. The predicted output is given by

ŷj =

K∑
k=1

αjkφ̄k j = 1, 2, · · · , n (5)

Here, αjk is the complex-valued rule consequent between the kth nomalization layer
node and jth output layer node.

Next, we shall describe the complex-valued gradient descent based learning algorithm
for CNFIS.
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3.2 Learning Algorithm

Let ŷt ∈ C
n be the predicted output of the tth input sample. The sum of squares error

is calculated as

E =
1

2

∑
t

(
etHet

)
; (6)

where H represents hermitian of a complex number and e is the hinge-loss error [29]
which can be given as

etj =

{
ytj − ŷtj if ytj ŷ

t
j > 1

0 Otherwise
(7)

The superscript t is dropped in rest of the discussion for convenience sake.
The gradient descent based learning algorithm proceeds by updating the parameters

of the network depending on the gradient of error with respect to the parameters. The
update rule for output weight, rule antecedent center and width, derived using Wirtinger
calculus is provided herein. For detailed derivation, one should refer to [24].

Output Weight Update: The output weight of kth rule, αk is updated according to the
equation

αk = αk +
1

2
· ηα · e · φ̄k

T
(8)

where ηα is the predefined learning rate. T denotes transpose of the vector.

Rule Antecedent Center Update: The center of the jth rule, μj is updated according
to the equation

μk = μk +
1

2
· ημ · (αH

k · e+αk · eH) · φ̄k · (1− φ̄k) · (ΣH
kkΣkk)

−1 · (u−μk) (9)

Here, ημ is the learning rate for rule center.

Rule Antecedent Width Update: The width of the kth rule, Σkk is updated by

Σ∗
kk = Σkk+ηΣ ·(αH

k ·e+αk ·eH) · φ̄k ·(1− φ̄k) ·(u−μk) ·(ΣH
kkΣkk)

−2 ·Σkk (10)

Here, ηΣ is the learning rate for rule width.
Next, we shall compare the performance of the developed CNFIS classifier on bench-

mark classification problems.

4 Performance Analysis

For performance comparison of CNFIS, four binary and three multi-category bench-
mark data sets from UCI machine learning repository [4] are chosen. Details regarding
the problems considered, including the number of features, classes, the number of train-
ing and testing samples is provided in Table 1. The table also provides the imbalance
factor which is a measure of class-wise sample density. It is defined as

I.F. = 1− n

N
min

j=1,2,··· ,n
nj (11)
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Table 1. Binary and Multi-category data sets considered

Data set # features # classes # Samples employed I.F
training testing training testing

Liver 6 2 200 145 0.17 0.14
ION 34 2 100 251 0.28 0.28
BC 9 2 300 383 0.26 0.33

PIMA 8 2 400 368 0.22 0.39
IS 19 7 210 2100 0 0

VC 18 4 424 422 0.1 0.12
GI 9 6 336 105 0.72 0.77

where, n is the number of classes, N is the total number of samples and nj is the number
of samples in class j.

The performance of the proposed algorithm is compared against other real-valued as
well as complex-valued classifiers and neuro-fuzzy inference systems available in liter-
ature such as, Support Vector Machines (SVMs) [6], Extreme Learning Machines [30],
Sequential adaptive fuzzy inference system (SAFIS) [16] and Meta-cognitive neuro-
fuzzy inference system [25] in real domain and fully complex-valued radial basis func-
tion network (FC-RBF) in complex domain. Performance is compared with respect to
the number of rules and overall testing efficiency. Overall testing efficiency is

ηo = 100× 1

N

n∑
j=1

qjj (12)

where, qjj is the number of correctly classified samples in class j.

Table 2. Performance Comparison of benchmark classification problems

Data set SVM ELM SAFIS McFIS FC-RBF CNFIS
K ηo K ηo K ηo K ηo K ηo K ηo

Liver 158 68.24 132 71.79 133 68.28 66 71.7 20 74.6 20 76.2
ION 30 90.18 25 88.78 46 91.63 23 94.2 10 89.48 8 92.03
BC 190 94.20 65 96.28 55 97.39 33 97.39 10 97.12 8 97.12

PIMA 209 76.43 218 76.54 179 71.46 133 75.81 20 78.53 25 77.99
IS 127 91.38 49 90.23 156 90.38 78 91.33 38 92.33 35 92.9

VC 340 70.62 150 77.01 307 69.19 - - 70 77.01 70 73.7
GI 183 70.47 80 81.31 134 75.24 100 82.9 90 83.76 70 81.76

From the Table 2, it could be noticed that CNFIS outperforms other real-valued net-
works including SVM, ELM, SAFIS and McFIS for almost all the problems considered.
For certain problems, McFIS outperforms CNFIS due to the meta-cognitive nature of
the learning algorithm. However, the complex-valued networks employ significantly
lesser number of rules to achieve considerably better performance. This shows that the
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use of complex-valued features as well as the use of learning algorithm which preserve
the amplitude-phase correlation has helped the network achieve better performance.

5 Conclusion

In this paper, we have proposed a complex-valued neuro-fuzzy inference system and
developed for it a gradient-descent based learning algorithm for solving classification
problems. The learning algorithm employs fully complex-valued derivative derived em-
ploying Wirtinger calculus and uses hinge-loss error function. The performance of the
developed algorithm is evaluated on a set of four binary classification problems and
three multi-category classification problems. Comparison with various real-valued and
complex-valued classifier shows the improved performance of the network.
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Abstract. Neural network (NN) based model predictive controller (NN-MPC)
for height control of an unmanned helicopter is presented in this paper. The ap-
plicability of the NN-MPC scheme is evaluated on a simplified heave model of
the helicopter in simulation. NN based system identification (NNID) technique is
used to model the heave dynamics of the unmanned helicopter which is then used
in the MPC algorithm to estimate the future control moves. To show the efficacy
of the controller, controller results are provided. Results indicate that NN-MPC
scheme is capable of handling external disturbances and parameter variations of
the system.

Keywords: Neural Network, Model Predictive Controller, Unmanned Helicopter,
Heave Dynamics.

1 Introduction

Rotary-wing Unmanned Aerial Vehicles (RUAVs) are a class of unmanned or pilot-less
aerial vehicles which have aerodynamic and propulsion characteristics that enable it to
hover, take-off and land vertically. This special feature of the RUAVs to hover, take-off
and land on rough terrain to carry-out mission critical operations without endangering
the life of human pilot has an added edge over the unmanned fixed-wing aircraft which
require a runway for take-off and landing. RUAVs can be successfully used for real-
time reconnaissance, surveillance, search and rescue missions, weather data collection,
bush fire monitoring, agricultural crop dusting and different airborne operations [1–3].

Due to their aerodynamic and propulsion characteristics, RUAVs are highly complex
and nonlinear systems. They are inherently unstable and quite responsive to small per-
turbations. In addition, their operating range and condition changes frequently with the
changes in flight modes i.e. hover flight, cruise flight, forward flight, sideward flight and
rearward flight. This necessitate an adaptive nonlinear controller.

System identification is the process of determining the input output relationship of a
dynamic system from experimental data. Different conventional and nonconventional
system identification techniques are available in literature. Conventional techniques
such as Maximum Likelihood Estimation Method, Modified Maximum Likelihood Es-
timation Method, Kalman Filtering methods [4–7] have been used for flight vehicle
system identification. These conventional methods of system identification require the

B.K. Panigrahi et al. (Eds.): SEMCCO 2012, LNCS 7677, pp. 356–363, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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structure of the mathematical model to be known a priori. Often, it may not be possible
to come up with a structured mathematical model of a highly coupled nonlinear system
like an RUAV. Hence non-conventional methods like Fuzzy Logic and Neural Network
(NN), which do not explicitly require a mathematical model of a system, have gained
popularity in recent times [8, 9].

Nonlinear Model Predictive Controller (NMPC) is a class of modern control tech-
nique which makes use of nonlinear process model to estimate the future control com-
mand to achieve optimum control performance. The nonlinear model is used to predict
the plant behaviour over a specified period of time. Neural Network Model Predictive
Controller (NN-MPC) uses NN model of the helicopter to compute the future control
moves subject to input and output constraints. The present work deals with the imple-
mentation of NN-MPC algorithm for autonomous hover of a simplified heave model of
the helicopter.

Fig. 1. Eagle helicopter

The Eagle autonomous heli-
copter platform shown in Fig. 1
is under development at UNSW
at ADFA with an objective to
develop AFCS for fully au-
tonomous flight. The platform
is equipped with avionics built
in-house and instrumented with
different sensors for measure-
ment, processing and control. A
simulation model of RUAV is
developed to test and verify dif-
ferent identification and control
algorithm and for conducting
closed-loop experiments before
real-flight implementation.

The rest of the paper is organised as follows. Section 2 briefly describes the simpli-
fied heave model of the helicopter platform. The controller performance with offline
NN model is evaluated in Section 3. In Section 4, the controller performance with on-
line NN model is analysed. The effect of parameter variations on the performance of
the NN-MPC controller is studied in Section 5. The paper is concluded in Section 6.

2 Control: Heave Dynamics

The simplified Simulink R© model of the helicopter used for validating the NN-MPC
controller is shown in Fig. 2. In this simplified model, the dynamics corresponding to
the collective input is isolated from longitudinal, lateral, flybar and tail rotor dynamics.
Collective control channel is used with the rotor induced flow model to calculate the net
acceleration generated by the helicopter.

This vertical acceleration (az) is integrated to obtain vertical velocity (Vz) which
in turn is again integrated to obtain vertical height of the helicopter. The thrust (T )
acting on the helicopter is calculated using the aerodynamics of the helicopter. Vertical
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Fig. 2. Simplified helicopter model with NN-MPC controller

acceleration is obtained as the ratio of the total thrust acting on the helicopter to the
helicopter weight M (az = T

M ). The aerodynamic and physical parameters used for
designing the simplified heave model of the helicopter are as follows: Total Weight is
8.2Kg; Main Rotor (MR) Radius is 0.76m; MR blade chord is 0.058m; MR Lift Curve
Slope is 5.7; Main Rotor RPM is 1600.

The input to the heave dynamics is the collective (δcoll). This input is generated by
the NN-MPC controller based on Vz and Z . Thus the input and outputs which are of
interest for NN-MPC algorithm are δcoll, Vz and Z . The controller block (NN MPC
Heave Controller) in Fig. 2 is implemented in Matlab R© as a Simulink R© “C MEX”
S-function. The optimisation problem in NN-MPC algorithm is solved as sequential
quadratic programming (SQP) problem and SQP algorithm inside the NN-MPC is exe-
cuted once every sample time.

The control objective of this work is to: Study controller performance with offline
and online generated NN models; Study controller performance with various levels of
noise; Study controller performance with parameter (trim setting, effective lift curve
slope and total weight) variations.

3 Controller Performance with Offline Model

The non-linear dynamics can be expressed by the AutoRegressive eXogenous inputs
(ARX) model structure [10]

y(t+ 1) + a1y(t) + · · ·+ any(t− ny) = b1u(t) + · · ·+ bmu(t−mu)

or y(t+ 1) = f (ϕ, θ)
(1)

where the regressor vector is ϕ(t) = [y(t− 1), · · · , y(t− n), u(t− 1), · · ·u(t−m)]
T

and the parameter vector θ is given by θ = [a1 a2 · · · an b1 b2 · · · bm]
T . This ARX
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model can be approximated by Feed Forward Neural Network (FFNN) [11]. For con-
trolling the collective channel, the dynamics is modeled with Vz and δcoll. The regressor
vector ϕ is given by ϕ = [Vz(t − 1), · · · , Vz(t − ny), δcoll(t − 1), · · · , δcoll(t− nu)].
Two past inputs (nu = 2) and past outputs (ny = 2) are used in the regressor vector.
The input output data for NN training with NNID is obtained by simulating the heave
model with a PID controller. A large training data set spanning over 1000sec is gener-
ated by using random step references ranging from 0.2sec to 5sec. The amplitude of the
desired step is restricted to ensure that the vertical velocities of the helicopter is within
±2m/s. To enable the NN model learn the noisy dynamics in the presence of sensor
noise and wind gust, external additive disturbance is included during simulation for data
generation. This additive disturbance is in the form of white noise with an intensity of
0.3m/sec in Vz . This large set of data is then used for training the neural network. The
network has 6 hidden neurons including a bias element. Once the network is trained,
the weights are frozen and later used in the NN-MPC controller for predicting future
response of the system over prediction horizon.
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Fig. 3. Helicopter response: NN-MPC with offline model

The desired velocity is cal-
culated from the error between
the actual height (Zact) and the
commanded height (Zref ). This
desired velocity is obtained by
multiplying a suitable gain (K)
with the error in the height. This
gain K is taken as 0.75 for this
study. This can be written as
Vzref = K(Zref −Zact). From
the above equation, a desired
vertical velocity Vzref is com-
puted and used as an input for
the NN-MPC controller.

Starting from the initial con-
dition, the NN-MPC controller is required to drive the helicopter to track the repeating
sequence stair of 1m and 1.5m heights. Fig. 3 shows the response of the helicopter with
the NN-MPC controller while tracking the desired trajectory in the presence of small
disturbance (white noise with an intensity of 0.005m/sec) in Vz . It can be seen that the
helicopter tracks the commanded height very well. The controller is further tested with
higher noise levels of intensity 0.1m/sec and 0.3m/sec. The same offline model is used
for model prediction in NN-MPC controller. The responses of the helicopter are shown
in Fig. 4. In the figure, Measured Z(a), Measured Z(b) and Measured Z(c) indicate the
responses corresponding to the noise level of 0.005m/sec, 0.1m/sec and 0.3m/sec re-
spectively. As can be seen from the Fig. 4, there is a deterioration in the performance
as the level of noise increases. However, the helicopter is able to hover within ±20cm
height, even in the presence of sever noise, indicating that the performance of the heli-
copter with the NN-MPC is acceptable.
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4 Controller Performance with Online Model
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Fig. 4. Helicopter response in the presence of external dis-
turbances: NN-MPC with offline model

An offline generated model may
not be able to represent the dy-
namics of the helicopter over
entire flight regime due to its
time varying dynamics. In such
cases, an adaptive model of
the helicopter is more suit-
able for predicting the dynamic
behaviour over the prediction
horizon. The adequacy of the
NN-MPC algorithm in conjunc-
tion with the online identifi-
cation scheme for tracking the
reference trajectory is analyzed
here. The NN model is gener-
ated every sample time using the
most recent system information
(measured input output data). At the first sample time, the NN weights are initialized to
the offline trained weights. In subsequent sample times, the network training starts with
weights corresponding to the previous sample time.

0 20 40 60 80 100 120 140 160 180 200
0

0.5

1

1.5

H
ei

gh
t(

Z
) 

(m
)

 

 

Measured Z Desired Z

0 20 40 60 80 100 120 140 160 180 200
−1

0

1

V
z (

m
/s

ec
)

 

 

Measured Vz Desired Vz

0 20 40 60 80 100 120 140 160 180 200
2

4

6

8

δ co
ll (

D
eg

)

time (sec)

Fig. 5. Helicopter response: NN-MPC with online model

The response of the heli-
copter with the online model in
NN-MPC is shown in Fig. 5.
A small additive disturbance
(noise of intensity 0.005m/sec)
is considered for this simulation.
It can be seen that the helicopter
hovers at the commanded height
very well.

Fig. 6 shows the responses
of the helicopter for higher lev-
els of noise in Vz . It can be
seen from the figure that there
is a maximum absolute error of
±16cm.

Next, the effect of parameter
variations on the performance of the NN-MPC controller is studied. The performance
of NN-MPC controller with offline trained model in the presence of parameter varia-
tions is compared against the performance of NN-MPC controller with online model of
the plant. The offline NN model is generated for nominal plant without any parameter
variations.
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5 Controller Performance with Parameter Variation
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Fig. 6. Heave model in the presence of external dis-
turbances: NN-MPC with online model (a) noise of
0.05m/sec and (b) noise of 0.3m/sec

Aerodynamics as well as physi-
cal parameters such as trim set-
ting, effective lift curve slope
(ELCS) and total weight change
during flight. The change in the
total weight is due to the fuel
burn-off during flight or changes
in the payload of the helicopter.
A constant wind (head wind or
tail wind) can have the effects,
same as change in the trim set-
ting during the flight. Due to
the changes in flight conditions
and environmental conditions,
the net lift and drag acting on the
helicopter rotor changes. These
can be equivalently treated as
change in the lift curve slope of
the helicopter blade during flight. The controller is required to perform satisfactorily
with these parameter variations. In this study, trim setting, ELCS and total weight of
the helicopter are changed one at a time and the simulations are carried out.
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Fig. 7. NN-MPC with offline and online model (trim setting is changed from 5.52 to 6.52 degree)

Firstly, the trim setting is changed from 5.52 to 6.52 (about 18%) and the helicopter
is commanded to track a repeating stair of 1m and 2m with a period of 100sec. The
response of the plant with NN-MPC controller is presented in Fig. 7. As can be seen,
NN-MPC controller with online model is able to give better system performance com-
pared to controller with offline model. A steady state error of 16cm is noticed when
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the offline trained model is used in controller. There is no noticeable steady state error
when the online NN model is used. Thus the NN-MPC controller with online model
performs better compared to the one with offline model and is capable of tracking the
commanded altitude when there is a significant change in the trim setting.
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Fig. 8. NN-MPC with offline and online trained model (ELCS is changed from 5.7 to 6.7)

Secondly, the ELCS is changed from 5.7 to 6.7 (about 18%) and the helicopter is
simulated with the changed ELCS. The helicopter responses with NN-MPC controller
with offline as well as online model are plotted in Fig. 8. In this case also, it can be seen
that the NN-MPC controller with online model outperforms the one with offline model.
The steady state error of approximately 6cm with the offline model is eliminated with
the use of online model.

Next, the performance of the NN-MPC controller is evaluated with variation in the
total weight of the RUAV. For this, the total weight of the helicopter is changed from
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Fig. 9. NN-MPC with offline and online trained model (weight changed from 8.2kg to 10.2kg)
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8.2kg to 10.2kg (approximately 25%). The helicopter with the new weight is driven by
the NN-MPC controller to track the desired altitude. From Fig. 9, it can be seen that
the controller with online model ensures that the desired altitude is closely matched by
eliminating the steady state error seen with the offline model.

6 Conclusions

In the above section, the applicability and adequacy of the NN-MPC controller for heave
model of the helicopter is validated for variety of cases in simulations. The robustness
of the controller in the presence of noise and parameter variations is shown to be better
with online model. NN-MPC controller with online model outperforms the controller
with offline model and hence is suitable for control applications to handle variations in
aerodynamic and physical parameters of the helicopter.
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Abstract. Majority of proteins undergo important post-translational modifica-
tions (PTM) that may alter physical and chemical properties of the protein and 
mainly their functions. Laboratory processes of determining PTM sites in pro-
teins are laborious and expensive. On the contrary, computational approaches 
are far swifter and economical; and the models for prediction of PTMs can be 
quite accurate too. Among the PTMs, Protein N- terminal N-myristoylation by 
myristoyl-CoA protein N-myristoyltransferase (NMT) is an important lipid 
anchor modification of eukaryotic and viral proteins; occurring in about 0.5% 
encoded NMT substrates. Reliable recognition of myristoylation capability 
from the substrate amino acid sequence is useful for proteomic functional anno-
tation projects as also in building therapeutics targeting the NMT. Using  
computational techniques, prediction-based models can be developed and new 
functions of protein substrates can be identified. 

In this study, we employ Biogeography based Optimization (BBO) for fea-
ture selection along with Support Vector Machines (SVM) and Random Forest 
for classification of N-myristoylation sequences. The simulations indicate that 
N-myristoylation sites can be identified with high accuracy using hybrid BBO 
wrappers in combination with weighted filter methods. 

Keywords: Post-translational modifications (PTM), N-myristoylation, Biogeo-
graphy based Optimization (BBO), Support Vector Machines (SVM), Random 
Forest classifier, Amino Acid Indices, dbPTM, SwissProt. 
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1 Introduction 

Most proteins undergo covalent modifications during or after assembly of the poly-
peptide chain.  This ensures proper protein conformation or folding [1], or directs the 
newly formed protein to distinct cellular apparatus. Studies indicate that some other 
protein translation modifications (PTMs) may occur after folding and localization 
activities are completed [2]; thus influencing the biological or catalytic activity of the 
protein (like protein degradation). Due to high data complexity, traditional techniques 
like mass spectroscopy, chemical proteomics, may turn out to be very costly. Thus, 
profile computations with computational methods are definitely the key to enhance 
future research in PTM substrate characterization. Protein N-myristoylation refers to 
the co-translational or post-translational covalent attachment of myristate, a 14-carbon 
saturated fatty acid, to the N-terminal glycine of eukaryotic and viral proteins. Myris-
toylation by the myristoyl-CoA protein N-myristoyltransferase (NMT) is an important 
lipid anchor modification of eukaryotic and viral proteins [3]. NMT recognizes the 
sequence motif of suitable substrate proteins at the N-terminus and attaches the lipid 
moiety to the absolutely essential N-terminal glycine residue [3]. N-Myristoyl pro-
teins include proteins involved in different signal transduction cascades, especially 
intracellular and those enabling rapid, flexible cell responses [4]. Studies reveal that 
myristoylation and membrane-binding are known to regulate the activity of kinases 
and influence c-Src stability [5]. It is also known to be a vital growth and regulation 
component in development of the leukocytic lineage [6]. Recent scientific studies also 
indicate that HIV protein Nef is preferentially myristoylated by recombinant human 
isozyme NMT2. Thus, selective inhibition of NMT2 may be termed as a novel means 
of blocking HIV virulence [4] and chemical proteomics has indicated the scope of 
developing therapeutics for NMT regulation [7]. 

In this regard, we have used the in-depth studies of the amino acid sequence varia-
bility of substrate proteins (on binding site analyses in X-ray structures or 3D homol-
ogy models for NMTs from various taxa), biochemical data extracted from the scien-
tific literature; and employed a hybrid BBO-based filter wrapper algorithm with SVM 
and RF for feature selection and prediction. It is discovered that, at least within a 
complete substrate protein, the N-terminal 17 amino-acid residues experience differ-
ent types of variability restrictions that reveal a physical property pattern [8]. Accor-
dingly, we have considered the relevant properties from N-terminal 17 amino-acid 
residues, where three motif regions may be identified as follows: Region 1 (positions 
1–6) fitting the binding pocket, region 2 (positions 7–10) interacting with the NMT’s 
surface at the mouth of the catalytic cavity and region 3 (positions 11–17) comprising 
a hydrophilic linker. 

2 Materials and Methods 

2.1 Dataset Generation 

dbPTM [9] is a database that compiles information on protein post-translational mod-
ifications (PTMs). The database includes all of the experimentally validated PTM 
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sites from Swiss-Prot, PhosphoELM and O-GLYCBASE. The unified non-redundant 
positive and negative datasets were downloaded from dbPTM. Additionally, An SRS 
query was carried out for obtaining N-myristoylated sequences from SwissProt 
KnowledgeBase [10] (UniProtKB/Swiss-Prot Release 2010_11 of 02-November-2010). The 
query result retrieved entries from different eukaryotic species. This served as the 
Positive dataset. For the Negative dataset, random sequences (with Glycine as the 
second residue) which do not undergo N-myristoylation were selected. As the first 17 
positions are the motif regions for these proteins, only the first 17 amino acid residues 
were considered for the analysis. For both positive and negative sequences, final data-
sets (containing combined entries from the dbPTM and the SWISS-PROT SRS 
search) were constructed after removing the redundant entries. The final positive da-
taset had 144 sequences and the negative dataset had 81 sequences. 

2.2 Input Features for Classifier 

Amino Acid Indices. We have used AAIndex1 section of the Amino Acid Index 
Database [11]. Each amino acid is assigned a value based on the different physico-
chemical and biological properties.  For each sequence in the positive and negative 
datasets, we mapped the AAIndex1 values and created a 17 X 16 feature matrix 
programmatically, using PERL v5.12. The rows consisted of 16 different AAIndex1 
indices and columns contained the AAIndex1 values at each of the 17 positions. Thus, 
there were 17 X 16 = 272 features for every sequence. 

Thus, the final dataset comprises of  273 X (144 + 81) for positive sequences and 
the negative sequences together.  

3 Biogeography Based Optimization 

The field of biogeography attempts to study the distribution and dynamics of various 
species geographically and tracks their evolution over time. In 2008, D. Simon [12] 
first built upon the operational aspects of BBO to mimic its natural behavior for engi-
neering optimization. Recently, the applications of BBO to various combinatorial 
optimization problems have reported encouraging results [12-17]. In this study, we 
present an application of BBO for simultaneous feature selection and protein function 
prediction as described.    

3.1 Weighted Heuristic Ranking  

To bring greater variability in our algorithm and help explore the feature search space 
efficiently, we have applied some statistical filter algorithms like Infogain (IG), Chi-
Square (CS) and Correlation based Feature Selection (CFS) estimators [18], from the 
Weka software library [19], to obtain four different ranking of the descriptors for the 
concerned datasets. These are then combined by adopting a weighted ranking ap-
proach where weights are separately assigned to each filter and a weighted sum is  
generated. Equation (1) indicates the weighted statistical measure we used as heuris-
tic, for classification. 

 
             (1) )()()( *** DesccfsDesccsDescigwt CFSwCSwIGwDesc ++=
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3.2 Hybrid Biogeography Based Feature Selection 

In a BBO, the population consists of candidate solutions, otherwise also known as 
habitats. A habitat’s suitability is influenced by a set of SIVs (Suitability Index Va-
riables). We represent a feature in the dataset as an SIV. Therefore, each habitat is 
composed of a set of features. The suitability of a habitat is consequently related to 
the fitness function of the solution, also known the habitat suitability index. While 
selecting informative features, a candidate feature subset thus represents a habitat and 
its HSI is determined by the corresponding reduced dataset’s 10 fold cross validated 
classification accuracy obtained from SVM and RF classifiers [12, 17].  Accordingly, 
our objective is to improve the overall HSI (fitness) landscape of the population over 
a number of iterations (generations).To do this, BBO employs the use of an operator 
called migration which mimics the natural form of geographical migration. A simple 
linear model of immigration and emigration of species across various habitats is 
shown in Figure 1. 

Thus, obtaining the number of species for each habitat is paramount for computing 
the migration rates of each habitat. In our model, we map the species such that the 
HSI is directly proportional to the number of species in a habitat. The species count is 

later used to compute individual emigration ( ) and immigration ( ) rates of the habi-
tats/candidate solutions as shown in equations (2) and (3) respectively. 

                                                         (2) 

                                                                                 (3) 

Here k denotes the number of species in the kth habitat and n is the maximum count of 
species considered by the model. E and I are maximum emigration and immigration 
rates, which are both equal to 1. 

 

Fig. 1. Rate of Migration vs. Number of Species 
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As per BBO, good HSI solutions (with higher number of species) tend to have 
higher emigration rates and probabilistically share SIVs with poor HSI solutions 
which have higher immigration rates (refer Fig.1). For purposes of migration, a  
solution proportional to the immigration rate is selected and then correspondingly, a 
solution proportional to the emigration rate is selected too. Internally, for each of the 
emigrating habitat, which is selected, a random SIV is shared with the immigrating 
habitat. HSI of the modified habitats are recalculated after the process of migration 
ends. In addition, we perform mutations of probabilistically selected habitats to avoid 
problems due to local optima. During this process, we introduce the weighted ranking 
(refer equation (1)) of all the features as a heuristic to the BBO. The process of  
mutation iterates over all the habitats and based on their mutation probability, may be 
performed on a habitat. We set the mutation rate to 0.5 in order to allow sufficient 
exploration of the unvisited portions of the feature space with a good chance. BBO 
thus combines the weighted filter ranking (described in equation (1)) with the wrapper 
approach (i.e. BBO-SVM/RF), at this stage during mutation. A descriptor is thus se-
lected with a probability proportional to the weighted ranking and is then used to 
replace an already existing SIV in the selected habitat.  

Finally, elitism is implemented by carrying forward a certain number of best habi-
tats of each iteration in the following stages. This way, BBO ensures that the best 
habitats are not corrupted in subsequent generations. This process is repeated across 
several generations until the best solution’s HSI in the population starts giving consis-
tent results. 

3.3 Support Vector Machines 

Based on statistical learning theory, Vapnik (1995) developed the class of algorithms 
currently known as Support Vector Machines (SVM) [20-21]. SVM makes use of a 
hyper-plane to divide a set of binary-labeled data, maximizing the margin between the 
nearest data points of each label, in the process. In case of linearly non-separable data, 
SVM transforms the input points into a higher dimensional feature space and then 
finds a suitable linear hyper-plane for separating the data points for classification.  For 
implementation purposes, we have employed the libSVM software library [22]. 

3.4 Random Forests 

Random Forests [23] comprise of a collection of randomly constructed decision trees. 
Random attributes are used for node splitting while growing a decision tree. The clas-
sification tree is constructed using an ‘in bag’ data (bootstrap set built using random 
sampling by replacement) by the CART algorithm. The overall accuracy of the Ran-
dom Forest is assessed by the out-of-bag data (OOB-samples not selected for in-bag 
set). Thus, a statistical aggregation of the voted class label, which is not equal to the 
original class of a sample and averaged over all the cases in the training data, is called 
as the OOB error rate, which gives an estimate of the RF error rate. We have used the 
Weka Software suite for RF-specific implementation purposes [19]. 
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4 Results and Discussion 

Extensive simulations were carried out to maximize algorithmic performance by tun-
ing the relevant algorithm parameters which include the weight parameters for each 
filter being used (IG, CS, CFS).An initial population of 100 has been considered to 
account for more variability in the migration process and for reaching an optimal 
result in lesser number of generations thereby minimizing the computational time 
too. Table 1 shows the values of various parameters used as part of BBO, SVM  
and RF. 

Table 1. Algorithm Parameters 

Algorithm Parameters Values 
cost(SVM), gamma(SVM),kernel 50, 0.02, radial basis function(rbf) 

wig, wcs, wcfs 0.3, 0.3 , 0.4 
trees(RF) , mtry(RF) 100, √features 

Population, Generations, Elitism(BBO) 100,50,5 

 
In Table 2, we list the 10 – fold cross validation accuracies obtained for the se-

lected gene subsets using BBO. The BBO-SVM and BBO-RF algorithms reported the 
most optimal results for a subset size of 10 and 9 respectively when compared against 
the filter methods for the same feature subset sizes. The selected subsets were later 
used to build a model using 70% of the data (treated as a training set) and the subse-
quent training model was used to predict the rest 30% data(test set) for all the me-
thods used. A test sensitivity comparison of BBO-SVM/RF against Infogain-SVM/RF 
is as shown in Table 3.       

Table 2. 10-fold Cross Validation Classification Accuracies 

SVM RF Infogain-
RF 

Infogain-
SVM 

BBO-SVM BBO-RF 

87.56% 92.4% 89.3% 89.7% 95.5% 97.7% 

Table 3. Comparison of Infogain and BBO-SVM/RF sensitivities 

Infogain-RF Infogain-SVM BBO-SVM BBO-RF 
0.92 0.92 1.0 0.96 

So far, our results indicate that the weighted filter based BBO in combination with 
SVM and RF has performed well as a feature selection algorithm and improves upon, 
the results provided by filter based methods.              

5 Conclusions 

For this study, we employed a hybrid filter-wrapper approach employing weighted 
heuristics with BBO-SVM and BBO-RF algorithms for simultaneous feature selection 
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and subsequent model construction. The inclusion of weighted heuristics also pro-
vided more options for an effective search space exploration that seems to have 
helped in improvement of the overall population across generations. The BBO is also 
simple to implement and flexible based on the various possible alternatives in a prob-
lem domain and its related constraints. A significant speedup may also be achieved by 
parallel implementations where accuracies of individual solutions may be computed 
in parallel. 
 
Acknowledgements. VKJ gratefully acknowledges the Council of Scientific and 
Industrial Research (CSIR) and Department of Science and Technology (DST),  
New Delhi, India for financial support. 
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Abstract. This paper explores a new dimension of pattern recognition to detect 
crop diseases based on Gabor Wavelet Transform. The first proposed plant 
biometric system consist three modules: (1) spot detection using histogram 
based segmentation, (2) feature extraction using GWT and (3) feature matching 
with advance machine learning algorithm, SVM. The experimental results on 
different disease dataset shows that the GWT is effective and robust algorithm 
for plant disease detection. The accuracy is around 89% in all circumstances. 
The developed system is very helpful in biology and botanical studies and also 
used to guide and make aware the Indian farmers about the crop diseases and 
their natural and chemical controls to improve the production rate. 

Keywords: Fourier Transform, Gabor Wavelet Transform, SVM, PCA, Plant 
Biometric System. 

1 Introduction 

Image processing and computer vision one of the future technologies and is becoming 
a ubiquitous part of human life today in all the fields with advance mobile devices. 
No fields are untouched by computer vision and one of the main focused area is 
agriculture. India being an agriculture country and maximum population depends on; 
require technological improvements to increase the production rate. Computer vision 
is playing a major role in this. Image processing algorithms such as edge detection, 
generalized Hough transform [1]; Marr-Hildreth algorithm [2]; scale-invariant 
transform [3]; and others are used for identification of plant leaves. In [4, 5] authors 
have used shape based plant leaf recognition to identify the plant species. Soille [6] 
used leaf vein information to identify plant species using mathematical morphological 
filters on digital images of plant leaves.  

A relative sub-image based feature extraction was proposed by authors in [7] 
resulting an accuracy of 95% and in [8] Prasad el at., used Curvelet transform for  
the same purpose resulting a minor improvement of 95.36% but increases the 
computation and cost complexity. The advantage of using Curvelet is that it is  
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multi-resolution and is multi-directional because of which over come all the 
shortcomings of other already proposed methods.  

An automated plant biometric system is proposed in this paper to detect crop 
diseases from the day first it is attacked and to identify their proper name and 
chemical controls used for it. The plant leaves have patterns and are used by botanists 
to identify the species and disease it has. In similar manner, computer vision based 
pattern recognition is used in this paper to identify the leaf diseases such as bacterial, 
virus, and fungi diseases without any expert’s presences. The plant biometric system 
is very much required for Indian farmers to know the status of crops day-to-day. And 
can be used for analytical studies by the botanical students performing their 
experiments. The system proposed uses simple Gabor Wavelet texture algorithm for 
disease identification. 

This paper is divided into five sections. In the second section the overall plant 
biometric system is proposed and described followed by feature extraction algorithm, 
Gabor Wavelet transform. In the fourth section, the experimental result is shown and 
in the last section conclusion and future work. 

2 Plant Biometric System 

Plant leaves are the first where disease symptoms are seen and thus are used by the 
proposed system to identify the visual patterns and predict the disease. A healthy 
plant leaves are usually green but changes their color to light yellow, brown, red or 
mottled surface due to disease attack. All they have an uncommon complex pattern 
behind creating a wall for researchers to develop a single system to automatically 
detect all those diseases. A block flow diagram of proposed plant biometric system is 
shown in fig 1 with three main modules: spot detection, feature extraction and feature 
matching. Note that the system proposed here is to detect only plant leaf diseases. 
 

 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Block flow diagram of Plant Biometric 
 

In the first module, the spots on the leaves are detected and segmented using color 
thresholding in RGB color model. To segment the diseased portion from a color leaf 
image histogram based thresholding method [9] is used.  A histogram in an image 
shows how many pixels are there with certain intensity value or pixel values in each 
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layer (R, G, and B) in case of color images as it is a 3 dimensional array. Using a 
threshold pixel value region of interest can be separated out from the image. Double 
thresholding is used in all the three layers in this paper (ρred1, ρred2, ρgreen1, ρgreen2, ρblue1 
and ρblue2).  The processing done in first module is shown in fig 2 and the formula 
used is as below: 

if Red <= ρred1 and Red >= ρred2 
then if Green <= ρgreen1 and Green >= ρgreen2 

then if Blue <= ρblue1 and Blue >= ρblue2 
then Image(x, y, Red/Green/Blue)=0 

The second method is feature extraction using Gabor Wavelet transform extract 
texture information from the segmented disease portion in plant leaf, discussed in 
details in the next section. Then for feature vector classification support vector 
machine (SVM) is used. 

 

                                

 

Fig. 2. Spot detection pre-processing 

3 Feature Extraction Using Gabor Wavelet Transform 

In signal analysis Fourier Transform was mainly used but since last two decades short 
time Fourier transform, STFT are used because it has time as well as frequency 
information of the signal simultaneously. The Gabor transform is like of STFT as it is 
a combination of Fourier transform kernel over a Gaussian function. The frequency 
resolution of a Gabor transform [10] is better than STFT as the Gaussian signal more 
concentrated than rectangular function in frequency domain. The Gabor transform is a 
2D filter given by equation (1). 
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                             (1) 

Wavelet based signal analysis is used to decompose a signal using an orthogonal basis 
functions as its energy is concentrated in time domain [11]. Gabor wavelet was 
introduced first by Dennis G. [10]. In image processing it is used because it covers 
both multiresolution and multidirectional properties and so is very much applicable 
for image analysis and its applications such as face and facial expression 
classification.  

Gabor wavelet transform (GWT) is a time-frequency tool for identifying the 
rapidly varying characteristics of different wave signals. The Gabor wavelet [12] is 
defined as: 

               (2) 

Here, in this equation (2) Ψ() is a Gabor wavelet function with (x, y) co-ordinates of 
each pixels in Cartesian system where x ranges from 0 to height ‘h’ and y ranges from 
0 to width ‘w’ of image and e is the function for oscillation having a Gauss window 
function defined by power of exponential in equation (2) specifying the localization 
of Gabor filter both in time and frequency domain. The main intention of using Gauss 
window function is to limit the range of oscillation function. k is the wave-vector of 
scale v and orientation u. if the values of (u, v) is changed then different Gabor filter is 
obtained. Similarly, a set of Gabor filter can be obtained with a constant σ = 2п. For 
experiment purpose five different scale values, v is used {0, 1, 2, 3, 4} and eight 
orientation, u is used {0, 1, 2, 3, 4, 5, 6, 7} resulting 40 morphology of Gabor filters as 
seen in the figure 3. 

Pattern recognition and computer vision are most important application of Gabor 
wavelet transform. An image is represented using Gabor Wavelet describing both 
spatial frequency structure and spatial relations. Image by Gabor wavelet transform is 
same as a human mind perceives. The 40 different images of leaf are shown in fig 4. 
The advantages of using GWT are: it is invariant to some degree with respect to 
translation, rotation and dilation. Secondly it saves neighborhood relationships 
between pixels in image and it is a robust method against illumination and noise. 
GWT is a fast and low computational cost method to represent an image. 

 

Fig. 3. 40 different morphology of Gabor filters applied on 2D images 
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(a) 

Orientation varies 

 

(b) 

Fig. 4. (a) Original segmented diseased leaf in gray. (b) Gabor wavelet representation of 
diseased leaf. 

The image of size n x m after applying GWT a feature vector, Ғvector is generated of 
length n x m x 40 coefficients or features. This is the only drawback of GWT creating 
high dimension feature space. This feature vector is used to train and test the system. 
The classifier used in this paper is support vector machine. 

4 Experimental Result 

In this paper an automated plant biometric system is designed to test and identify the 
disease type in the plant leaf. The leaf samples used train and test support vector 
machine is self prepared home dataset. Each image in the plant leaf biometric dataset 
is of size 100x100 and so the feature vector, Ғvector is of size 100x100x40, which 
comes out to be 400000 features. As the size of feature vector is too big and because 
of which SVM learning algorithm is used. For the experiment purpose Radial base 
function, RBT kernel SVM is used as it is the most popular kernel function defined as  

                                (4) 

RBF kernel basically adds bumps to the low dimension data to represent it in a high 
dimension for proper and correct classification of test samples.  

Spatial frequency varies 
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Before classification the dimension of the feature vector is reduced by applying a 
well known dimension reduction algorithm PCA. Principal component analysis 
reduces the dimension of new feature space and removes all unwanted and redundant 
features from the feature vector. PCA maps high dimension feature space to a same 
significant low dimension feature space. The redundancy in feature vector is common 
problem for Gabor wavelet transform. Then this new reduced feature vector, 
Ғvector_PCA is used for training and testing.  

The complete system is designed in Matlab 7.7 (2008b) tool with Window XP 
operating system having Core 2 DUO processor and 3GB RAM. Gabor wavelet 
transform is performed by using five scales and eight different orientations with σ = 
2п fixed. The performance is evaluated on home dataset containing 66 images (a very 
small dataset, R=(Rtrain, Rtest)) of six different leaf disease classes. The six leaf 
diseases are: Tikka a fungus disease in groundnut, Powdery Mildew, Downy Mildew 
in apple, graph, and mango plants, Late Blight and Early Blight in potato and tomato 
plants, and Rust in apple species. The threshold values for Powdery and Downy 
Mildew are different with other diseases as there diseased portion is bit similar to the 
leaf green because of which no histogram equalization technique is used as it reduces 
the algorithm accuracy.  

The testing method used in this paper is one-versus-rest. In this one test image is 
tested with all other images in the dataset and so also known as one-versus-all test. 
All the possible parameters are considered while testing the sample images. Out of 66 
images in dataset 48 are used for training and rest 18 are used for testing, 3 images 
from each disease class. Table 1, shows the accuracy result of testing. 

Table 1. Comparison and accuracy result 

Diseases Wavelet (db4) 

Same Class (out of 3) 

Gabor Wavelet 

Same Class (out of 3) 

Gabor Wavelet 

One-Versus-all (out of all) 

Tikka 3 3 0 

Powdery Mildew 2 2 1 

Downy Mildew 1 3 0 

Late Blight 2 3 0 

Early Blight 2 2 1 

Rust 3 3 0 

 
Table 1, shows that powdery mildew and downy mildew are diseases that are 

confused with other diseases. There are many other algorithms used for pattern 
recognition but Gabor wavelet perceives digital images as an individual human mind 
dose. Because of which it is very popular and used in this paper for natural plant leaf 
disease recognition and other natural images [13, 14, 15]. In Wavelet transform 
filtering and sub-samplings are involved and but lack orientation features. Ma and 
Manjunath (1995) worked on Wavelet and showed that the GWT is far better than 
Wavelet transform and has best accuracy rate, as in figure 5.  
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Fig. 5. Comparison of different pattern classification methods [16]. GWT: Gabor Wavelet 
transform; TOF: Tree-structure decomposition using orthogonal filter bank; OWT: Orthogonal 
Wavelet transform; TBF: Tree-structure decomposition using bi-orthogonal filter bank; BWT: 
Bi-orthogonal Wavelet transform. 

5 Conclusion and Future Work 

In this paper, a histogram thresholding technique is used to segment the diseased 
portion form plant leaf image and first time Gabor Wavelet is used to represent 
diseased plant leaf. The result shows that the implemented plant biometric system is a 
robust and is independent for plant leaf disease detection and identification. The 
accuracy rate is about 89% with homemade dataset which is better than other already 
existing methods. The GWT is 2D multiresolution and multidirectional feature 
extraction method used for gray level natural image. The system developed is also 
tested for incomplete diseased leaf images and results good.  

GWT is restricted to some natural images such as face recognition, biometric 
system and others [13]. The other important advantage is that it is very simple and 
implement with a great high accuracy but need to fix threshold values for some 
diseases. To overcome this, unsupervised segmentation algorithm [17] with GWT can 
work fine and should be considered for future work. In future the dataset can also be 
expanded to some other leaf disease samples and can be used to identify herbal plants.   
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Abstract. Retinal vasculature of the human circulatory system which can be 
visualized directly provides a number of systemic conditions and can be 
diagnosed by the detection of lesions. Changes in these structures are found to 
be correlated with pathological conditions and provide information on severity 
or state of various diseases. In this work, particle swarm optimization algorithm 
based multilevel thresholding is adopted for detecting the vasculature structures 
in retinal fundus images. Initially, adaptive histogram equalization is used for 
pre-processing of the original images. Tsallis multilevel thresholding is used for 
the segmentation of the blood vessels.  Further, similarity measures are used to 
quantify the similarity between the segmented result and the corresponding 
ground truth. The optimal multi-threshold selection using particle swarm 
optimization seems to provide better results. Similarity measures analysis using 
dendrogram and box plot provide validation of the segmentation procedure 
attempted. 

Keywords: Retinal vasculature, Particle swarm optimization, Tsallis multi-
threshold, Similarity measures.  

1 Introduction 

Human eye is the most sophisticated organ with perfectly interrelated subsystems and 
retina is the inner most layer of the eye. The retina contains anatomic structures such 
as the vasculature, optic disc and macula [1]. The optic nerve is the region where the 
blood vessels and nerve fibers pass through the sclera. It is sensitive to the changes 
associated with intraocular pressure associated with retinal diseases [2]. 

The structure of retinal vessels plays an important role in revealing the state of 
diseases. Diabetic retinopathy and glaucoma are the major causes of blindness. The 
symptoms of glaucoma include the increase in pressure within the eye. The increase 
in pressure damages the optic nerve that carries the vital information from the retina 
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to the brain. Diabetic retinopathy is a complication of diabetes mellitus. The tiny 
dilations of the blood vessels are the first unequivocal sign of diabetic retinopathy. 
Choroidal neovascular membrane involves the development of new and abnormal 
vessels below the retina [3]. 

Digital fundus images are used to assess the health condition of an eye. Colour 
fundus images provide anatomical information about the retina and are more suitable 
for automated analysis. The extraction of blood vessels from these images helps the 
ophthalmologists to diagnose eye diseases [4]. 

Segmentation is the process of partitioning an image to multiple segments. It is 
typically used to locate objects and boundaries. The features extracted from the 
segmented boundary can be used for the detection of abnormalities in the images [5]. 
Many segmentation methods such as graph search method, contourlet transform and 
morphological operations have been used for the segmentation of blood vessels [6-9].  

Segmentation methods based on optimal thresholding have been attempted 
recently. The Otsu method is combined with modified Artificial Bee Colony (ABC) 
and Particle Swarm Optimization (PSO) algorithm for segmenting computed 
tomography lung images [10]. The Otsu thresholding and Ant Colony Optimization 
(ACO) method has been used to identify optic disc and to analyze the macula [11].  

Recent developments of statistical mechanics on non-extensive entropy, called 
Tsallis entropy, intensified interest of investigating a possible extension of Shannon’s 
entropy to Information Theory. The Tsallis entropy is a new proposal in order to 
generalize the Boltzmann/Gibb’s traditional entropy to non-extensive physical 
systems.  A multi-level Tsallis thresholding method with ABC optimization has also 
been used in improving image segmentation [12]. Maximum Kapur’s and Otsu’s 
entropy based multi-level thresholding using modified bacterial foraging algorithm 
have been applied to general images and results obtained have been compared with 
bacterial foraging algorithm, PSO and genetic algorithm [13]. Particle swarm 
adaptation operates on a population of search points that probe the search space 
simultaneously. It is highly effective and adaptable to diverse application, with 
potential for hybridization and integration into a range of intelligent systems. It is an 
optimization paradigm which models the exploration of a problem space by a 
population of individuals. Zhang Xue-Feng has proposed a method for segmentation 
of images based on PSO and rough entropy standards [14]. Yin proposed particle 
swarm algorithm based multilevel minimum cross entropy procedure for 
segmentation [15].  

In this work, Tsallis multi thresholding combined with PSO is applied to segment 
the retinal blood vessels and the segmented result efficacy is validated using different 
similarity measures obtained by comparing with their corresponding ground truth.  

2 Methodology 

In this study, digital retinal images (N = 40) are obtained from public database and 
nearby hospitals. Images of similar sizes are considered for analysis. The retinal 
images are pre-processed using adaptive histogram equalization technique and further 
subjected to Tsallis multi thresholding technique with PSO based optimization.  
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PSO is a population based heuristic method discovered through simulation of 
social models of bird flocking, fish schooling and swarming. Let X and V denote the 
particle’s position and its corresponding velocity in search space respectively. At 

iteration K, each particle ‘i' has its position defined by [ ]N,i2,i1,i
k
i X,...X,XX =  and 

each velocity is defined as  [ ]N,i2,i1,i
k

i V,...V,VV =  in search space N. Velocity and 

position of each particle in the next iteration can be calculated as: 
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The inertia of weight W is an important factor for the PSO’s convergence. It is used to 
control the impact of previous history of velocities on the current velocity. A large 
inertia weight factor facilitates global exploration (i.e., searching of new area) while 
small weight factor facilitates local exploration. Here larger weight factor are chosen 
for initial iterations and gradually reduce weight factor in successive iterations. 
Acceleration constant C1 called cognitive parameter pulls each particle towards local 
best position where as constant C2 called social parameter pulls the particle towards 
global best position. The process is repeated until stopping criterion is reached. This 
paper presents an approach to the multilevel image thresholding problems using the 
PSO algorithm [13]. 

In Tsallis multilevel thresholding, L represents gray levels in a given image and 
these gray levels are in the range {0, 1, 2…,(L-1)}. The probability of the pixel is 
defined as Pi = h(i)/N, (0 ≤ i ≤ (L-1)) , where h(i) denotes number of pixels for the 
corresponding gray-level L and N denotes total number of pixels in the image which 

is equal to .)i(h
1L
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−

=   

Tsallis entropy criterion method [16] for multilevel thresholding  

is described as follows: 
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Further, in this work, eleven similarity measures are used to quantify the similarity 
between segmentation results and the ground truth. Hierarchical clustering is 
conducted to estimate the similarity among the measures collected. A hierarchical 
cluster tree is created using ward inner squared distance or min variance algorithm 
[17]. Segmentation under test is the segmentation that has an unknown evaluation and 
reference segmentation is the segmentation with a known evaluation.  
 

Table 1. Binary similarity measure 

 
Table 1 shows the various similarity measures, used for the validation of the 

segmentation methods in this paper. Simple matching similarity measure is the ratio 
of the number of matches to the total number of characteristics. Jaccard similarity 
measure is also known as the similarity ratio. Hamann similarity measure gives the 
probability that a characteristic has the same state in both items (present in both or 
absent from both) minus the probability that a characteristic has different states in the 
two items (present in one and absent from the other). All the similarity measures have 
the range of 0 to 1 except Hamann, which has the range of -1 to +1 [18, 19].   

Let X i,j be  the ground truth and Y i,j be  the segmentation under test then, a = 
number of times Xi,j=1 and Yi,j =1, b = number of times Xi,j=0 and Yi,j =1, c = number 
of times Xi,j=1 and Yi,j =0 , d = number of times Xi,j=0 and Yi,j =0. 
 

Sl. No Similarity measure Formula 
1 Simple matching a d

a b c d

+
+ + +

 

2 Rogers and Tanimoto 
2( )

a d

a d b c

+
+ + +

 

3 Hamann measure ( ) ( )a d b c

a b c d

+ − +
+ + +

 

4 Sokal and Sneath-II 2 ( )

2 ( )

a d

a d b c

+
+ + +

 

5 Jaccard measure a

a b c+ +

6 Anderberg measure 1 2
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t t
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−
+ + +

1 max( , ) max( , ) max( , ) max( , )t a b c d a c b d= + + +

2 max( , ) max( , )t a c b d a b c d= + + + + +

7 Czekanowsky 2

2

a
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8 Braun and Banquet 
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vessels. PSO based method provide better performance in extraction of vascular 
networks and in detection of smaller vessels. The numbers of disconnected vessel 
segments are also found to be less. Some lesions are also detected in addition to blood 
vessels in the abnormal retinal images. The high degree of visual quality in the images 
obtained can be attributed to the ability of the hybrid optimization based thresholding 
method to retain more features in the given images.   

The dendrogram shown in figure 3 gives three distinct clusters of similarity 
measures for detection of retinal blood vessels using PSO based optimal multi 
thresholding technique.  The cluster 1 includes the Rogers and Tanimoto, Anderberg 
measure, Hamann measure, Baroni-Urbani and Buser-II, Pearson and Heron. These 
similarity measures range from 0.80 to 0.87. The similarity measures bundled in 
cluster 2 has the range of 0.90 to 0.93 and the measures are simple matching, Jaccard 
measure, Baroni-Urbani and Buser-I. The similarity measures corresponding to 
cluster 3 are Sokal and Sneath-II, Czekanowsky measure, Braun and Banquet 
measure. These clustered similarity measures have almost the same range varying 
from 0.92 to 0.96. 
  

 
 

Fig. 3. Dendrogram of similarity measures obtained from PSO based Tsallis multilevel 
thresholding method for normal images 

 
Figure 4 represents the box plot of the various similarity measures obtained from 

comparing segmented vessels with their corresponding ground truth. The mean values 
of similarity measures belonging to first cluster which include Rogers and Tanimoto, 
Anderberg measure, Hamann measure, Baroni-Urbani and Buser-II, Pearson and 
Heron-II measures are 0.85, 0.84, 0.83, 0.84, and 0.84 respectively. 
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Fig. 4. Box plot representation of the different similarity measures 

 
The similarity values of simple matching, Jaccard, Baroni-Urbani and Buser-I 

measures in second cluster have mean values of 0.91, 0.92 and 0.92 respectively. 
Measures of third cluster include Sokal and Sneath-II, Czekanowsky and Braun & 
Banquet measures. Their mean values are 0.95, 0.95 and 0.93 respectively.  

4 Conclusion 

In this work, an attempt has been made to detect and analyze retinal vasculature using 
PSO based multilevel thresholding method. The pre-processed PSO based Tsallis 
multi thresholding results in better detection of vasculature both in normal and 
abnormal images. Similarity measures show better validation of the segmentation 
algorithm when compared to their ground truth. Based on the dendrogram analysis of 
the similarity measures, it was observed that the clustered similarity measures such as 
Sokal & Sneath-II, Czekanowsky and Braun & Banquet have high and almost same 
range (0.92 to 0.96) of similarity values. Futher, the box plot also shows high mean 
value (approximately 0.95) for the same cluster. In addition, the results obtained could 
be used to address disorders such as diabetic retinopathy and conditions such as leaky 
blood vessels. Since the similarity measures are more relevant to their ground truth, 
the method seems to be clinically relevant and could be used in differentiating normal 
and pathological subjects.  
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Abstract. Power system operation under stressed condition, can lead to voltage 
instability problem if subjected to additional load increase or contingency. 
Suitable amount of reactive power compensation at proper location in the 
system improves the loadability. This work aims at obtaining optimal size and 
location of compensation in the 39- bus New England system with the help of 
Bacteria Foraging and Genetic algorithms. To reduce the computational time 
the work first, identifies weak candidate buses in the system, and then picks 
only few of them to take part in the optimization. The objective function is 
based on a recently proposed voltage stability index which takes into account 
the local equivalent network, which is a simpler and faster approach than the 
conventional CPF algorithm. BFA has been found to give better results 
compared to GA.  

Keywords:  Voltage stability, Bacteria Foraging Algorithm Genetic Algorithm. 

1 Introduction 

In power system voltage instability problem [1] is caused by the stressed load 
condition and contingencies in the form of outage of lines, generators etc. Research in 
this area has tried to determine effective voltage stability indices so that a voltage 
collapse scenario may be well predicted either in off-line or on-line manners. Various 
works have established different kinds of such indices which can foretell either steady 
or dynamic state voltage stability conditions[2-4] when  the system is subjected to rise 
of load or face contingencies. To improve upon the solvability issues of system 
particularly near the Saddle Node Bifurcation( SNB) point of the system research 
community have resorted to more stable Continuation Power Flow (CPF) 
algorithm[5] and their variants. However, to do away with the demerits of 
computational difficulty of CPF, which restricts its use for an online evaluation, 
several works have focussed on detection of voltage instability with the help of local 
bus voltage phasor [6] or line based indices. Recently, a new voltage stability index 
termed as Equivalent Node Voltage Collapse Index(ENVCI) [7], has been proposed, 
which has the advantage of representing the effect of rest of the system outside local 
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network into it. The simplicity and speed of computation of this index, has 
encouraged this work to consider it in formulating the problem.  Moreover, recent 
advances in reactive power compensation devices and technologies have helped 
systems to improve upon voltage stability margins by suitably sizing and placing 
VAR compensating devices [8].  The key issue of suitable size and location has been 
determined by several research works after formulating the problem as an 
optimization problem. In this regard, conventional algorithms like Sequential 
Quadratic Programming(SQP), Linear Programming (LP) and Interior point based 
methods [9-11]and intelligent search algorithms like Genetic Algorithm(GA), Particle 
Swarm Optimization (PSO)[12,13], have been applied to solve the problem based on 
their merits over others. Recently a new intelligent technique based method, known as 
Bactria Foraging Algorithm (BFA), which duplicates the principles of foraging 
behaviour of e-coli bacteria present in human intestine, has drawn attention of 
research community with its wide applicability in power systems problems [14-15]. 
BFA has shown unique features of handling functions which are highly nonlinear and 
epistatic. This work aims at optimizing the suitable location and capacity of  VAR 
Compensation (VC) in the IEEE 39-Bus New England power system so as to 
maximize the system  loadability when operating under a stressed conditions. The 
paper is organized in the following sections. In Section 2, the basic concepts of the 
ENVCI is introduced and section 3 informs about BFA and its algorithm steps. 
Similarly, in section 4 the basic approach in the problem formulation is discussed, 
where as Section 5 highlights about the Test system. In the same section, some 
preliminary work is carried out to determine the weak buses in the system. Section 6 
probes into the optimization problem and methodologies adopted for simulations 
Section 7 concludes the findings of the work. 

2 Equivalent Node Voltage Collapse Index (ENVCI) 

Traditionally, the point of voltage instability has been predicted with the help number 
of methods as discussed above. In this work, a node based index proposed recently[7], 
known as Equivalent Node Voltage Collapse Index (ENVCI) has been utilized to 
predict the instability point and thus find the static margin of loadability in any 
system. As highlighted in the paper, the ENVCI has some obvious advantages over 
other methods which can be summarized as below. 

 
I. By modelling an equivalent local network, it takes into account the effect of 

entire system, including the part of the system which is outside the local network. 
Therefore it should provide a more accurate approximation of system loadability 
in the event of load increase or contingency. 

II. As this method avoids the use of continuation method for the purpose of voltage 
stability margin determination, so it can quickly take decisions regarding suitable 
compensation required in the system taking the data provided by Phasor 
Measuring Units (PMUs).     
 



390 S. Behera and M. Tripathy 

In this model, initially an Equivalent Local Network Model(ELNM) for any node N is 
evaluated, which consists of two parts. The first part contains the total of real and 
reactive powers leaving the node N and the second part consists of all the powers 
entering N through different lines connected to it. The effects of all the charging 
currents feeding N through numbers of line and their impedances are included to form 
an equivalent impedance Zeq  and the connecting lines sending end voltages are 
considered to find an equivalent Veq  of ELNM. A dummy voltage source Ek with 
impedance Zkm  is added to the ELNM to include the effect of the system outside the 
local network and thus form  a single line equivalent model of the entire system. The 
reader is advised to follow [7] for detail modeling and derivation  required to evaluate  
Ek and Zkm  . Finally, the ENVCI values of different Buses can be determined by using 
the following equation 
 = 2( ) (   )   (1) 
 

Where, =  and  =  nV


is the node N voltage. kE


 is the 

voltage of the external system. The effect of the inclusion of external circuit can result 
better control actions to be taken . 

3 Bacteria Foraging Algorithm: An Overview 

Bacteria Foraging Optimization Algorithm (BFOA), recently proposed by Passino 
[15], is a unique parallel search algorithm based on the foraging attributes of a type of 
bacterial species present in human  intestine, known as E.coli. The foraging process of 
each of these bacterium is defined by four processes known as Chemotaxis, 
Swarming, Reproduction and Elimination & Dispersal.  

The details of the algorithm steps of the original version as proposed by 
Passino[15] and the modified version[14] are explained in the respective works. 

4 Optimisation Problem Formulation 

The objective of this work is to maximize the system loadability limit at key 
identified weak load buses, with the help of suitably locating and sizing reactive 
power compensation in the system. The system loadability limit known as the steady  
state Voltage Stability Limit (VSL) of the system. To evaluate the steady state VSL of 
the system with a particular pattern of load increase, the load at the ith load bus is 
increased in steps (with equivalent increase in generation as well) till the unstable 
point is reached.  This is illustrated in (2). 
 
                                                    =  (1 )              

                                       =  (1 ) 
                                   =  (1 )                   (2) 
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Where, λ is known as the Load Parameter, used to increase the real and reactive 
powers from their respective nominal values. The system VSL in this work is 
evaluated with the help of ENVC Index as introduced in Section 2. With the increase 
in load ENVCI value reduces, reaching towards zero near the VSL. Hence the 
corresponding λ value is the VSL of the system. The problem is formulated as a static 
constrained non-linear optimization problem, as illustrated below  
 

           Minimize       ( , , )      (3)   
          Subject to          ( , , ) = 0     (4)         
                                 ( , , ) 0           (5)             

 

Equations (4) and (5) respectively denote the set of equality and inequality 
constraints. Where x is set of all the node voltages and their respective angles and u 
the control variables are the location and amount of reactive power compensation in 
the  system. Moreover, in power system problem, equation (4) defines the real and 
reactive power balance equations at all the system  nodes, whereas (5) denotes the 
optimum  limits of magnitudes of bus voltages, line and transformer power flows . To 
account for the inclusion of all these constraints the objective function F(x,u) is 
designed as in (6) below. 
 

 = 1/   ,                  (6) 
 

Where, λmax =  is a set of maximum values of load parameters (λmax) each for i 
numbers of critical load bus power increase scenarios.      =      Average values of Real Power Loss in the system for all i numbers 
of critical load bus power increase scenarios 

 = 10 ( ( 0.9) 1) 10 ( (  1.1) 1)  (7) 
   = 10 ( ( 10) 1)                                                 (8) = 10 ( ( 10) 1)                                                           (9) 

 

Similarly,  pf1,  pf2  and  pf3 respectively denote the average values of penalty factors 
related to minimum and maximum voltages , transformer capacity and line capacity 
limits respectively. The first and second parts of the objective functions formulated  in 
(6) take into account the voltage stability limit maximization and real power loss 
minimization. Each  part  of the objective function is suitably scaled. The penalty 
factors pf1,  pf2 ,  pf3  for most of the cases return zero output, unless violation of limits. 

5 Test System and Its Weakness 

In this paper the studies are carried out on 10-machine, 39-bus New England power 
system[14].  The system has 46 numbers of lines. The 1st generator (G1) is an 
equivalent representation of the U.S.-Canadian interconnection system.. In order to 
gain an insight into possible weak zones present in the system, some indices were 
evaluated, so that their values could throw some light on the choice of suitable 
location and size of compensation required by the system in the event of load increase 
and contingencies.   
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A number of sensitivity based analysis are carried out to determine the vulnerable 
buses where the voltage instability problem may be initiated much earlier than others. 
For this purpose four different indices known as P-loss sensitivity index, Q-loss 
sensitivity index, L-index, and V-Q eigen value sensitivity index are enumerated 
separately for all the buses present in the system. A weighted index (WASI) 
comprising the effects of all these indices is formulated, based on whose values a 
weakness bus ranking could be done. This approach helps to determine a worse case 
loading scenario in the system. The reader may please be referred for detailed 
mathematical equations for P-Loss, Q-Loss, L-index, and V-Q sensitivity indices in 
literatures  [1,16].  The Weighted Average Sensitivity Index is defined as 

  
WASI = (  .  )/ .    (10) 

 
Where, w is weighing factor. Though any value may be chosen, in this work it is 
taken as 0.5. SI1 SI2 SI3…. SIn  are the indices. The detail enumeration and results for 
the considered test system are discussed in Section-6.  

6 Results and Discussions 

Initially, the weak buses in the test system are evaluated with the help of various 
sensitivity indices discussed  in section 5. The weighted average value of all such 
indices is then evaluated to determine the weak buses in the system. The weighted 
average sensitivity index (WASI) obtained for all the buses except PV buses under 
nominal condition of loading are then sorted out to decide as to which one of them are 
candidate buses those shall be loaded to simulate a stressed condition of power 
systems. Similarly, to take decision for the location of reactive power compensation 
among all the buses, 17 numbers of weak buses are chosen which may not be 
necessarily a load (PQ) bus.  For the purpose of optimization, loads in top five 
weakest buses in the system mentioned  in Table 2 are subjected to load increase till 
their respective ENVCI values reach the unstable mark of zero. Load increase 
scenario in all these buses are simulated first by keeping the reactive power (Q) 
constant and then by keeping their nominal value Power Factor (PF) constant. To 

determine the maximum loadability of the system, the minimum value of  as 

defined in section 4 obtained by loading each of the five  weakest buses is  
maximized. A brief discussion for parameter selection and methodology adopted with 
both GA and BFA techniques is summarized in section 6. 

 
Table 2. Weak Bus Ranking 

 
INDEX VALUE(SIavg) 0.0136 0.0187 0.0448 0.0503 0.0562 

BUS NO . 20 8 29 27 28 
Rank 1 2 3 4 5 
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6.1 Optimization with GA 

Simple conventional GA is adopted for optimization. The crossover and mutation 
probabilities are assumed to be 0.85 and 0.05 respectively. The location and amount 
of  reactive power compensation at two locations are randomly initialized. All the top 
17 numbers of weak buses are considered as candidates for compensation and two out 
of them are randomly chosen with randomly generated compensation amount in the 
range of -40% to 40%. The optimized results are shown in Table 3. 

6.2 Optimization with BFA 

The same philosophy as discussed above, was again adopted with BFA. The control 
parameters for BFA are judiciously chosen. 4 numbers of bacteria evolve in the 
optimization process consisting of 4 chemotactic stages. The values of runlengthunit 
and elimination probability are considered as 0.06 and 0.25 respectively .Simulations 
were carried out with both the above algorithms. The convergence characteristics 
obtained with these algorithms for both constant Q (Case1) and constant power factor 
types (Case2) of load shown in Fig. 1 and Fig.4  respectively, depicts the supremacy 
of BFA over GA. 

 
 
 
Compensation 
Specifications 

Case1( Constant Q-Load) Case2(Constant pf-Load) 
GA BFA GA BFA 

1st  Location Bus No. 28 Bus No. 24 Bus No. 27 BusNo. 15 
1st Amount 43.35% 43.78% 33.55% 17.82% 
2nd Location Bus No. 20 Bus No. 15 Bus No. 18 BusNo. 27 
2nd  Amount 31.57% 08.68% 12.63% 40.05% 
Obj.FunctionValue 0.7106 0.5058 0.7273 0.7196 
Constraint 48.52 28.72 49.31 47.63 
QQ 2.1402 2.3162 2.3078 2.2428 

 
Though, the objective function values are obtained with both GA and BFA are 

almost similar to each other, but GA has fared quite badly in terms of limiting 
constraints violation. The optimization results are depicted in Table-3. The ENVCI 
values obtained at each step of load increase till the point of instability, are illustrated 
in Fig.3 and fig. 6 respectively for Case1 and Case2. Similarly, figures of all the bus 
voltages profiles  at the last stable loading point are depicted in Fig .2 and Fig.5 for 
both the cases. 

 
 
 
 

Table 3. Optimized Compensation Results with GA and BFA 
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Fig. 5. Bus Voltage Profiles at VSL in Case-2 
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Fig. 6. Voltage Stability Limits for Case-2 
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7 Conclusion 

In this work two effective locations and sizes of reactive power compensation was 
evaluated to improve the steady state VSL of 39-Bus New England system. To 
determine the VSL an equivalent network based  system  model is represented  and it 
can be utilized for online implementation. The problem was formulated as a non 
linear optimization problem with a suitably designed objective function, which takes 
into account real power loss minimization in the system as well. The objective 
function is  optimized by using GA and BFA. Results show the supremacy of BFA 
over GA not only in reducing the cost function but also in handling the desired 
constraints. To reduce the number of control variables, initially weak buses in the 
system are identified which helps in reducing the computational time.  
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Abstract. This paper presents an efficient approach to determine the size of the 
capacitor bank and its placement in a radial distribution system. The objective 
of the above optimization is to place a proper size of the capacitor bank at a 
particular bus so as to reduce the power loss in the distribution system. 
Although the prime objective of the work in reduction of loss, during 
optimization other operational constraints of the system like, voltage limits at 
the distribution buses and the current limit of the lines have been considered.  
Teaching Learning Based Optimization (TLBO) algorithm is adopted in this 
work to find the optimal size of capacitors and its location in an existing radial 
distribution system. The proposed method is applied to 10 and 85-bus radial 
distribution systems and the obtained results are compared with other existing 
methods.  

1 Introduction 

Power loss in a distribution system is a major concern for the utilities. Along with the 
power loss, it is also equally important to maintain a consistent voltage profile in the 
distribution system within the prescribed voltage limit. Shunt capacitors are installed 
in the distribution system to serve various purposes, like power factor improvement, 
voltage profile improvement and to reduce the power loss. Hence in an existing 
system, this is a prime concern to find a proper site for the installation of the capacitor 
bank to achieve overall reduction in power loss and improvement of the voltage 
profile. Similarly, determining the optimal size of the capacitor bank is also a 
concern. Therefore, finding the optimal size of the capacitor bank amongst the 
available sizes and its placement at a specified bus or may be at different buses 
depends on the load scenario and load distribution along the whole radial distribution 
network. 

The optimal capacitor sizing and placement becomes a combinatorial optimization 
problem. Many different optimization techniques have been applied successfully to 
solve this problem.  Optimization techniques like nonlinear programming [1], 
dynamic programming [2], mixed integer programming [3] have been applied to solve 
this problem. Modern, evolutionary computing techniques have also been tried to 
solve the problem over the few years. Genetic Algorithm (GA) [4,5], Particle Swarm 
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Optimization (PSO) [6], Differential Evolution (DE)  [7], Ant colony optimization 
[8], Plant Growth Simulation Algorithm (PGSA) [9] have been applied to solve the 
capacitor sizing and placement problem. In this work we have adopted the recent 
developed Teaching Learning Based Optimization (TLBO) algorithm to solve the 
capacitor placement problem. 

2 Capacitor Placement Problem Formulation 

The objective of the capacitor placement problem is to minimize the annual cost of 
the distribution system. Since the capacitor placement causes a reduction in power 
losses, this leads to a gain to the distribution company. On the other hand the 
placement of the capacitor banks of appropriate size as available in different discrete 
sizes are having different cost. So the distribution company has to bear the installation 
cost of the capacitors and in return the benefit comes from the power loss reduction. 
The objective function is formulated to minimize the cost over a period of one year. 
As the power loss depends on the load pattern, we have assumed different load 
patterns for one year horizon. To make the problem formulation simpler three load 
patterns for different durations in a year has been assumed. The light load condition 
for 1000 hours, medium load for 6760 hours and heavy load for 1000 hours is 
assumed for the analysis purpose in a year [10]. We have considered only the fixed 
cost and the capacitor bank installation cost into account, neglecting the operation and 
maintenance cost and depreciation cost. Whereas these costs can be considered to 
make the problem more realistic and presently under investigation. The radial 
distribution system is considered to be balanced. 


=

++=
cN

j
FC

j
ICFCLoss QKCP

1j
PK  Cost Min                       (1) 

The minimization of the total cost consists of two components. KP is a proportionality 
factor, which represents the equivalent annual cost per unit of power loss expressed in 
$/kWh.  PLoss is calculated for the radial distribution system for a period of one year 
through three different time varying load conditions. CFC is the fixed cost for the 

capacitor placement. j
ICK is the annual capacitor installation cost for the jth capacitor 

bank and j
FCQ is the jth capacitor bank rating. Nc is the number of capacitor banks. It 

is assumed that a capacitor bank is installed at one bus. hence Nc is the number of 
candidate buses in the radial distribution system, where the capacitor bank is to be 
installed. 

The above optimization is carried out subjected to the following operational 
constraints of the distribution system. 

The bus voltage magnitude should be maintained between the limits Vmin and Vmax 

bNVViV   i  ;   |  | maxmin ∈∀≤≤     (2)  

Nb is the number of bus in the system. 
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The current limit of branches  

bN  j, i  ; I  |I | max
ij ij ∈∀≤           (3) 

ijI is the current flow in the branch between bus i and bus j.    

The total power loss in the radial distribution system is the summation of power 
losses in all the branches. The power loss in any branch  'k', between two buses 'i' and 
'j' is given by 

kkk RIP
2=

 

where, Ik is the current in branch 'k' and Rk is the resistance of branch 'k'. 
The total power loss in the system is given as  

PL =                                                        (4) 

where, 'nl'  is the total  number of lines in the radial network 

3 Teaching Learning Based Optimization  

The Teaching Learning Based Optimization algorithm mimics the behavior and 
performance of the student as well as teacher in a class. It is primarily based on the 
influence of a teacher (leader) in a class having a group of learners (students). The 
performance of the learners is completely influenced by the performance and quality 
of the teacher [11]. Like other nature-inspired algorithms, TLBO is also a population 
based method that uses a population of  learners in a class.  Each learner is considered 
as a probable solution of the problem. The teacher among the group of learners, is 
considered as the best individual among the population of learners. Hence this mimics 
the global best in PSO, and can be considered as the best solution obtained so far.  
The complete  process of TLBO can be  divided into two parts. The first part consists 
of the ‘Teacher Phase’ and the second part consists of the ‘Learner Phase’. The 
‘Teacher Phase’ means learning from the teacher and the ‘Learner Phase’ means 
learning through the interaction between learners [11]. 

3.1 Teacher Phase 

The initial phase of the algorithm is to create a class or a group of learners in a class 
opting for various different subjects.  So at the starting of the algorithm, a matrix of N 
rows and D columns is randomly generated in the search space. N represents the 
population size or the “class size” and D represents the number of “subjects or 
courses offered” in the class, which is analogous to the dimensionality of the problem 
considered. Each learner at kth generation cycle is represented by  
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where i = 1........N and  j = 1.......D  and  each dimension of the learner is presented by 
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where rand(i,j) represents a uniformly distributed random variable within the range 
(0,1). 

In a group of learner, the best learner is considered  as a teacher having maximum 
learning level, which in turn evaluates the best for the objective function. The teacher 
tries to share its knowledge among the other learners, which in turn will increase the 
knowledge level of the whole class and help learners to improve their performance. 
So a teacher increases the mean fitness of the class according to his or her capability. 
The teacher puts its effort to increase the quality of the students. 

So, the mean vector containing the mean of the learners in the class for each 
subject is computed. The mean vector Mk at kth iteration is given as 
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A new set of learners is obtained by 
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where Teacherk is the vector with the maximum fitness value and F is a teaching 
factor which is randomly chosen as 1 or 2 for each iteration k. The better learners 
found in this phase replace the inferior ones in the population. 

3.2 Learner Phase 

Learners try to increase their knowledge, which  is analogous to the increase in their 
performance for the evaluation of  the objective function  by two different ways. This 
enhancement in the knowledge level is achieved either through input from the teacher 
or  through interaction between themselves. This step mimics the concept of particle 
swarm optimization as the learning through social interaction and self cognition. A 
learner interacts randomly with other learners  A learner learns something new if the 
other randomly selected learner has more knowledge than him or her. In this 
algorithm we have proposed a new learner stage based on the mutation strategy 
adopted in Differential evolution algorithm. A new set of learners are produced in this 
stage using differential random vectors and also the difference vector with respect to 
the best vector at that point. Learner modification can be expressed as  
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where F1 and F2 are constants which indicate the extent of contribution of the 
difference vectors to the learning process. The values α and β are random indices 
which are mutually exclusive and also different that the current index. The procedure 
of replacing the inferior solutions is repeated and the algorithm is continued till 
termination. 

4 Case Study: Results and Discussion 

In this section, the 85 bus radial distribution system has been considered for capacitor 
placement. The algorithm is implemented using MATLAB V7 on a PC Pentium IV, 
2-GHz computer with 2 GB RAM.  

The 85 bus radial distribution system with one supply point is a single feeder 
distribution system having no laterals and the system voltage is 11kV. Details of the 
feeder and the loads are adopted from [12]. The load data at different buses as 
reported in [9] and are assumed to be medium loading condition for the test case in 
our simulation. The second test case, consists of the same 85 bus system but with 
different loading conditions of various duration throughout a year. 80% of the loading 
is assumed as light loading and 120 % of the loading is assumed to be heavy loading 
condition for the simulation over one year for a time varying load pattern. For this test 
case , KP is assumed to have a value of  168 $/ kWhr . The available capacitor sizes 
are in the discrete steps of 150 kVAR and the range of capacitors available are from 
150 kVAR to 4050 kVAR.  The cost coefficient  KIC 

 for different capacitor bank size 
in multiple of 150kVAR, are reported in [9].  The fixed cost of the capacitor, CFC   is 
selected as 1000 $. Bus 1 is treated as the substation and the voltage at bus 1 is 
assumed as 1 p.u.. The voltage magnitude limit during the optimization is assumed to 
be in between 0.9 pu to 1.1 pu.  

As the test case, the load throughout the year is assumed to be constant and treated 
as base case load (medium loading). The algorithm is run for this case and the results 
are reported in Table 1. It is observed that the proposed TLBO provides better result 
as reported in ref [13]. However the  result by the proposed approach is more than that 
of reported result of [9] because of the discrete size of the capacitor bank and 
multiples of 150 kVAR. The percentage loss reduction is better than both the 
approaches as mentioned in ref [9] and [13].  

We have also carried out the simulation assuming the same load pattern for a year 
and tried to run the algorithm for different number of capacitor placement. It is 
observed that minimum loss is obtained for 4 capacitor placement, but it increases the 
annual cost. Whereas 3 capacitor placement yields lowest annual cost. The results are 
reported in Table 2. 

The third set of simulation is carried out for a time varying loading pattern as 
mentioned earlier. The results are reported in Table 3.  
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Table 1. Results for 85 bus radial distribution system, constant load throughout year, 
comparison 

Uncompensated Compensated 

  
PSO[13] 

Plant 
Growth [9] 

Proposed 
TLBO 

Total hourly Loss 
(kW) 

315.714 163.32 161.4 150.98 

Loss reduction(%) 48.27 48.88 52.18 
Capacitor Size 
With  Bus No 

 
 

 

– 

8       796 
58     453 
7       324 
27     901 

8   1200 
58   908 
7     200 

9   1200 
34     600 
68     450 

 
Total installed 

kVAr 
– 2473 2308 2005.7 

Annual 
cost($/year) 

53040 29051 28585 28816 

 

Table 2. Results for 85 bus radial distribution system, with constant load throughout year, for 
1-4 number(s) of capacitor placement 

 
Uncompe

nsated 
Compensated 

No of Cap.  1 cap. 2 cap. 3 cap. 4 cap. 
Total yearly 
loss (MW) 

2768.3 1581.8 1399.1 1322.6 1307.9 

Loss 
reduction(%)

 42.86 49.46 52.22 52.75 

Capacitor 
size with bus 

no 
-- 8      2400 

32        900 
60      1050 

9       1200 
34       600 
68       450

9        1200 
31        450 
48        300 
68        450 

Min Voltage 0.8713 0.9118 0.9164 0.92 0.9243 
Max Voltage 0.9957 0.9973 0.9971 0.9973 0.9974 
Annual Cost 

($/year) 
53091 31744 29237 28816 29620 
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Table 3. Results for 85 bus radial distribution system, with variable load for a year 

 Uncompensated Compensated 
  2 capacitor 3 capacitor 4 capacitor 

Total yearly loss (MW) 2809.2 1684.4 1520.5 1470.7 
Loss reduction (%)  40.04 45.87 47.65 

Capacitor size with bus 
no 

-- 
34      1500 
59      1050

29      1200 
53       450 
63       900 

32      900 
53        450 
60        750 
80        450 

Min Voltage (light load) 0.8999 0.9563 0.9604 0.9596 
Max Voltage (light load) 0.9966 0.9983 0.9983 0.9983 

Min Voltage (normal load) 0.8713 0.9343 0.9370 0.9372 
Max Voltage(normal load) 0.9957 0.9974 0.9974 0.9974 
Min Voltage (heavy load) 0.8409 0.9106 0.9120 0.9122 
Max Voltage(heavy load) 0.9947 0.9966 0.9966 0.9966 
Annual Cost ($/year) 53876 34845 32643 32805 

 
 

 
 

Fig. 1. Voltage profile comparison of uncompensated and 4 capacitor compensated 85 bus 
Radial Distribution System with constant load throughout the year 

5 Conclusion 

This paper presents a novel optimization algorithm with a modification to solve the 
capacitor sizing and placement problem in distribution networks. The random search 
procedure allows the TLBO to explore the whole search space enhancing the 
algorithm`s capability of reaching the optimal solution in a reasonable time. 
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Abstract. In this paper, a gene expression programming (GEP) based algorithm 
is implemented for power system transient security classification. The GEP al-
gorithms as evolutionary algorithms for pattern classification have recently re-
ceived attention for classification problems because they can perform global 
searches.  The proposed methodology applies the GEP for the first time in tran-
sient security assessment and classification problems of power systems. The 
proposed algorithm is examined using different IEEE standard test systems.  
Power system three phase short circuit contingency has been used to test the 
proposed algorithm. The algorithm checks the static security status of the power 
system then classifies the transient security of the power system as secure or not 
secure. Performance of the algorithm is compared with other neural network 
based classification algorithms to show its superiority for transient security 
classification. 

1 Introduction 

The growth of large interconnected power systems demands a high degree of security 
during normal and abnormal operation. Power systems design and operation must 
ensure that all operating variables are controlled and fall within acceptable ranges at 
all operating conditions. Power system security main goal is to ensure proper system 
operation within acceptable limits. Conversely, failure of power system to operate 
securely can lead to outages which may have wide ranging consequences on power 
system, users and equipment including power interruption to customers, damage of 
equipment, huge financial losses, or even loss of life. Technical and economic out-
comes can be maintained by ensuring power system security [1, 2]. 

With the recent advent of the deregulated electricity market, modern utilities have 
been forced to operate power systems closer to their security boundaries. This trend 
has encouraged the need for fast and accurate assessment of power system security 
[3]. Constraints are imposed on power system equipment, for instance each generator 
has limited active and reactive power capacity, each line or transformer has limits on 
the flow through it. Constraints are also imposed on power system, bus voltage mag-
nitude levels have to be within acceptable limits, bus voltages angles have limits 
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across the buses for stability. The power system is considered to be in the normal 
operating state when all the above constraints are satisfied and fulfilled. It is the main 
role and purpose of power system security to maintain system operation in the normal 
state [4].     

Power system security assessment is classified into transient security, dynamic se-
curity and static security [5-7].  

In order to assess system static and transient security, conventional analytical me-
thods have been applied. They demand a huge amount of computation in order to solve 
the power system equations, simulate each contingency. In order to overcome their 
huge computational requirements, applications based on other types of techniques have 
evolved. Application of artificial intelligence based algorithms like decision trees, 
pattern recognition, fuzzy logic, artificial neural networks and expert systems have 
been explored for static and transient security assessment problems [8, 9].   

The authors in reference [10] presented a probabilistic neural network (PNN) based 
classifier to judge the static security of the power system. The proposed classifier 
classifies the security of the power system based on the voltage profile of each bus in 
reference to changes in the generation and load profile in the system. The probabilis-
tic neural network is used and compared with the radial basis function neural network 
(RBFNN) and the backpropagation neural network (BPNN) with superior results. The 
proposed methodology has been examined using three IEEE standard test systems, 
where the input to the neural network is the voltage profile at each bus, the output of 
the PNN classifies the security of the power system into three classes, normal, alert 
and emergency. 

Power system transient stability classification has been investigated using support 
vector machine in [11], the transient security evaluation problem is presented as a two 
class pattern recognition problem. In [12], transient stability assessment of a large 
actual 87-bus system and the IEEE 39-bus system using the probabilistic neural net-
work (PNN) with enhanced feature selection and extraction methods is presented. The 
investigated power systems are divided into smaller areas depending on the coherency 
of the areas when subjected to disturbances. An enhanced feature selection and ex-
traction methods are then incorporated to reduce the input features to the PNN used as 
a classifier to determine whether the power system is stable or not. It is concluded that 
the PNN with enhanced feature selection and extraction methods reduces the time 
taken to train the PNN without affecting the accuracy of the classification results. 

Reference [13] presents the application of different neural network models for 
classifying the power system states as secure/insecure. Pattern recognition approach is 
recognized as the classification tool. The neural network models adopted for classifi-
cation includes multilayer perceptron, learning vector quantization, probabilistic 
neural network and adaptive resonance theory mapping. The neural network models 
designed are tested on IEEE standard test systems. The performance of various neural 
network models are studied in training and testing phases and the results are com-
pared. A methodology to analyze transient stability for electric energy systems using 
artificial neural networks based on fuzzy ARTMAP architecture is presented in [14].  

Gene expression programming (GEP) presented in [15] is a new technique of  
evolutionary algorithm for data analysis. GEP uses fixed length, linear strings of 
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chromosomes to represent computer programs in the form of expression trees of dif-
ferent shapes and sizes, and implements a genetic algorithm to find the best program. 
GEP combines the advantages of both genetic algorithm (GA) and genetic program-
ming (GP), while overcoming some of their individual limitations. GEP has been used 
for solving classification problems of power systems since its evolution.  

In this paper, a novel GEP based classification algorithm is used for transient secu-
rity of power system; the GEP based algorithm checks the system static security then 
classifies the statically secured status for transient security. Results are compared to 
different neural network based classifiers. The output of each algorithm classifies the 
transient security of the power system under study into two classes secure or insecure. 
The designed models have been applied 30-bus and 57-bus IEEE standard test sys-
tems and the classification results are compared to show superiority of the proposed 
GEP approach. 

2 Gene Expression Programming (GEP) 

GEP belongs to the Evolutionary Algorithms (EA's) and uses populations of individu-
als (models or solutions), selects and reproduces them according to fitness, and intro-
duces genetic variation using one or more genetic operators thus creating the next 
generation of new models. By repeating this process for a certain number of genera-
tions, one is bound to get evolution, which in this case means better solutions to 
achieve the best solution. 

Of special interest to the GEP technique are the Genetic Algorithms (GAs) and 
Genetic Programming (GP), for they serve to illustrate some of the fundamental cha-
racteristics of the GEP technique and why GEP surpasses the old GP technique. 

First of all, both GAs and GP are simple replicator systems, with the latter consi-
derably more complex than the former. The GEP system is a full-fledged geno-
type/phenotype system with expression trees of different sizes and shapes encoded in 
linear chromosomes of fixed length.  

• The Architecture of GEP Programs 

There are two main players in GEP; the chromosomes and the expression trees (ETs). 
The structural organization of GEP genes is better understood in terms of open read-
ing frames (ORFs).  

Consider, for example, the algebraic expression:  

))(( dcba +−                   (1) 

It can also be represented as a diagram or an expression tree of Fig. (1): 
Where “Q” represents the square root function. 

This kind of diagram representation is what is called the phenotype in gene expres-
sion programming. And the genotype can be easily inferred from the phenotype as 
follows: 

abcdQ +−*

01234567                    (2) 
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Fig. 1. Tree presentation for equation 

The expression (2) is an ORF, starting at “Q” (position 0) and terminating at “d” (po-
sition 7). These ORFs were named K-expressions from Karva notation. By looking at 
the structure of GEP K-expressions, it is difficult or even impossible to see the advan-
tages of such a representation, except perhaps for its simplicity and elegance. Howev-
er, when K-expressions are analyzed in the context of a gene, the advantages of this 
representation become obvious. GEP chromosomes have fixed length, and they are 
composed of one or more genes of equal length. 

Thus, in GEP, what varies is not the length of genes which is constant, but the 
length of the K-expressions. In the former case, the termination point coincides with 
the end of the gene, and in the latter, the termination point is somewhere upstream of 
the end of the gene. The genes of GEP are composed of a head and a tail. The head 
contains symbols that represent both functions and terminals, whereas the tail con-
tains only terminals. For each problem, the length of the head h is chosen, whereas the 
length of the tail t is a function of h and the number of arguments n of the function 
with more arguments and is evaluated by the equation: 

1)1( +−= nht             (3) 

In GEP, chromosomes are usually composed of more than one gene of equal length. 
For each problem or run, the number of genes, as well as the length of the head, is 
chosen.  

3 Transient Security Assessment 

Transient security is the ability of a power system to operate consistently within the 
limits imposed by the stability phenomena. A set of most probable contingencies 
needs to be first specified for security evaluation. This set may include single line 
outage, generator outage, sudden increase in load, a three phase fault in the system. In 
this paper, the system operating condition is disturbed and the static security status is 
evaluated. Each operating condition declared as static secure is then tested for tran-
sient security status by applying three phase faults on all transmission lines, one at a 
time and monitoring the rotor oscillations using time domain simulation (TDS). Tran-
sient security assessment consists of determining whether the system oscillations, 
following the occurrence of a fault or a large disturbance from a contingency set, will 
cause loss of synchronism among the system generators. The goal of transient security 
assessment (TSA) is to solve equations describing the transient behavior of the system 
under a set of credible contingencies. The motion of the generators is governed by a 
set of non-linear differential equations called ‘Swing Equation’ given by: 
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Fig. 2. Flowchart of gene expression programming 
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where, Cij = Ei Ej Bij ; Dij = Ei Ej Gij ; Ei is the internal voltage of ith machine. The 
network parameters Gii, Cij, Dij have different numerical values, depending on the 
fault. If the fault is cleared at t = tc, then we have: 
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where, subscripts f and pf denote the faulted and post-fault state respectively [11]. 

4 Implementation of Classification Algorithms 

The GEP algorithm and different neural network models have been applied to judge 
the transient security state of different test systems previously judged for static securi-
ty by the same authors in [16]. The different classifier algorithms have been applied to 
the IEEE 30-bus and 57-bus test systems. Fig. (3) shows a flowchart for the applica-
tion of the different algorithms to the test systems. Each static secure case is subjected 
to transient security analysis by simulating a set of transient disturbances of three 
phase fault on all lines, one at a time. The faults are applied at 0 sec and cleared after 
15 cycles by opening the faulted line. The numerical integration technique adopted for 
solving system dynamic equations is the 4th order Runge Kutta method. 

 
Fig. 3. Flowchart for application of different classifiers models 

A. Classification Algorithm Architecture 
Classification Algorithm Input  
The system is first assessed for static security, for load variation contingencies,  
the input consists of the values of the voltage magnitude of the system buses. For 
single and double line outages contingencies, line status in service (binary "1") or line 
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outage/out of service (binary "0") is the input to the algorithm [16]. The statically 
secured cases are subjected to another classifier algorithm using the three phase fault 
contingency case on each system line to judge the system transient security. 

Classification Algorithm Output 
The output of the algorithm determines the transient security state of the system; 1 
(Transiently secure state) and 0 (Transiently insecure state).  

B. Data Generation 
B1. First Test Case (Load Variation Contingencies)  
The real time security assessment requires continuous monitoring of the input signals. 
Normalized voltage level of the buses in the system is fed to the classification algo-
rithm. The application of classification algorithm for classifying the patterns requires 
considerable amount of data for training and testing of the network. The training and 
testing data for the present work are generated by varying the active and reactive load 
at the buses. The active power generated at the generator bus is incremented with 
reference to changes in the active load. Three different data patterns are generated for 
training the algorithm by running the load flow as follows: 

• Increments of only active load at all the buses. 
• Increments of only reactive load at all the buses.                 
• Simultaneous increments of active and reactive load at all the buses. 

The statically secured cases are then subjected to another transient security classifier 
algorithm using the three phase fault contingency case on each system line to judge 
the system transient security. 

B2. Second Test Case (Line Outage Contingencies) 
The status of the lines in each power system line topology is fed to the classification 
algorithm as an input pattern for static security assessment.  A line outage/out of ser-
vice is input as "0" while a line in service is input as "1", this binary coding for the 
line status simplifies the input and accordingly enhances the classifier performance. 
Single and double line outage contingencies have been studied. The statically secured 
cases are then subjected to transient security assessment using three phase fault simu-
lation at each of the system transmission lines. 

C. Performance Evaluation of the Classifier  
Performance of the static security assessment is found in [16]. The performance of the 
different transient security classifiers are judged by evaluating measures similar to 
those of [13] after implementing required modifications to account for the problem 
under study.  

Mean Squared Error (MSE)  


=

−==
n

k
kkkk AODOEE

n
MSE

1

2 ||;)(
1                                            (9) 

Where n is equal to the number of samples in the data set, DOk is the desired output 
obtained from off-line simulations and AOk is the actual output obtained from the 
trained classifier.   
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Classification Accuracy (CA) 

 
setdatainsamplesofnumberTotal

correctlyclassifiedsamplesofNo
CA

.=                                          (10)  

Misclassification Rate (MC) 
 (i) Secure Misclassification (SMC)  

  
statesureofnumberTotal

asclassifiedsamplesofNo
SMC

sec

0.=                                     (11)   

(ii) Insecure Misclassification (IMC)  

statesureunofnumberTotal

asclassifiedsamplesofNo
IMC

sec

1.=                                    (12) 

5 Simulation Results 

First Test Case (Load Variation Contingencies) 
The classifiers for transient security assessment were trained using a group of loading 
patterns, then tested using group of loading patterns they have never seen. The BPNN 
gave best results with 23 hidden nodes and was trained using the standard gradient 
descent algorithm. Learning rate of BPNN was assumed to be 0.15 and momentum 
constant was taken as 0.96.  A spread constant of 1.23 was chosen for the RBFNN. A 
smoothing parameter of 0.67 was chosen for the PNN. GEP parameters (number of 
chromosomes 30, head size 8, mutation rate 0.048, inversion 0.13, one-point recom-
bination 0.36, two-point recombination 0.32). Table (1) shows the data generation for 
the transient security assessment. Operating scenarios have been chosen to cover a 
wide range of operating conditions in order to adequately present all possible configu-
rations. Time domain simulation results were fed to the different classifiers models 
after splitting the data randomly into training set and test set. Tables (2) and (3) show 
the classification results. It is shown that the GEP is very superior in classification 
better than other classifier models. The GEP and PNN classifier algorithms yield zero 
error or 100% accuracy for classifying the data patterns they have been previously 
trained to, other neural network models fail to achieve this property. Moreover, in 
terms of test set data the GEP provides the best results in terms of least error, best 
accuracy classification and least misclassification. 

Table 1. Data generation results 

Test Case 
IEEE 30 

Bus 

IEEE 57 

Bus 

Operating Scenarios 29440 66560 

Secure Cases 10080 28450 

Insecure Cases 19360 38110 
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Table 2. Classification results of transient security assessment for the IEEE 30-bus test system 

 TRAIN SET TEST SET 

Samples BPNN RBFNN PNN GEP BPNN RBFNN PNN GEP 

MSE% 01.55 01.23 0.00 0.00 02.31 02.21 01.41 01.03 

CA% 81.21 95.24 100.00 100.00 80.31 90.64 94.05 95.38 

SMC% 25.34 21.67 00.00 00.00 50.37 40.39 06.97 04.27 

IMC% 18.41 12.04 00.00 00.00 20.87 13.58 05.80 05.74 

Table 3. Classification results of transient security assessment for the IEEE 57-bus test system 

 TRAIN SET TEST SET 

Samples BPNN RBFNN PNN GEP BPNN RBFNN PNN GEP 

MSE% 01.75 01.98 0.00 0.00 03.25 02.55 01.64 01.32 

CA% 77.65 90.62 100.00 100.00 71.50 85.54 89.84 92.60 

SMC% 32.70 28.14 00.00 00.00 52.54 42.89 06.50 06.07 

IMC% 25.56 20.68 00.00 00.00 25.87 21.36 06.47 05.55 

Second Test Case (Line Outage Contingencies) 
The secure states of [16] were then checked for transient security. The BPNN gave 
best results with 21 hidden nodes and was trained using the standard gradient  
descent algorithm. Learning rate of BPNN was assumed to be 0.12 and momentum  
constant was taken as 0.95.  A spread constant of 1.13 was chosen for the RBFNN.  
A smoothing parameter of 0.60 was chosen for the PNN. GEP parameters (number of 
chromosomes 36, head size 10, mutation rate 0.051, inversion 0.14, one-point recom-
bination 0.34, two-point recombination 0.23). Table (4) shows the data generation. 
Tables (5) and (6) compare the classification results in terms of performance  
 
 

Table 4. Data generation results 

Test Case 
IEEE 30 

Bus 

IEEE 57 

Bus 

Operating Scenarios 10240 84320 

Secure Cases 3368 39587 

Insecure Cases 6872 44733 

Table 5. Classification results of transient security assessment for the IEEE 30-bus test system 

 TRAIN SET TEST SET 

Samples BPNN RBFNN PNN GEP BPNN RBFNN PNN GEP 

MSE% 08.71 03.25 0.00 0.00 08.64 05.33 02.54 01.90 

CA% 78.31 84.70 100.00 100.00 75.21 80.87 90.25 91.36 

SMC% 26.56 11.24 00.00 00.00 29.28 17.31 09.20 08.46 

IMC% 16.24 08.39 00.00 00.00 20.97 09.14 08.38 07.15 
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Table 6. Classification results of transient security assessment for the IEEE 57-bus test system 

 TRAIN SET TEST SET 

Samples BPNN RBFNN PNN GEP BPNN RBFNN PNN GEP 

MSE% 03.65 03.36 0.00 0.00 05.69 04.64 03.25 02.98 

CA% 85.19 87.50 100.00 100.00 81.25 83.29 90.98 92.88 

SMC% 17.30 14.66 00.00 00.00 26.65 19.54 12.30 10.47 

IMC% 15.95 13.25 00.00 00.00 19.20 18.36 15.36 08.68 

 
 

measures which show the leading performance of the GEP and PNN algorithms, also 
yield zero error or supreme accuracy for classifying the test data patterns, this advan-
tage is not achieved by other neural network models. Performance is guaranteed with 
increasing the test patterns. 

6 Conclusion 

This paper presented a novel classifier based on GEP algorithm used for the first time 
in literature for transient security of power systems. The algorithm classifies the tran-
sient security of the power system which is proofed to be statically secure. For each 
statically secured state the system is subject to a three phase fault on one each of the 
system lines. The GEP classification algorithm is compared to the probabilistic, radial 
basis function and the back-propagation neural networks. The GEP algorithm shows 
superior results in comparison to other techniques. The GEP and PNN algorithms 
solely has the intrinsic property of achieving zero error on patterns they have been 
trained to, which compels classification accuracy of 100%. It is clearly evident that 
the GEP classification algorithm is leading in transient security assessment of power 
system and very promising for application in future assessment researches. 
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Abstract. In this work, a method to control the parameters of Differential  
Evolution (DE) algorithm is proposed. Here the control parameters of DE are 
co-evolved by Particle Swarm Optimization (PSO) algorithm. The classical DE 
algorithm has two main control parameters: Scale Factor (F) and Cross-over 
Rate (CR). These are selected on trial-and-error basis for solving optimization 
problems. Several optimization problems lead to optimal or sub-optimal solu-
tion by proper selection of control parameters of the DE algorithm. In this pro-
posed method, PSO algorithm is used to tune the scale factor and cross-over 
rate in DE algorithm. Basically PSO algorithm is used as a meta-optimizer for 
DE algorithm. The proposed method is termed as mPSO-DE in this paper. The 
mPSO-DE algorithm is applied on 12 benchmark unconstrained optimization 
problems. The obtained results are compared with that of classical DE algo-
rithm. From the experimental studies, it has been found that the proposed 
mPSO-DE algorithm performed better than DE algorithm. 

1 Introduction 

The Differential Evolutionary (DE) algorithm is proposed by Storn and Price [4].It is 
real value encoded population based global optimization algorithm having stochastic 
nature. It has three control parameters: (a)scale factor (F) (b)cross-over rate (CR) and 
(c) population size.  In classical DE algorithm, all these parameters are kept fixed 
during search process. The DE algorithm suffers from stagnation and premature con-
vergence. The premature convergence arises due to lack in diversity for multi-modal 
function having too many local optima. Therefore, DE algorithm’s effectiveness, 
efficiency and robustness depend on these parameters. There are three control strate-
gies for these parameters: (a) Deterministic [1,3](b) Adaptive [6-8](c) Self-Adaptive 
approaches [9-12]. In deterministic control strategy, parameters are chosen on  
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trial-and-error basis and it is time consuming task. In adaptive control strategies, 
parameters are dynamically adjusted by getting feedback from the search process. In 
Self-adaptive strategies, parameters are encoded at the end of the individual vectors 
and co-evolved with the individual vectors. Brest et al.[8] proposed a self-adaptive 
DE algorithm in which each individual is extended with scale factor and cross-over 
rate. They used two new parameters τ1 and τ2 to control the evolution of F and CR. τ1 
and τ2 are used to control the re-initialization of F and CR for each individual. Qin et 
al.[9] proposed a self-adaptive (SaDE) algorithm in which suitable learning strategy 
and parameter settings are self-adapted during evolution process. Yang et al.[12] in-
troduced a self-adaptive differential evolution algorithm with neighborhood search 
(SaNSDE). 

In this work, the main objective is to evolve the control parameters scale factor and 
cross-over rate for each individual using PSO algorithm in swarm space. 

The organization of this paper is as follows: section 2 and section 3 describe the 
classical DE and PSO algorithm respectively. The proposed algorithm with flow chart 
is presented in Section 4. The experimental studies are carried out in Section 5. Final-
ly a conclusion including future work is given in Section 6. 

2 Differential Evolution Algorithm 

In Classical DE [3] algorithm, a donor vector for an individual is created by perturb-
ing a vector by the weighted difference of any other two mutual exclusive randomly 
selected vectors. Then the cross-over is performed between an individual and its do-
nor vector to create a trial vector and finally if the trial solution is better than the cur-
rent individual then it is replaced by the trial vector. In the DE/best/1/bin algorithm, 
the mutation is done by perturbing current best using weighted the difference of two 
mutually exclusive random vectors. 

V
i
= X

best
 + F. (Xr1 - Xr2) 

Where Vi is the donor vector and Xbest is the current best solution, Xr1 and Xr2 are two 
other vectors where r1≠ r2≠i. here i is the index of current individual vector. The bi-
nomial crossover is performed using the following: 

for j=1:D 
if rand(0,1)< CR || Jrand == j 
Ui(j)=Vi(j) 
else 
Ui(j)=Xi(j) 
End 
 
 
 



 PSO-Tuned Control Parameter in Differential Evolution Algorithm 419 

Here Ui is the trial vector, D is the dimension of the problem, CR is the cross-over 
rate. Jrand is random index in [1, D]. 

3 Particle Swarm Optimization 

PSO [5] is a kind of algorithm to search for the best solution by simulating the 
movement of flocking birds. PSO algorithms use a population of individual called 
particles. Each particle has its own position and velocity to move around the search 
space. Particles have memory and each particle keep track of previous best position 
and corresponding fitness. The previous best value is called as pbest. Thus pbest is 
related only to a particular particle. It also has another value called gbest, which is 
the best value of all the particles pbest in the swarm. The basic concept of PSO 
technique lies in accelerating each particle towards its pbest and the locations at 
each time step. Global best solution gbest is the best of   the pbest of all particles in 
the swarm space. 
        =  1 1 2 2 ( ) (7)

= (8)

C1 and C2 are personal and social cognizance of particles respectively and R1 and R2 
are two uniformly distributed random numbers in the interval (0, 1). w is the inertia 
weight. 

4 Proposed Algorithm 

In the proposed algorithm, PSO co-evolves the scale factor and cross-over rate of DE 
algorithm. These two parameters are evolved in swarm space in parallel with DE 
algorithm. The particles are represented as Xi= <Fi, CRi> in swarm space and dimen-
sion of particle is 2. The particle Xi (Fi, CRi) represents the parameter set for ith DE 
individual. The Fi is used to scale the difference of two mutually exclusive randomly 
selected individuals in mutation operation and CRi is used in cross-over between ith 
individual with its donor vector. In this work, PSO is used to tune the parameters of a 
DE version DE/best/1/bin. Fi and CRi are initialized in the range (0, 2) and (0, 1) re-
spectively. In the co-evolution process, when these parameters violate those boundary 
conditions, they are reinitialized in the range (0.1, 2) and (0.1, 1). Fi and CRi are ob-
tained from particle Xi before mutation and cross-over operation. The flowchart of 
mPSO-DE algorithm is given in the Fig. 1. 
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Fig. 1. Flow chart of mPSO-DE algorithm 

5 Experimental Studies 

5.1 Benchmark Functions 

There are 12 different global optimization problems, including 6 uni-modal func-
tions (f1-f4) and (f9, f11),  4 multi-modal functions (f5-f8), one discontinuous step 
function f10 and one quadratic noisy function f12 chosen in our experimental studies. 
These functions were used in an early study by X. Yao et al. [14].The function f4 
has platue like region. The function f5 is highly multimodal i.e. it has too many 
local optima. The functions (f6-f8) have few local optima. The description of these 
benchmark functions and their global optima are given in Table 1, where D is the 
dimension of the problem, fminis the minimum values of the functions, and S ⊆ RD 
in the search space. 
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Table 1. The 12 benchmark functions 

Test Function S fmin ( ) = ∑   [-100,100] 0 ( ) = ∑ (∑ )   [-100,100] 0 ( ) = ∑ (10 )   [-100,100] 0 ( ) = 100( ) (1 )   [-100,100]  ( ) = sin( | |)  [-500,500] -12569.50 ( ) = ∑ ∏ cos(√ ) 1  [-600,600] 0 ( ) = 20 exp 0.2 ∑   exp ∑ cos(2 ) 20   

[-32,32] 0 

( ) = ∑ 10 cos(2 ) 10   [-5.12,5.12] 0 ( ) = ( , 1 )  [-100,100] 0 ( ) = ∑ ( 0.5 )   [-100,100] 0 ( ) = ∑ ∏   [-10,10] 0 ( ) = ∑ 0,1)  [-1.28,1.28] 0 

5.2 Parameter Settings 

In this work, experiment is carried out for 12 benchmarks problems having dimension 
30. Population size=150 for both DE and mPSO-DE. For DE, scale factor (F)=0.5 and 
cross-over rate (CR) =0.9.For mPSO-DE, the swarm size is same as population size in 
DE. Inertia weight (W) =0.729, C1=C2= 1.49445,Vmax=0.5x (Xmax-Xmin) where 
[Xmin, Xmax] is the search space range. The same population is used in a single run 
for DE and mPSO-DE algorithms.In this work, the following termination criteria are 
considered: 

1. Maximum number of function evaluations (FES=3, 00,000) 
2. E = | f(X) - f(X*) | <= e where f(X) is the current best and f(X*) is the global op-

timum is the best-error of a run of the algorithm and e is the threshold error. 
e=0.001. 

Total 30 runs are carried out for each problems considered in this work.  

5.3 PC Configuration 

1. System: Fedora 17 
2. CPU: AMD FX -8150 Eight-Core 
3. RAM: 4 GB 
4. Software: Matlab 2010b 
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5.4 Results and Discussions 

The best, mean and std. dev of run-error (absolute value of the difference between 
algorithm’s best and global optimum) are given in Table 2. The Success Rate (SR) is 
the ratio of achieving threshold error and number of runs. The mean, std. dev. of func-
tion evaluations and success rate are given in Table 3. The convergence graph for 
function f5 is given in Fig. 2. To compare the performance of DE and mPSO-DE algo-
rithms with statistical significance, t-test [13] has been carried out for sample size 
(number of runs) = 30 and degrees of freedom=98. The last column of Table 2 signi-
fies whether the null hypothesis that the means of the two data are equal is accepted 
or rejected. The value “0” indicates that the null hypothesis is accepted and the value 
“1” indicates that the null hypothesis is rejected. From the Table 2, it is seen that the 
mPSO-DE performed better than DE for functions f5, f7, f8, f10 and f12.  There is no 
significance difference in performance between DE and mPSO-DE for remaining 
functions. Function f5 is the highly multi-modal function having too many local  
optima. mPSO-DE performed better but there is no improvement in success rate and 
convergence speed. For function f6, mPSO-DE has higher success rate and higher 
convergence speed though there is no difference in the obtained solution. For function 
f7, mPSO-DE produced better solution but no improvement in success rate as well as 
convergence speed. For function f8, mPSO-DE has better solution,higher success rate 
and higher convergence speed. f10 is a step function and mPSO-DE performed better 
than DE. mPSO-DE performed better than DE for noisy function f12 but no improve-
ment in success rate as well as convergence speed. From the obtained results, it can be 
said that there is no difference in performance for uni-modal functions (f1-f4), f9and 
f11.But overall performance of mPSO-DE is better than DE algorithm. 

Table 2. Run-error  values achieved using DE and mPSO-DE 

Problems 
DE mPSO-DE 

h 
Best Mean Std. Dev. Best Mean Std. Dev. 

f1 0.000543 0.000755 0.000126 0.000434 0.000792 0.000128 0 

f2 2.69E-06 0.000399 0.000298 8.21E-07 0.000329 0.000278 0 

f3 0.000426 0.000784 0.00014 0.000438 0.00083 0.000134 0 

f4 0.000688 1.063765 1.792681 0.000707 1.595198 1.985971 0 

f5 2487.255 4068.831 619.9052 136.5442 1394.927 1054.64 1 
f6 0.00079 0.029249 0.025806 0.000634 0.019254 0.022284 0 

f7 1.155149 2.713141 1.226568 1.155149 4.550661 4.52532 1 

f8 33.82859 70.01176 19.33262 0.000952 42.78322 25.20573 1 

f9 0.000907 0.000975 2.44E-05 0.000942 0.000983 1.47E-05 0 
f10 6 19.33333 10.97437 0 5.666667 5.689272 1 

f11 5.3E-05 0.000724 0.000295 7.73E-05 0.000726 0.000337 0 
f12 0.001461 0.004956 0.003531 0.001136 0.003514 0.001558 1 
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Table 3. Mean, standard deviation of number of function evaluations, success rate  of  DE and 
mPSO-DE 

Problems 

DE   mPSO-DE   

Mean Std. Dev. SR (%) Mean Std. Dev. SR (%) 

f1 7375 302.79 100 10985 690.97 100 

f2 2240 1508.22 100 8515 10757.65 100 

f3 13620 1856.19 100 19255 1488.83 100 

f4 109780 116759.41 73.33 161245 115623.22 60 

f5 300000 0 0 300000 0 0 

f6 251335 110678.58 16.67 194200 141425.99 36.67 

f7 300000 0 0 300000 0 0 

f8 300000 0 0 292330 29231.62 6.67 

f9 75170 8580.91 100 112590 15038.31 100 

f10 300000 0 0 291090 48802.08 3.33 

f11 13245 1533.33 100 18430 2687.25 100 

f12 300000 0 0 300000 0 0 
 
 

6 Conclusions 

In this work, the scale factor and cross-over rate are co-evolved with DE individual 
vectors using particle swarm optimization algorithm. The proposed algorithm is ap-
plied on 12 unconstrained optimization problems and experimental results are com-
pared with classical DE algorithm. From the experimental studies, it is found that the 
proposed algorithm performed better than classical DE algorithm in optimization of 
specifically multi-modal, step and noisy functions. A comparative study with different 
self-adaptive DE algorithms is considered as a future enhancement of this work. 

Fig. 2. Convergence graph of DE and mPSO-DE for function f5 
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Abstract. The dynamics of Particle swarm optimization has been developed 
from the collective behavior of the social creatures like fish schooling and 
gradually has become a powerful global optimization technique. In this paper 
we do the analysis on a continuous variant of PSO. The non linear dynamics of 
the global best particle is studied here and the exponential convergence is 
ensured. The effects of the different control parameters on the convergence of 
the global best particle are also studied.   

Keywords: Particle swarm optimization, global optimization, stability, 
convergence, dynamics.  

1 Introduction 

Kennedy and Eberhart [1] proposed the concept of function optimization by means of 
Particle swarm optimization. The velocity and position update equation governing the 
dynamics can be written as: 

             
1 2( 1) . ( ) ( ( ) ( )) ( ( ) ( )),i i i i it t a rand t t b rand t tω+ = + ⋅ − + ⋅ −v v l x g x        (1) 

                                   ( 1) ( ) ( 1).i i it t t+ = + +x x v                      (2) 

The ω  is called as ‘inertia factor’ as it is related to the inertial velocity. Here, ( )i tl is 

the best previous position found by the ith particle and ( )tg is the best position 
discovered by the whole population at tth iteration. ‘a’ and ‘b’ are the acceleration 
coefficients reflecting the weighting of stochastic acceleration terms that pull each 
particle toward the time variant pbest and gbest positions. An analysis [2] can be 
found considering fixed attractors instead of time varying. Instead of gbest technique 
lbest PSO also developed to maintain the diversity of the swarm. In spite of all these 
things the basic PSO algorithm still attracts researchers to explore the beauty of this 
algorithm. Ozcan and Mohan [3] considered single particle moving towards fixed 
attracters which was extended to a multi particle and multidimensional space in [4]. 
Trelea [2] also considered fixed attractors and analyzed the system convergence 
property. Clerc and Kennedy did a stability analysis in [5]. Brandstätter and 
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Baumgartner [6] related the PSO model of Clerc and Kennedy [5] with a damped 
mass-spring oscillator, making it possible to rewrite the model using the notions of 
damping factor and natural vibrational frequency. A number of similar studies have 
been done, some of them can be found in [7-9]. Recently Fernández-Martínez and 
García Gonzalo [9] found a continuous form of gbest PSO. 

In this paper we did the analysis of PSO in a continuous time domain where we 
generalize the dynamics as [9]. The notion of critical points [10] and its’ natures of 
stabilities are introduced here. Various types of stable behaviors along with limit 
cyclic nature of the system is done under various conditions and justified empirically. 

2 PSO Dynamics 

The PSO dynamics discussed so far is for discrete time domain but for the analysis of 
the dynamics it can be generalized [9]. The dynamics is given by: 

     ( )( ) 1 2( ) 1 1 ( ) ( ( ) ( )) ( ( ) ( ))i i i i it t t t a rand t t t b rand t t tω+ Δ = − − Δ ⋅ + ⋅ ⋅Δ − + ⋅ ⋅Δ −v v l x g x .  (3) 

                             ( ) ( ) ( )i i it t t t t t+ Δ = + + Δ ⋅ Δx x v .         (4)  
From equation (4) we have, ( )( ) ( ) ( )i i it t t t t t+Δ = +Δ − Δv x x  and similarly 

( )( ) ( ) ( )i i it t t t t= − − Δ Δv x x . Substituting these expressions in equation (3) we get: 

           
1 2( ) (1 ) ( ) ( ) ( ) ( ),i i it t c t a rand t b rand tω+ − + = ⋅ ⋅ + ⋅ ⋅  ix x x l g        (5) 

Where
1 2c a rand b rand= ⋅ + ⋅ , ( )

0
( ) = ( ) lim ( ) ( ) ,i i i i

t
t t t t t t

Δ →
= − − Δ Δv x x x      

and  ( ) 2

0
( ) ( ) lim ( ) 2 ( ) ( ) ( ) .i i i i i

t
t t t t t t t t

Δ →
= = +Δ − + −Δ Δ v x x x x  

So we can write from equation (5)  

          
1 2( ) (1 ) ( ) ( ) ( ) ( ),i i it t c t a rand t b rand tω+ − + = ⋅ ⋅ + ⋅ ⋅ iv v x l g             (6) 

                                                   ( ) =  ( )i it tx v .                                  (7) 

By letting ( ( )) ( )i xE t t= μx   and ( ( )) ( )i vE t t= μv and applying expectation operator 
on both sides of equations (6) and (7) and interchanging the order of differentiation 
and expectation, we obtain:  

              ( ) (1 ) ( ) ( ) ( ( ) ( )) / 2.v v xt t c t a t b tω= − − − + ⋅ + ⋅μ μ μ L g                                (8) 

                                            ( ) =  ( ).x vt tμ μ                                     (9) 

Now we define a new system variable ( )ty defined as, [ ]( ) ( ) ( ) .
T

x vt t t= μ μy   

So,                                   ( ) ( ) ( ),t t t= ⋅ + ⋅A By y r                        (10) 

where
  0            1

   (1 )c ω
 

=  − − − 
A ,

0

1

 
=  
 

B and ( )tr follows from equation (8).  
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( )( ) ( ) ( ) 2,t a t b t= ⋅ + ⋅r L g  because ( )tg  is same for all the particles so it directly 

follows that 1( ( )) ( ) / 2E b rand t b t⋅ ⋅ = ⋅g g and 1( ( )) ( ) / 2iE a rand t a t⋅ ⋅ = ⋅l L . For a global 

best particle ( ) ( ) ( )x t l t g t= = . So we can re-write the equation (8) and (9) as 

follows: 
( ) (1 ) ( ),v vt tω= − −μ μ  and ( ) =  ( ),x vt tμ μ where ( ) ( )x t g t=μ and ( ) ( )v gt v t=μ  

Now the dynamics is of the form , 

           ( ) ( ).t t= ⋅Ay y                                (11) 

For the system (11) the critical point of the system is obtained by assigning ( )t = 0y  

and this leads to ( , ) (0,0)x v ≡μ μ . This is an isolated critical point as there exists no 
other critical points for the system under consideration. For the system described in 
equation (11) the Eigen values of the system is given by: 

( )2
1 2, (1 ) (1 ) 4 2.cλ λ ω ω= − − ± − −  The corresponding Eigen vectors are 

[ ]1 11
Tλ=α , [ ]2 21

Tλ=α . As both 1
1 1( ) . tt eλ= αy and 2

2 2( ) . tt eλ= αy  are the 

solutions of the system (11), we can write the solution of system (11) as a linear 
combination of 1( )ty and 2 ( )ty , and is given as:

1 1 2 1( ) ( ) ( )t c t c t= ⋅ + ⋅y y y .   

                      [ ] 1 2 1 2
1 2 1 1 2 2( ) ( ) .

TT t t t t
x vt t c e c e c e c eλ λ λ λλ λ = ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅ μ μ        (12) 

1c  and 2c  depends on the initial conditions of the dynamical system, given by: 

 ( ) ( )1 2 2 1(0) (0) ,x vc λ λ λ= ⋅ − −μ μ and ( ) ( )2 1 2 1(0) (0) .v xc λ λ λ= − ⋅ −μ μ The 
nature of the Eigen values determines the dynamics, for example simultaneously 
positive values for both eigen values leads to an instability. The Eigen values are 
completely determined by the system parameters e.g.ω , ‘a’ and ‘b’. Now we will 
discuss different cases and conclude about the stability of the system. 

2.1 Case 1: 1 2,λ λ
 
Are Both Real, Unequal and of Same Sign 

The condition can be obtained iff 2(1 ) 4 0cω− > > . We have, 

( ) ( )1 2 1 2
1 2 1 1 2 2( ) ( ) .t t t t

x vt t c e c e c e c eλ λ λ λλ λ= ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅μ μ  If 1 0c =  then 

2( ) ( ) 1x vt t λ=μ μ  and if 2 0c =  then 
1( ) ( ) 1x vt t λ=μ μ . These two special cases 

results in a linear variation of ( )x tμ with ( )v tμ with slope 
11 λ or

21 λ . Otherwise 

( ) ( )1 2 1 2( ) ( )
1 2 1 1 2 2( ) ( ) ( / ) 1 ( / ) .t t

x vt t c c e c c eλ λ λ λλ λ− −= ⋅ + ⋅ ⋅ +μ μ      (13) 

Equation (13) describes a rectilinear path. 1 2 0λ λ< <  leads to 

2lim ( ) ( ) 1 ,x v
t

t t λ
→∞

=μ μ so all the rectilinear paths enters the critical point with 

limiting slope of 
21 λ . In case 2 1 0λ λ< < all the paths enters with limiting slope of 
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11 λ . If 2 10 λ λ< < or 1 20 λ λ< < then all the paths diverges from the critical point 

with initial slopes 
11 λ and

21 λ respectively and the system is unstable. 

a) Now if 1ω < , both 1λ  and 2λ  are negative. Hence, the critical point is a node 

and this condition results into an asymptotically stable behavior of the system. 
b) If 1ω > , both 1λ  and 2λ are positive and hence this condition will lead to an 

unstable dynamics.  
 

A typical plot is given in figure 1. In figure 1 each half of the straight line represents 
the cases either 1 0c = or 2 0c = . Other lines follow a rectilinear path, with limiting 

slope equal to the slope of the straight line. 

2.2 Case 2: 1 2,λ λ  Are Both Real, Unequal and of Opposite Sign 

The condition can be written as 0c < . Here also if 1 0c = then the dynamics follows a 

linear path with slope 
21 λ and if 2 0c =  then the slope of the line is

11 λ . Now 

consider none of 1c  and 2c  is zero and say 1 20λ λ< < . From equation (13) we have 

2lim ( ) ( ) 1 ,x vt
t t λ

→ ∞
=μ μ but the path does not approach to the critical point (0,0) as 

t → ∞ or t → −∞ and also does not pass through the critical point for any 

0t−∞ < < ∞ . This follows that the rectilinear path is asymptotic to the linear paths. 

For any value ofω  if 0c < then the system is always unstable and its’ nature becomes 
independent ofω . Thus we can say that any negative value of c always leads to an 
unstable situation of the dynamics. In this case the critical point is called a saddle 
point.  

A typical plot is given in figure 2. As discussed above the asymptotic lines are 
special case of either 1 0c = or 2 0c = . Other lines follow this asymptotic path as can 

be seen readily from figure 2. 

2.3 Case 3: 1 2,λ λ  Are Both Real and Equal 

The condition is obtained iff  2(1 ) 4 cω− = . In this case the characteristics equation 

has double root and the solution of the system (11) is given as: 

                  [ ] [ ] [ ] [ ]( )1 2( ) ( ) 1 1 0 1 .
T T T Tt t

x vt t c e c t eλ λλ λ= ⋅ ⋅ + ⋅ ⋅ + ⋅μ μ  

If 2 0c = then ( ) ( ) 1x vt t λ=μ μ and it conveys that the system dynamics follows a 

linear path. For 2 0c ≠ the dynamics follows a rectilinear path. 

( ) ( )1 2 1 2 2( ) ( ) .x vt t c c t c c t cλ λ= + ⋅ ⋅ + ⋅ ⋅ +μ μ  

So lim ( ) ( ) 1x vt
t t λ

→ ∞
=μ μ . If 0λ < then the rectilinear path enters the critical point 

with the slope equal to the inverse of the Eigen value and the system is stable 
otherwise the system becomes unstable. 
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a) If 1ω < then 0λ < and the system is asymptotically stable. 
b) If 1ω > then 0λ > and the system dynamics is unstable. 
 

Figure 3 shows a typical plot of this case. All the lines enter the critical point with 
slope equal to the slope of the straight lines. If 1ω > then the nature of the graph will 
be same except the direction of the arrows will be reversed. 
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Fig. 1. Phase plot of case 1 Fig. 2. Phase plot of case 2 

2.4 Case 4: 1 2,λ λ
 
Are Complex Conjugates Having Non-zero Real Part 

2(1 ) 4 cω− <  is the required condition and under this condition,  and we can write:  

( )2
1 2, (1 ) 4 (1 ) 2 .j cλ λ ω ω= − − ± − −  Considering (1 ) 2ω σ− =  and 

24 (1 ) 2 ,c ω δ− − = we can write the solution of (11) as follows: 

1 2( ) ( cos( ) sin( ))t
x t e c t c tσ δ δ−= ⋅ ⋅ + ⋅μ  and 

1

2

( cos( ) sin( ))
( ) .

( cos( ) sin( ))
t

v

c t t
t e

c t t
σ σ δ δ δ

δ δ σ δ
− − ⋅ ⋅ + ⋅ 

= ⋅  + ⋅ ⋅ − 
μ  

It is clear from the expressions of ( )x tμ and ( )v tμ that they follows a spiral path and 

approach to the critical point as t → ∞ iff (1 ) 2 0ω σ− = > or 1ω < and the system is 

stable. If 0σ < then clearly the system follows a rectilinear diverging path and the 
system becomes unstable. 

 

a) When 1ω <  then, the critical point is asymptotically stable. 
b) When 1ω >  then, it will act as an unstable system. 

2.5 Case 5: 1 2,λ λ  Are Both Pure Imaginary Numbers 

When 1ω =  and 0c > , the above mentioned condition is satisfied. We can write the 
system response easily from section 2.4 only by replacing σ with zero. Thus the 
dynamics of (11) has a solution like: 

1 2( ) ( cos( ) sin( )).x t c t c tδ δ= ⋅ + ⋅μ  

( )1 2( ) sin( ) cos( ) .v t c t c tδ δ δ δ= − ⋅ ⋅ + ⋅ ⋅μ  
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Fig. 3. Phase plot of case 3 Fig. 4. phase plot of case 4 

It is clear from above that the path does not enter the critical point (0,0) as t → ∞  
rather it encircles the critical point infinitely many time in an elliptic path arbitrarily 
near to the point(0,0). In this case the critical point is called as stable center. Thus, if 

1ω = and 0c > then the system is stable but not asymptotically stable. A typical plot 
is given below in figure 5.  

The different conditions for different types of stabilities and instabilities are given 

in Table 1. We plot the function 2(1 ) 4 0cω− − =  and we show the region of stability, 

instability and limit cyclic nature. Points on the parabola of figure 6 follows the 

relation 2(1 ) 4cω− = ; thus making the critical point a node and depending on whether 

1ω > or 1ω < the system is unstable or asymptotically stable. Any point on 1ω = line 
with 0c > represents elliptic paths. The region 0c < or 1ω > is always unstable. 

Table 1. Condition for stability 

Value of 
ω  

Value of c  Nature of the  
critical point  

Stability of the critical 
point 

1ω <  0c <  Saddle point Unstable 

1ω <  2(1 ) 4 0cω− > >  Node Asymptotically stable 

1ω <  2(1 ) 4c ω= −  Node Asymptotically stable 

1ω <  2(1 ) 4c ω> −  Spiral point Asymptotically stable 

1ω =  0c <  Saddle point Unstable 

1ω =  0c >  Center  Stable 

1ω >  0c <  Saddle point Unstable 

1ω >  2(1 ) 4 0cω− > >  Node Unstable 

1ω >  2(1 ) 4c ω= −  Node Unstable  

1ω >  2(1 ) 4c ω> −  Spiral point Unstable  

In the above section we have shown how the dynamics of global best particle 
associated with an exponential converging behaviour. System (10) represents the 
dynamics of a general particle in the swarm. From that we can easily find out that the 
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critical point of that system is, ( ) ( )( ) ( ) ( )x t a t b t a b= ⋅ + ⋅ +μ L g  and ( ) 0v t =μ . So the 

critical point is time varying in nature, every time when the particle finds a better 
position, the critical point changes, analysis of which is beyond scope of this paper. 

 

 

 
 
 
 
 
 
 
 
           

            Fig. 5. Phase plot of case 5                    Fig. 6. Region on stability on the cω −  plane 

 

 

Fig. 7a.  Node Fig. 7b.  Spiral point 

 

Fig. 7c.  Circle Fig. 7d.  Saddle point 
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3 Simulation Results 

Here we present the phase plots of one dimensional component of mean position 
( ( )x tμ ) versus the corresponding dimensional component of mean velocity 

( ( )v tμ ).The simulation results successfully justify the analytical results. Figure 7a is 

obtained by setting 0.4ω = , 0.07a =  and 0.05b =  which satisfies the condition for 
node. Figure 7b is obtained by setting 0.7ω = , 1a = and 0.5b = which satisfies the 
conditions for a spiral. By setting 1ω = , 0.7a = and 0.2b = we get figure 7c which is 
a circle. Figure 7d, representing a saddle point, is obtained by choosing 

0.7ω = 2a = − and 1.5b = − . 

4 Conclusion 

This paper successfully shows the various natures of the dynamics in response to its 
different parameter settings. Apart from spiral or limit cyclic nature, we introduced 
the nature of node and saddle point that can also be found in the dynamics. All the 
natures shown in the simulation results justify the exponential behavior of the 
dynamics of a global best particle. As a future work, the analysis can be extended to 
explore the dynamics of a general particle. 
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Abstract. Differential Evolution (DE) is one of the most simple and efficient 
Evolutionary Algorithms exist till now for global optimization problems. It has 
reported exceptionally good results when tested over all the benchmark prob-
lems and some of the real world problems, although it suffers from the troubles 
of slow and premature convergence. Generally the performance of DE is sensi-
tive to the choice of mutation and crossover strategies and their associated con-
trol parameters. In this paper we propose a DE called Adaptive Differential 
Evolution with Directional Information based Search Moves (ADE-DISM) in 
which we basically have improved the mutation and crossover strategies 
adopted in ‘DE/rand/1/bin’. In ADE-DISM we varied the control parameters F 
and CR in an adaptive manner and have introduced a new parameter w. We 
have used some directional information based moves over the population and 
introduced a Mean_Best_Vector for mutation purpose. However, the proposed 
scheme is shown to be statistically significantly better than or at least compara-
ble to several existing DE variants when tested over the CEC 2005 benchmark 
problems for 30 and 50 dimensions of the problems. 

Keywords: Differential Evolution, Global Optimization, Parameter Adaptation, 
Mutation and Crossover Strategies. 

1 Introduction 

DE, proposed by Storn and Price [1] is a fast and simple technique for optimizing real 
valued functions. It is very popular in wide range in the fields of engineering [2-5]. 
The performance of DE algorithm is based on mutation and crossover strategies and 
associated control parameters like NP, CR and F. Like other Evolutionary algorithms, 
two fundamental processes which help in DE are: (a) Variation process which invents 
different various regions of search space and (b) Selection process which ensures 
exploitation of previous knowledge about fitness landscape [6].  

Practically DE stops progressing towards global optimum even though the popula-
tion has not converged to a local optimum. This is called stagnation [6].So there has 
been works on tuning the parameters of DE e.g. NP, F and CR to increase the conver-
gence speed and accuracy of DE. 
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Thus in the rest of the paper we will present a brief outline of DE algorithms in 
section 2, some of the improved DE variants in section 3, our proposed ADE-DISM 
in section 4, comparison of our results with some of the best existing DE variants in 
section 5 and a brief conclusion in section 6. 

2 DE Algorithm 

DE starts with a population NP D-dimensional real valued parameter vectors. 

Step 1:  Initialization 
Initialize the generation number G=0 and a population of NP numbers 
PG={X1,G,X2,G,……..XNP,G } . Since the parameter vectors are likely to be changed over 
different generations, we may represent the ith vector of the population at the current 
generation as Xi,G ={x1,i,G,x2,i,G ……xD,i,G }, i=1,…., NP uniformly distributed over the 
range  [Xmin,Xmax] where Xmin={x1

min,….., x
D

min} and Xmax={x1
max,….., x

D
max}. We initialize 

jth component of ith vector as  

xj,i,0 = xj,min + randi,j[0, 1]. (xj,max – xj,min) 

where  randi,j[0, 1] is a uniformly distributed random number lying between 0 and 1 
and is instantiated independently for each component of ith vector . 
 
Step 2: Mutation 
After initialization, DE creates a donor vector Vi,G corresponding to each population 
member  Xi,G in current generation through mutation . Five most frequently used mu-
tation strategies are:  

DE/rand/1:                      Vi,G= Xr1
i
,G +F .( Xr2

i
,G - Xr3

i
,G) 

DE/best/1:                       Vi,G= Xbest,G +F .( Xr1
i
,G - Xr2

i
,G) 

DE/current-to-best/1:      Vi,G= Xi,G +F .( Xbest,G – Xi,G) + F .( Xr1
i
,G - Xr2

i
,G) 

DE/best/2:                       Vi,G= Xbest,G +F .( Xr1
i
,G - Xr2

i
,G)+ F .( Xr3

i
,G - Xr4

i
,G) 

DE/rand/2:                      Vi,G= Xr1
i
,G +F .( Xr2

i
,G - Xr3

i
,G)+ F .( Xr4

i
,G - Xr5

i
,G) 

 

The indices r1
i, r2

i, r3
i, r4

i, r5
i are mutually exclusive integers randomly chosen  

from [1, NP] and are different for index i. Here, Xbest,G is the best individual with best 
fitness. 

 
Step 3: Crossover Step 
Through crossover , the donor vector mixes its components with the target vector Xi,G 
to form the trial vector  Ui,G={U1,i,G,U2,i,G……….UD,i,G}. Each component of Ui,G, is taken 
from ith mutant vector Vi,G with probability CR and from the ith individual  Xi,G with 
probability (1-CR). CR is called the crossover rate, predefined by the user. In order to 
make sure at least one component of  Ui,G is inherited from Vi,G randomly choose one 
component index between 1 and D and the chosen component Ui,G will take the same 
position as Vi,G, with probability 1.The crossover step is outlined as: 
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       uj,i,G =  vj,i,G   if rand (0, 1) ≤ CR or j==k 
               =   xj,i,G   otherwise   
where k (1 ≤ k ≤ D) is a randomly generated integer. 
 
Step 4:  Selection Step 
Selection determines whether the target or the trial vector survives to the next genera-
tion i.e. G=G+1.The selection operation is described as: 

     Xi,G+1= Ui,G   if  f(Ui,G)< f(Xi,G) 
              = Xi,G   if  f(Ui,G)≥ f(Xi,G) 

where f(X) is the objective function to be minimized. Therefore if the new trial vector 
yields an equal or lower value of the objective function, it replaces the corresponding 
target vector in the next generation; otherwise, the target is retained in the population. 

3 Review of Previous Works on DE Algorithm 

DE is sensitive to control parameters for complex problems [7]. Inappropriate choice 
of Scale Factor F and Crossover Rate CR may lead to premature convergence or stag-
nation [8]. In DE higher the population size NP, higher is the probability of finding 
the global minimum. But this larger population means slow rate of convergence. In-
itially 10D was a good choice for DE [4].However 5D to 10D [8], 3D to 8D [7], 2D to 
4D [9] were suggested. 

Crossover Rate CR is a probability 0<=CR<=1 for mixing trial and target vector. A 
large CR increases the convergence speed [4, 7, and 8].Initially CR=0.1 is a good 
choice [8], while CR= 0.9 or 1.0 can increase convergence speed. 

Scale Factor F is a parameter to escape local optimum [7, 9]. It is chosen to be kept 
between (0.5, 1) [4]. F must be strictly larger than zero. A good initial choice for 
F=0.6 or 0.5 [7, 8] while in [9] F=0.9 is a good value. F is kept generally between 0.4 
and 0.95 [9]. 

Choosing the control parameters and mutation strategies DE performance is im-
proved in various adaptation schemes proposed in [6, 10, 11, 12]. 

 
Control Parametric Setup for 2 Classical DE and 4 State-of-Art ADE Variants 
 
(i) DE/current-to-best/1/bin with F=0.8 and CR=0.9. 
(ii) DE/rand/1/bin with F=0.8 and CR=0.9. 
(iii) JADE with c=0.1, p=0.05 and optional external archive [11]. 
(iv)  jDE with Fl=0.1, Fu=0.9, T1=T2=0.1 [10]. 
(v)  SADE with CR =N (0.5, 0.15), Fi =Fi1 + N (0, 0.5)* (Fi2-Fi3) [12]. 
(vi) DEGL with α=β=F=0.8, CR=0.9, neighborhood size=0.1*NP [13]. 
   
The population size NP for most of the DE variants is kept 100, if not otherwise 
stated. 
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4 Adaptive Differential Evolution with Directional Information    
Based Search Moves (ADE-DISM) 

The performance of DE in solving numerical optimization problems is based on the 
mutation and crossover strategies adopted and its associated parameter values [16].In 
ADE-DISM we propose different mutation and crossover strategies than usual DE 
algorithms, e.g. DE/rand/1 or DE/best/1, with different parameter values of F and CR. 
Also for the crossover we have introduced a new parameter w. 

As usual DE variants, in the initialization step, we have initialized the population 
(NP), the search space, individual dimension D, the maximum number of generations 
(max_gen), and set the generation counter g=0. The individual with the best fitness 
among the population is designated as fbest. 

The mutation strategy of ADE-DISM is basically based on some directional infor-
mation based search moves over the population and the mean best vector Cg. The 
mutant vector Vi,g corresponding to a target vector Xi,g from the population is formed 
on the basis whether the fitness is improved (FI) or not in a generation. Here, we use a 
difference vector set Xdiff,g [17], generated in each generation where size(difference 
vector set) <= NP, for the formation of Vi,g , if fitness is improved (FI=1) in that  
generation. 

                     Vi,g = Xr1,g + F . (Xdiff,r2,g)         ,where   r1 and r2 are randomly chosen    
                                                                        among the population.                       

If fitness is not improved (FI=0), we take the best fit q% of the population in some 
generation and take their mean to form the mean_best_vector Cg, and use a mutation 
procedure using Cg. 

                       Vi,g = Xr3,g +F . ( Cg - Xr4,g)      , where r3 and r4 are randomly chosen   
                                                                         among the population. 
q is reduced in each generation accordingly. 

                        qg+1 = qg - qg . (g/max_gen)     , where max_gen=maximum no. of   
                                                                                                      generations. 
 

In the crossover step, we propose a new parameter w, which basically decides the 
percentage of parent vector (or mutant vector) to be retained in the offspring or trial 
vector Ui,g. 

                        uj i,g.=w . vj,i,g +(1-w) . xj,i,g        ,if randi,j (0,1)<CR  or  ki=j 
                               = xj,i,g                                  ,otherwise 
  where ki is a randomly chosen integer between 1, 2…, D and  

                                                     Ui,g ={ uj,i,g },  j=1 (1) D.    

At the end of the crossover in a generation the fitness of each trial vector is calculated. 
If the generated trial vector is better in fitness than its corresponding target vector 

in that generation, it becomes the parent in the next generation. If not, the target vec-
tor retains its parental character in the next generation. At the end of each generation 
the fitness of each individual is calculated and the best one replaces the previous fbest if 
and only if 
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                                                               fbest,g+1 ≤  fbest,g 
 

This paper uses the mutation criterion of [17] as one of the two mutation schemes 
used. We show here the results of ADE-DISM (mean and standard deviation of the 
error) for 30D and 50D of 25 benchmark problems of CEC-2005 [18, 19].We have 
used NP=100 for 30D and 50D  problems. 
 
F    = Fmin + (Fmax - Fmin) . (g/max_gen)                  , for problems 1, 3, 5, 6-25  
      = Gaussian (0.5, 0.1)                                      , for problems 2 and 4. 
CR = Gaussian (0.5, 0.1)                                       , for problems 1, 3, 5, 6-25  
      = 0.7                                                               , for problems 2 and 4. 
w   = randg ( 0.85, 1)  . 
q_initial = 15 and q_final = 10. 

5 Results on Numerical Benchmarks of CEC-2005 

We present in this section the results of 30D in Table.1, 50D in Table.2 while in the 
following two the tables we show the comparisons of our results with those of 
DE/rand/1/bin, DE/current-to-best/1/bin, JADE, jDE, SADE and DEGL. The maxi-
mum numbers of Function Evaluations (FES) used are 3, 00,000 for 30D and 
5,00,000 for 50D. The statistically significant results are marked in boldface. 
 

Table 1. Mean and standard deviation values of the errors for 30D.The best entries are marked 
in boldface. 

 Algorithms 

Func-

tion 

DE/rand/1 

Mean(Std) 

DE/c-b/1 

Mean(Std) 

JADE 

Mean(Std) 

jDE 

Mean(Std) 

SADE 

Mean(Std) 

DEGL 

Mean(Std) 

ADEDISM 

Mean(Std) 

f1 
2.453e-05 

(3.475e-05) 

2.453e-25 

(3.4756e-05) 

1.3258e-54 

(9.2436e-54) 
3.8652e-29 

(4.5732e-29) 

6.7843e-30 

(2.3879e-30) 

2.3462e-20 

(5.6234e-20) 

 0.000e+00 
(0.000e+00) 

f2 
5.497e-02 

(1.275e-02) 

6.295e-08 

(1.2927e-07) 

2.514e-26 
(3.4269e-26) 

7.506e-06 

(7.3804e-06) 

9.719e-08 

(4.8596e-07) 

1.1757e-07 

(6.5592e-08) 

5.381e-01 

(5.334e-01) 

f3 
2.892e+05 

(1.94e+05) 

1.8191e+05 

(1.039e+05) 

4.7421e+04 
(1.621e+04) 

2.2663e+05 

(1.608e+04) 

5.052e+04 

(1.575e+05) 

2.3114e+05 

(1.032e+05) 

3.5421e+05 

(1.375e+05) 

f4 
5.043e-01 

(8.578e-01) 

1.0714e-02 

(2.7821e-02) 

5.115e-07 
(4.0194e-07) 

2.7305e-01 

(2.7305e-01) 

5.816e-06 

(1.4479e-05) 

1.5746e+03 

(9.501e+00) 

1.7033e+02 

(2.970e+01) 

f5 
1.271e+03 

(2.83e+02) 

5.7628e+02 

(1.247e+02) 

3.279e+02 
(1.849e+02) 

1.1108e+03 

(3.724e+02) 

7.880e+02 

(1.244e+03) 

5.0692e+02 

(5.803e+02) 

5.741e+02 

(5.789e+01) 

  f6 
2.776e+01 

(1.02e+01) 

9.2736e+00 

(8.283e+00) 

5.6094e+00 
(1.944e+01) 

1.1196e+01 

(1.398e+01) 

2.124e+01 

(1.341e+01) 

4.784e+01 

(1.322e+00) 

2.331e+01 

(1.045e+00) 

  f7 
9.657e-01 

(9.14e-02) 

8.4253e-01 

(9.1442e-02) 

6.959e-03 
(4.484e-03) 

9.8597e-03 

(1.1445e-02) 

8.272e-03 

(4.5371e-03) 

6.999e-01 

(4.5371e-03) 

1.356e-02 

(7.543e-03) 

  f8 
2.094e+0 

(6.052e-02) 

2.0942e+01 

(5.0063e-02) 

2.0929e+01 

(2.6628e-02) 

2.0931e+01 

(2.5067e-02) 

2.014e+01 

(5.728e-02) 

2.0097e+01 

(2.3029e-02) 

2.0090e+01 

(4.008e-02) 

  f9 
4.374e+01 

(9.73e+00) 

2.3465e+01 

(8.639e+00) 

5.927e-22 
(8.9543e-22) 

8.3264e-16 

(2.3645e-15) 

2.273e-15 

(1.1369e-14) 

1.7591e+01 

(3.022e+00) 

7.412e+01 

(1.712e-01) 
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Table 1. (continued) 

 f10 
1.564e+02 

(4.56e+01) 

1.9617e+02 

(2.168e+01) 

3.031e+01 
(8.355e+00) 

5.2547e+01 

(4.466e+00) 

3.575e+01 

(6.081e+00) 

3.741e+01 

(5.288e+00) 

1.831e+02 

(4.919e-01) 

 f11 
3.264e+01 

(1.09e+01) 

3.1683e+01 

(7.598e+00) 

2.6456e+01 
(1.916e+01) 

3.1370e+01 

(2.395e+00) 

2.6562e+01 

(1.127e+00) 

2.7278e+01 

(1.573e+00) 

3.939e+01 

(4.483e-01) 

 f12 
8.433e+04 

(6.25e+04) 

9.8362e+04 

(6.226e+03) 

2.697e+04 

(6.800e+03) 

3.8376e+04 

(6.537e+03) 

8.734e+02 
(9.338e+02) 

2.5359e+04 

(2.888e+03) 

8.5545e+05 

(8.673e+03) 

 f13 
4.513e+00 

(2.26e+00) 

3.5182e+00 

(2.269e+00) 

1.628e+00 

(4.873e-02) 

1.8568e+00 

(1.031e-01) 

1.207e+00 
(1.342e-01) 

2.3595e+00 

(5.282e-01) 

1.2517e+01 

(5.02e-03) 

 f14 
1.334e+01 

(3.476e-01) 

1.3453e+01 

(3.479e-01) 

1.277e+01 

(2.205e-01) 

1.3545e+01 

(9.940e-02) 

1.276e+01 
(2.593e-01) 

1.2961e+01 

(4.114e-01) 

1.336e+01 

(3.433e-02) 

 f15 
4.843e+02 

(2.14e+01) 

3.8424e+02 

(5.143e+01) 

2.888e+02 

(9.050e+01) 

3.5642e+02 

(1.871e+01) 

3.277e+02 

(9.645e+01) 

3.4400e+02 

(5.066e+01) 

2.054e+02 
(4.067e+00) 

 f16 
2.822e+02 

(1.13e+01) 

2.2282e+02 

(1.639e+02) 

7.438e+01 
(3.934e+01) 

1.2854e+02 

(4.073e+01) 

1.379e+02 

(1.702e+01) 

2.0350e+02 

(1.206e+02) 

1.981e+02 

(1.002e+00) 

 f17 
3.094e+02 

(1.56e+01) 

2.3465e+02 

(1.583e+02) 

8.4619e+01 
(3.576e+01) 

1.6189e+02 

(4.725e+01) 

 1.509e+03 

(9.363e+02) 

1.4519e+02 

(7.324e+01) 

 2.3407e+02 

(1.01e+01) 

 f18 
9.134e+02 

(8.43e-01) 

9.5042e+02 

(2.103e+01) 

8.1679e+02 

(1.6523e-01) 

8.6111e+02 

(1.870e+00) 

9.544e+02 

(3.438e+01) 

9.2253e+02 

(1.576e+00) 

 8.024e+02 
(2.009e+00) 

 f19 
9.918e+02 

(1.21e+00) 

9.518e+02 

(2.114e+01) 

8.1644e+02 

(1.541e-01) 

8.4801e+02 

(3.179e+00) 

8.458e+02 

(6.215e+01) 

9.1960e+02 

(1.338e+00) 

8.151e+02 
(9.546e-01) 

 f20 
9.131e+02 

(1.16e+00) 

9.4110e+02 

(2.931e+01) 

8.1697e+02 

(1.723e-01) 

8.5466e+02 

(9.54e-01) 

2.040e+03 

(8.768e+02) 

9.1989e+02 

(3.071e+01) 

8.1146e+02 
(3.671e-01) 

 f21 
5.813e+02 

(2.62e+02) 

8.3154e+02 

(2.624e+02) 

8.5838e+02 

(1.101e+00) 

8.6002e+02 

(1.136e+00) 

1.730e+03 

(5.118e+02) 

7.5734e+02 

(1.013e+01) 

4.9998e+02 
 (2.02e-02) 

 f22 
9.642e+02 

(1.14e+01) 

9.3438e+02 

(4.146e+01) 

5.0762e+02 

(1.655e+00) 

5.0340e+02 

(2.915e+00) 

1.582e+03 

(4.252e+02) 

9.2154e+02 

(9.841e+01) 

4.9901e+02 
(7.081e-02) 

 f23 
6.213e+02 

(3.06e+01) 

8.5963e+02 

(2.878e+02) 

8.6558e+02 

(6.610e-01) 

6.1835e+02 

(4.548e+00) 

5.506e+02 

(2.489e+01) 

7.524e+02 

(4.001e+01) 

5.2589e+02 
(1.002e+00) 

 f24 
3.143e+02 

(3.22e+01) 

3.0493e+02 

(3.556e+01) 

2.1141e+02 

(1.566e+01) 

2.1081e+02 

(2.883e+00) 

2.0985e+02 

(1.245e-04) 

6.561e+02 

(5.012e+01) 

1.989e+02 
(1.342e+00) 

 f25 
9.864e+02 

(2.17e+01) 

9.6754e+02 

(1.306e+01) 

2.1052e+02 

(2.558e+00) 

9.761e+02 

(2.409e+01) 

5.0012e+02 

(5.683e-02) 

9.889e+02 

(3.015e+01) 

1.9807e+02 

(2.102e-01) 

Table 2. Mean and standard deviation values of the errors for 50D.The best entries are marked 
in boldface. 

 Algorithms 

Func 

tion 

DE/rand/1 

Mean(std) 

DE/c-b/1 

Mean(std) 

JADE 

Mean(std) 

jDE 

Mean(std) 

SADE 

Mean(std) 

DEGL 

Mean(std) 

ADE-DISM 

Mean(std) 

f1 
9.6015e-06 

(1.283e-05) 

2.1443e-06 

(6.125e-06) 

7.4651e-04 

(2.419e-14) 

3.1544e-09 

(4.994e-09) 

1.4872e-11 

(2.8335e-11) 

6.4679e-10 

(9.864e-11) 

1.152e-13 
(1.247e-15) 

f2 
3.96e+03 

(9.307e+03) 

2.136e+03 

(1.128e+03) 

5.6310e-04 

(7.823e-04) 

5.202e+03 

(1.486e+03) 

2.28e-03 

(8.545e-03) 

1.2960e-05 
(9.561e-06) 

3.604e+03 

(8.564e+02) 

f3 
5.469e+07 

(1.328e+07) 

1.03e+07 

(6.375e+06) 

8.7156e+04 
(3.6847e+04)

2.977e+07 

(5.744e+06) 

7.179e+05 

(1.007e+06) 

2.311e+05 

(1.032e+05) 

6.964e+06 

(2.541e+06) 

f4 
1.180e+04 

(3.332e+03) 

8.5675e+03 

(2.864e+03) 

3.16e+03 
(4.134e+03) 

1.0194e+04 

(2.182e-01) 

9.778e+04 

(9.865e+01) 

2.8851e+04 

(1.893e+01) 

9.245e+03 

(2.187e+02) 
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Table 2. (continued) 

f5 
8.709e+03 

(6.938e+02) 

7.462e+03 

(1.32e+03) 

3.055e+03 

(5.485e+02) 

4.206e+03 

(5.088e+02) 

5.992e+03 

(4.664e+02) 

6.093e+03 

(6.840e+02) 

3.632e+03 
(4.012e+02) 

f6 
4.9162+01 

(1.182e+01) 

1.0872e+07 

(1.237e+07) 

1.5413e+01 

(1.0642e+01) 

4.1758e+01 

(8.910e+00) 

1.1337e+01 
(1.044e+01) 

6.29e+01 

(1.108e+01) 

1.151e+02 

(1.142e+01) 

f7 
6.1953e+03 

(4.594e-12) 

6.6691e+03 

(1.795e+02) 

6.1932e+03 

(1.84e+00) 

6.3114e+03 

(1.596e+01) 

6.1951e+03 

(4.594e-12) 

6.1953e+03 

(4.594e-12) 

3.0893e+01 

(4.425e-01) 

f8 
2.1142e+01 

(3.33e-02) 

2.1133e+01 

(4.841e-02) 

2.1136e+01 

(3.251e-02) 

2.1132e+01 

(3.807e-02) 

2.1132e+01 

(3.458e-02) 

2.1131e+01 

(3.917e-02) 

2.112e+01 

(3.145e-02) 

f9 
3.468e+02 

(1.199e+01) 

2.406e+02 

(2.939e+01) 

1.352e+02 

(2.591e+00) 

1.716e+02 

(1.409e+01) 

1.148e+02 
(1.266e+01) 

1.620e+02 

(1.743e+01) 

2.892e+02 

(3.568e+01) 

f10 
3.763e+02 

(1.578e+01) 

2.5467e+02 

(7.663+01) 

1.935e+02 

(2.06e+01) 

1.9597e+02 

(5.623e+01) 

6.342e+01 
(1.287e+01) 

1.0217e+02 

(3.559e+01) 

2.891e+02 

(7.612e+01) 

f11 
7.264e+01 

(1.212e+00) 

4.950e+01 
(4.451e+00) 

6.208e+01 

(1.744e+00) 

7.330e+01 

(1.008e+00) 

6.634e+01 

(1.485e+00) 

6.29e+01 

(1.36e+01) 

7.212e+01 

(2.841e+00) 

f12 
2.049e+06 

(5.925e+05) 

2.505e+05 

(1.137e+05) 

1.768e+05 

(7.105e+04) 

1.473e+05 

(1.928e+05) 

8.781e+03 
(7.092e+03)

5.781e+04 

(4.566e+04) 

4.3446e+06 

(4.789e+05) 

f13 
3.596e+01 

(1.446e+00) 

3.412e+01 

(8.904e+00) 

2.3112e+01 

(4.784e-01) 

2.5603e+01 

(1.322e+00) 

2.771e+01 

(4.112e+00) 

3.063e+01 

(4.361e+00) 

1.9635e+01 

(2.65e+00) 

f14 
2.339e+01 

(1.486e-01) 

2.286e+01 

(4.091e-01) 

2.284e+01 

(2.5486e-01) 

2.309e+01 

(2.843e-01) 

2.284e+01 

(2.0634e+01) 

2.262e+01 

(3.375e-01) 

2.2989e+01 

(5.011e-01) 

f15 
5.09e+02 

(7.981e+01) 

4.989e+02 

(5.001e+01) 

3.769e+02 

(8.764e+01) 

4.000e+02 

(000e+00) 

3.8827e+02 

(1.0775e+02) 

3.8982e+02 

(4.9284e+01) 

2.011e+02 
(1.065e+00) 

f16 
2.7343e+02 

(1.0498e+01) 

2.5387e+02 

(1.4757e+01) 

1.437e+02 

(5.2267e+01) 

2.716e+02 

(4.719e00) 

1.542e+02 

(6.168e+01) 

1.3153e+02 
(1.998e+01) 

2.7045e+02 

(1.547e+01) 

f17 
3.7286e+02 

(3.1287e+01) 

2.5234e+02 

(5.7296e+01) 

1.896e+02 
(3.8745e+01) 

3.059e+02 

(1.163e+01) 

1.934e+02 

(2.9679e+00) 

1.7659e+02 

(2.3653e+01) 

3.0254e+02 

(5.674e+00) 

f18 
9.9043e+02 

(4.8709e+01) 

9.2089e+02 

(5.663e+01) 

9.206e+02 

(1.893e+00) 

9.145e+02 

(3.163e+01) 

9.041e+02 

(5.208e+01) 

9.6067e+02 

(2.8458e+01) 

9.025e+02 
(5.014e+00) 

f19 
9.4100e+02 

(3.8003e+01) 

9.2667e+02 

(5.9865e+01) 

9.6031e+02 

(2.523e+01) 

9.209e+02 

(1.0406e+01) 

9.3493e+02 

(1.9639e+01) 

9.143e+02 

(2.0105e+01) 

8.6012e+02 

(2.038e+01) 

f20 
9.8536e+02 

(4.4965e+01) 

9.3586e+02 

(5.3925e+01) 

9.8672e+02 

(1.8675e+02) 

9.9121e+02 

(1.5365e+01) 

9.3167e+02 

(2.0137e+01) 

9.2196e+02 

(4.5874e+01) 

8.989e+02 

(2.018e+00) 

f21 
9.1108e+02 

(5.7474e+02) 

8.9465e+02 

(1.7465e+02) 

8.523e+02 

(3.5175e+02) 

8.0619e+02 

(1.0869e+02) 

8.6400e+02 

(1.5779e+02) 

8.3600e+02 

(2.1772e+02) 

7.321e+02 
(8.125e+00) 

f22 
9.9463e+02 

(1.3465e+01) 

9.3443e+02 

(1.012e+01) 

9.137e+02 

(2.435e+01) 

9.796e+02 

(1.4851e+01) 

9.7245e+02 

(3.3383e+01) 

9.4242e+02 

(3.5647e+01) 

5.000e+02 
(2.395e-01) 

f23 
9.1185e+02 

(2.5986e+01) 

9.2645e+02 

(2.5986e+01) 

8.103e+02 

(2.4572e+02) 

8.3044e+02 

(1.0787e+02) 

8.6405e+02 

(1.5266e+02) 

8.3934e+02 

(1.662e+02) 

7.352e+02 
(3.457e+00) 

f24 
7.9849e+02 

(2.4586e+01) 

7.9645e+02 

(1.3642e+01) 

2.000e+02 
(0.000e+00) 

2.000e+02 
(0.000e+00) 

2.000e+02 
(0.000e+00) 

7.2465e+02 

(8.2066e+01) 

2.000e+02 
(0.000e+00) 

f25 
1.7586e+03 

(4.5365e+00) 

1.7846e+03 

(6.7654e+00) 

1.6632e+03 

(5.5842e+00) 

1.728e+03 

(6.2562e+00) 

1.7586e+e+03 

(3.1453e+00) 

1.671e+03 

(6.5096e+00) 

9.600e+02 

(4.241e+00) 

 
From above results, we can see that ADE-DISM is specifically better for the hybrid 

composition functions. And also, as dimensionality increases the efficiency of ADE-
DISM increases for optimizing all the benchmark problems of CEC-2005. 
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6 Conclusion 

The performance of DE is enhanced with proper mutation and crossover strategies 
and the proper tuning of the associated parameter values. In our ADE-DISM we use a 
mutant vector using a different mutation criterion using the Mean-best-vector and the 
difference vector set. When run over the problems of CEC-2005 [14, 15], it is statisti-
cally comparable to or better than some of the other DE variants as we have presented 
here. In future, we will apply our DE scheme to various existing DE algorithms and 
also to some of the real world optimization problems. 
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Abstract. In this paper a fuzzy programming technique is presented to solve 
multiobjective chance constrained programming problem having the right sided 
parameters associated with system constrains follow log-normal distribution. In 
model formulation process the imprecise probabilistic problem is converted into 
an equivalent fuzzy programming model by applying chance constrained pro-
gramming methodology. Then by considering fuzzy nature of parameters in-
volved with the system constraints, the problem is decomposed on the basis of 
tolerance values of the parameters. The individual optimal value of each objec-
tive is found to construct the membership goals of the objectives. A priority 
based fuzzy goal programming approach is used for achievement of the highest 
membership degree to the extent possible under different priority structures to 
achieve the ideal point dependent solution in the decision making context. To 
expound the potentiality of the proposed approach, an illustrative example is 
solved and the solution is compared with other existing technique.    

Keywords: Chance Constrained Programming, Log Normal Distribution, 
Fuzzy Numbers, Fuzzy Goal Programming, Fuzzy Random Variable.  

1 Introduction 

As a special field of mathematical programming, chance constrained programming 
deals with the situation where some or all parameters appear in the system constraints 
are probabilistic in nature and follow some probability distribution.  Among the vari-
ous types of probability distributions, log-normal distribution plays an important  
role for its wide applications in the fields engineering, earth sciences, medicines,  
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radioactivity and other decision making arena. The genesis of log normal distribution 
is found during nineteenth century in the work of Weber [1], Galton [2], Fechner [3], 
and others. 

In 1959, Charnes and Cooper [4] first introduced chance constrained programming 
(CCP) technique for solving stochastic programming problem with random parame-
ters associated with the problems. Different aspects of CCP technique was further 
investigated by Kataoka [5], Prekopa [6] and other researcher in the past. 

In formulating CCP model, the decision makers (DMs) are very often confused 
with the vague nature of parameters. To deal with such kind of vagueness involved 
with a multiobjective linear programming model, Zimmermann [7] introduced a fuzzy 
programming (FP) methodology based on fuzzy set theory [8]. The methodological 
development of that approach was further studied by Leberling [9], Sakawa [10] and 
others. 

In the process of deriving models of CCP it is important to consider that the possi-
ble values of the random parameters under the occurrence of events as fuzzy numbers. 
Realizing the fact the concept of fuzzy random variables (FRVs) was first introduced 
by Kwakernaak [11]. FRVs [12] are considered as random variables whose values are 
represented by fuzzy numbers. The optimization model involving FRVs was first 
developed by Luhandjula [13]. Based on Lai and Hwang’s [14] max-min approach, 
Sinha et al. [15] developed an FP approach for solving multiobjective probabilistic 
linear programming problems where only right side parameters of system constraints 
are random variables. These models were further studied by Liu [16], Rommelfanger 
[17], and others. A brief survey on the developments of stochastic programming mod-
els including FRVs is found in the work of Luhandjula [18].  

Goal programming (GP), introduced by Charnes and Cooper [19], plays an impor-
tant role in the field of multiobjective decision making (MODM) problems having 
conflicting objectives. The main drawback of classical GP is that the aspiration levels 
of the goals need to be specified precisely in making a decision. Also the classical GP 
technique cannot capture directly the uncertainty arises due to the presence of chance 
constraints associated with the problems. Under this context fuzzy goal programming 
(FGP) [20, 21] is used as an efficient tool for making decision in an imprecisely de-
fined probabilistic MODM arena. FGP technique for solving CCP problems involving 
FRVs have been recently presented by Biswas and Modak [22, 23]. A genetic algo-
rithm based approach in the framework of FGP for solving CCP has been investigated 
by Jana and Sharma [24].In this paper only discrete FRVs are considered. To the best 
of authors’ knowledge an efficient solution technique for solving multiobjective CCP 
(MOCCP) following log normal distribution from the view point of its potential use  
in different planning problems involving fuzzy parameters is yet to appear in the  
literature.  

This paper develops a methodology to solve fuzzy MOCCP (FMOCCP) problem 
consisting of log-normally distributed FRVs associated with right side values of the 
system constraints. Also some parameters of the system constraints are considered as 
fuzzy numbers. At first the problem is converted into an equivalent FP problem con-
sidering log-normal distribution of the parameters. Then considering the fuzzy aspects 
of the model, the problem is decomposed on the basis of their tolerance ranges of 
fuzzy parameters. The individual optimal value of each objective is derived to con-
struct the membership function for measuring the degree of satisfaction of each of the 
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objective in the decision making situation. A priority based FGP model is used for 
achievement of the highest membership degree (unity) to the extent possible of each 
fuzzy goal defined for the membership functions under different priority structures. 
Finally developed model is solved to achieve the most satisfactory solution in the 
decision making context. 

2 Prerequisites 

Log normal distributions [1-3] are usually characterized in terms of log transformed 
variables whose parameters are represented by mean and standard deviation of its 
probability distribution. The log normal variates are those variates whose logarithm 
form follows normal distribution. By definition log-normal distributions are symme-
trical at the log level whereas it is skewed in the ordinary level. A random variable 
satisfying log-normal distribution always considers only positive values and the dis-
tribution is skewed to the left. A density function for log normal distribution is pre-
sented in the following figure. 

 
                                                                                                                                                                              
 
 
 
 
 
 

Fig. 1. Density curve of log-normal distribution 

Let  be a log-normal variate. Then ( ) follows normal distribution. Considering 
two parameters, mean, µ, and standard deviation, σ, of ln(X), the density function of 

log-normal distribution can be presented as ( ) = √ exp ( (log( ) ) ) 

The mean and variance of the distribution is given by exp ( ) and  exp(2 ) (exp( ) 1), respectively. 

3 Formulation of FMOCCP Model  

The generic form of a fuzzy CCP model having K number of objectives with a target   
to maximize the objectives under m number of system constraints is presented as  

 
Find   ( , , … . ) 
so as to Maximize  = ∑  ;  = 1,2, … … ,  

 subject to  Pr ∑ 1  ;   = 1,2, … … ,        
                                 0 ; = 1,2, … … ,                                                          (1)  
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Where  represent log-normally distributed FRVs and  are triangular fuzzy num-
bers,  denote any real number lying in the interval 0, 1 .  

As  is log-normally distributed FRV, the mean and variance of the fuzzy normal 
variate ln = , are denoted by =   and = . Hence the 

mean and variance of the log-normal variates  can be obtained as =exp ( )  and = exp 2 (exp 1). 

On the basis of the above considerations, the FP model is derived in the following 
subsection. 

3.1 FP Model Construction 

Now considering only chance constraints defined in Model (1), the following deriva-
tions are made. The chance constraint is represented here as 

 
  Pr ∑ 1 ;  i.e.,  Pr ( ∑ ) ; 

i.e.,  Pr ( ∑ )  i.e., Φ( ∑ ) ;  

i.e.,  ln ∑ Φ (α ) . 
 

Hence the Model (1) is converted into the following form as  
 

       Find   ( , , … . ) 
so as to Maximize  = ∑  ;  = 1,2, … … ,  

 subject to  ∑ exp ( Φ (α ) ) ; = 1,2, … … ,        
                   0 ;  = 1,2, … … ,                                                                 (2) 
 

Here the function )(⋅Φ  represents the cumulative distribution function of the standard 
normal fuzzy random variate.  

Characterization of Membership Functions. In fuzzy decision making situation, it 
is assumed that the mean and standard deviation associated with the FRVs  and the 
fuzzy parameters  are triangular fuzzy numbers. A triangular fuzzy number can be 
represented by a triple of three real numbers as = ( , , ), the membership func-
tion of whose takes the form 

( ) =    0                      , 

where  and   denote, respectively, the left and right tolerance values of the fuzzy 
number . 

Now, considering mean, , and standard deviation, , of the FRV, ,  and pa-
rameters, , associated with the system constraints in (2) as triangular fuzzy num-
bers of the form 
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= (  ,   , ), = ( , , ), = (  ,  , ); for  = 1,2, … . , ; = 1,2, … . , ,  the Model (2) can be described as  
 

               Find   ( , , … . ) 
so as to Maximize  = ∑ ;  = 1,2, …  
subject to ∑ ( ) exp (  Φ ( )( ( ) ))       ∑ (  ) exp (  Φ ( )( ( ) ))  0 1  ; = 1,2, … ,   ; = 1,2, … ,  .                                     (3) 

 
Here  represents the degree of fuzziness involved with parameters of the system 
constraints. Now, considering the ambiguous nature of human judgments, it is quite 
natural to assume that the DM may have a fuzzy goal for each of the objective func-
tions. In a maximization type problem, the DM specifies the fuzzy goal in such a 
manner that the objective function value should be substantially greater than or equal 
to some assigned value. To obtain the aspiration level to the fuzzy goals, each objec-
tive is solved individually under the system constraints defined in Model (3). Let   
and ; = 1,2, … ,    be the best and worst values obtained by solving each objec-
tive independently. Hence the fuzzy objective goal for each of the objectives can be 
expressed as:  

   for  = 1,2, … ,  

Such a fuzzy goal can be quantified by eliciting the corresponding membership func-
tions on the basis of the achieved values. Thus the membership function for each of 
the objectives can be written as :  

( ) = 0
  1      ; = 1,2, . . ,                            (4) 

3.2 Priority Based FGP Model Formulation  

In a priority based FGP model, the elicited membership functions are considered as 
flexible goals by introducing under- and over- deviational variables to each of them 
and assigning unity as the aspiration level. The full achievement of all the member-
ship goals is not possible in an MODM context. Also the objectives of the model are 
not equally important to achieve the ideal point dependent solution in the decision 
making arena. So the under deviational variables are minimized on the basis of priori-
ty of importance of achieving the goal values of objectives in the decision making 
environment. The priority based FGP model can be formulated as  

                        Find   ( , , … . ) 
so as to   Min D = ( ), ( ), … ( )  

and satisfy    = 1 for = 1,2, … ,         ∑ ( ) exp (  Φ ( )( ( ) ))      
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  ∑ (  ) exp (  Φ ( )( () )) 0 1; = 1,2, … ,  ; = 1,2, … ,   
                  ,  0  ; . = 0          (5) 
 

where D represent I priority achievement function consisting of the weighted under 
deviational variables, . The priority factors have the relationship  

 

which implies that the goals at the highest priority level will achieve the goal values 
to the extent possible before considering the achievement of the goals at the lower 
priority levels. The priority function ( ) has the form:  ( ) = ∑ , 

where 0 represents the numerical weights of importance of the goals at the i-th 
priority level , and which are determined as:   

= (   ). 
The developed model (5) is solved to find the most satisfactory solution in the deci-
sion making environment. 

4 An Illustrative Example   

To demonstrate the feasibility and efficiency of the developed approach, the follow-
ing FMOCCP with log-normally distributed FRVs is considered as 

 
   Find ( , )      
 so as to    Maximize  = 10 5     
                Maximize  = 3 7     
  subject to  1 1 .94 , 4 3 .93,  
                  2 5 .91     ,  0             (6) 
 

Here , ,  are independent FRVs following log-normal distribution and other 
parameters are fuzzy numbers. Let = , = 1,2,3   are independent FRVs 
which follow normal distribution.  

Considering mean and standard deviations of ; and applying general CCP tech-
nique the model (6) is converted into the following form as  

 
   Find ( , )      
 so as to    Maximize   = 10 5      
   Maximize    = 3 7  
 subject to 1 1 exp( 0.15 ),  
   4 3 exp( 0.18 ),  

    2 5 exp ( 0.23 ), , 0      (7) 



448 A. Biswas and A.K. De 

Here, the mean and standard deviation of  , = 1,2,3  are assumed as triangular 
fuzzy numbers with the following forms 

 = ( .05,0, .05), = (1.95,2,2.05); = (1.65,1.7,1.75),  = (.95,1,1.05) and = (1.55,1.6,1.65) , = (.95,1,1.05).   

Also the coefficients 1, 4, 3, 2, 5   are taken as triangular fuzzy numbers with the form  1 = (. 98,1,1.08),1 = (. 95,1,1.05),4 = (3.95,4,4.05),3 = (2.98,3,3.02),  2 = (1.95,2,2.05) and  5 = (4.95,5.5.05) 

On the basis of fuzzily defined mean and variance of the FRVs and triangular fuzzy 
number the problem is decomposed as  

 
    Find ( , )      
               so as to    Maximize   = 10 5      
                 Maximize    = 3 7  

 subject to   (0.98 0.02 ) (0.95 0.05 ) exp ( 0.05 0.05 ) 0.15(1.95 0.05 )      (1.08 0.08 ) (1.05 0.05 ) exp ((0.05 0.05 ) 0.15(2.05 0.05 ))  (3.95 0.05 ) (2.98 0.02 ) exp ((1.65 0.05 ) 0.18(0.95 0.05 ))  (4.05 0.05 ) (3.02 0.02 ) exp ((1.75 0.05 ) 0.18(1.05 0.05 ))  (1.95 0.05 ) (4.95 0.05 ) exp ((1.55 0.05 ) 0.23(0.95 0.05 ))  (2.05 0.05 ) (5.05 0.05 ) exp ((1.65 0.05 ) 0.23(1.05 0.05 ))  
                              ,  0 , 0 1 ;                                               (8) 
 

Now each objective is considered independently and is solved with respect to the 
system of constraints in (8) to find the individual optimal values of the objectives.  

The results are obtained as  = 14.60390 ,  = 0, = 8.761802, = 0. 
Then the fuzzy goals of the objectives are found as: 14.60390,8.761802.

         
 

Hence the FGP model under preemptive priority structure can be presented by eli-
cited the membership goals as  

 
                Find   ( , )      

so as to        Min D = (0.0685 ), (0.1141 )  

and satisfy       : . = 1 

                     : . = 1  

subject to the system constraints defined in (8)      (9) 
with , , , 0  with . , . = 0 

 
Now the Model (9) is executed to find the most satisfactory solution in the decision 
making context. The software LINGO (ver 13.0) is used to solve the problem.  

The resultant decision is = 0.870,  = 0.616 with the objective values =11.778, = 6.919. 
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The achieved objective values obtained by using the technique developed by Sinha 
et al. [15] is =10.553, =6.406.  

The result shows the superiority of the developed methodology in terms of achiev-
ing the objective values over the other technique. 

5 Conclusions 

This article introduces a new methodology for solving FMOCCP involved with log-
normally distributed FRVs and fuzzy numbers by using priority based FGP technique. 
The method captures both types of uncertainties like fuzziness and randomness simul-
taneously. The presented model is flexible enough to introduce the tolerance limits of 
the fuzzy goals initially to arriving at the compromise decisions on the basis of priori-
ties of importance of the objectives. The method can also be adapted to hierarchical 
decision making environment with multiplicity of objectives. However it is hoped that 
the proposed methodology may open up new vistas into the way of making decision 
in a fuzzily defined probabilistic decision making arena. 
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Abstract. In this paper optimal side lobe reduction is achieved for time 
modulated linear antenna arrays with optimized uniform inter-element spacing 
and non-uniform excitations. An evolutionary approach, RGA, is proposed for 
the optimization. The side lobe level of time modulated linear array can be 
reduced significantly by optimal rearrangement of static excitation amplitudes 
and inter-element spacing of each element by RGA. The approach is illustrated 
through 12-, 16-, 20- element time modulated linear antenna arrays. Various 
results are presented to show the advantage of this approach considering 
maximum side lobe reduction. 

1 Introduction 

Time modulated linear antenna arrays have attracted the antenna designers for their 
advantages over conventional array antennas for a few years. Previous research works 
have shown time modulated linear antenna arrays are attractive for the synthesis of 
low/ultralow side lobes [3-8]. As compared to a conventional antenna array, the time 
modulated antenna array introduces a fourth dimension—time—into the design. 
Consequently, it has more flexibility [11-19]. In this paper, real coded genetic 
algorithm (RGA) is adopted to realize optimized non-uniform current excitation 
weights and uniform inter-element spacing for time modulated linear antenna arrays 
to achieve maximum side lobe reduction. The time modulation period is divided into 
numerous minimal time steps with the same length, where the ON-OFF status for 
each time step is followed by a novel scheme designed by the authors given in the 
paper.  

In this work, broadside time modulated linear antenna arrays with non-uniform 
amplitude distribution and uniform spacing are considered. The phase difference 
between any two elements is kept zero. The excitation and inter-element spacing of 
each element are optimized using RGA. A cost function is defined, which keeps the 
SLL at low levels. Section 2 deals with the theoretical background of time modulation 
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technique. This is followed by description of RGA in section 3; Numerical Results 
and convergence curves in section 4; and conclusion in section 5. 

2 Design Equation  

Consider a broadside linear array of 2M equally spaced isotropic elements as shown 
in Fig. 1, in which each element is controlled by a high speed RF switch and excited 
with complex amplitude. The array is symmetric in both geometry and excitation with 
respect to the array center.  

 

Fig. 1. Geometry of a 2M-element linear array along the z-axis 

The array is used to transmit a rectangular pulse of widthT , with a pulse repetition 

frequency, pTprf /1=  , and pT  is the pulse repetition period. For broadside beams, 

the array factor is given by 

)]cos()
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−=                           (1) 

where 

     =θ   Angle of radiation of electromagnetic 
                plane wave; 
     =d    Spacing between elements; 

     =k    Propagation constant; 
=M2    Total number of elements in the array; 

   =nI    Excitation amplitude of n th  element; 

 =nU    Corresponding periodic switch on time.  
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Switching function is given by (2) and shown in Fig. 2; each is switched ‘ON’ 

for )0( Tnn ≤≤ττ . 

1)( =nnU τ         if 
M

T
nn *≤τ  

               0=          Else                                                                                          (2) 

where nτ  is the time for which thn  element will be ‘ON’ and T is the pulse repetition 

time. All the antenna elements are assumed isotropic. Only amplitude excitations of 
each element and inter-element spacing are used to change the antenna radiation 
pattern. Fig. 2 show the ‘ON’-‘OFF’ time sequence for time modulated linear antenna 
array of M=10 elements.  
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Fig. 2. Time Sequence of M=10 time modulated linear antenna array 

The cost function (CF) for reducing the side lobe level is given below    

              ),(/),( 0 nnmsl IAFIAFCF θθ=                                                      (3) 

where 0θ  is the angle where the highest maximum of central angle is attained 

in ],0[ πθ ∈ . mslθ  is the angle where maximum side lobe ),( nmsl IAF θ is attained 

on either side of main beam. Minimization of CF means maximum reduction of 
SLL. RGA technique is employed for optimizing non-uniform current excitation 
weights and inter-element spacing. Results of the minimization of CF and SLL are 
described in section 4. 

3 Evolutionary Techniques Employed 

GA is mainly a probabilistic search technique, based on the principles of natural 
selection and evolution. At each generation it maintains a population of individuals 
where each individual is a coded form of a possible solution of the problem at hand 
and called chromosome. Chromosomes are constructed over some particular alphabet, 
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e.g., the binary alphabet {0, 1}, so that chromosomes’ values are uniquely mapped 
onto the decision variable domain. Each chromosome is evaluated by a function 
known as fitness function, which is usually the objective function of the 
corresponding optimization problem. 

Steps of RGA as implemented for optimization of non-uniform current excitation 
weights and inter-element spacing are [2, 3]: 

• Initialization of real chromosome strings of pn  population, each consisting 

of a set of current excitation weights (M) and uniform inter-element (01). 
Size of the set is M+1, in a particular M-element array design.    

• Decoding of strings and evaluation of CF  of each string. 
• Selection of elite strings in order of increasing CF  values from the 

minimum value. 
• Copying of the elite strings over the non-selected strings. 
• Crossover and mutation to generate off-springs. 
• Genetic cycle updating. 
• The iteration stops when the maximum number of cycles is reached. The 

grand minimum CF  and its corresponding chromosome string or the 
desired optimal solution of M number of current excitation weights and one 
number of uniform inter-element spacing are finally obtained. 

4 Experimental Results  

This section gives the experimental results for three number of time modulated linear 
antenna array designs obtained by RGA technique. For each time modulated linear 
antenna array, uniform inter-element spacing is maintained. The best parameters for 
the RGA are set after many trial runs. It is found that the best results are obtained for 

the initial population size ( pn ) of 120 chromosomes; and maximum number of 

generations, Nm as 400. For selection operation, the method of natural selection is 
chosen with selection probability of 0.3. Crossover is randomly selected as dual point. 
Crossover ratio is 0.8. Mutation probability is 0.15. RGA generates a set of optimal 
normalized non-uniform current excitation weights and optimal uniform inter-element 

spacing [ ]( )λλ ,2/∈d  for each set of time modulated linear antenna arrays. Sets of 

time modulated linear antenna arrays considered are of 12-, 16- and 20-elements. 
Tables 2 show the optimal results. Tables 1 depict SLL values and BWFN values for 
all corresponding uniformly excited time modulated linear antenna arrays. 

4.1 Analysis of Radiation Patterns  

Figs. 3-5 depict the optimal radiation patterns of 12-, 16- and 20-element time 
modulated linear antenna array sets, respectively, with optimum non-uniform 
excitation weights and optimum uniform inter-element spacing using RGA. From 
each figure, it is clearly visible that beside noticeable reduction of SLL, BWFN is also 
well restricted upon optimizing. As seen from the Tables 2, for optimal non-uniformly 
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excited and optimal uniformly spaced symmetric time modulated 12-element, 16-
element and 20-element,  linear antenna arrays, SLL reduces to -23.66 dB, -20.72 dB 
and -18.26 dB, respectively, against -5.424 dB, -5.261 dB and  -5.148 dB, 
respectively, for corresponding uniform time modulated linear arrays. For the 12-
element case, Nulls at first and third peak are achieved. Fig. 4 depicts wide Nulls for 
the case of 16- element. And finally, for the case of 20- element, Nulls at fourth side 
lobe peak are achieved. 

4.2 Convergence Profiles of RGA  

The minimum CF values against number of iteration cycles are recorded to get the 
convergence profile for each set. Fig. 6 portrays the convergence profiles of minimum 
CF of time modulated 12- and 16-element linear antenna array sets with improved 
SLL, respectively. Simulation programming was done in MATLAB language using 
MATLAB 7.5 on dual core(TM) processor, 2.88 GHz with 2 GB RAM. 

Table 1. Initial values of SLL and BWFN for uniformly excited arrays having ( nI =1) and 

2/λ inter-element spacing  

Set No. No. of Element SLL(dB) BWFN (deg.) 

I 12 -5.424 14.76 

II 16 -5.261 10.80 

III 20 -5.148 8.64 

Table 2. Optimal current excitation coefficients, optimal inter-element spacing, SLL and 
BWFN for three time modulated linear antenna array sets   

Set No. 
MIII ......., 21  Optimized  

uniform 
inter-element 

spacing 
)(λ  

SLL (dB)    BWFN(deg)    

I 0.9505    0.4601    
0.2861    0.1297    
0.0904    0.0459 

0.8289 -23.66    16.56    

II 0.9343    0.7132    
0.3945    0.2007   
0.1758    0.1144    
0.0602    0.0306 

0.9049 -20.72    10.80    

III 0.9894    0.9636    
0.5022    0.4160   
0.2608    0.2120    
0.1446    0.0923 
0.0667    0.0612 

0.7951 -18.26    8.64    
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Fig. 3. Best array pattern found by RGA for the 12-element array with improved SLL 
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Fig. 4. Best array pattern found by RGA for the 16-element array with improved SLL 
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Fig. 5. Best array pattern found by RGA for the 20-element array with improved SLL 
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Fig. 6. Convergence profile of RGA for the (a) 12-element and (b) 16-element time modulated 
linear antenna array with improved SLL 

5 Conclusions  

In this  paper the optimal design of non-uniformly excited  time modulated linear 
antenna arrays with uniform inter-element spacing has been described using the 
technique of real coded genetic algorithm. Experimental results reveal that the 
optimal design of non-uniformly excited time modulated linear antenna arrays with 
optimal inter-element spacing offers a considerable SLL reduction with respect to 
corresponding time modulated uniform linear arrays with uniform inter-element 
spacing of 2/λ . For the time modulated linear antenna array sets having 12, 16 and 
20 elements, SLLs have reduced to -23.66 dB, -20.72 dB and, -18.26 dB, respectively, 
against -5.424 dB, -5.261 dB and  -5.148 dB, respectively, of corresponding uniform 
time modulated linear arrays with a very little change in BWFN. Figs. 3-5 depict 
additional achievement of deeper nulls and wide nulls. The authors’ contributions in 
this paper are: (i) the application of evolutionary algorithm in the optimal design and 
(ii) the novel design of time switching function.  Other time switching functions and 
other antenna geometries and constraints in many different areas of antenna design 
will be considered in future research for tuning antenna characteristics and 
parameters. Genetic algorithm seems a good candidate to deal with the problems. 
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Abstract. The field of optimization is abundant with algorithms, which are 
inspired from nature based phenomena. The increasing popularity of such 
algorithms stems from their applications in real life situations. Here in this 
article a real life problem in the form of the design of circular antenna array has 
been discussed. The design of the antenna array is based on the application of a 
novel variant of Artificial Bee Colony Algorithm using selective neighborhood 
called sNABC. We use a neighborhood based perturbation on the basis of 
Euclidean distance and fitness of individuals are used for obtaining minimum 
side lobe levels, maximum directivity and appropriate null control. To illustrate 
the effectiveness of our design procedure, the results have been compared with 
several existing algorithms like DE, ABC and PSO. 

1 Introduction 

In this modern era where long distance communication is highly prevalent, antennas 
possessing greater directive radiation nature are desirable. For achieving such a 
directive radiation pattern antenna arrays [1-3] are used in place of a single antenna, 
whose elements of the are combined in specific electrical and geometrical 
combinations.  The main utility of the antenna array is to obtain a set of positions for 
the antenna elements such its radiation pattern matches the desired one. The 
consideration of the design of antenna array as a specific problem has attracted the 
interests of the researchers particularly in the field of electromagnetic optimization. 
Earlier the approach was primarily based on applying numerical techniques but their 
inadequacies have forced the researchers to implement nature inspired metaheuristics 
[4]. Notable works have been reported in this regard, most importantly that of 
Panduro et.al. [5], [9-11] in which Differential Evolution [6], Genetic Algorithm [7] 
and Particle Swarm Optimization [8], have been applied to obtain the optimal design 
of scanned antenna arrays. Gurel and Ergul [10] applied GA for designing circular 
array antenna where every element is a log periodic antenna. 

This paper has been organized into 6 sections. Section 2 describes the design 
problem in detail .Section 3 gives a detailed analysis of the Artificial Bee Colony 
algorithm. In Section 4 our proposed sNABC algorithm have been illustrated in detail. 
Section 5 specifies the experimental design section of the three possible cases and 
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discusses the results obtained. Lastly the paper is concluded in Section 6 with future 
research scope being specified.  

2 Design Problem 

Circular antenna array problems consist of N antenna elements distributed on a circle 
of radius r. Arrangement of the circular elements is given below  
 

 

Fig. 1. Geometrical arrangement of circular antenna array 

The Array Factor for the circular antenna array is calculated as :- 

   (1)

 
The array factor includes the following terms:- 

 

(i) In is the current excitation associated with the nth element. 
(ii)   is the phase excitation associated with the nth element.                                                                           
(iii) ∅ is the angle of the incident plane wave. 
In the array factor ∅   is the angular position of the nth element of the antenna array 
in x-y plane.  It is calculated as:- 

                                                ∅ = 2 ( )                                               (2) 

Here in case of circular antenna array, if k is the wavenumber and r is the radius of the 
circle defined by circular array then the relation kr=Nd holds. ∅  is the direction of 
maximum radiationThe current and the phase excitations of the antenna elements are 
varied so as to suppress the sidelobes,minimize the beamwidths and obtain null 
control in the directions as desired. Symmetrical excitation of the circular antenna 
array is considered in which the following relations hold 
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                                                                        (3) 
The objective function considered for the design problem is given as 

 
(4)

 

The objective function can be minimised by separately considering the four 
components of the objective function.The first component attempts to minimize the 
level of the sidelobes, where ∅  is the angle at which the maximum level of the side 
lobe is attained. The second component’s task is to maximize the directivity of the 
array configuration. Directivity, which measures the directive gain of the antenna 
configuration has emerged as a key figure of merit for comparing various antenna 
patterns. The third component of the objective function attempts to drive the array 
configuration towards the desired maxima i.e. ∅ . The fourth component deals with 
the nulls and penalizes the objective function if the null control of desired proportion 
is not achieved. nl is the number of null control directions and ∅  is the the kth null control direction. 
3 Artificial Bee Colony Algorithm 

The Artificial Bee Colony Algorithm intoduced by Karaboga [9], simulates the 
foraging behavior of the bees in solving intricate computational problems. The ABC 
algorithm allows the division of labour scheme, in which the entire bee colony is 
subdivided into three groups:-employed bees,onlooker bees, scout bees. The basic 
steps of the ABC algorithm is elucidated below as:- 

 

1 Foragers which are unemployed search the entire search space for potential food. 
Once food source is found it is promoted to an Employer Bee and carries local 
exploitation of the source, analyzing food sites based on their nectar content. 

2 The employed bee chooses a fit source to load nectar, memorizes its position and 
returns to hive where, the employer unloads their nectar and in the process 
communicate the presence of a fit source to waiting onlookers via waggle dance. 

3 Onlooker probabilistically selects one of the sources advertized to it,which is 
exploited by onlooker and again the steps performed by Employer bees are 
repeated.A food source is abandoned by a forager when it has exhausted its nectar 
content and it becomes a scout bee performing random walks in search space. 

4 The sNABC Algorithm 

The sNABC algorithm is a novel variant of the original Artificial Bee Colony 
Algorithm in which a novel mutation based on selective neighborhood has been 
introduced, which makes it superior in comparison with the original ABC algorithm. 
The main steps of the algorithm are detailed as below:- 
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(i) Initialization of Food Sources: The algorithm starts by initializing the food 
sources randomly in the search space .The food sources are initialized in the 
following manner:- 

          Food ji
 = Food jmin + r. (Food jmax – Food jmin)                  (5) 

Food jmax and Food j
min are the upper and the lower limits of the jth dimension of the ith 

Food source, respectively. Here, j Є [1, D] for a D-dimensional problem, i belongs to 
[1, FN] for FN number of Food Sources and r is a random number uniformly 
generated in the range [0, 1] and later designated as rand. 
 

(ii) Employed Phase: Foragers are mainly responsible for carrying out the 
exploitation of the food sources. They are responsible for constant searching of the 
food sources. In order that the search process of the employed phase is balanced 
between exploration and exploitation. A perturbation scheme is applied taking into 
account randomly selected k parameters and perturbing them with a food source 
selected from a list of neighbouring members sorted in order of increasing Euclidean 
distance. The value of k is randomly varied but truncated to the range [1, FN/2].A 
random number is generated between 0 and 1 and if it is less than Prbnbd 
(neighborhood selection probability) which is set to 0.5, then the perturbation is done 
with respect to k nearest neighbors of the current individual .Otherwise the farthest k 
number of neighbors of the current individuals are selected. 

                        
(6)

 
The selection factor S determines the frequency of perturbation and ideally ranges 
from 0.3 to 0.6 for competitive results. We have chosen S to be 0.6 since it provides a 
good tradeoff between exploration and exploitation. Positional perturbation of the 
forager’s position is enacted if a randomly generated number rand, in the range (0, 1), 
is less than the selection factor. The positional modification is as follows:- 

                                                                                 

(7)

 
This is followed by a greedy (fitness-based) selection by which the forager replaces 
it’s currently employed Food Source by a fitter one recently discovered.The fitness is 
calculated using the following formula :- 

                                                           
(8)

 
In the above mentioned formula,  fit(Food) is the fitness value and  f(Food) is the 
objective functional value of the food source respectively. 

 

(iii) Onlooker Phase: In the Onlooker Phase, an waiting onlooker bee selects a food 
source by means of probabilistic selection method and determines an adjacent food 
source for exploitation to get a better solution. The onlooker bees select food sources 
if the randomly generated number in the range [0, 1] is less than probi. 
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                                                             (9) 
(iv) Scout Phase:  After rejecting a food source, the concerned employee bee 
becomes a scout bee for searching a better food source in the the unexplored region. 
A trial counter is set which counts the number of cycles for which the food source 
does not improve upon its previous fitness value. As the trial counter reaches a 
predefined limit this food source is reinitialized. 

5 Simulation Results 

Three instances of the problem are considered here. The cases involve design of 
optimal array pattern possessing no null control, having null at 50o and nulls at both 
500 and 1200. The results of our algorithm sNABC has been compared with the 
following algorithms using the parametric settings as inferred from literature. 

(i) Differential evolution(DE).          [6] 
(ii) Particle swarm optimization(PSO).                  [8]  
(iii) Artificial bee colony algorithm (ABC).     [9-10] 

The simulation of the benchmark suite have been performed on an Intel dual-core 
machine with 2 GB RAM 2.36 GHz speed using MATLAB 7.5. The results for each 
algorithm have been tabulated based on the data obtained from 25 trial runs. The 
mean and standard deviation for the objective function have been reported. 

5.1 Parametric Settings 

For the algorithm sNABC  the parameters used are identical to that of classical ABC:  

(i) Colony Size (CS)=100 
(ii) limit=100 
(iii) K (number of nearest individuals)=10 

5.2 Results  

Case I: 12 element array having no null control 

Table 1. Results for the median of 25 trials(Case I) Algorithm SLL(dB) Directivity(dB) 
sNABC -20.16 11.53 

ABC -18.47 11.27 
PSO -18.64 11.31 
DE -18.61 11.29 

Table 2. Mean function values and standard deviations over 25 test runs (Case I) Algorithm Mean obj. func value Standard deviation 
sNABC 0.1878 0.0032 

ABC 0.2154 0.0048 
PSO 0.2241 0.0432 
DE 0.2176 0.0311 
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The optimal array pattern thus obtained is shown in figure 2. The results clearly 
indicate that sNABC finds the best possible array pattern with minimized side lobes 
and greater directivity. 
 

Case II: 12 element array having null at 500 

Table 3. Results for the median of 25 trials (Case II) 

Algorithm SLL(dB) Directivity(dB) Array factor (dB) at 500 

sNABC -18.87 11.34 -70.44 
ABC -14.57 10.65 -68.45 
PSO -17.83 10.87 -69.43 
DE -18.13 11.08 -47.44 

Table 4. Mean function values and standard deviations over 25 test runs (Case II) Algorithm Mean obj.func value Standard deviation 
sNABC 0.2194 0.0093 

ABC 0.2791 0.0194 
PSO 0.2243 0.0487 
DE 0.2178 0.0318 

 

From the obtained results it is visible that sNABC clearly outperforms other 
competing algorithms by suppressing the array pattern to -70.44 dB, at the required 
null direction of 500.The array pattern thus obtained is shown in figure 3. 

Case III: 12 element array having null at 500 and 1200 

Table 5. Results for the median of 25 test runs (Case III) Algorithm SLL(dB) Directivity(dB) Array factor (dB) at 500 Array factor (dB) at 120o 
sNABC -18.76 11.21 -68.13 -70.35 

ABC -13.73 10.68 -41.42 -52.17 
PSO -11.42 10.34 -42.92 -54.15 
DE -18.05 10.96 -52.53 -48.47 

Table 6. Mean function values and standard deviations over 25 test runs (Case III) Algorithm Mean Standard deviation 
sNABC 0.2017 0.0089 

ABC 0.2558 0.0115 
PSO 0.3865 0.0287 
DE 0.2211 0.0345 

 

The results given above clearly indicate that our algorithm has provided the best 
possible minimized sidelobe levels in both 50o and 1200 directions. The corresponding 
array pattern is thus shown in figure 4. 

5.3 Computational Effort and Complexity 

To do away with the platform hardware specifications, we state the computational 
time as the ration of the time taken by sNABC to that of basic ABC to optimize the 
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problem. The average value was found out to be 1.021 which is suitable for real world 
applications. Similar ratios of 1.011 and 1.042 were obtained with respect to PSO and 
DE. Due to computation of the distance matrix the worst case complexity is O(CS2). 
But due to nature of the benchmark problem the difference in time is not pronounced. 
Usually the average case complexity is O(CS log CS) owing to symmetric nature of 
distance matrix which saves repeatative calculation. 

6 Conclusion 

In the current scenario, the design of such an optimal antenna array pattern, where 
side lobes have to be minimized apart from maximizing the directivity is quite 
challenging task. In this paper we have focused on the application of a novel variant 
of the Artificial Bee Colony Algorithm, where the employed phase is modified by 
incorporating a trade-off scheme between exploitation and exploration, which has 
proved to be superior in comparison with the other contender algorithms. The 
optimization task considered here is in the form of a cost function that considers the 
average levels of the side lobes, null control, and circumference of the array. On all 
the three cases considered above, our algorithm has significantly outperformed the 
competing state of art algorithms regarding all the possible criteria considered (SLL, 
directivity etc).Future research works will stress on exploring the possibility of 
application of our algorithm in case of other array geometries. Further research work 
is possible by considering the components of the cost function as a multi objective 
problem but suitable problem specific knowledge is required in order to point out the 
best solution from the Pareto-optimal set. 
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Supplementary Attachment: Optimal Array Pattern for the cases discussed 
above 

 
Fig. 2. Antenna array pattern for 12 element array having no null control 

 

Fig. 3. Antenna array pattern for 12 element array having null at 500 

 

 
Fig. 4. Antenna array pattern for 12 element array having null at 500 and 1200 
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Abstract. Evolutionary Algorithms, inspired from the Darwinian theory on 
evolution of species, are heuristic method for solving difficult unimodal and 
multimodal functions. But the ultimate disadvantage of those Evolutionary 
Algorithms is premature convergence, i.e. trapping in a local optimum due to 
poor exploration strategy. In case of High Dimensional problems, there are 
huge chances of convergence prematurely due to the large search space, which 
grows exponentially with the increase of dimension of the problem. In this 
paper a modified Teaching-Learning-Based technique is used to investigate the 
effectiveness of different cooperative co-evolutionary framework for solving 
high dimensional problems. 

1 Introduction 

The curse of dimensionality in Evolutionary Algorithms (EAs) [1-3] is a recurrent 
phenomenon and to find a way to do away with this major setback, Potter and De 
Jong [4] proposed Cooperative Co-evolution (CC) for tackling Large Scale 
Optimization problems based on the idea of partitioning the parameters upon which 
the problem depends into smaller subcomponents, of lesser number of parameters. It 
is treated as a sub-problem of lower dimensionality and thereby will not affect the 
performance of the optimizer. CC seems to be a promising approach for large scale 
optimization but its performance degrades in case of non-separable problems due to 
parameter linkage. Generally all interacting variables should be grouped into number 
of subcomponents such that they capture inter-dependencies among them with a fair 
degree of success. But due to lack of prior information about the interaction among 
the variables, we have no clue about the proper grouping. This introduces the need of 
sophisticated approach based on trial-and-error to latch the linkage and minimize its 
effect on the optimizer. 

The rest of the paper is structured as follows: Section 2 elucidates the CC 
framework and the optimizers with mathematical justifications of including the 
proposed techniques as improvement in the CC frameworks. Section 3 contains the 
comparative study and experimental analysis. The concluding remarks are given in 
Section 4 with a brief scope for future works that may be undertaken. 
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2 Preliminaries  

This section concludes brief review of cooperative co-evolution, CC framework, and 
the modified teaching learning based optimization algorithm on the basis of CC 
framework. 

2.1 Cooperative Co-evolution: Motivation and Earlier Work 

Potter [5] introduced the CC concept in Genetic Algorithm to model CCGA, which 
became the reference work for similar strategy adaptation in Evolutionary Strategy 
(CCES) [6], Particle Swarm Optimization (CPSO) [7] and Differential Evolution 
(CCDE) [8]. Initially Potter described the CC framework by decomposing the D 
dimensional vector into D subcomponents and optimizes the whole vector by 
improving the single dimension at a time. During the development work in CPSO, it 
was introduced that the D dimensional problem vector in decomposed into m s-
dimensional vectors. This idea improved the result than the earlier CC concept but 
could not give satisfied outcomes in case of High dimensional problems since it failed 
to include the interaction between the variables in case of non separable problems. 
CCDE also suffered from the same thing, i.e. curse of dimensionality. 

Yang et al. [9-10] introduced a systematic approach of finding the interaction 
through random grouping and co-adaptation. Then MLCC [11] was introduced and 
this framework improved the performance of the Differential Evolution very much. It 
ensured promising results also in thousand dimensional problems too. Suganthan et 
al. [12] used a multi-trajectory search technique in Self-Adaptive DE to optimize the 
high dimension problems with promising results. 

2.2 Random Grouping and Adaptive Weighting 

One of the major problems to deal with the high dimensional problem is to establish 
the connection between the interacting variables for non-separable problems. Yang 
introduced the concept of random grouping to overcome this drawback. He proved 
that by random grouping the decision variables at the beginning of each cycle, 
enhances the probability of grouping two interacting variables in a same 
subcomponent. 

The probability of grouping two interacting particles for at least k cycles can be 
mathematically represented as  

                                                        
(1)

 
Where N is the total number of cycles and m is the number of subcomponents. 

Yang experimented that the probability of two interacting particles to remain in 
same subcomponent for at least two cycles is 96.6% for a 1000D problem 
decomposed into 10 subcomponents. 

Along with the random grouping an Adaptive Weighting scheme is introduced to 
enhance the co-adaptation of the subcomponents. In adaptive weighting a numeric 
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weight value is assigned to each of the subcomponent, which forms a weight vector. It 
can be easily stated that optimize the weight vector is far easy than optimize the given 
problem vector because of the dimensional difference. Weight vector is m-
dimensional, which is same as the number of subcomponents. But the problem vector 
is m*s dimensional which is quite large. Yang outlined the weight vector co-
adaptation [10] by the following way – 

• Start a new cycle 
• Applying the random grouping strategy the D dimensional problem vector is 

decomposed into m subcomponents each consists of s dimensions. It provides the 
variable equal chance to be assigned in any of the subcomponent. 

• Optimize each individual subcomponent by the corresponding optimizer using a 
predefined number of function evaluations. 

• Construct a weight vector and evolve it by an EA for the best, worst and a random 
member of the specified population. 

• Go to step 1 for beginning of a new cycle or stop if the maximum no of function 
evaluation has been achieved.  

The previously mentioned modified TLBO algorithm is the base algorithm here. 

2.3 Multilevel Cooperative Co-evolution 

The major disadvantages of the Random Grouping and Adaptive weighting is that 
there was no provision of dynamically changing the subcomponent size reviewing the 
past performance in a specified population size. There were two major disadvantages 
as pointed out by Yang. Firstly the assumption that weighting vector enhances the 
performance of the algorithm; it is very computationally expensive since 2/3 of the 
maximum fitness evaluation is expended. Secondly the two particle interaction 
concept is not a generalized version because it does not conclude the interaction of l 
independent particle interaction for at least k cycles in a particular subcomponent. 
    Thereafter Yang et al. [11] introduced a newer and modified version of the random 
grouping excluding the adaptive weighting scheme. It is generalized, i.e. he 
introduced a new formula which calculates the probability of residing l independent 
particles in a particular subcomponent for at least k cycles. It can be represented as – 

                                  
(2)

 

N is the total number of cycles. X denotes the number of times l individual variables 
successfully grouped in a subcomponent for at least k cycles. If a total 50 cycles are 
considered, the probability of 10 interacting variables grouped in a particular 
subcomponent for at least one cycle is 4.88%. From the probability plot it can be 
concluded that the above mentioned probability is increased by 60% if 5 independent 
variables are considered for a maximum number of 1e+4 cycles. So it is feasible to 
use the more frequent random grouping rather than using the general random 
grouping and adapting weighting scheme, which need a lot of FEs. In cost of that 
much FEs we can extrapolate the maximum number of cycles to optimize the 
subcomponents better.  
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A decomposer pool of varying group sizes is used in Multi-level framework and 
represented as S= {s1, s2, …, st-1, st} and the performance obtained of the optimizer is 
stored in a record list, i.e. R={r1, r2,…, rt-1, rt}. A selection probability set is 
constructed based on the relative rank of its past performance, is represented as p = 
{p1, p2, …, pt-1, pt}. The members of the p set is generated by the formula as– 

                                                        
(3)

 

Where ri Є R and is updated according to the formulae – 

                                                                                  
(4)

 

Where f * and f are the best fitness of the previous cycle and present cycle 
respectively. 

The steps involved in the MLCC framework can be summarized as the following – 

• Determine the decomposer pool S which decides the number of parameters for each 
variable in a subcomponent. 

• Construct the record list R by setting each individual ri equal to 1, which varies 
cyclically. 

• Generate the initial population consisting of trial vectors. 
• Memorize the best fit value f of current population. 
• Check: if r<ε then go to step 2. 
• Calculate the selection probability set p. 
• A particular member si of the selection set S is selected based on the value of pi. 
• Now m subcomponents are created using random grouping technique such that 

si*m=D, where D is the dimension of the problem. 
• Optimize the subcomponent using the specified optimizer. 
• Update ri . 
• Check: If termination criteria are achieved, else go to step 6. 

In this paper, a modified TLBO (Teaching-Learning-Based Optimization) approach is 
used to optimize the subcomponents, which is discussed in the section 2.5. 

2.4 TLBO Algorithm 

TLBO, recently proposed by Rao et al. [14], algorithm is structured on the teaching 
learning procedure in an institution or class. Students, i.e. the learners enhance their 
knowledge by the influence of both the teacher and the other students in the class. 
This optimization technique is based on these two facts that a learner learns from the 
teacher, i.e. the teacher phase and from the interaction among the other learners, i.e. 
the learning phase. TLBO is a population-based approach where the group of learners 
is treated as the population, number of subjects as parameters and their results are 
treated as the fitness function. The individual corresponding to the best fitness value 
is assigned as the Teacher. The algorithm can be divided into two parts Teacher Phase 
and Learner Phase. In Teacher phase, the teacher actuates to increase the mean of the 
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learners to his or her level. But it is quite impossible for any learner in a class to learn 
and reach the level of teacher. So this teaching phase just improve the existing mean 
of the learners to a better value. This is done via a difference mean method given as – 

                 Mean DIF 
i
 = rndi . ( MT – TF . ML )                                         (5) 

MT is the mean of the Teacher and ML is the mean of the learner. TF is the teaching 
factor which takes randomly 1 or 2 with equal probability. At the next generation the 
learner position can be updated as shown – 

                                       Xi 
C+1  = Xi 

C  + Mean DIF 
i                                                (6) 

In the next phase, a learner improves his/her performance by interacting among each 
other. This can be mathematically represented as –  

                        Xi 
C+1  = Xi 

C + rndi . (Xi 
C – Xj 

C)   if f(Xi) < f(Xj)                            (7) 

                        Xi 
C+1  = Xi 

C + rndi . (Xj 
C – Xi 

C)   if f(Xj) < f(Xi)                            (8) 

where Xi and Xj are two different learners at Cth generation. Xi 
C+1  is accepted for next 

iteration if it provides better functional value. 

2.5 Modified TLBO Algorithm (m-TLBO) 

Premature convergence is a major problem for many optimizers. To preclude this 
premature convergence we have introduced some explorative strategy in the modified 
version of the TLBO. In the Learner phase of the original TLBO algorithm 
explorative strategies have been introduced.  

I. Teacher Phase: In the Teacher phase the mean difference is calculated as 
mentioned above and thereafter the learner position is updated accordingly as 
represented by the equation (5) and (6). 

 

II. Learner Phase: In the learner phase one learner meliorates his/her position via 
interaction. The learner with better fitness attracts other learner by means of a 
difference vector as shown in equation (7) and (8). To maintain the diversity in 
the population two new modifications have been introduced. One is the 
application of Cauchy random number and the other is the introduction of 
difference vector which differentiates between the best and worst learner. 
Cauchy distribution sustains the diversity due to its long tail. Two parameters 
help to obtain the Cauchy number, mean and sigma (standard deviation) is set to 
0.5 each. Now the interaction between the learners  can be represented 
mathematically as –  

                   Xi 
C+1  = Xi 

C + k1i . (Xi 
C – Xj 

C) + k2i . (Xbest 
C – Xworst 

C)   if f(Xi) < f(Xj)     (9) 

                   Xi 
C+1 = Xi 

C +k1i . (Xj 
C – Xi 

C) + k2i . (Xbest 
C – Xworst 

C)     if f(Xj) < f(Xi)   (10)  

k1 and k2 are two random number from Cauchy distribution. Xbest is the fittest learner 
while Xworst is the worst fit learner. The difference vector is introduced to enhance 
diversification. The pseudo code of the proposed algorithm is elucidated below–  
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• Begin a new cycle. 
• Randomly initialize the population (learners). 

REPEAT 

• Determine the mean of the Teacher and the learner and calculate the Mean 
Difference according to the equation (5).  

• Update the position of a learner according to the equation (6). 
• Generate the Cauchy random numbers. Then again update the position of a 

learner by using equation (9) or (10). If the finally updated learner provides better 
fitness value it will be updated as the population individual. 

STOP IF THE TERMINATION CRITERION HAS BEEN OBTAINED 

3 Comparative Study of CC Framework in m-TLBO Algorithm 

3.1 Benchmark Used and Parametric Set Up 

The above mentioned algorithm is tested on benchmark functions from CEC 2008 
Special Session and Competition on Large Scale Global Optimization. There is 2 
unimodal and 5 multimodal functions. Interested readers are asked to consult the 
Technical Report [13] to get a better understanding of the test problems. 

Table 1. CEC 2008 Benchmark Set 

Function Function Name Nature Linkage 
F1 Shifted Sphere Function Unimodal Separable 
F2 Shifted Schwefel’s Problem 2.21 Unimodal Non-separable 
F3 Shifted Rosenbrock’s Function Multimodal Non-separable 
F4 Shifted Rastrigin’s Function Multimodal Separable 
F5 Shifted Griewank’s Function Multimodal Non-separable 
F6 Shifted Ackley’s Function Multimodal Separable 
F7 Fast Fractal “DoubleDip” Function Multimodal Non-separable 

Mean and Standard deviation of error values based on 25 test runs have been 
tabulated. All the 7 functions mentioned are minimization problem, so the best 
performance given by the TLBO variants is judged from the one with the least mean. 
Test runs for D =100, 500 and 1000. The maximum number of Fes allotted is 
D*5000. The population of the class is kept constant at 50. 

3.2 The Different CC Frameworks Applied  

The different CC frameworks applied to m-TLBO algorithm are given as follows 
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Table 2. Brief overview of different CC frameworks investigated 

Algorithm Nature of Cooperative Co-evolution 
nCC-m-TLBO Splitting n-dimensional problem by original CC proposed by Potter 

n/2CC-m-TLBO Splitting n-dimensional vector into 2 n/2-dimensional vectors 

CC-m-TLBO-G 
CC framework with random grouping and adaptive weighting proposed 
by Yang  

CC-m-TLBO 
Similar to CC-m-TLBO-G but with adaptive weighting disabled and the 
sub-component optimizer made to run once 

MLCC-m-TLBO 
Similar to CC-m-TLBO but selects decomposers from a pool of various 
sizes based on historical records of the decomposer size 

CC-m-TLBO-
ML 

CC-m-TLBO with provision for selecting subcomponent size based on 
probabilistic selection.  

3.3 Experimental Results and Analysis   

Table 3. CEC 2008 Benchmark Set Results for 100 Dimensions 

     Function 
Algo. F1 F2 F3 F4 F5 F6 F7 

nCC-m-TLBO 
3.13E-17 

(5.76E-12) 
1.23E+02 

(3.16E+01) 
2.87E+04 

(7.88E+03) 
1.97E+02 

(1.28E+02) 
4.45E-02 

(1.07E-04) 
1.37E+01 

(1.35E+01) 
-4.13E+02 
(9.96E+01) 

n/2CC-m-
TLBO 

5.15E -18 
(5.28E-18) 

2. 94E+01 
(1.66E+01) 

1.54E+03 
(4.63E+02) 

9.17E+01 
(2.55E+00) 

1.59E-02 
(3.37E-05) 

1.01E+01 
(2.35E-01) 

-5.62E+02 
(2.43E+02) 

CC-m-TLBO-G 
4.25E-20 

(7.66E-21) 
3.46E+00 
(5.87E-01) 

5.12E+02 
(7.81E+01) 

4.19E+01 
(2.77E+00) 

2.61E-02 
(1.19E-02) 

7.86E-02 
(4.53E-04) 

-9.86E+02 
(2.45E+02) 

CC-m-TLBO 
3.68E-24 

(6.63E-30) 
2.58E+00 
(7.23E-01) 

2.11E+02 
(1.12E+01) 

6.81E+00 
(2.14E+00) 

6.97E-01 
(4.23E-03) 

1.17E+00 
(6.81E-01) 

-1.35E+03 
(8.14E+01) 

MLCC-m-
TLBO 

7.14E-19 
(9.82E-25) 

9.28E-01 
(6.58E-02) 

2.09E+02 
(9.12E+00) 

3.45E-09 
(5.78E-15) 

4.15E-14 
(7.49E-14) 

4.86E-07 
(7.31E-09) 

-1.47E+03 
(3.21E+02) 

CC-m-TLBO-
ML 

4.91E-22 
(2.11E-27) 

1.28E-05 
(2.53E-06) 

1.51E+02 
(3.72E+01) 

7.53E-39 
(2.61E-46) 

5.71E-04 
(8.26E-06) 

9.65E-07 
(8.40E-05) 

-1.62E+03 
(7.85E+01) 

Table 4. CEC 2008 Benchmark Set Results for 500 Dimensions 

     Function
Algo. F1 F2 F3 F4 F5 F6 F7 

nCC-m-TLBO 
7.09E-15 

(9.84E-04) 
1.86E+02 

(4.95E+01) 
5.92E+04 

(1.23E+04) 
3.14E+02 

(1.34E+02) 
1.41E-01 

(2.16E-03) 
7.78E+01 

(4.85E+01) 
-7.23E+02 
(1.57E+02) 

n/2CC-m-TLBO 
3.24E -17 
(5.28E-08) 

2. 94E+01 
(1.66E+01) 

7.54E+03 
(2.76E+03) 

1.07E+02 
(1.56E+01) 

4.32E-02 
(7.04E-03) 

2.52E+00 
(1.16E+00) 

-9.34E+02 
(3.57E+02) 

CC-m-TLBO-G 
8.17E-22 

(9.48E-29) 
7.75E+00 
(4.61E-01) 

8.92E+02 
(1.11E+02) 

2.27E+00 
(3.67E-01) 

8.21E-04 
(5.61E-05) 

2.21E-01 
(1.30E-02) 

-2.12E+03 
(3.47E+02) 

CC-m-TLBO 
7.43E-26 

(1.69E-29) 
3.04E+00 
(4.71E-01) 

8.54E+02 
(5.12E+01) 

2.06E+00 
(4.46E-02) 

5.74E-03 
(2.46E-04) 

1.23E-06 
(1.41E-05) 

-4.13E+03 
(2.84E+02) 

MLCC-m-TLBO
4.27E-20 

(6.35E-24) 
2.67E+00 
(8.15E-01) 

7.79E+02 
(8.65E+01) 

4.16E-07 
(2.41E-09) 

5.24E-11 
(1.63E-12) 

2.82E-03 
(4.21E-04) 

-2.47E+03 
(3.21E+02) 

CC-m-TLBO-
ML 

4.91E-26 
(3.21E-28) 

3.46E-02 
(5.38E-04) 

4.21E+02 
(2.31E+01) 

9.11E-32 
(7.71E-38) 

5.62E-11 
(2.57E-10) 

2.17E-05 
(4.35E-06) 

-3.88E+03 
(9.10E+01) 
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Table 5. CEC 2008 Benchmark Set Results for 1000 Dimensions 

     Function
Algo. F1 F2 F3 F4 F5 F6 F7 

nCC-m-TLBO 
1.44E-04 

(6.84E-03) 
8.07E+02 

(6.05E+01) 
2.55E+05 

(5.14E+04) 
6.76E+02 

(2.25E+02) 
8.62E-01 

(5.26E-02) 
1.01E+02 

(7.24E+01) 
2.65E+03 

(1.26E+02) 

n/2CC-m-TLBO 
4.68E -05 
(3.16E-08) 

5. 46E+01 
(3.74E+00) 

8.54E+03 
(2.48E+03) 

3.54E+02 
(9.13E+01) 

7.37E-02 
(6.28E-03) 

8.61E+00 
(2.73E+00) 

-5.78E+03 
(3.57E+02) 

CC-m-TLBO-G 
8.70E-21 

(3.07E-23) 
4.17E+00 
(2.55E-01) 

1.87E+03 
(4.53E+02) 

8.72E+00 
(1.04E+00) 

1.83E-03 
(7.68E-05) 

7.23E-01 
(2.23E-02) 

-9.60E+03 
(2.57E+02) 

CC-m-TLBO 7.43E-24 
(1.69E-27) 

6.57E+00 
(3.21E-01) 

9.64E+02 
(6.18E+01) 

3.48E+01 
(5.73E-01) 

2.72E-03 
(1.87E-04) 

2.52E-04 
(3.55E-05) 

-1.63E+04 
(3.22E+03) 

MLCC-m-TLBO
5.63E-18 

(2.27E-23) 
3.74E+01 

(1.21E+00) 
8.58E+02 

(4.26E+01) 
6.12E-05 

(2.13E-07) 
2.49E -08 
(5.26E-09) 

5.57E-03 
(5.26E-04) 

-1.11E+04 
(4.04E+03) 

CC-m-TLBO-
ML 

2.31E-21 
(1.37E-24) 

2.64E-01 
(2.37E-02) 

6.75E+02 
(1.97E+01) 

5.59E-16 
(6.27E-18) 

3.07E-06 
(5.20E-08) 

2.50E-04 
(4.46E-06) 

-1.66E+04 
(7.16E+02) 

Discussion. From the results tabulated in Table 3, 4 and 5 we get an idea of the 
effectiveness of different CC framework based on the proposed optimizer m-TLBO. 
The use of Cauchy mutation has its own advantage since it prevents over-exploitation 
by the teacher whose purpose is to attract the class mean towards the best achieved 
value. Using Cauchy-sampled random numbers and usage of difference vector 
induces diversity among the learners. It not prevents them from converge to the best 
learner but also promotes a thorough exploration of parameter space. It is for these 
combined reasons that the outcome on benchmark functions, both separable and non-
separable, has been promising. 

4 Conclusion 

In this paper, the authors have extended the application of Cooperative Co-evolution 
framework to a recently proposed optimizer called Teaching and Learning-based 
algorithm and discussed the relative performance of the used CC variants. From 
analytical point of view CC-m-TLBO-ML was found out to be the best hybridized 
TLBO variant that can be used for future works in the field of large scale 
optimization. Future research may be undertaken to improve the CC variants or 
development of an adaptive pool that incorporates the various CC variants, used in 
this paper, based on relative performance.  
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Abstract. This paper intends to incorporate a brain storming mechanism into 
the existing Teaching–Learning–Based Optimization (TLBO) algorithm. The 
potential solutions of TLBO evolve using the primitive steps that are main-
tained between the acts of teaching and learning. Another novel algorithm, 
Brain Storm Optimization (BSO) sticks to the philosophy of interchange of 
ideas by a team to develop as a whole. The brain storming methods from BSO 
are introduced into the working of TLBO and applied to a well–studied electric 
power dispatch problem of high intricacy. The results are compared to best  
of the existing solutions to demonstrate the efficacy of the proposed hybrid  
algorithm. 

Keywords:  Brain storm optimization, Dynamic economic dispatch, Osborn’s 
Rules for Idea Generation, Teaching–learning–based optimization. 

1 Introduction 

Computations and optimization algorithms derived from commonly occurring me-
chanisms and naturally found phenomena are not uncommon interests in engineering 
research [1]. There are many examples of algorithms such as Genetic Algorithm [2], 
Particle Swarm Optimization [3], Differential Evolution [4], Artificial Bee Colony 
[5], Seeker Optimization algorithm [6] etc. being used for solving power engineering 
problems. The economically optimal and technically viable dispatch of electric power 
to the load points is one of such issues in electrical engineering.  The objective in such 
problems is to find an optimal schedule of thermal generation, or factors that affect 
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generation, such that the fuel cost spent for its operation is minimal [2]. There could 
be multiple schedules that are viable for a facility, but always subjected to many con-
straints on each of the generators.  

The high nonlinearity of the problem and the uneven distribution of the search 
space lead conventional gradient based techniques to end up with suboptimal solu-
tions [1]. The intricacy and dimensionality of the problem increases when the sche-
duling is to be done for many consecutive intervals. Most optimal solutions so far 
have been found using evolutionary computational techniques [7–14]. 

TLBO is one of the latest techniques presented in research literature towards the 
purpose of optimizing nonlinear functions [15–16]. BSO is also a recent technique 
meant for the same purpose [17]. The learners in TLBO transform to teachers through 
a process of teacher–learner interaction. BSO is purely based on idea generation and 
their interchange; controlled by a few guidelines by Osborn [18]. The original TLBO 
algorithm inherently lacks any idea exchange between learners since they evolve only 
through interactions with the teacher and through self–improvement (represented by 
addition of random magnitude of a differential vector). From the philosophical frame 
of TLBO, it seems only natural to integrate it with the concept of brain storming pre-
sented in the BSO algorithm – introducing social behavior in learners through sharing 
of ideas. This provides a collective growth to the learners without diluting the intrin-
sic qualities of interactions in TLBO. This paper presents such a new teaching–
learning algorithm with brain storming for optimization (TLBSO). The proposed 
TLBSO algorithm is applied on a 10 unit thermal generation test system which re-
quires 24 hours of scheduling based on forecasted load demands. 

The following part of paper is organized such – section 2 details the dynamic eco-
nomic dispatch problem. It includes the mathematical model of the problem along 
with the practical constraints taken, found from prior research literature. Section 3 
explains the procedure followed by the TLBSO algorithm in executing the three algo-
rithmic phases in it. Section 4 gives the application of TLBSO to the problem formu-
lated and the results thus obtained from experimentation. The conclusion is presented 
in section 5.  

2 Objective of Dynamic Power Dispatch  

The economic dispatch of electric power to the load points through collective use of 
different thermal generators is a tough scheduling problem from the aspect of nonli-
nearity and dimensionality. Considering an array of U generators for a time interval t, 
the power productions can be represented as an array P(t).  

 [ ]),()1,()2,()1,()( UtUtttt ppppP −=   (1) 

The demand at that time can be given as d(t). The power generation at t should follow 
the demand constraint given below. 
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Also, each generator has a maximum and minimum quantity of power that has to be 
generated. At any interval t, for the generator u, 

 max
)(),(

min
)( uutu ppp ≤≤  (3) 

The cost of generation, considering valve–point loading, for an interval t is given as 
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where A, B, C, D, E and F are cost coefficients which are unique for a particular 
thermal unit. The total cost is just the sum of all costs over the number of time inter-
vals T and it is the objective to be minimized. 
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Considering the fact that the generation of a unit for the next interval can only in-
crease or decrease within certain limits from its previous generation, power ramp 
constraints are imposed. 

 ( ) ( )(t,u),u)(t(t,u),u)(t
Up Ramp
(u) ppifppp >−≥ ++ 11  (6) 

 ( ) ( )(t,u),u)(t,u)(t(t,u)
Down Ramp
(u) ppifppp <−≥ ++ 11  (7) 

The ramp limits are unique to the generator considered and they cause coupling of 
consecutive generation schedules. So, it is not practical here to solve the power gener-
ation problem for each time interval separately. Hence, the dimension of the problem 
to be optimized is T×U. 

3 Teaching–Learning with Brain–Storming for Optimization 
(TLBSO) Algorithm 

The Teaching–Learning–Based Optimization algorithm and Brain Storm Optimiza-
tion are very recent algorithms introduced in [15] and [17] respectively. In TLBO, the 
teachers aim at raising the mean performance of the learners and share their individual 
knowledge with the learners. The individual learners also try to personally excel 
through self–effort. Meanwhile, BSO technique relies on the process of human idea 
generation. The following guidelines are used keeping in view Osborn’s Original 
Rules for Idea Generation in a Brain storming Process [18]. 

1. Suspend Judgment  
2. Anything Goes  
3. Cross–fertilize (Piggyback)  
4. Go for Quantity 
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The rule 3 suggests that lot of ideas can and should be based on ideas already generat-
ed. Any generated idea can and should serve as a clue to render more ideas. It implies 
that cross–fertilization is the core action in the process of brain storming. The key 
idea of brain storming in a teacher–learner–based algorithm is to cross–fertilize the 
ideas from teacher phase and learner phase to obtain a new set of ideas, which if 
proved superior, can replace the inferior ideas. This simple amalgamation of mutually 
accommodating philosophies gives rise to the TLBSO algorithm detailed below. 

3.1 Initialization 

Initially, a matrix X of R rows and C columns is initialized using randomly generated 
values within the upper and lower bounds of the variables. R represents population 
size and C represents the dimensionality of the considered problem. The procedure is 
configured to run for a total of G iterations.  

 ( )lower
c

upper
ccr

lower
ccr xxrandxx −×+= ),(

)1(
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where r and c are row index and column index respectively. rand(r,c) represents a 
random variable uniformly distributed within the range (0,1). Since ideas with prior 
known validity can speed up the process of generating new valid ideas, the matrix X 
can be seeded with prior known valid solutions, if any. The rth potential solution vec-
tor (or the learner) for the gth generation is given by 
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The evaluation of an individual in the X matrix is represented as 
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The Y values collectively form a column vector of objective values at any given gen-
eration. For all the mathematical equations used in the algorithm, r=1,2,…,R, 
c=1,2,…,C and g=1,2,…,G. All the rand values mentioned in the algorithm are set to 
follow uniform distribution. 

3.2 Teacher Phase 

An averaging operation is performed to find the mean values of each dimension sepa-
rately. The average vector V is computed as 
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The best row vector which gives the least value of objective function is regarded as 

the teacher ( )( g
TeacherX ) for the current iteration. The mutation in the rth vector influ-

enced by the teacher vector is given below. 

 ( ))()()()(
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r

g
r VTXrandXXnew −×+=  (12) 

where the teaching factor TF is taken randomly for each iteration as either 1 or 2.  

3.3 Learner Phase 

The learner phase consists of self–improvement of the learners through differential 
mutation. This differential process is based on the ephemeral gradients that are 

present between the learners. For a particular learner )(
)(

g
rX , another learner )(

)(
gX δ  is 

randomly selected (r≠δ). The cth dimension of the rth individual of the matrix Xnew of 
this stage is given as 
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3.4 Brain–Storming Phase 

This phase implements the cross–fertilization of ideas obtained from the phases prior 
to it. A temporary population is created from a weighted sum of Xnew from the teach-
er phase and the learner phase. 
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where α and β are the weights used to control the contribution of the population from 
teacher phase and learner phase to the brain storming process. The weights are subject 
to the constraints below to ensure sufficient participation of learners in brain storming 
from both the phases. 
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Further, the temporary population is mutated using a smooth nonlinear function mul-
tiplied by a stochastic variable. 
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where K is the slope determining factor of the logsig function used. The X matrix and 
the final Xnew matrices in each phase are now sorted together on the basis of fitness 
and the next iteration permits only the R best learners which are selected.  

4 Simulation Results  

The proposed TLBSO algorithm is tested on a 10 unit test system, scheduling them 
for 24 hours. The dimension of the problem is hence 240, which is quite large. This 
effectively becomes 216 since the last generator in this test system must operate at a 
constant power. The system data is taken from [4]. The algorithm is run many times 
and the best schedule is selected as optimal. The algorithm is often seeded with near 
to optimal values known beforehand. This fastens the convergence process. The best 
generation schedule obtained is given in Table 1. 

Table 1. Generation schedule of each unit for each hour (in MW) 

Hour P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
1 226.608 135.000 167.354 60.000 73.000 122.450 129.588 47.000 20.000 55.000 
2 226.625 137.854 188.332 60.088 122.996 122.514 129.590 47.000 20.001 55.000 
3 226.625 217.854 206.500 110.087 122.878 122.452 129.590 47.000 20.014 55.000 
4 303.249 222.267 286.059 60.087 122.827 159.922 129.589 47.000 20.000 55.000 
5 303.249 222.267 297.568 110.002 172.744 122.580 129.590 47.000 20.000 55.000 
6 379.873 225.239 318.112 120.453 172.734 159.999 129.590 47.000 20.000 55.000 
7 379.873 305.239 299.402 120.411 222.591 122.836 129.648 47.000 20.000 55.000 
8 456.497 309.536 293.258 120.243 222.429 122.450 129.587 47.000 20.000 55.000 
9 456.497 389.536 302.820 170.243 222.600 122.537 129.589 55.178 20.000 55.000 
10 456.498 396.800 335.316 180.971 222.685 159.991 129.590 85.178 49.971 55.000 
11 456.497 396.799 340.000 230.970 241.967 160.000 129.590 115.177 20.000 55.000 
12 456.497 460.000 340.000 241.519 237.394 160.000 129.591 119.999 20.000 55.000 
13 456.498 396.800 300.210 241.219 222.750 159.934 129.590 89.999 20.000 55.000 
14 456.497 396.797 294.365 191.219 172.773 122.437 129.607 85.303 20.002 55.000 
15 379.873 396.801 313.263 180.818 122.894 122.458 129.590 55.303 20.000 55.000 
16 303.248 316.814 305.172 130.820 122.870 123.477 129.599 47.000 20.000 55.000 
17 226.624 396.793 289.648 119.908 73.000 122.438 129.589 47.000 20.000 55.000 
18 303.249 396.800 310.415 120.519 122.939 122.479 129.591 47.008 20.000 55.000 
19 379.873 396.800 297.460 155.005 172.754 122.510 129.590 47.000 20.008 55.000 
20 456.497 459.996 339.985 181.228 222.592 159.964 129.674 47.063 20.001 55.000 
21 456.497 396.794 297.227 176.857 222.583 122.450 129.591 47.001 20.000 55.000 
22 379.873 316.794 257.442 127.083 172.767 122.452 129.589 47.000 20.000 55.000 
23 303.249 309.543 185.240 77.254 122.930 82.193 129.591 47.000 20.000 55.000 
24 226.625 309.533 185.327 60.014 73.039 77.870 129.592 47.000 20.000 55.000 

Total cost = 1,019,073.50 $/24 hours 

Table 2. Comparison of total costs obtained using different techniques 

Method 
Total cost 

(in $/24 hrs) 
Method 

Total cost 
(in $/24 hrs) 

EP-SQP [7] 1,031,746 IPSO [12] 1,023,807 
MDE [8] 1,031,612 AIS [13] 10,21,980 

MHEP-SQP [9] 1,028,924 DE [4] 1,019,786 
DGPSO [10] 1,028,835 HHS [14] 1,019,091 

PSO-SQP [11] 1,027,334 TLBSO (proposed) 1,019,074 
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The comparison on the obtained total cost is done in Table 2 with some of the best 
reported in recent research literature. The result obtained from the proposed TLBSO 
algorithm is very much comparable to others. 

5 Conclusion 

A unification of teaching-learning process and idea cross-fertilization through brain 
storming is performed in the paper. The concept of evolving individual through a 
teacher and through brain storming suits each other. The algorithm thus developed 
performs optimization through three phases of teaching, learning and brain storming. 
The proposed algorithm is tested on a complex dynamic economic dispatch problem. 
The results obtained are comparable to the other reported results and hence the algo-
rithm shows potential for being used as an optimization tool in various areas. 
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Abstract. This paper explores the efficacy of two different recombination
schemes of variable-wise SBX operator. Once two offspring variable values are
created by SBX operator on two parent values, their concatenation to form two
overall offspring variable vector is an important issue, which is not studied much.
Here, we propose two methodologies: associated and assorted recombinations,
and demonstrate the working on a number of non-linked, partially-linked and
fully-linked problems. Based on the results, we suggest a linkage-based recom-
bination scheme that employs either associated or assorted scheme depending on
the level of linkage associated with a variable.

1 Introduction

Variable-wise blending has become a common recombination operator in real-parameter
genetic algorithms (RGAs). In this paper, we consider the simulated binary crossover
(SBX) operator [1], which takes one variable at a time with a probability, considers
values from two parent vectors, and recombines them to find two new values. Variables
for which SBX is not performed, the parent variable values are retained. Once a pair
of values for each variable are created (or retained), their recombination to form a new
offspring vector is an important matter, which has not been paid much attention.

Here, we consider mainly two different recombination schemes and investigate their
efficacy in solving problems having different linkages. Both elitist and non-elitist RGAs
are considered. Based on results on a number of test problems with varying linkages, a
number of interesting observations are made. A linkage-based recombination scheme is
then devised and is found to perform consistently well on all test problems used in this
study.

The study emphasizes the importance of identifying linkage information present in a
real-parameter optimization problem (as in other GA studies [2,3]) and concludes that a
suitable recombination scheme of variable-wise values can then be developed using the
linkage information. Such a recombination scheme is expected to perform better than
any other recombination scheme.

2 Simulated Binary Crossover (SBX) Operator

The SBX operator, developed in 1995, has become almost a default recombination op-
erator for real-parameter genetic algorithms (RGAs). This operator was motivated from
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the interval schema processing point of view [1]. For a n-variable vector, SBX is applied
variable-wise with a probability of 0.5 of performing a recombination of each variable.
Ignoring the details, the procedure of computing two offspring variable values (c1 and

c2) from two given parent variable values (x(1)i and x(2)i ) is as follows:

c1 = 0.5(1+ β̄)x(1)i + 0.5(1− β̄)x(2)i , (1)

c2 = 0.5(1− β̄)x(1)i + 0.5(1+ β̄)x(2)i , (2)

where β̄ is computed for a random number ui ∈ [0,1], as follows:

β̄ =

⎧⎨
⎩
(αui)

1/(ηc+1), if ui ≤ 1
α ;(

1
2(1−αui)

)1/(ηc+1)
, otherwise.

(3)

The parameter α = 2 − β−(ηc+1) and β = 1 + 2

|x(1)i −x(2)i |
min

[
min

(
x(1)i ,x(2)i

)
− x(L)i ,

x(U)
i −max

(
x(1)i ,x(2)i

)]
. The parameter ηc is the distribution index and a value of 2

was reported to perform well for single-objective optimization [1]. For unbounded vari-

ables, x(L)i =−∞ and x(U)
i = ∞ can be chosen. If a variable is not recombined, c1 = x(1)i

and c2 = x(2)i are assumed.
After two offspring variable values are computed using Equations 1 and 2 for each

of n variables, there are several ways they can be concatenated to form two offspring
vectors:

Associated Recombination: The offspring c1 from all variables are used to form the
first offspring variable vector. Similarly, all c2 values are concatenated to form the
second offspring vector. This recombination is expected to maintain linkage be-
tween variables, since each resulting offspring is likely to be close to one of the
parent solution vectors.

Assorted Recombination: The offspring vectors are chosen from a random assort-
ment of created offspring variable values. This recombination is likely to maintain
diversity in the population.

Line Recombination: We also consider a line recombination (which was earlier re-
ferred as Line-SBX [4]), in which an associated SBX operation is performed on all
variables and using an identical random number ui = u ∈ [0,1]. Solutions along a
line joining the two parent vectors can only be created by this operator.

3 Linkage in Problems and Its Identification

In a multi-variable function ( f (x)), a variable xi is said to be non-linked with another
variable x j, if the function can be rewritten as addition of independent sub-functions
(gi(x\x j) + g j(x\xi) + g0(x\(xi,x j))). Conversely, xi and x j are said to be linked, if
the sub-functions containing xi cannot be additively separated from the sub-functions
containing x j. On the basis of linkage between variables following functions can be
defined:
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Separable Function: No two variables are linked in such a function. The function may
have the following structure: f (x) = ∑n

i=1 gi(xi).
Fully-Linked Function: All variables are mutually linked with each other.
Partially-Linked Function: Some variables are linked and others are non-linked be-

tween each other.

In this paper, we shall investigate the effect of each of the three SBX recombination
schemes in solving problems having different linkages. It is expected that for a separable
and low-linked function (having no or small linkage), the assorted recombination should
perform well as a random assortment of the variables is likely to increase the probability
of getting the optimal combination of variables quicker. However, for problems having
a high linkage, random assortment of variables will be too noisy and associated or
line recombination should perform better. We also use non-elitist and elitist RGAs to
investigate the effect of each SBX recombination scheme on elite preservation. For
elitist strategy, we compare both parent and offspring solutions and the better two are
kept.

4 Results

Associated, assorted and line recombinations of SBX operations (marked as 1, 2, and
3 in figures) are performed with elitist and non-elitist RGAs. A population of size 10n,
crossover probability of 0.9, mutation probability of 1/n, SBX and polynomial mutation
indices of 2 and 100, respectively, are used. 1,000 generations are run for termination.
For each function, 20 runs are performed.

4.1 Separable Problems

The following separable function, constructed with tri-modal sub-functions, is chosen:

f (x1,x2, . . . ,x10) =
10

∑
i=1

[
(xi − 44)2(x2

i − 44xi+ 700)(x2
i − 20xi+ 150)

(442 × 700× 150)

]
. (4)

The optimal solution is x∗i = 44 with f ∗ = 0. Figure 1 summarizes the obtained results.
Results with associated recombination is shown in the left, assorted recombination in
the middle, and line recombination in the right. It is clear that although elitist RGAs per-
form better in terms best-of-the-runs performance, non-elitist RGA is better with me-
dian performance. Variation of population-best objective value for elitist and non-elitist
RGAs are shown in Figures 2 and 3, respectively. Considering median performance,
non-elitist RGAs with assorted recombination performs the best, as expected.

4.2 Fully and Partially-Linked Problems

We choose the same function as in the previous subsection, except that derived variables
yi = ∑10

j=1 ai jx j are used to compute the function value. The parameters ai j comes from

An×n =

[
R 0
0 I

]
, where R is a r × r matrix with ri j is chosen randomly within [−1,1].
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simulation for non-linked function (eq: 4)
minimization

Thus, if r = 1, the above function is identical to that in the previous subsection and the
generated function is a separable function. But, if r = n, all variables are linked and the
generated function is fully-linked. A partially-linked function can be formed easily by
choosing 1 < r < n. Note that the optimal objective value is always f ∗ = 0.

The performance on fully-linked function is shown in Figure 4. Here, as well, the eli-
tist RGA performs better. Moreover, associated and line recombinations perform better
than the assorted recombination, as expected.

Next, we consider different partially-linked functions by varying r from one to nine.
Results with non-elitist RGAs are shown in Figure 5. It is clear that the performance
of all RGAs deteriorates as the linkage (r) increases. Figure 6 shows the difference
of other recombinations from the associated recombination. Negative values indicate
better performance. We observe several aspects from these figure. First, for non-elitist
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RGAs, the line recombination does not perform well. This is because a line recom-
bination assumes a full linkage in a problem and does not create useful offspring for
partially-linked problems. Second, the assorted recombination performs better than the
associated recombination up to r = 4; thereafter associated recombination performs
better. Since an increased linkage requires a better coordination among variables, the
associated recombination performs well for high r functions.

Similar simulations are performed with the elitist RGAs and results are presented
in Figures 7 and 8. All recombinations (including line recombination) perform better
than the associated recombination up to r = 6. The added diversity introduced by the
assorted SBX operation is balanced better by the increased convergence due to elite
preservation, thereby improving the performance of assorted recombination with elitist
RGAs. The significant enhancement in performance in line recombination with elite
preservation is interesting.
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4.3 Linkage-Based Recombination

From the above extensive results, we observe that assorted SBX recombination works
better for separable problems and associated SBX recombination works for fully-linked
problems. However, the performance of line recombination is dependent on elite preser-
vation. Therefore, for an arbitrary problem, if the extent of linkage can be identified,
assorted or associated recombination can be used accordingly.

Mathematically, linkage can explored by analyzing the partial derivatives of the func-
tion with respect to each variable. If the partial derivative of f with respect to a particular
variable is independent of another variable, then the two variables can be identified to
be non-linked. For a multi-variable function, we identify the linkage between any two
variables xi and x j using difference in objective values, as follows. For a random so-
lution vector x, we keep other variables fixed and perturb i-th and j-th variables to x̄i

and x̄ j. We note the differences ε1 = f (xi,x j)− f (x̄i,x j) and ε2 = f (xi, x̄ j)− f (x̄i, x̄ j).
If |ε1 − ε2|/|ε1| ≤ δ (a small number, 10−7 is used here) for 25 different initial random
vectors, we consider variables xi and x j are non-linked. We perform the above test on
all pairs of variables and establish a linkage pattern in a problem.

In the linkage-based SBX recombination, we identify the linkage between variables
using the above procedure before applying RGA. The variables that are found to be
linked together are combined by using the associated recombination scheme and vari-
ables that are not linked are combined using the assorted recombination scheme. Fig-
ures 5 to 8 show the performance of this linkage-based scheme on elitist and non-elitist
RGAs. In all cases, the linkage-based recombination scheme performs consistently bet-
ter than other schemes.

4.4 Schwefel and Rosenbrock Functions

Next, we consider two standard test problems which have a full linkage among their
variables:

fsch(x) =
n

∑
i=1

(
i

∑
j=1

x j

)2

, fros(x) =
n−1

∑
i=1

100
(

xi+1 −x2
i

)2
+

n

∑
i=1

(1−xi)
2 .
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Fig. 10. Best and median performance on
Schwefel function with elitist RGAs

The optimal objective values for both problems are zero and solutions are x∗i = 0 and 1,
respectively. Since both the above problems are fully-linked, the linkage-based recom-
bination becomes exactly the same as the associated recombination scheme and hence
is not applied. Figures 9 and 10 show performance of three recombination schemes with
non-elitist and elitist RGAs, respectively. It is interesting to note that elitist RGAs per-
form much better than non-elitist RGAs. For non-elitist RGAs, assorted recombination
does not perform better while for elitist RGAs it performs better. As explained before,
diversity maintenance of assorted scheme gets complemented with the selection pres-
sure provided by the elite-preservation, thereby making a balance between exploration
and exploitation issue. However, for non-elitist RGAs, the line and associated recom-
binations are better, as they both help in maintaining the linkage needed to solve the
problem in a computationally faster manner.

Figure 11 shows the performance on Rosenbrock function. It is clear that (i) elitist
RGAs have performed much better than the non-elitist approach, and (ii) associated
and line recombinations perform better. Rosenbrock function is also fully-linked and
conclusions similar to that in Schwefel function are also observed here.

Finally, we consider a modified Schwefel function in which a partial linkage is in-
troduced:

fmsch(x1,x2, . . . ,x20) =
4

∑
k=1

5

∑
i=1

(
i

∑
j=1

x5(k−1)+ j

)2

(5)

The optimal solution is still the same as that of Schwefel function. The first five vari-
ables are linked and x6 to x10 are linked to each other, and so on. But there is no linkage
between x1 and x6, for example. Here, we also apply the proposed linkage-based recom-
bination scheme. Figure 12 shows the performance of all four recombination schemes.
It is observed that elitist RGAs perform better with assorted recombination and with the
proposed linkage-based schemes. Interestingly, the line recombination performs poorly,
due to existence of partial linkage in this problem, as discussed earlier.
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5 Conclusions

In this paper, we have explored three different recombination schemes for forming an
offspring solution vector using created variable values by the well-known variable-wise
SBX operator. It has been observed that for low-linkage problems, a random assortment
scheme performs better while for high-linkage problems, an associated recombination
is a more reliable approach. Elite preservation helps the assorted recombination scheme.
Based on these observations, we have devised a linkage-based recombination scheme
that performs associated recombination to linked variables and assorted recombination
to non-linked variables. In all cases, the linkage-based recombination has performed
well. Applications to two well-known test problems agree with our findings. The pro-
posed methods now must be compared with other contemporary real-parameter opti-
mization methods, such as PSO, DE, CMA-ES and others. Further research must also
be made in developing procedures for identifying linkage in a problem so that efficient
recombination schemes, such as the proposed linkage recombination scheme, can be
used to make a better and faster search.
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Abstract. Fuzzy classification rules are widely used for classification, as they 
are more interpretable as well as efficient in handling the real-world problems, 
which involves imprecision and vagueness. Genetic algorithms are proven sto-
chastic search techniques employed in automatic generation of fuzzy classifica-
tion rule. However, genetic algorithms employed for the said task require large 
number of fitness evaluation or performance evaluations in achieving a reason-
able solution requiring a large amount of computational time. Hence, to  
expedite the execution is a major concern in genetic algorithms. In this paper, 
we incorporate fitness inheritance mechanism in genetic algorithms to design a 
scalable genetic fuzzy classifier, which reduce the number of actual fitness 
function evaluations of subsequent generations and produce rules with accepta-
ble classification accuracy. 

Keywords: Fitness inheritance, genetic algorithm, fitness evaluation, fuzzy 
classification.  

1 Introduction 

Extraction of useful knowledge from large databases is a long standing problem in the 
community of data mining researchers. Classification is one of the fundamental tasks 
in data mining [1].  Also real-life data contains uncertainty, noise, and multiple in-
stances with overlapping attributes, which are difficult to handle by the conventional 
classification method/algorithm based on crisp set. Fuzzy classification rules  
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efficiently handle these data [12]. Additionally, fuzzy classification rules are more 
human understandable, owing to the inclusion of linguistic variables.     

Many approaches have been proposed for fuzzy classification rule generation  
such as heuristic procedures [4], neuro-fuzzy techniques [5], and data mining based 
technique [8], etc. Genetic algorithms are proved heuristic search techniques used by 
researchers [6, 7] in achieving these goals, while designing fuzzy classifier. But it has 
been observed that the time complexity of genetic algorithms is high, and the major 
share of it is from fitness evaluation.  

Fitness inheritance [2, 3], one of the fitness approximation methods, uses the fit-
ness of the parents, instead of calculating the fitness of offspring used as a remedy to 
the above mentioned problem. In this paper, we develop an algorithm based on this 
concept for extracting fuzzy classification rules with moderate time requirement. 

Rest of the paper is organized as follows. Sections 2 and 3 discusses the prelimi-
naries and scalable genetic algorithms respectively. Section 4 contains a case study 
with corresponding numerical results. Section 5 provides conclusion and future re-
search proposal. 

2 Preliminaries 

2.1 Fuzzy Rule Based Classifier 

2.1.1   Fuzzy Rule Generation 
Fuzzy classification rules are represented as if-then rules with linguistic values [6]. 
For M-class, d-dimensional classification problem, the fuzzy if-then rule is 
represented as follows:  

If  x1 is  A1 and  x2 is  A2 and ……and xd is  Ad   then   class  Ck, Mk ≤≤1 ,   (1) 

where >=< dxxxX ,,, 21   is a d-dimensional pattern vector, A1, A2,…,Ak  are 

antecedent  fuzzy set and Ck  is the class label of the pattern. Antecedents of the fuzzy 
rules are linguistic values like “small”, “medium”, “high” or don’t care.  

The consequent class Ck of each fuzzy rule is determined by the following widely 
used procedure proposed in [6]. 

• Calculate the compatibility grade of each training pattern  

>=< qnqqq xxxx ,,, 21   with the fuzzy if-then rule R as follows: 

 )()()()( 2211 qnnqqq xxxx μμμμ ×××=  ,     (2) 

where )( qjj xμ is membership function of the antecedent fuzzy set A.  

• Calculate the total grade of compatibility of the training patterns with the rule R for 
each class. 
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 )()( 
∈

=
hClassx

qhClass

q

xR μβ , (3) 

where )(RhClassβ is the sum of the compatibility grades of the training pattern in   

Class h  with the fuzzy rule R.  

• Find the class having maximum β  value corresponding to the rule R and desig-

nate that class as the consequent of the rule R. If two or more classes take the same 
maximum value, then the consequent of the rule R cannot be unique and it will be 
designated asφ . If none of the training patterns is compatible with the rule R, 

then 0)( =RhClassβ . Then the consequent of the rule is specified asφ . 

2.1.2   Classification of New Patterns 
Let Q be the set of fuzzy rules generated by the heuristic procedure as above. Then   a 

new input pattern >=< qnqqq xxxx ,, 21 can be classified using fuzzy reasoning 

method, called single winner rule in Q, described below. 

•  Calculate the compatibility grade of the pattern with all the rules in Q.   
•  Classify the new pattern, same as the consequent of the rule, which has the highest 

compatibility grade. 

2.2 Fitness Approximation in Genetic Algorithm 

2.2.1   Genetic Algorithms 
Genetic algorithms [11] are probabilistic search method, which generates solutions 
using nature inspired evolution techniques such as inheritance, selection, crossover, 
and mutation.  

A standard genetic algorithm begins with a randomly generated population,  
consisting of chromosomes, which composed of genes. The individuals are probabil-
istically selected based on their fitness value. The individuals become similar when 
almost 95% of genes share the same value. The population converges when all the 
individuals becomes similar. The three basic genetic operators selection, crossover, 
and mutation are used in generating new individuals. Selection is a mechanism which 
guides GAs for appropriate selection of individuals.  

Majority of the genetic algorithms necessitate a bulky number of fitness evalua-
tions, before generating acceptable solutions. So the optimization process involving 
genetic algorithms become very expensive, which demands some means of relaxation, 
for computational efficiency. Fitness approximation, in particular fitness inheritance 
technique is a proposed mean to enhance the efficiency of genetic algorithms. 
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2.2.2   Fitness Inheritance 
Fitness inheritance is an enhancement technique, originally proposed by Smith [2], 
allows reduces the number of actual fitness evaluations and hence reduces the compu-
tational cost. The basic idea is to estimate the objective functional value of an 
offspring based on the fitness value of its parents. That is in subsequent generations 
we do not have to evaluate each individual but get its fitness from a surrogate, esti-
mated value of some individuals of its parent. 

Incorporating a fitness inheritance mechanisms in genetic algorithms, at first  
the fitness of all individuals of initial population are evaluated. Then in subsequent 
populations, fitness values of some proportion of individuals are inherited and fitness 
of other individuals are calculated as usual. This “proportion” is a parameter called 
fitness proportion p [9, 10]. This parameter is fixed by users, as in crossover and mu-
tation that specifies the probability with which an individual inherits its fitness from 
its parents and hence determines the savings on the number of evaluations performed.  
If p=0, then none of the individuals inherit fitness value, hence no speed up. On the 
other hand if p=1, then all the individuals get inherited fitness value, which speedily 
reduces the population diversity and results in premature convergence.  

Fitness of the individuals can be calculated by taking the average of the fitness val-
ue of the parents. That is, if the initial population has m individual, having fit-

ness 1f , 2f ,…, mf  then the inheritance fitness value for individuals in offspring is: 

 
m

fff
f m

h

+++
=

21 ,   (4) 

where hf  denotes the inherited fitness value. 

3 Scalable Genetic Algorithms in Fuzzy Rule Mining 

We propose a scalable genetic algorithm, incorporating fitness inheritance technique 
by using the concept of intra-population and inter-population inheritance for fuzzy 
classification rule mining. Figure 1 shows the flow diagram of our scalable genetic 
algorithm. 

For inheriting fitness value, we use the method defined in equation (4). That is, the 
average fitness value of the individuals in parent population is inherited for offspring. 

The individuals in offspring population are searched, which are the same as the in-
dividuals in the parent population illustrated in Figure 2(A). In the offspring popula-
tion only three individuals are new and others are the same with initial population. 
The fitness values of these same individuals are inherited for the offspring population, 
instead of calculating it again. We called it inter- population inheritance. 
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Fig. 1. Flow Diagram of Scalable Genetic Algorithm 

The individuals in offspring pool are searched, which are the same as the individu-
als in the parent population illustrated in Figure 2(B). In the offspring pool only three 
individuals are new and others are the same with initial population. The fitness values 
of these same individuals are inherited for the offspring pool, instead of computing it 
again. We called it inter population inheritance.   

 

Fig. 2. (A) Inter-Population Similarity, (B) Intra-Population Similarity 
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Subsequently we find out the repeated individuals in the offspring pool. Hence, in-
stead of computing the fitness of a similar individual, we compute for one and copy it 
for others. This is termed as intra-population inheritance. In Figure 2(A), we have 
individuals 2 and 4 and individuals 6 and 8 as the same. So we need to compute the 
fitness value for two individuals instead of four. 

The main advantage of the proposed method is that it reduces the computational 
complexity of both fuzzy rule generation and optimization. 

The complexity of the fitness evaluation for a single generation of the conventional 
genetic algorithm is n* O (m) = O (m*n), where ‘n’ is the number of individuals and 
O (m) is the time of computing the fitness. In fitness evaluation, for each rule we need 
at least | D| comparisons, where |D| is the size of the database and for ‘n’ rule (number 
of individuals) n*|D| comparisons are needed. In the sequel, the fitness evaluation of 
the pool may be reduced with the help of inter and intra interactions. Hence, the over-
all complexity of the fitness evaluation for a single generation is  <<  O(m*n). 

In consequent class determination of the fuzzy rules, we need not have to compute, 
at least for 50% of the rule by intra-population inheritance and inter- population simi-
larity concept, which saves computation time in fuzzy rule mining, which is clearly an 
advantage of our method.  

4 Experimental Study and Results 

To evaluate the accuracy and efficiency of the proposed algorithm we have used the 
IRIS dataset available at http:// www.ics.uci.edu/~mlearn. We have implemented the 
method in MATLAB on a personal computer with Intel Core 2 Duo processor and 
2GB RAM. The dataset is normalized using the equation (5). 

 
minmax

min

AA

AA

−
−

,                            (5) 

where A , minA , maxA respectively represent the original attribute value, minimum and 

maximum of attribute values. 
Triangular membership function  and three fuzzy sets namely small, medium, large 

and don’t care are used.  
The membership functions of these sets are defined as follows: 

( ) 
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Fig. 3. Fuzzy sets using triangular membership function 

Pittsburg approach of rule encoding method is used, where single chromosome 
represents the whole rule set using a binary encoding scheme. We use 4-rules for each 
class and 2-bits to represent each fuzzy set. That is, 00 for don’t care, 01 for large, 10 
for medium and 11 for small.   

Following parameters are used in the experiment: 

Population Size  100 Number of generation       100 
Mutation probability  0.1          Crossover probability 0.7  
 

Tournament selection is adopted. We also adopt elitism, where we keep 20% of good 
chromosome in each generation. 

Without sacrificing our claim (saves computation time), we achieve an average 
classification accuracy of 96.2%, which is a good achievement over Ishibuchi ap-
proach [7] but competitive to Castro approach [8].  

Table 1. Classification Accuracy  

Classifier Average Accuracy Inter/Intra Inheritance 
H. Ishibuchi et al.[7] 94.6% NO 

Castro et al. [8] 96.9% NO 
Our approach 96.2% YES 

Overall, the scalability achieved in the proposed approach is 25% compared to 

non-scalable approach by suppressing other likelihood overheads. 

5 Conclusions 

We conclude that using our fitness inheritance mechanism we obtain a reduction of 
tolerance in fitness evaluation and hence time complexity of the proposed algorithm is 
reduced vis-à-vis to simple genetic algorithm. However, our approach needs extra 
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memory space because for comparing the individuals with the individuals of the pre-
vious population we need all the ancestor populations to be stored. 

Our future research includes: i) further validation with more number of datasets; 
and ii) extend this idea for solving multi-objective problems with more realistic data.  
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Abstract. Traditionally the design of Inter-cell layout and Material Handling 
System (MHS) of the manufacturing system is being carried out in step by step. 
This leads to sub-optimal solutions for facility layout problems (FLP). In this 
work an attempt is made to concurrently design Inter-cell layout and the MHS 
using a Genetic Algorithm (GA) based methodology using simulated annealing 
algorithm (SAA) as local search tool for a Cellular Manufacturing System 
(CMS) environment under open field configuration. The proposed algorithm is 
employed to simultaneously optimize two contradicting objectives viz. 1. Total 
material handling cost 2. Distance weighted cost of closeness rating score. The 
algorithm is tested on two different bench mark layouts and with different 
initial problem data sets.  It is found that the proposed algorithm is able to 
produce approximate pareto-optimal solutions. 

Keywords: Integrated Layout Design, Genetic Algorithm, Mutiobjective 
optimization. 

1 Introduction 

Facility layout design is an important issue for any industry, as a poor layout may 
degrade overall efficiency of the production system. Traditionally, the layout design is 
being carried out in a sequential manner involving two major steps [1,2], viz (1) Inter-
cell Layout design wherein the exact location, orientation, position of input/output 
stations of each department is determined, (2) Material Handling System (MHS) design 
wherein the flow path of the materials between input and output stations of different 
department is determined. Traditionally, these two design phases are performed 
sequentially and separately in a step by step manner, the design procedure invariably 
leads to solution that can be far from the total optimum [3, 4]. Owing to computational 
complexity very little work has been done to solve Integrated CSL and MHS design 
problem simultaneously .In the recent years researchers have focused on concurrent 
design of both inter-cell and MHS design by adopting integrated approach [5-8]. 

In this work an attempt has been made to develop a methodology to solve a Multi 
objective integrated layout design problem (MOILDP). The proposed algorithm is 
experimented with two problem instances and found consistent in building 
satisfactory pareto-optimal solution set.  



 Multi Objective Integrated Layout Design Problem 501 

2 Problem Description 

There are N number of cells which are to be placed in a production floor layout of 
width W and height H. The cells are considered to be rectangular blocks with known 
dimension. Given the width w and height h of the individual cell (determined by size 
and shape of the facilities), the predefined Input and Output stations at the boundary 
of the cell, quantum and frequency of material flow between the cells, the aim is to 
find the exact location (x and y coordinates), the orientation of the individual cells, 
and to decide the aisle distance between the cells (along the department perimeter) 
with the objective of minimizing the total material handling cost and distance 
weighted cost of total closeness rating score.  

In any facility layout design problem while it is imperative to minimize the total 
material handling cost which is directly proportional to the distance between the cells, 
often it also essential to place certain cells as farthest (nearest) as possible depending 
upon the nature of the production process, the safety issues and the like. Hence these 
two objectives are considered in this work. The notations used in the model are: 

 
N   the total number of cells in the layout 
W   the width of the floor space 
H   the height of the floor space 
i,j   indices to denote cells 
fij  the directed flow density from cell i to cell j 
wi   width of cell i in the initial orientation 
hi   height of cell i in the initial orientation 

( y
iI,

x
iI ), ( I

i
I
i y,x )     local coordinates, spatial coordinates of the input station of cell i 

( y
i,Ox

iO ), ( O
i

O
i y,x )  local coordinates, spatial coordinates of the output station of cell i 

 ( ii y,x ),   ( '
i

'
i y,x )  spatial coordinates of the lower-left corner, the upper- right corner of cell i 

lij    equals 1 if cell i is placed to the left of cell j ; (that is  j
'
i xx ≤ ) and 0 otherwise 

bij   equals 1 if cell i is placed below cell j ; (that is j
'
i yy ≤ ) and 0 otherwise 

dij   shortest contour distance from the output station of cell i to the input station of cell 
j  
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norientatio  original its  from clockwise o270  rotated  is    cell (1,1)

n orientatio  original its  from clockwise o180  rotated  is    cell (0,1) 

n  orientatio  original its  from clockwise o90  rotated  is    cell (1,0)

norientatio  original itsin      cell(0,0)
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i
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i
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cij  the cost of travel of unit material for unit distance between cell i and j, j,icij ∀= 1  

rij  closeness rating score between cell i and j 
 
The mathematical model for the Multi objective integrated layout design problem 
(MOILDP) is formulated based on [5], [9] and shown below: 
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Where,  )Pα(PP hw +=  is a penalty term the guarantee that the layout solution 

satisfies the following floor boundary condition i H'iy  i,  w'ix ∀≤∀≤ , 
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P max0max0 maxmax , and  α = the weight of penalty 

and was set to be algebraic sum of flow interaction between each pair of departments. 
Constraints (2) and (3) define the x-coordinate of the right boundary and the y-

coordinate of the upper boundary of each cell. Constraints (4) and (5) are used to 
specify the x and y coordinates of I/O stations for each cell. These coordinates are 

expressed in generalized terms with respect to the lower-left corner point of the cell 
under the horizontal configuration that is before considering rotation.  
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Constraints (6) (7) and (8) are to ensure that there is no overlap between any pair of 
cells by letting each pair of cells be separated in the x or y direction. Constraints (9) 
(10) and (11) specify the bounds for each variable. The assigned closeness rating 
score is as follows: A=5; E=4;I=3;O=2;U=0 and X=-5 (undesirable). 

3 Proposed Methodology  

In this work, a GA-SAA based heuristic is implemented for the optimization purpose 
to obtain the pareto-optimal solution set which minimizes 1. The total material 
handling cost (TMHC) and 2. Distance weighted cost of total closeness rating score 
(TCRS). 

3.1 Solution Representation  

In a GA approach feasible solutions to the problem are encoded into a string of 
decision choices that resemble chromosomes. The chromosome that represents a 
feasible solution is shown in Fig 1. 

 

Fig. 1. Chromosome Structure 

The chromosome string consists of three parts. For a layout problem of N cells, the 
first part is first and second sequence ( +Γ and −Γ ) of sequence pair, the second part is 

binary code of 2N bits that represents ui and vi of each cell, and the last part is 2N 
bytes which helps to define the offset distances in the x direction and y direction for 
each cell. 

 

3.1.1   Sequence Pair Representation 
A cell system layout (CSL) can be represented by a unique sequence pair [10] 
describing the topology of the cell placement. A layout consisting of cells (a,b,c). The 
dimensions for every cells are: a(10 ×5), b(5×5), c(4×8) and  it’s corresponding CSL 
is shown in Fig. 2 which can be represented by a SP = (bac ; abc).  

  Fig. 2. CSL for SP = (bac; abc)    Fig. 3. Crossover operation on the first part SP = (Γ+ , Γ- ) 
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3.2 Fitness Evaluation  

The decoding of a chromosome and finding the objective function value for a feasible 
solution is done in four steps.  

Step 1: Finding the spatial coordinates of the each department. Using first and second 
part of the chromosome, and the sequence pair evaluation    algorithm Algorthim1 
found in the literature [11] the spatial coordinates of the lowest left corner of each cell 
in a CSL is computed.  

Step 2: Finding the spatial coordinates I/O stations. Once the spatial coordinates of 
each department is obtained, the algorithm is able to generate any CSL that has the 
topology defined by the corresponding sequence-pair. Then the spatial coordinates of 
I/O stations can be determined using constraints 4 and 5.  

Step 3: Computing the optimal travel distance between the departments (dij).At first 
the grid graph [5] is constructed and then through repeated applications of Dijkstra’s 
algorithm [12] the shortest path distance along the department perimeter is 
determined. The obtained shortest path distance dij along the department perimeter is 
unique for corresponding CSL.  

Step 4: Objective function value calculation. TMHC and TCRS are the objective 
function values, OF1 and OF2, calculated based on the equations (1a) and (1b) 
respectively. 

3.3 GA Operators  

3.3.1   Selection 
The selection module is constructed on the basis of Roulette wheel [13] mechanism. 
The probability of selection for each chromosome is based on a fitness value relative 
to the total fitness value of the population.The Fitness value for this work is (F) = 
1/COF. Where COF= (TMHC+TCRS)/2. 

3.3.2   Crossover 
For the first part, a crossover operator similar to [14] was implemented for first and 
second sequence of the sequence pair independently. The first child is constructed by 
randomly picking a gene from the first parent and placed it in a child string at the 
same location as its position in the parent sequence. This process is continued for k 
cells where k is proportional to the relative fitness of the first parent. The missing 
integers in the first child are filled in the same order as they appear in the second 
parent. Similarly the second child string is created by reversing the selection order of 
two strings. For the last two parts of a chromosome, a heterosexual one-point 
crossover [15] was adopted. An example of this crossover operator is shown in Fig. 3 
and Fig. 4 
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6 4 5 1 2 3

5 4 6 1 2 3 0 1 1 1 0 1

Sequence pair 

0 1 0 1 0 1Parent 1

Parent 2

Orientation String

6 4 5 1 2 3

5 4 6 1 2 3 0 1 0 1 0 1

0 1 1 1 0 1Child 1

Child 2

0 0 0 0 1 1 1 1

0 0 0 01 1 1 1

0 0 1 1 0 0 0 0

1 1 0 0 1 1 1 1

Offset Distance

 

Fig. 4. Crossover operation on the second and third part 

3.3.3   Mutation 
For first and second sequence of the first part of the chromosome the mutation 
operator involves a random selection and swapping of two integers. For the second 
part, the mutation operator involves randomly altering one symbol to another. For the 
last part, the mutation operation involves replacing a randomly chosen byte with a 
new value generated at random with range of [0, 255]. An example of the three types 
of mutation operators is shown in Fig. 5 

 

Fig. 5.   Mutation operation on the first, second and third part of the chromosome 

3.3.4   Neighborhood Generation 
 The neighborhood solution in the vicinity of current solution is generated by the 
mutation operation discussed in section 3.3.3. 

3.3.5   Non-dominated Sorting of Solutions 
The initial GA population is added to pareto-optimal set (POS). During the search in 
SAA, every solution is compared with solutions of the POS and tested for non- 
dominance. If the particular solution is not dominated by any of the solutions in the 
POS, it is added on to the POS. With the addition of any member to the POS, if any 
existing member of POS is found to be dominated with respect to OF1 and OF2 it is 
removed from POS. 

3.4 Control Parameters  

The control parameter values for GASAA was determined based on pilot study which 
produces satisfactory output are summarized as below. For GA, Population size (Ps) = 
5 ×N, Cross over probability (pc) = 0.6, Mutation probability (pm) = 0.20 was set as 
parameter values. For SAA, Initial Temperature (Ti) =300, Final Temperature   (Tf) 
=0, Cooling Rate (cr)=0.85, Number of perturbation at each temperature drop (Np)=5. 
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4 Results and Discussion 

The proposed genetic algorithm based procedure was coded in MATLAB and 
implemented in Dual core processor with 2GB RAM. Experiments were conducted 
using the bench mark problems [8] and [16] found in the literature. For each bench 
mark problem 10 different initial population set, each population set having 20 
different initial solutions were generated at random. The final layout obtained by GA 
is reported in Fig 6. The pareto-optimal solution set obtained and the pareto frontier is 
shown in Table 1 and Fig 7 respectively. The average computational time taken by the 
algorithm to reach the optimal solution is given in Table 2. 

                                                                            
          (a) 7 department                                                         (b) 12 department  

Fig. 6. An example of final layouts obtained by GA-SAA  

Table 1. List of pareto-optimal solutions  

7 department 12 department
GA GA-SAA GA GA-SAA 

OF1 OF2 OF1 OF2 OF1 OF2 OF1 OF2 
388551 198000 250000 14800 8140 8244 8000 8118 
458550 196900 265000 14603 8350 7685 8254 7356 
466056 196300 278560 13700 8740 7206 8450 7012 
471050 195505 289950 12504 9243 7118 8900 6923 
473550 195200 296542 11689 10820 7044 9489 6856 
478552 190401 305423 9502 9650 6755 
506060 189400 312455 8545 

508550 188600 335666 7856 

516050 188000 348650 7562 

548550 184800 365220 6955 

646050 182000 385445 6854 

713550 181700 457650 5855 

756050 181200 550250 4980         

OF1 – Objective Function 1 value (TMHC); OF2 - Objective Function 2 value (TCRS) 
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Fig. 7. Pareto-optimal curve for the test problems  

Table 2. Average Computational time (s) 

No of departments 7 12 
Proposed GA 465 2910 

Proposed GA-SAA 1150 7890 

From figure 7 it is evident that proposed GA-SAA is good in finding efficient 
frontier than GA for both the test problem instances. The convergence characteristic 
of GA-SAA is improved by adopting a suitable local search mechanism using SAA. 

5 Conclusion and Scope for Future Research 

To overcome the limitations out of sequential design procedure in the Layout design, 
integrated design of CSL and MHS was adopted. Again, to simultaneously optimize 
two different objective of the layout design problem a Genetic Algorithm based 
procedure (GA-SAA) is proposed in this work. The proposed algorithm was tested 
with two different problems of different problem sizes to concurrently optimize two 
objectives namely TMHC and TCRS. It is found that the proposed algorithm is able to 
produce satisfactory paret-optimal solutions within an acceptable computational time 
limit than standard GA. 

The outcome of this research leaves scope for further research towards employing 
a local search mechanism to further reduce the computational time. To provide wide 
range of alterative solutions to the implementers, a NSGA-II and AMOSA based 
multi objective optimization algorithm can also be developed to produce a pareto 
optimal front.  
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Abstract. Intrusion Detection System (IDS) classifies network traffic data 
either ′anomaly′ or ′normal′ to protect computer systems from different types of 
attacks. In this paper, data mining concepts and genetic algorithm have been 
applied to classify online traffic data efficiently by developing a rule based lazy 
classifier. The proposed method updates the rule set dynamically to 
accommodate the changing pattern in the traffic data in order to attain highest 
classification accuracy and at the same time maintaining consistency. The 
classifier is able to detect variants of common network traffic data patterns or 
modified existing security attacks based on the knowledge gained from its 
existing training data set with significant classification accuracy. 

Keywords: discretization, cut generation, center-spread encoding, nsl-
KDDCUP’99 network traffic data set classification accuracy. 

1 Introduction 

Intrusion Detection System (IDS) [1, 2], a quick evolving domain recently gained its 
importance in the field of advancement of network security solutions. The current 
IDSs fail to predict appropriate decision due to problem of ‘data overload’ resulting 
classification of normal traffic as malicious (false positive) or vice versa (false 
negative). Significant advancement has already been done to protect the systems by 
designing extremely complex security infrastructure including firewalls, identification 
and authentication systems, access control products, VPNs, encryption products, 
different antivirus software, scanners and many more. However, yet no system able to 
handle sufficient and optimum way to the ever changing and evolving innovative 
security attacks fired intentionally and/or deliberately by a serious attacker in a given 
network. Moreover, these systems are managed by human beings and so they are 
highly prone to human error. 

Development of an online IDS is a challenging task that would classify network 
traffic data either ′anomaly′ or ′normal′ by efficiently analyzing the dataset.  
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The proposed system overcomes the limitations of existing classifiers [3, 4].  In the 
paper sampled training data set has been generated with as much variation as possible 
using probabilities proportional to size without replacement (PPSWR)[5] to overcome 
the data overload problem. The objective of the paper is to maximize classification 
accuracy[3] by building rule based lazy classifier while dealing with the problem of 
‘false positive’ and ‘false negative’ [2, 3].The proposed classifier can adapt itself with 
the changing network environment and able to detect network traffic to cope up with 
variants of common vulnerable security attacks.  

2 Proposed Work 

The proposed work consists of several procedures to generate the rule set for dynamic 
classification of the intrusion domain data sets. To develop the classifier a part of the 
well-known KDDCUP’99 data set [6] has been used for modeling and testing the 
intrusion detection system[2].  First the data set is discretized by applying cut [7] 
operation and then intervals are generated considering two successive cut points.  As 
a next step, the intervals are encoded by corresponding centre-spread value 
[8].Contribution of each interval to classifying the data is evaluated by measuring 
biasness of an interval to predict the decision class label.  Finally, by applying genetic 
algorithm (GA) [9] best matching rules are learnt, using which maximum 
classification accuracy is obtained.  

2.1 Pre-processing  

Network traffic data is preprocessed to obtain discrete attribute values from 
continuous ones.  Using discrete attributes, redundant and less important attributes are 
removed by applying feature selection algorithm, namely CfsSubsetEval [10] and 
RankSearch [11] which effectively selects significant attributes and reduces 
complexity of the system. Instead of all attributes, henceforth only reduced attribute 
set is used for further processing of data. 

2.2 Generation of Intervals 

The method generates intervals for each conditional attribute from the set of discrete 
values as described below. 

(i) The set of distinct discrete values for each conditional attribute are sorted in 
ascending order.  

(ii) Each pair of successive values is considered as an interval including the lower 
value and excluding the upper value.  
 

Example: The set of cut points(S) of a conditional attribute in ascending order is {1, 
1.5, 2.5, 4.5, 5.5, 9.5, 10.5, 15.5, 19} 

Respective intervals are listed in figure 1. 
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Fig. 1. Intervals corresponding to the cut-
points in set (S) 

 

Fig. 2. Encoding of Intervals using Centre-
Spread Technique 

 

The next step is to encode these intervals to represent them using discrete value 
which is used for discretization of the incoming test data.  

Centre-Spread encoding technique [8] has been applied in the paper for encoding 
the intervals. In Centre-Spread encoding method, an interval is denoted as [lw,up] and 
encoded as the mid-point of the interval and the span of interval from its mid-point to 
either side of its end-points. The mid-point of the interval represents discretized value 
of any continuous value belonging to that interval and the span gives the limit of the 
continuous values on either side of the mid-point.  The intervals of figure 1 are 
mapped according to the format as given in figure 2. 

2.3 Evaluation of Contribution 

Once the intervals are generated, as a next step its contribution towards classifying the 
data is calculated considering training data only.  

 

Contribution of an interval is calculated using equation (1) which refers to a 
measure based on which one can infer how strongly biased an interval is in 
predicting a particular decision class.   _ _ _ = (  )              (1) 

 
Where decnormal= number of data objects occurring in that interval having decision 

normal. 

And decanomaly= number of data objects occurring in that interval having decision 

anomaly. 

Similarly,                _ _ _ =  ( _   )( _ _ )        (2) 



512 R. Mitra et al. 

 
 

Therefore, for predicting normal class label, the deviation is positive while for 
anomaly it is negative with an assumption that the population of data objects having 
decision normal is more than the decision as anomaly. So if two intervals having 
same contribution value while one predicting decision as normal and other predicting 
decision as anomaly, then the interval predicting decision as “anomaly” have a greater 
effect. This deviation of contribution of a concerned interval is nothing but the 
relative measure of strength of that interval on prediction of the decision value as 
normal or anomaly. More the value positive, more biased the interval is towards 
predicting decision as normal. Similarly, more the negative value of this measure, 
more is the interval biased towards predicting decision as anomaly. 

2.4 Generation of Initial Rule Set 

Once the intervals of all conditional attributes in the training dataset and their 
corresponding contribution towards the prediction of the decision of a particular class 
are generated, the next task is to generate the initial rule set of the classifier.  In the 
subsequent steps GA [9]  is applied to adapt the new test data set. 

 
Algorithm. Initial Rule Set Generation 

 

Step 1:  The conditional attribute (Amax) with maximum number of intervals is   
                 obtained. 
Step 2:  For each interval (I) in Amax create a rule with 

(i) Attribute Amax consists of interval I. 
(ii)Rest of the attributes consist interval having closest contribution deviation 
value to I. 
(iii) The intervals which are selected removed from the corresponding 
attributes. If an attribute contains no more intervals, then all the intervals are 
added back. 

Step 3:  Repeat Step 2 until Amax does not contain any more intervals.  

2.5 Generation of the Best Matching Rule 

For each incoming test data, the rule which matches with the maximum number of 
attribute values is obtained using the concepts of genetic algorithm. 
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Algorithm. best matched rule generation 
Step 1:   Copy the original rule set into a temporary rule set (T). 
Step 2:  Select a rule (R1) from T having maximum number of attribute matching  
               with that of the test data set.  
Step 3:   Remove R1 from T. 
Step 4:   Select a rule (R2) at random from T. 
Step 5: Create a new rule with attributes of R1 and R2, matches with that of the  
              incoming data.  
Step 6:  Assign the newly created rule as R1. Remove R2 from T. 
Step 7:  Repeat Step 4 to Step 6 until T is empty. 

 

The resultant rule has maximum number of attribute value, matching with that of the 
test data. 

An instance rule set is shown in figure 3. 

 

Fig. 3. Sample population of the Initial Rule set 

The incoming test data is given in figure 4. 

 

Fig. 4. Instance of Incoming Test Data 

After applying the best matched rule generation algorithm we get the best 
matching rule, given in figure 5. 

 

 

Fig. 5. Best Matching Rule  

2.6 Predicting Decision  

For predicting decision of an incoming test data, the proposed classifier employs the 
decision making procedure as described below. 
 

Step 1:  For each attribute in the reduct set, the interval which matches with the  
               test data, scale the absolute value of contribution deviation of the  
               interval (abs) from (0 ~ 100) to (0 ~ 20). 
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Step 2:  The effect of this interval towards prediction of the decision is calculated  
               using equation (4). ( )  =  ( )                                                          (4) 
Step 3: The prediction is made based on the net effect of all the attributes  
                matching the test data, calculated using equation (5).   =     ;                     =    ;                 (5) 

Step 4:  If Net Effect is positive or zero then the decision predicted is normal else  
               anomaly. 

Note: Here an interval having modulus of contribution deviation close to 100 have an 
effect which is exponentially greater than those having a value close to 0. 

3 Experimental Results and Comparisons 

3.1 Comparisons with Original KDD Data Set 

Comparison with respect to classification accuracy of the common existing classifiers 
of different categories with the proposed classifier is demonstrated here. We have 
taken 10000 data objects from NSL-KDD Data set [12, 13] for network-based 
intrusion detection and used 10 fold cross validation technique [3] for measuring 
classification accuracy [3] of the different classifiers. We have used the modules 
provided by the WEKA tool [14, 15] to run different classifiers. The accuracy of the 
proposed classifier is 94.9% on an average, as shown in figure 6. 

The proposed classifier is primarily a predictive model and falls under lazy 
classifiers, comparison with different lazy and probability based classifiers are shown 
in figure 7.  

 

 

Fig. 6. Comparison of the Proposed 
Classifier with different types of well-
known Classifiers 

 

Fig. 7. Comparisons of the proposed classifier 
with lazy and probabilistic classifiers 
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By analyzing figure 6 and 7, one can observe that the proposed classifier provides 
slightly less classification accuracy from that of the well-known classifiers (like 
Nbtree, Jrip, Decision table and Regression Model as shown in figure 6), when 
applied on original NSL-KDD dataset (considering both training and test data set 
taken from the original one). This is due to the fact that we have not considered the 
concept of correlation between different conditional attributes in building the 
classifier while all of the well-known classifiers (giving better performance than our 
one) consider the correlation between different attributes during learning. However, 
we have tried to ensure that the proposed classifier gives better classification accuracy 
when it runs on a test dataset which is a variant of the original one and has less 
correlation. 

3.2 Comparisons Using  Evolutionary Test Dataset 

The classification accuracy of different classifiers are obtained considering data set 
created using evolutionary method. To generate the data set concepts of crossover and 
mutation operations of genetic algorithm are applied. This new data set is a variant of 
the original network traffic data set and represents modified forms of intrusions or 
attacks that can be encountered by the IDS. 

 

Fig. 8. Generation of evolutionary data instances  
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For creation of each data instance in this new data set, two data instances are 
sampled from the original data set having same class label(figure 8(a)) and performed 
4 point cross over to generate the new instances, shown in figure 8(b). This new 
instance has the same class label as that of its parent chromosome. After performing 
crossover, mutation is applied by replacing the value of any randomly chosen 
conditional attribute by a value which lies in the domain of that conditional attribute, 
represented in figure 8(c).  

The new data set maintains the ratio of number of normal instances to the number 
of anomaly instances same as that of the original data set. Here the correlation 
between different attributes in newly generated evolutionary data set has been shown 
in the figure 9(b),different from the correlation values in the original data set as 
shown in the figure 9(a). In figure9, we have shown top 4 attributes of rank as 
determined by rank search in both (a) and (b). 

 

Fig. 9. (a) Correlation between different conditional attributes in original KDD data set; (b) 
Correlation between different conditional attributes in evolutionary (test) data set obtained from 
original NSL-KDD data set by crossover and mutation 

 

Fig. 10. Comparisons while detecting variants of common network traffic data patterns 
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Experiments with new test data set and comparing classification accuracies of 
different well-known efficient classifiers and our method, following results are 
obtained, shown in the figure10. It has been concluded that the proposed classifier 
outperforms all others giving the best average classification accuracy as 95.3% while 
detecting variants of common network traffic data patterns. 

4 Conclusions 

In this paper, we have built a classifier which does not take correlation into account 
while predicting decisions of the incoming test data. The proposed classifier 
outperforms all the classifiers while detecting test data which are variants of the 
original data set representing modified form of common network security attacks. 
Since these test data patterns have less correlation than the original training data set, 
rule based and decision tree based classifiers gives lower classification accuracy 
compared to that of our proposed classifier obtained by 10 fold cross validation. 
Moreover, the proposed classifier shows impressive performance while detecting 
normal behavioral traffic data patterns compared to other efficient existing classifiers 
as discussed in the previous section. Therefore, our proposed classifier can efficiently 
meet the needs for designing an up-to-date intrusion detection system with providing 
solutions to the limitations of existing ones operating in modern dynamic network 
environment. 
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Abstract. In this paper, a method to tune the two Degree Of Freedom PID 
controller for a class of time delayed unstable systems using Bacterial Foraging 
Optimization algorithm is proposed. In this algorithm, limits are assigned for 
the algorithm and search parameters to minimize the convergence time during 
the optimization exploration. The problem considered in this study is to aptly 
tune the controller in order to enhance the overall closed loop performance of 
the time delayed unstable process. The BFO algorithm is focused to search the 
best possible controller parameter values such as ‘Kp, Ki, Kd’ and controller 
weighting parameters ‘α, β’ by minimizing the multiple objective function 
which monitor the optimization search. A comparative study is presented 
between the feed forward and the feedback 2DOF PID structures. The 
robustness of the BFO tuned 2DOF PID controller is tested by introducing 
model uncertainty in the process model parameters. The simulation results 
evident that, the proposed procedure helps to accomplish enhanced system 
performance such as smooth reference tracking, satisfactory disturbance 
rejection, and error minimization for a class of unstable systems. 

Keywords: 2DOF PID controller, Bacterial foraging, Model uncertainty, 
Performance measure, Unstable system. 

1 Introduction 

In the control literature, despite the significant developments in advanced process 
control schemes, Proportional + Integral + Derivative (PID) controllers are still 
widely used in industrial control system where reference tracking and disturbance 
rejection are the major task. PID and the modified structured PID controllers are 
widely used in industries because of their structural simplicity, reputation and easy 
implementation. In the literature, there are several papers dealing with the tuning and 
implementation of a single Degree Of Freedom (1DOF) PID controller for stable and 
unstable systems. For stable systems, 1DOF PID structure provides a viable result for 
both the reference tracking and disturbance rejection. But, for unstable systems, PID 
controller can capably work either for efficient reference tracking or disturbance 
rejection operation.  

Most of the industrial process loops are represented by an equivalent higher order 
modeling equations because of its nonlinear nature. The nonlinear processes can be 
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efficiently modeled as linear processes (stable / unstable) based on the operating 
regions. These linear models are then considered for the model based controller 
tuning operations. Sometimes, these higher order process loops cannot provide the 
expected result, when it is controlled using a lower order (1DOF) PID controller 
structure. Since it is always essential to use a higher order PID structures such as 
2DOF. 

2DOF PID controller was widely addressed by the researchers for stable and 
unstable process models [1-5].  The classical PID tuning methods proposed by most 
of the researchers for particular process model will not provide the fitting response for 
other process models. The classical PID tuning also requires computations in order to 
get the best controller parameters.  Due to these reasons, in recent years, soft 
computing based PID controller tuning is greatly attracted the researchers.  

In this paper, Bacteria Foraging Optimization (BFO) based 2DOF PID controller 
tuning is proposed for a class of time delayed unstable process models. BFO is a 
nature inspired heuristic search technique, introduced by Kevin M. Passino [6]. The 
previous research has reported the superiority of the BFO based search for finding the 
optimum solution for a class of engineering problems [7-9,15,16].  It is based on 
mimicking the foraging activities of Escherichia coli (E.coli) bacteria. During the 
optimization exploration, a collection of artificial bacteria cooperates to find the best 
possible solutions in the ‘D’ dimensional search space. We propose a parameter 
normalized Bacteria Foraging Optimization (BFO) algorithm to discover the 
optimized PID controller parameters such as Kp, Ki, Kd and controller weighting 
parameters ‘α, β’ for a class of unstable process models by maintaining the guaranteed 
accuracy.  

2 Bacteria Foraging Algorithm  

Bacteria Foraging Optimization (BFO) algorithm is a new division of metaheuristic 
algorithm. It is a population based optimization technique developed by inspiring the 
foraging manners of E.coli bacteria. The basic operation of BFO algorithm has four 
key steps namely chemo-taxis, swarming, reproduction, and elimination-dispersal. A 
detailed description of the above procedures could be found in [10-13].  

The parameters of the classical BFO algorithms are defined below: 

D = the dimension of search space, N = the total number of E.Coli bacteria, Nc= total 
number of chemotaxis steps, Ns = swim length during the search, Nre = total number 
of reproduction steps, Ned = total number of elimination – dispersal events, Nr = 
number of reproduced bacteria,  Ped = the probability that each bacterium will be 
eliminated / dispersed,   n  = the run length.   

In the literature, there is no apparent guide line to allot the parameters of the BFO 
algorithm. In this work, we assigned the boundaries for algorithm parameters in order 
to minimize the complexity.   

The algorithm parameters are assigned as follows [17]: 
 

• The total number of  E.Coli bacteria (N) = 22  

• The total number of chemotactic steps (Nc) = 
2

N
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• Swim length (Ns) =  number of reproduction steps (Nre) ≈
3

N
 

• The number of elimination – dispersal events (Ned) ≈
4

N
 

• The total number of bacterial reproduction (Nr) = 
2

N
 

• The probability of the bacterial elimination/dispersal (Ped) =  







+ rNN
edN

 

• Total number of iterations during the search = N2 
• Swarming parameters can be assigned as follows:  

    dattractant = Wattractant = 
N

sN
;    and   hrepellant = Wrepellent = 

N
cN

 

• Initial positions for the bacterium ( bacterium 1 to N) is assigned as follows 

  PI(value1: Dim1, Dim2, … Dim D) = SB for value1 * rand (N, Dim1) 

 PI(value2: Dim1, Dim2, … Dim D) = SB for value2 * rand (N, Dim2) 

   . . .     . . . 

 PI(value D:Dim1, Dim2, …Dim D) = SB for valueD * rand (N, Dim5) 

Where,  PI = Performance index which guides the algorithm, SB = Search boundary 
for the ‘D’ dimensional parameters , Dim= number of values to be optimized = total 
no of search dimension  rand = random number (0 < rand <1). 

The chief benefit of the BFO is the number of parameters to be assigned are only 
the values of N, D, PI, and SB. 

3 2DOF PID Controller 

The PID and modified structure PID controllers are used to shape the steady state as 
well as the transient response of the process control system. For unstable systems, the 
1DOF controller fails to provide a smooth reference tracking performance due to the 
occurrence of proportional and derivative kick [14]. In order to reduce the effects of 
proportional and derivative kick and also to improve the time response characteristics, 
it is essential to consider a 2DOF PID structure. A detailed study on various 2DOF 
structures was clearly presented by Araki and Taguchi [4].   
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              Fig. 1. Feedback structure                              Fig. 2. Feed forward structure 
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In this paper, an attempt has been made with the Feedback (FB) and the Feed 
Forward (FF) 2DOF PID structures. Fig. 1 depicts a FB type controller structure with 
a PD controller in the inner loop and a PID controller in the outer loop.  In this 
structure, the PID controller responds on error signal ‘e(t)’ and the PD controller 
works on the process output ‘y(t)’. Since the controller ‘C2(s)’ is free from 
proportional and derivative kick effect. 

The controller values for this structure are presented in Eqn. 1 and 2. 

)s(DK)1(K)1(K)s(D)1(
s

1
)1(K)s(C fdipfd

i
p1 βατβ

τ
α −++−=








−++−=    (1) 

( ) )s(DK  K)s(D K)s(C fdpfdp2 βατβα +=+=                      (2) 
 

Where: Ki = Kp / τi; Kd = Kp  τd (τi  = integral time constant,  τd = derivative time 
constan); α and β are controller weighting parameters (0 to 1); Df(s) is the derivative 
filter  term given by‘s / (1+Ns)’, ( N= filter constant = 10) 

Fig. 2 shows a FF type controller structure with a PD controller in the feed forward 
loop and a PID controller in the closed loop. The PID controller responds on error 
signal ‘e(t)’ and the PD controller works on the reference input ‘r(t)’.  

The controller values for this structure are presented in Eqn. 3 and 4. 

)s(DKKK)s(D
s

1
1K)s(C fdipfd

i
p3 ++=








++= τ

τ
     (3)  

( ) )s(DK  K)s(D K)s(C fdpfdp4 βατβα +=+=       (4) 

3.1 Controller Tuning  

The controller tuning process is employed to find the best possible values for Kp, Ki, 
Kd, α, and β.  In order to achieve superior accuracy during the optimization search, it is 

necessary to assign 
appropriate Perfor-
mance Index (PI) which 
guides the BFO 
algorithm.  

In this work,  the 
following PI (Eqn.5) 
with ISE, IAE, Mp, and 
ts are considered.  

 

Jmin (Kp, Ki, Kd, α, β) = (w1. ISE) + (w2. ITSE) + (w3 . Mp) + (w4 . ts))  (5)     

Where w1, w2 ... w4 are weighting functions used to set the priority of the PI 
parameters and the value of ‘w’ varies from 0 to 10. The criterion ‘Jmin’ guides the 
algorithm towards the appropriate values of 2DOF PID controller parameters.  

Prior to the optimization search, it is essential to assign the parameters for BFO 
and PI.  In this study, the following values are assigned: 
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Fig. 3. BFO tuned 2DOF PID controller 
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• Dimension of the search space (D)   = 5 (ie. Kp, Ki, Kd ,α, β) 
• The total number of E.Coli bacteria = 22 
• Boundaries for  the three dimensional search space is assigned as 

(If the numerator of the transfer functions has a positive sign (ie. +) the lower 
boundary is assigned as zero. Else the lower boundary will have  a –ve value) 

 Value 1 = 0% < Kp < +50% (ie. 0 < Kp < 5.0) 
 Value 2 = 0% < Ki < +25% (ie. 0 < Ki  < 2.5) 
 Value 3 = 0% < Kd < +30% (ie. 0 < Kd < 3.0) 
 Value 4 = 0% < α < +10% (ie.   0 < α < 1) 
 Value 5 = 0% < β < +10% (ie.   0 < β < 1) 

• The weighting functions are assigned  as w1=w2=w3= w4=10 
• Simulation time  is 100 sec  
• The overshoot (Mp) range is selected as <50% of the reference signal.  
• The ‘ts’ is preferred as < 50% of the maximum simulation time.  
• The reference signal is considered as R(s) = 1.  

4 Results and Discussions 

The following simulation study demonstrates the proficiency of the BFO tuned 2DOF 
PID controller on a class of unstable process models.  
 

Example 1: Let us consider the following First Order Plus Time Delayed (FOPTD) 
unstable process studied by Padhy and Majhi [5], 
 

                          ( ) se
1s

K

1s

0.8s1e
sG θ

τ
−

−
=

−

−
=       (6) 

 

The FOPDT system has a ‘θ /τ’ ratio 
of 0.8, hence it is very difficult to 
stabilize the above model with a 
classical PID controller.  The BFO 
based 2DOF PID controller tuning is 
proposed for the above process model 
as in Fig 3. Initially the feedback type 
2DOF structure is considered in the 
BFO based search.  Five trials are 
executed during the search and the 
finest value among the trials is chosen 
as the best possible controller value. 
The convergence of the BFO algorithm 
towards the global optimal solution for 
the controller parameters and the errors 
are graphically represented in Fig 4 
and Fig 5 respectively. The chosen 
search value is converging at 159th 
iteration and the optimized controller 
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parameters and the corresponding error 
values are presented in Table 1. The 
controller values such as Kp, Ki, Kd, α, 
and β obtained with the FB structure is 
tested on the FF structure, to ensure the 
reference tracking and the disturbance 
rejection performances.  Fig 6 depicts 
the reference tracking and disturbance 
rejection case for Ex 1 with FB and FF 
structures. From the above result, it is 

confirmed that, both the 2DOF structures are similar and provides identical 
performance. The supply disturbance rejection feature of the controllers are tested by 
applying a disturbance signal of 0.25 (25% of the setpoint) at 50sec as depicted in Fig 
6. The effect of the disturbance is completely eliminated at 60 sec. The error values 
for FB and FF structures are the same and it is presented in Table 1. 
Example 2: Let us take an unstable second order process with one unstable pole as 
stated in Eqn 7 [2].  

   ( ) ( )( )1s5.0 12s

1e
sG

s

p +−
=

−
      (7) 

As discussed above, the controller tuning is initially attempted with the FB structure 
and the optimized controller values are considered for both the FB and FF structure. 

Fig 7 shows the closed loop response of the 
BFO tuned 2DOF controller for FB and FF 
structures. The reference tracking response 
results in overshoot of 0.28, and a settling time 
of 18 sec. The supply disturbance rejection 
performance of the controller is tested by 
applying a disturbance signal of 0.25 (25% of 
R(s)) at 50sec as depicted in Fig 6. The effect 
of the disturbance is completely eliminated at 
65 sec. The other important parameters such as 
ISE, IAE, ITSE, and ITAE values are presented 
in Table 1. 

Example 3: This example considers an integrating process with one unstable pole as 
existing in [1].   

   ( ) ( )1s s

1e
sG

s2.0

p −
=

−
                                  (8) 

For the above process, Liu et al. [1] 
proposed a traditionally designed 2DOF 
control scheme. Due to the presence of the 
integral value, this process may generate an 
unnecessary over shoot, when it is 
controlled with the basic PID controller.  

The integral term makes the system 
more complex compared to other process 
models.  
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In this work, the controller tuning procedure is executed as discussed in Example 1. 
The iteration number and the final values of controller parameters are presented in 
Table 1. Fig 8 depicts the reference tracking and supply disturbance rejection 
performance of the process model. During the reference tracking, the proposed 
controller shows an overshoot of 32%.  The supply disturbance rejection performance 
for this process model shows a satisfactory result with a reduced error values. 

Example 4: Let us take a third order process 
with one unstable pole as given in [2], 

( ) ( )( )( )1s21s5.0 15s

1e
sG

s5.0

p ++−
=

−
  (9) 

Initially the controller parameter optimization 
is proposed with the FB structure. The 
performance of the FB and FF structures are 
tested on the process model and the results are 
recorded in Table 1.  Later, the robustness of 
the BFO tuned 2DOF PID controller is tested 

by assuming perturbation in the gain ‘K’ and delay ‘θ’.   
Fig 10 shows the reference tracking performance of Ex 4 for uncertainty in K ± 

25% (0.75 < K < 1.25) and θ ± 15% (0.35 < θ < 0.65).  
When the model 

perturbation is within the 
specified limit, the process 
offers a satisfactory result. 
The decrease in ‘K’ and/or 
increase in ‘θ’ will initiate 
unwanted overshoot and 
oscillations as depicted in  
Fig 10.   

Table 1. Optimized controller parameters and its performance measure 

 
 

Iterati
on 

Controller parameters Performance measure 
Kp Ki Kd α β ISE IAE ITSE ITAE 

Ex.1 159 1.416 0.097 0.291 0.838 0.910 2.882 5.115 71.12 147.0 
Ex.2 106 1.572 0.111 0.998 0.751 0.844 3.155 6.256 46.81 150.6 
Ex.3 227 1.134 0.331 2.883 0.903 0.870 2.424 5.081 11.88 61.17 
Ex.4 113 2.294 0.112 3.608 0.864 0.818 5.807 11.00 38.82 194.4 

From the above study, it is noted that, even though there is a structural mismatch, 
the FB and FF 2DOF PID offers similar result on unstable process models.   
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5 Conclusion 

In this work, we discussed a Bacterial Foraging algorithm tuned 2DOF PID controller 
for a class of unstable process models. It is a five dimensional search, in order to 
minimize the algorithm complexity guidelines are provided to assign the BFO 
algorithm parameters and controller parameters. A comparative study is executed 
between Feedback and Feed Forward controller structures. From the result, it is 
confirmed that both the 2DOF structures are similar and provides an identical 
performance. Reference tracking and supply disturbance rejection procedures are 
performed on the process models. The proposed method shows a robust performance 
for the system with the model perturbation. The results show that, the BFO tuned 
controller supports smooth reference tracking, satisfactory disturbance rejection, and 
error minimization for the unstable systems considered in this study.  
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Abstract. Classification accuracy and efficiency of an intrusion detection 
system (IDS) are largely affected by the discretization methods applied on 
continuous attributes. Cut generation is one of the methods of discretization and 
by applying variable number of cuts (in a partition) to the continuous attributes, 
different classification accuracy are obtained.  In the paper to maximize 
accuracy of classifying network traffic data either ‘normal’ or ‘anomaly’, the 
proposed algorithm determines the set of cut points for each of the continuous 
attributes.  After generation of appropriate and necessary cut points, they are 
mapped into corresponding intervals following centre-spread encoding 
technique. The learnt cut points are applied on the test data set for discretization 
to achieve maximum classification accuracy. 

Keywords: discretization, cut generation, center-spread encoding, nsl-
KDDCUP’99 network traffic data set classification accuracy. 

1 Introduction 

The process of partitioning continuous variables into categories is termed as 
discretization. Discretization is a potential time-consuming bottleneck, since the 
number of possible discretization is exponential in the number of interval threshold 
candidates within the domain. The goal of discretization is to bind the domain of all 
continuous conditional attributes into some finite set of values. The finite values help 
to observe the patterns of objects and associated decision class labels appearing in the 
discretized training data set. Many of the Machine Learning algorithms [1,2,3] 
produce better models by discretizing continuous attributes.  For example, Naive 
Bayes classifier [4,5] requires probability estimations with the help of continuous 
attributes. But it is difficult to handle as they often take too many different values for 
a direct estimation of frequencies. To alleviate this problem, normal distribution of 
the continuous values can be assumed, but it is not always realistic. The same 
phenomenon leads rule extraction techniques to build poorer sets of rules. Decision 
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Tree based algorithms [6,7,8] cannot handle continuous attribute directly rather 
nominal attributes.  As a result, machine learning and statistical techniques are 
applied on the data sets to compose nominal variables. However, a very large 
proportion of real data sets include continuous variables i.e. variables measured at the 
interval or ratio level. One solution is to partition numeric variables into a number of 
sub-ranges [9] and treat each such sub-range as a category. In the paper, based on the 
observations, contribution of a given interval corresponding to a particular decision 
(normal or anomaly) has been measured. In addition, by maximizing the 
interdependence between class labels and attribute values, the paper aims at to 
develop an ideal discretization method with a secondary goal to minimize the number 
of intervals without significant loss of class-attribute mutual dependence.  

Cut generation [10] is one of the widely used methods of discretization.  By 
varying number of cuts, applied on continuous attributes classification accuracy is 
also varied. So, in order to maximize classification accuracy of the network traffic 
data, the classifier system should learn to determine the set of cut points for each of 
the continuous attributes. In the proposed classifier system, a heuristic based cut 
generation algorithm has been developed which generates a set of cut points that are 
sufficient to distinguish between a discernible pair of data objects. 

The paper has been divided into four sections. Section 2 presents the proposed 
work while section 3 comprises of experimental results and comparisons with other 
discretization methods considering nsl-KDDCUP’99 network traffic data set [11,12].  
Finally, conclusions are summarized in section 4. 

2 Proposed Work 

Discretization is performed prior to the learning process [13] by dividing the total task 
into three sub-modules. The first task is to find the number of discrete intervals, 
unlike other discretization algorithms where user must specify the number of intervals 
[14] or provide a heuristic rule [15]. The second task is to find the width or the 
boundaries of the intervals depending on the range of values of each continuous 
attribute. Finally, the attribute values from the continuous domain are mapped to the 
discrete domain.  

2.1 Cut Points Generation  

Heuristic based solution to determine the set of all necessary and sufficient cut points 
has been described below:- 

Algorithm Cut Generation 

Step 1:  Consider, kth conditional attribute values in a decision system and arrange  
              them in ascending order.  
Step 2:  For each particular value, group the objects based on the decision attribute   
              value (d) either normal (say, d=1) or anomaly (say, d=2).  
Step 3:  The ordered kth conditional attribute values are marked as per following rule: 

(i) Mark a value by “tick” if it corresponds to an object with decision attribute 
value normal (d=1). 
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(ii) Mark a value by “Encircle” if it corresponds to an object with decision 
attribute value anomaly (d=2). 

Step 4: Scan the marked kth attribute values and set the cut points between any two 
successive values (say, attr-k_value-1 and attr-k_value-2) accordingly: 

(i) If attr-k_value-1 is marked as “encircled” (or “ticked”) and attr-k_value-2 is 
marked as “ticked” (or “encircled”), select a cut point as the mid-point of the 
interval between attr-k_value-1 and attr-k_value-2. 

(ii) If one of them (say, attr-k_value-1) is marked as both “encircled” and 
“ticked” (i.e. in both ways) and other one (say, attr-k_value-2) is marked as 
either “encircled” or “ticked” (i.e., only one of the two ways), select a cut 
point as the mid-point of the interval between attr-k_value-1 and attr-
k_value-2, which are marked differently. 

(iii) If attr-k_value-1 is marked as both “encircled” and “ticked” and attr-k_value-
2 is also marked as both “encircled” and “ticked”, select a cut point as the 
mid-point of the interval between attr-k_value-1 and attr-k_value-2. 

Step 5: Do step 1 to step 4 for all conditional attributes.  
 
The proposed method of generating a cut point between two successive attribute 
values is based on their marking either different way or in both ways. Therefore, the 
data objects having those values of the kth attribute forms a discernible pairs 
belonging to that training data set. 

Example 1: Consider the following continuous data set in decision system, given in 
the table 1. In this decision system, there are 3 conditional attributes (Attr-1, Attr-2, 
Attr-3) and one decision attribute (Decision) with two possible decision attribute 
values (Decision =1, representing normal and Decision =2, representing anomaly). 
There are 21 data objects or instances in the given continuous data set in table 1. 

Table 1. A Continuous Decision System 
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2.2 Centre-Spread Encoding Method 

From the cut points of the decision system, intervals are generated and as a next step, 
the intervals are encoded with discrete values using Centre-Spread encoding 
technique. In the proposed approach, the mid-point of the interval represents the 
centre which is a discretized value of any continuous value belonging to that interval. 
The other variable spread provides limit of the continuous values on either side of the 
mid-point in discretized form. So, an interval is represented as (centre, spread) as 
described below:- 

Step 1(Interval Generation):-The cut points are traced and two successive cut points 
are represented as an interval [lw,up) where lower one (lw) is included and upper one 
(up) is excluded in the interval. 

Step 2(Centre-Spread encoding):- An interval denoted as [lw,up) is encoded as the 
centre (mid-point) of the interval and spread (span) of the interval from its mid-point 
to either side of the end-points.  

Example 2: The set of cut points of conditional attribute “Attr-3” is arranged in 
ascending order as:- {1.5, 2.5, 4.5, 5.5, 9.5, 10.5, 15.5,16.5}. Inclusion of minimum 
and maximum value of the attribute results ---- {1, 1.5, 2.5, 4.5, 5.5, 9.5, 10.5, 15.5, 
16.5, 17}. 

From this set, following intervals are generated– 
[1, 1.5):-Interval # “1”;   [1.5, 2.5):-Interval # “2”;   [2.5, 4.5):-Interval # “3”;   

[4.5, 5.5):-Interval # “4”; [5.5, 9.5):-Interval # “5”;   [9.5, 10.5):-Interval # “6”; 
[10.5, 15.5):-Interval # “7”; [15.5, 16.5):-Interval # “8” and [16.5, 17):-Interval # 
“9” 

Now, the intervals of “Attr-3” are encoded using Centre-Spread encoding 
technique as follows given in table 2:- 

Table 2. Centre-Spread Encoding of Intervals 
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2.3 Discretization of Data Set 

Data set has been discretized to bind the domain of continuous conditional attributes 
into some finite set of values so that patterns of all conditional attributes 
corresponding to each data object and its associated decision class has been observed. 
Using the Centre-Spread encoding technique, each attribute value of a data set is 
guaranteed to be in at most and at least one interval. The corresponding centre value 
is assigned as the discrete value for the respective attribute of the decision system. 

Example 4: After encoding of intervals, all the center values of the set of intervals are 
obtained for each of the 3 continuous attributes and used to discretize corresponding 
continuous attributes. Finally, the discretized form of the given decision system is 
obtained and given in the table 3. 

Table 3. Discretized form of the Decision System  

 
 

3 Time Complexity Analysis  

Assume that the algorithm runs on a continuous valued decision system with “m” 
numbers of conditional attributes (say, attr-1,…, attr-m), one decision attribute (say, 
d) and “n” number of objects or instances (say, obj-1,…, obj-n). The decision system 
is the input to the proposed discretization algorithm. 
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3.1 Complexity of  the cut generation algorithm 

In step 1 of the cut generation algorithm, kth conditional attribute (1 ≤ k ≤ m) is 
considered for discretization. Now, according to their decision attribute (d) values, kth 
conditional attribute values along with marking (step 2 and step 3) are copied into a 
two dimensional array (with two fields value and class) of length n.  Time complexity 
is O(n)  to perform this task. Then, the array is sorted using heap sort algorithm 
because it is an in-place sort and has both average and worst case time complexity is 
O(nlgn) for sorting “n” number of elements. In step 4, the sorted array is traversed to 
search the cut points and simultaneously storing these cut points into an array. To 
perform this operation, the algorithm takes O(n) running time.  

So, for one conditional attribute, the cut generation algorithm takes 
{O(n)+O(nlgn)+O(n)} running time which is O(nlgn). Now, for “m” number of 
conditional attributes, the time complexity of the proposed algorithm is O(mnlgn). 
However, for a given decision system m is constant and does not change with time for 
a given data set, only no of instances may change. So, if we treat m as a constant, then 
the overall running time comes out to be O(nlgn). 

3.2 Complexity of  the Centre-Spread Encoding Method 

To encode the cut-points into intervals, the array which stores the cut-points has been 
traversed. To perform this task, the running time is O(n) and for all conditional 
attributes it becomes O(mn). If m is considered as constant, then time complexity of 
the center-spread encoding method is O(n). 

3.3 Complexity of  the Discretization Algorithm  

To discretize the data set using encoded intervals, each continuous value of a 
conditional attribute is mapped into the center point of the corresponding interval. So 
to search that specific interval, binary search algorithm is employed with time 
complexity O(lgn). Therefore, to discertize all values of that attribute corresponding 
to n instances, it takes O(nlgn) time and for the whole decision system, O(mnlgn) 
running time. If m is constant then time complexity of the discretization algorithm is 
O(nlgn). 

Therefore, time complexity of the proposed discretization algorithm is O(mnlgn) 
and if m is constant, it is O(nlgn). 

4 Experimental Results and Comparisons 

Comparisons are performed between the discretized data set obtained using the 
proposed discretization process and the original continuous data set in terms of 
classification accuracy, mean absolute error, root mean square error, relative absolute 
error and root relative squared.  
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We have considered 10000 data objects from nsl-KDD Data set [11, 12], 
continuous in nature. Then the proposed discretization method is applied and 10 fold 
cross validation technique is used for measuring classification accuracy of different 
classifiers. The average classification accuracy in percentage of different well  
known classifiers considering both discretized and continuous data set has been 
shown in Fig. 4.  

 

Fig. 4. Comparisons of classification accuracy considering both discretized and continuous data 
set 

Maximum 1.9% drop in accuracy is observed in random tree classifier while there 
is 2.4% increase in average classification accuracy considering Naïve Bayes 
Classifier. Due to information loss in the discretization process, reduction of accuracy 
is inevitable. The original data set has more information than the discretized one. 
When the training patterns are stored in multi-dimensional feature space (for lazy 
classifier) or represented using the rule set (for rule based classifier), or decision tree 
(for tree based classifier) is generated or the best component classifier for each data 
point (for meta-classifier [22]) is selected then it covers much more attribute domain 
than discretized data set. After discretization, several attribute values (on the basis of 
which decisions are made) which were in the rule set or decision tree or in the 
multidimensional feature space are lost due to the discretization and for those attribute 
values decisions made may be wrong.  Similarly, for meta-classifier if some of the 
data points are lost then the selection of best component classifier may not be optimal. 
This explains the drop of classification accuracy. 

Discretization provides an alternative to the probability density estimation when 
quantitive attributes are involved in naive-Bayes learning and under this probability 
density estimation, if the assumed density is not a proper estimate of the true density, 
the naïve-Bayes classification accuracy degrades [20]. Since for real world data, the 
true density is usually unknown, often unsafe assumptions are made resulting less 
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classification accuracy. A proper discretization method can circumvent this problem 
by tuning interval size and interval number to find a good trade-off between 
discretization bias [21] and discretization variance [21] and thus can achieve low 
learning error and higher classification accuracy. This explains the increase in 
classification accuracy of naïve-Bayes classifier (shown in figure. 4.) when it runs on 
the discretized data set generated from the continuous one by our proposed 
discretization method.  

 

Fig. 5. Shows the difference between the distinct values in the original data set of different 
attributes with that of the discretized data set 

Fig. 5 shows the comparisons of continuous data in the original data set into less 
number of distinct values in the discretized data set. Among the different attributes, 
the maximum reduction in data points occurred for Attribute 1 in the original data set 
having 550 distinct values and the discretized having only 70 distinct values. So the 
maximum ratio of reduction is (550/70) i.e. 7.85.  

In table 4, along with average classification accuracy [22] other statistics are 
provided showing error values which are nearly the same. Here, maximum difference 
in root mean square error in classification between discretized and continuous data set 
is 0.06. Furthermore, true positive [23], false positive [23] and F-measure [23] values 
are provided while classifying both the discretized and continuous data set. From the 
analysis of the results given in these figures, we can conclude that there is very little 
data loss in our proposed discretization process of a given continuous data set. Weka 
tool [24,25] is used for calculation of statistical parameters. 

Here Precision of a class is the number of True Positives divided by the total 
number of elements belonging to the positive class. Recall is defined as the number of 
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True Positives divided by the number of elements actually belong to the positive 
class. ( ) =        ;    ( ) =      ; 

 ( ) = 2( )
 

Table 4. Comparisons of Correctly classified percentage, Root Mean Squared error in 
classification, true positive, false positive, and F-measure values  

 

5 Conclusions 

In the paper, we have proposed a discretization method and applied on network traffic 
data set.  Results are analyzed and classification accuracy is compared using different 
error values. It has been observed that in the proposed discretization method very 
little data loss is occurred. Here, sufficient number of cut points has been generated 
for each continuous attributes and maintains consistency in the decision system after 
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getting discretized using encoded intervals generated from those cut points. 
Therefore, each data objects in the discretized data set preserves its integrity [20] even 
after the proposed discretization process as it has been in continuous data set. 
Therefore, from this discussion, we conclude that using the proposed discretization 
method cut points are generated and using encoded intervals, an efficient technique of 
discretization has been achieved. 

References 

1. Williams, N., Zander, S., Armitage, G.: A preliminary performance comparison of five 
machine learning algorithms for practical IP traffic flow classification 

2. McGregor, A., Hall, M., Lorier, P., Brunskill, J.: Flow Clustering Using Machine Learning 
Techniques. In: Passive & Active Measurement Workshop, France (April 2004) 

3. Dunnigan, T., Ostrouchov, G.: Flow Characterization for Intrusion Detection, Technical 
Report, Oak Ridge National Laboratory (November 2000) 

4. http://software.ucv.ro/~cmihaescu/ro/teaching/AIR/docs/ 
Lab4-NaiveBayes.pdf 

5. Chai, K., Hn, H.T., Chieu, H.L.: Bayesian Online Classifiers for Text Classification and 
Filtering. In: Proceedings of the 25th Annual International ACM SIGIR Conference on 
Research and Development in Information Retrieval, pp. 97–104 (August 2002) 

6. Badulescu, L.A.: Data Mining Algorithms Based On Decision Trees, Annals of the Oradea 
University. Fascicle of Management and Technological Engineering, vol. V(XV), pp. 
1621–1628. Publishing House of Oradea University (2006) ISSN:1583 - 0691 

7. Chaudhuri, S., Fayyad, U., Bernhardt, J.: Scalable Classification over SQL Databases. In: 
Proc. ICDE 1999, Sydney, Australia, pp. 470–479. IEEE Computer Society (1999) 

8. Du, W., Zhan, Z.: Building Decision Tree Classifier on Private Data. In: IEEE 
International Conference on Data Mining Workshop on Privacy, Security, and Data 
Mining, Conferences in Research and Practice in Information Technology, Maebashi City, 
Japan, vol. 14. Australian Computer Society, Inc. (2002) 

9. Kotsiantis, S., Kanellopoulos, D.: Discretization Techniques: A recent survey. GESTS 
International Transactions on Computer Science and Engineering 32(1), 47–58 (2006) 

10. Xu, T., Yingwu, C.: Half-global discretization algorithm based on rough set theory. 
Journal of Systems Engineering and Electronics 20(2) (April 1, 2009) 

11. Nsl-kdd data set for network-based intrusion detection systems (2009), 
http://nsl.cs.unb.ca/NSL-KDD/ 

12. Tavallaee, M., Bagheri, E., Lu, W., Ghorbani, A.A.: A Detailed Analysis of the KDD CUP 
99 Data Set 

13. http://werner.yellowcouch.org/phd03/PhdOnTheWeb/node8.html 
14. Ching, J.Y., Wong, A.K.C., Chan, K.C.C.: Class-Dependent Discretization for Inductive 

Learning from Continuous and Mixed Mode Data. IEEE Transactions on Pattern Analysis 
and Machine Intelligence 17(7), 641–651 (1995) 

15. Ren, Z., Hao, Y., Wen, B.: A Heuristic Genetic Algorithm for Continuous Attribute 
Discretization in Rough Set Theory 

16. Komorowski, J., Polkowski, L., Skowron, A.: Rough Set: A tutorial 
17. Kruse, R.L., Ryba, A.J.: Data structures and program design in C++. Prentice Hall (1998) 

ISBN-13: 9780137689958 
18. Boritz, J.E.: IS Practitioners’ Views on Core Concepts of Information Integrity. 

International Journal of Accounting Information Systems (retrieved August 12, 2011) 



 Generation of Sufficient Cut Points to Discretize Network Traffic Data Sets 539 

19. Morariu, D.I., Vintan, L.N., Tresp, V.: Meta-Classification using SVM Classifiers for Text 
Documents World Academy of Science, Engineering and Technology 21 (2008) 

20. Dougherty, J., Kohavi, R., Sahami, M.: Supervised and unsupervised discretization of 
continuous features. In: Proc. of the Twelfth International Conf. on Machine Learning, pp. 
194–202 (1995) 

21. Yang, Y., Webb, G.I.: On Why Discretization Works for Naive-Bayes Classifiers 
22. Han, Kamber, M.: Data Mining: Concepts and Techniques. Morgan Kaufmann Publishers, 

San Francisco (2001) 
23. Neyman, J., Pearson, E.S.: The testing of statistical hypotheses in relation to probabilities a 

priori. Joint Statistical Papers, pp. 186–202. Cambridge University Press (1933, 1967) 
24. Weka 3: Data Mining Software in Java,  

http://www.cs.waikato.ac.nz/ml/weka/ 
25. Weka User Manual 

http://www.gtbit.org/downloads/dwdmsem6/dwdmsem6lman.pdf, 
http://kent.dl.sourceforge.net/project/weka/documentation/ 
3.6.x/WekaManual-3-6-2.pdf 



B.K. Panigrahi et al. (Eds.): SEMCCO 2012, LNCS 7677, pp. 540–547, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Parameters Optimization of Continuous Casting Process 
Using Teaching-Learning-Based Optimization Algorithm 

Ravipudi Venkata Rao and Vivek D. Kalyankar  

S.V. National Institute of Technology, Surat, Gujarat – 395007, India  
ravipudirao@gmail.com, vivekkalyankar@yahoo.co.in 

Abstract. In the present work, continuous casting process is considered for its 
parameters optimization using a recently developed optimization algorithm 
known as teaching-learning-based optimization algorithm. The example 
considered is a multi-objective multi-constrained problem having three 
objectives and two constraints. The objectives of the process under 
consideration are maximization of lubrication index and minimization of peak 
friction and oscillation marks. Four process parameters are involved in the 
process namely casting speed, stroke, frequency and deviation from sinusoid. 
The same model was earlier attempted by researchers using genetic algorithm 
and differential evolution techniques. The results obtained in the present work 
outperformed the previous results in terms of fitness functions and number of 
generations.  

1 Introduction 

Casting is a very age old manufacturing process used for production of various 
complicated shapes that cannot be easily manufactured by any machining process. 
Based on the basic working principle, various types of castings processes are now 
available such as sand casting, die casting, continuous casting, investment casting, 
etc. and each type of casting process is having its particular application area. Due to 
low cost and higher production rates, continuous casting process is now getting 
widely used for the mass production of various billets, blooms, thin sheets, etc. 
Regularly used metals in industries such as steel, copper and aluminium can be easily 
casted by using continuous process.  

In continuous casting process, molten metal is poured from one end and the 
solidified slabs come out from other end through various rollers. However, control 
over various process parameters is very important in this process to achieve the 
desired quality product. Various input process parameters involved in continuous 
casting process are: casting speed, flux viscosity, flux density, flux solidification 
temperature, mold thickness, mold stroke length, cooling water temperature, cooling 
water flow rate, etc. Each of these parameters directly affects the process outputs. 
Non-metallic inclusion in the form of oxides is one of the major problems in 
continuous steels that can lead to excessive casting repairs or rejected castings. To 
avoid such problems, close control over the casting speed, cooling water flow rate, 
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etc. is very important. By setting these various important parameters by trial may lead 
to more rejections and thereby decreasing the production rate and increasing the cost. 
Selection of optimum process parameters will help to avoid all these problems and 
this can be achieved by using advanced optimization algorithms.  

In the literature it is observed that few researchers had carried out research on the 
continuous casting process. Zhou et al. [1] used nondominated sorting genetic 
algorithm for multiobjective optimization of a continuous casting process. The 
process was operated for producing a film of methyl methacrylate. Two objective 
functions were attempted in the work which involved maximization of the cross-
section average value of the monomer conversion of the product and minimization of 
the length of the film reactor. Seven decision variables were used in the study which 
included the temperature, feed flow rate, the film thickness, the monomer conversion 
at the output, and three coefficients describing the wall temperature used in the film 
reactor. Effect of various decision variables was discussed and the result in the form 
of Pareto set was presented. Cheung and Garcia [2] carried out optimization of the 
quality of a SAE 1010 steel billet by using heuristic search technique. A knowledge 
base was proposed in the work by interacting a numerical heat transfer model and an 
artificial intelligence (AI) heuristic search method. The work was focused on 
obtaining the optimized cooling conditions for the continuous casting process which 
results in defect-free billet production.  

Chakraborti et al. [3] used pareto-converging genetic algorithm for optimizing the 
casting velocity. Two different objectives were considered for casting velocity 
subjected to three constraints due to a number of physical considerations. The work 
was restricted only to the mold region. Subsequently, Chakraborti et al. [4] extended 
their work on the spray and radiation cooling regions. In another work, Chakraborti et 
al. [5] used finite volume approach along with genetic algorithm to solve the pertinent 
transport equations of a continuous caster mold and reported improvement in casting 
velocity and solidified shell thickness. 

Santos et al. [6] used genetic algorithm and a knowledge base of operational 
parameters to develop a mathematical model and a computational algorithm to 
maximize the quality of steel billets produced by a continuous casting process. The 
optimization strategy was concerned with achieving a set of optimal cooling 
conditions in order to attain highest product quality. In another work, Santos et al. [7] 
developed a numerical code based on genetic algorithm for an industrial data of a 
continuous caster machine and determined optimum settings of water flow rates in 
different sprays zones. 

Ghosh et al. [8] discussed the problems occurred in a continuous casting of a thin 
slab due to meniscus-level fluctuation. Genetic algorithm was used to find the 
optimum combination of spray cooling. The total bulging was minimized and also the 
surface temperature at the slab exit was also maintained minimum. Kulkarni and Babu 
[9] attempted the multiobjective optimization problem for producing quality products 
in a continuous casting system. Simulated annealing algorithm was used to obtain the 
optimum process parameters in order to satisfy 17 critical quality conditions. Cheung 
et al. [10] determined an improved cooling condition of mold and spray cooling zones 
of a continuously billet casting machine and suggested suitable modification in the 
secondary cooling zone by proposing provision of two spray zones. A heuristic search 
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technique supported by a Knowledge Base and a heat flow mathematical model was 
used for determining the results and the suggested modification resulted in a shorter 
metallurgical length and lower surface reheating compared with the set of original 
spray zones. 

Filipic et al. [11] used differential evolution for multi-objective optimization 
technique for optimizing the coolant flows in continuous casting of steel in order to 
satisfy multiple objectives associated with temperature and core length. Miettinen 
[12] described an interactive classification-based multiobjective optimization method: 
NIMBUS which converts the original objective functions together with preference 
information coming from the decision maker into scalar-valued optimization 
problems. A real-life problem related to continuous casting of steel was attempted in 
order to minimize the defects in the final product.  

Bhattacharya et al. [13] used genetic algorithm to obtain the optimum parameters 
of the mould oscillation system in the continuous casting process. The important 
parameters considered were casting speed, stroke, frequency and deviation from 
sinusoid. The main focus of the work was to maximize the lubrication index and 
minimize depth of oscillation marks and friction. The comparison of results was made 
with the conditions described by the original equipment manufacturer. Subsequently, 
Bhattacharya and Sambasivam [14] used differential evolutionary algorithm for the 
same problem and compared the results with those obtained by genetic algorithm.  

Ye et al. [15] described an Engineering-Driven Rule-Based Algorithm (ERD) and 
various challenges related to the bleeds detection were explained. An attempt was 
made to solve bleed detection problem using a real case study in which miss detection 
rate and false alarm rate were optimized by considering the four important process 
variables related to the geometry and two important coefficients of the process. A full 
factorial three-level experimental design was used for determining the process 
parameters to conduct the experiments. Lopez et al. [16] created a simulator for the 
continuous casting process using a computational algorithm based on the numerical 
method. The results obtained by the simulator were validated for the three different 
steel casters produced in an industry. Jabri et al. [17] used particle swarm 
optimization for tuning the process parameters of a real plant in order to improve the 
bulging effect rejection.  

It is observed from the literature that among the various optimization techniques 
available, genetic algorithm (GA) [13], differential evolutionary (DE) [14] and 
particle swarm optimization (PSO) [17] algorithms were used by some researchers for 
the parameters optimization of continuous casting process. However, subsequently it 
is proved by many researchers of different fields that the results given by GA, DE, 
PSO, etc. are not always optimum. Thus it can be concluded that there is a big scope 
for making use of recently developed advanced optimization techniques for 
optimizing the continuous casting process parameters. Hence, in the present work, an 
attempt is made to optimize the parameters of continuous casting process by using a 
recently developed advanced optimization algorithm named as teaching-learning-
based optimization (TLBO) algorithm. In the next section the important steps of 
TLBO algorithm are described and then the same is applied to an example of 
continuous casting process. 
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2 Teaching-Learning-Based Optimization Algorithm 

Teaching-learning-based optimization algorithm (TLBO) is a teaching-learning 
process inspired algorithm recently proposed by Rao et al. [18-19] and Rao and Patel 
[20] based on the effect of influence of a teacher on the output of learners in a class. 
The algorithm mimics teaching-learning ability of teacher and learners in a class 
room. In this algorithm a group of learners is considered as population and different 
subjects offered to the learners are considered as different design parameters and a 
learner’s result is analogous to the ‘fitness’ value of the optimization problem. The 
best solution in the entire population is considered as the teacher. The design 
parameters are actually the parameters involved in the objective function of the given 
optimization problem and the best solution is the best value of the objective function. 
The teacher phase is the first part of the algorithm where learners learn through the 
teacher. During this phase a teacher tries to increase the mean result of the class room 
to his or her level. Learner phase is the second part of the algorithm where learners 
increase their knowledge by interaction among themselves. A learner interacts 
randomly with other learners for enhancing his or her knowledge. A learner learns 
new things if the other learner has more knowledge than him or her. The working of 
the TLBO algorithm is described in detail by Rao et al. [18-19] and the same 
explanation is referred here for the working of TLBO algorithm. The next section 
presents the applications of this advanced algorithm for the parameter optimization of 
continuous casting process. 

3 Parameters Optimization of Continuous Casting Process 

This example is taken from the literature based on the research work of Bhattacharya 
and Sambasivam [14] which was related to the optimization of parameters in 
continuous casting process of steel manufacturing. In their work, Bhattacharya and 
Sambasivam [14] used differential evolution technique on the mathematical models of 
continuous casting process and compared their result with those obtained by genetic 
algorithm. The mathematical model used by them consisted of four input parameters: 
casting speed ‘v’, stroke‘s’, frequency ‘f’ and deviation from sinusoid ‘τ’. The work 
attempted by Bhattacharya and Sambasivam [14] was a multi-objective problem and 
it consisted of three objectives namely maximization of lubrication index ‘LI’, 
minimization of peak friction ‘PF’ and minimization of oscillation marks ‘OM’. 
These three objectives were represented by mathematical models in terms of input 
parameters. The same models as used by Bhattacharya and Sambasivam [14] are 
given below by equations (1)-(6). 

Maximization of lubrication index ‘LI’, 

                                                LI = (RNA)0.3 * (tp)
0.5                                                 (1) 

                                               RNA = f * (Nd/Vc) * 100                                            (2) 

                                       Nd = s* sin(Π * f * tneg) – Vc * tneg                                   (3) 
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                                    tneg = (1/Π * f) * cos-1(Vc/ Π * 2 * s * f)                              (4) 

                                                        tp = (1/f) - tneg                                                    (5) 

Where Nd is the negative strip distance, Vc = v (casting speed), tp is the positive strip 
time and tneg is the negative strip time (NST). 

Equation (1) represents the mathematical model for lubrication index whereas 
equations (2)-(5) can be used to obtain the required terms. A single equation can also 
be obtained for lubrication index by putting the related terms directly in equation (1).   

Minimization of peak friction ‘PF’, 

                                                PF = η * (Vmax
up – Vc)/dt                                              (6) 

Where Vmax
up is the maximum upward speed in a cycle, η is the viscosity of lubricant 

and dt is the thickness of lubricant film in the gap between strand and mould. 
Bhattacharya and Sambasivam [14] combined all the three objectives by assigning 

some weightage to each objectives and formed a single objective referred as 
performance metric ‘PM’ which is given below by equation (7)  

                                PM = w1 x (LI)2 – w2 x (PF)2 – w3 x (OM)2                                (7) 

Where, w1, w2 and w3 are the weightages assigned to the each objective and LI, PF 
and OM are the respective objectives of lubrication index, peak friction and 
oscillation marks. The lubrication index ‘LI’ can be directly obtained by using 
equation (1), however, Bhattacharya and Sambasivam [14] showed in their work that 
there is a direct relationship for PF with stroke ‘s’ and OM with frequency ‘f’. Hence 
the performance metric ‘PM’ was then further modified by them as given below by 
equation (8) – (9). 

                                    PM = w1 x (LI)2 – w2 x (s)2 + w3 x (f)2                                    (8) 

                                PM = w1 x (LI)2 – w2 x (NST)2 - w3 x (PFF)2                             (9) 

Where, NST is the negative strip time also denoted as tneg and PFF is the peak friction 
factor calculated as PFF=(Vmax-V). The process under consideration was also having 
2 constraints. The constraints and parameter bounds as given below: 

                                        (s * Π * f )/ 2*(1- τ)  ≤  0.8 * Vmax                                     (10) 

                              (s * Π2 * f 2 )/ 2*(1- τ)2  ≤  0.8 * ɑmax                                  (11) 

                                                         80  ≤  f  ≤  200                                                   (12) 

                                                          2  ≤  s  ≤  10                                                     (13) 

                                                       0.5  ≤  τ  ≤  0.7                                                    (14) 

Even though casting speed ‘v’ is an input parameter, but Bhattacharya and 
Sambasivam [14] used five different casting speeds from 0.5 – 1.7 and obtained the 
optimized parameter setting of remaining three parameters for each set of casting 
speed. Differential evolution technique was used by them for the parameters 
optimization of the process under consideration. In another work, Bhattacharya et al.  
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[13] attempted the same models by using genetic algorithm and compared their results 
with those given by original equipment manufacturer (OEM).  

In the present work, same mathematical models, constraints and bounds, as used by 
Bhattacharya and Sambasivam [14] are used so as to have the fair comparison with 
previous results. Initially the TLBO algorithm is tried with different combinations of 
population sizes and number of generations and finally a population size of 10 is used 
throughout while attempting various combinations of casting speeds. The results 
obtained by TLBO algorithm along with its comparison with GA and DE are given in 
Table 1.  

Table 1. Comparison of results of TLBO with those of GA and DE 

 GA [14] DE [13] TLBO 
Casting 
speed 
(m/min) 

Stroke 
(mm) 

Freque
ncy 
(cpm) 

Fitness 
(Z) 

No. of 
Generat
ions 

Stroke 
(mm) 

Frequen
cy 
(cpm) 

Fitness 
(Z) 

No. of 
Generat
ions 

Stroke 
(mm) 

Frequen
cy 
(cpm) 

Fitness 
(Z) 

No. of 
Generati
ons 

0.5 10 113 0.2011 3835 10 113 0.2011 46 10 102 0.2518 20 
0.8 10 125 0.157 1240 10 125 0.157 75 10 100 0.2273 20 
1.1 10 115 0.159 1731 10 115 0.159 67 10 105 0.1932 20 
1.4 10 106 0.1651 2830 10 106 0.1651 49 10 105 0.2138 20 
1.7 10 115 0.145 1350 10 115 0.145 70 10 82 0.5147 20 

 

  
 

Fig. 1. Convergence of result obtained by 
TLBO algorithm 

Fig. 2. Convergence of result obtained by GA 
[14] 

From the Table 1, it is observed that the TLBO algorithm has taken very less 
number of generations for convergence as compared to that taken by GA and DE. In 
case of GA, the numbers of generations taken were in the range of 1240 to 3835, 
while in case of DE the numbers of generation taken were varying from 46 to 75. But 
in case of TLBO algorithm, 20 generations are sufficient to obtain the consistent 
result. However, the TLBO algorithm has given the optimum results in less than six 
generations in various cases, but 20 generations are used in all the cases to check for 
constant result. This indicates the faster convergence capability of the TLBO 
algorithm which helps to reduce the computational efforts as compared to other 
optimization algorithm like GA, DE, etc. The convergence of result obtained by 
TLBO algorithm for casting speed of 1.4 m/min is shown in Fig. 1 whereas for the 
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same case, the convergence obtained by GA, as given by Bhattacharya and 
Sambasivam [14], is produced in Fig. 2 for the comparision purpose. 

The results given by TLBO algorithm is also very significant compared to that of 
GA and DE. The TLBO algorithm has given considerable improvement in result in 
case of all the five casting speed combinations considered for optimization. The 
frequency suggested by the TLBO algorithm is different than that of GA and DE. For 
lower casting speed of 0.5 m/min, the fitness function is improved from 0.2011 to 
0.2518 thereby achieving more than 25% improvement in the result over that of GA 
and DE. In case of higher casting speed of 1.7 m/min, the improvement in result is 
more than 350%. Similarly, for other casting speeds, the TLBO algorithm has given 
improvement ranging from 20-45% as shown in Table 1. Thus the TLBO algorithm is 
proved better in terms of results and computational time over that of GA and DE. The 
TLBO algorithm has also proved its suitability in the field of parameters optimization 
of continuous casting process.  

4 Conclusion  

The continuous casting process parameters optimization problem considered in the 
present work is a multi-objective multi-constrained problem having three objectives 
and two constraints. Previous researchers had used genetic algorithm and differential 
evolution techniques to optimize the process parameters of the continuous casting 
process. Same models and constraints are used in the present work to have a fair 
comparison of the results. The TLBO algorithm has given a significant improvement 
in the results for all the cases of casting speed by improving the results ranging from 
20% upto 350% for various cases. Only 20 generations are required for the TLBO 
algorithm for convergence of result as compared to 3835 generations taken by GA 
and 75 generations taken by DE. Hence TLBO algorithm is proved superior to GA 
and DE in terms of fitness function and result convergence. The output of this work 
will also help the designer and process engineers to make effective use TLBO 
algorithm for the parameters optimization of continuous casting process in order to 
satisfy their objectives and constraints. Similarly, the TLBO algorithm can also be 
tried for parameter optimization of other casting processes.  
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Abstract. This paper presents an approach to find the optimal location of 
thyristor controlled series compensators (TCSC) in a power system to improve 
the loadability of its lines and minimize its total loss. Also the proposed 
approach aims to find the optimal number of devices and their optimal 
compensation levels by using genetic algorithm (GA) based approach with 
taking into consideration the thermal and voltage limits. Examination of the 
proposed approach is carried out on a modified IEEE 30-bus system. 

Keywords: TCSC, Optimal Location, Genetic Algorithms. 

 

1 Introduction 

Flexible AC Transmission Systems, called FACTS, got in the recent years a well-
known term for higher controllability in power systems by means of power electronic 
devices. FACTS-devices provide a better adaptation to varying operational conditions 
and improve the usage of existing installations. The basic applications of FACTS-
devices are [1]: 

• Power flow control. 
• Increase of transmission capability. 
• Voltage control. 
• Reactive power compensation. 

One of these applications - deregulated power systems - suffers from congestion 
management problems. Also they cannot fully utilize transmission lines due to 
excessive power loss that it could cause. FACTS devices such as thyristor-controlled 
series compensators (TCSC) can, by controlling the power flow in the network, help 
reducing the flows in heavily loaded lines. Also they can minimize the power loss of 
the systems. However, because of the considerable cost of FACTS devices, it is 
important to minimize their number and obtain their optimal locations in the system. 

The basic operation of TCSC can be easily explained from circuit analysis. It 
consists of a series compensating capacitor shunted by a thyristor-controlled reactor 
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(TCR). TCR is a variable inductive reactor XL controlled by firing angle α.  Variation 
of XL with respect to α is given by equation (1) [2]. 

ααπ
πα

2sin2
)(

−−
= LL XX    (1) 

Net reactance of TCR, XL (α) is varied from its minimum value XL to maximum value 
infinity. Likewise effective reactance of TCSC starts increasing from TCR XL value 
till occurrence of parallel resonance condition XL(α) = XC, theoretically XTCSC is 
infinity. This region is inductive region. Further increasing of XL(α) gives capacitive 
region, starts decreasing from infinity point to minimum value of capacitive reactance 
XC. Thus, impedance characteristics of TCSC shows, both capacitive and inductive 
region are possible through varying firing angle (α) as shown in Figure 1 [2]. 

Also, it can be noted from Figure 1 that: 
 

90 < α < αLlim       Inductive region 

αClim < α < 180       Capacitive region 

αLlim < α < αClim      Resonance region 

 

Fig. 1. Impedance Vs firing angle characteristic curve [2] 

While selecting inductance, XL should be sufficiently smaller than that of the 
capacitor XC to get both effective inductive and capacitive reactance across the device  

[2]. 
In [3], the TCSC may have one of the two possible characteristics: capacitive or 

inductive, respectively to decrease or increase the overall reactance of the line XL. It 
is modeled with three ideal switched elements connected in parallel. In order to avoid 
resonance, only one of the three elements can be switched at a time. Moreover, in 
order to avoid overcompensation of the line, the maximum value of the capacitance is 
fixed at -0.8 XL. For the inductance, the maximum is 0.2 XL. The TCSC model 
presented in [3] is shown in Figure 2. 

α
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Fig. 2. Model of the TCSC [3] 

In [4], the TCSC is a capacitive reactance compensator which consists of a series 
capacitor bank shunted by a thyristor-controlled reactor to provide a smooth control 
of the series capacitive reactance. Model of the TCSC presented in [4] is shown in 
Figure 3. 

 

 
Fig. 3. Model of the TCSC [4] 

Another TCSC model has been used in [5]. According to this model, a variable 
reactance is inserted in series with the line to be compensated which is similar to the 
model used in [2]. This model which is shown in Figure 4 is used in this paper and the 
reactance is assumed to vary in the range from -0.3 XL to -0.7 XL. 

 

Fig. 4. The TCSC model used in this paper [2] 

Several research works are carried out to solve the optimal location problem of the 
TCSC. Optimization techniques applied in most of these works cannot be accepted as 
general optimization techniques as they used a fixed pre-specified number of FACTS 
devices as in [3, 6, 7] i.e. they have for  example 5 devices to select location for them 
but to be generalized, the number of FACTS should be optimized also. Some other 
works did not select the proper type or the proper working range of FACTS devices 
used in the optimization problem. For example in [8, 9], shunt FACTS devices are 
used while the objective is to increase loadability. The proper type in this case is 
series or (shunt & series) devices. Other works select range of FACTS devices which 
is not a function in line reactance. For example in [10], the range of TCSC was taken 
from -0.05 to 0.05 p.u. which may cause resonance. Thus the proper working range 
should be a function of the line reactance to avoid resonance.  
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Power system can, in general, be measured by system loadability and/or system 
losses at a condition that nodal voltage magnitudes are kept within acceptable limits 
and thermal constraints of system elements are not violated. According to [3] such 
optimization problem can be solved by using heuristic methods such as genetic 
algorithms (GAs) [11, 12]. It belongs to the category of random search algorithms 
which simulate the evolution process based on the theory of survival of the fittest.  

In this paper, an approach to find the optimal location of thyristor-controlled series 
compensator (TCSC) in the power system to improve the loadability of the lines and 
minimize the total loss using GA is presented. The proposed approach aims to find the 
optimal number of devices and their optimal compensation levels with taking into 
consideration the thermal and voltage limits. Examination of the proposed approach is 
carried out on a modified IEEE 30-bus system.  

 

2 The Proposed Optimization Technique 

The problem is to find the optimum numbers, locations and reactances of the TCSCs 
to be used in the power system. This problem is a nonlinear multi-objective one.  The 
GA method will be used in this paper where it only uses the values of the objective 
function and less likely to get trapped at a local optimum.  The selected method is to 
use two genetic algorithms with number of generations of 30, fitness limit of zero and 
the other parameters are taken as the default values in MATLAB (e.g. population size 
= 20). The first one is to find the location and number of TCSC devices by computing 
the minimum total loss after inserting TCSC in the system. After location and number 
of TCSC are obtained they have been given to another genetic algorithm to obtain the 
best rating of TCSC by also computing the total loss. Details of program are as 
follows: 

• The program starts with a group of random population for the location in binary, 
then this random population is multiplied by the values of TCSCs in a specified range 
and the result of the multiplication will change in the reactance of the system. 
• After that power flow is carried out for the system with TCSC all over the range. 
• Then, the total loss is calculated and fitness function is computed. 
• Finally stopping criteria is checked if it is not reached, another generation will start 
by reproduction, crossover and mutation. 

Two optimization techniques using GA are used to solve the TCSC optimal location 
problem. 

• First technique  
In the first technique the objective is to minimize the total losses without taking into 
consideration limitations on the number of devices, i.e. it is required to minimize the 
objective function:  

Total system losses = Sum of real loss of all system lines   (2) 

• Second technique  
Same as the first technique, but the number of devices is considered, i.e. it is required 
to minimize the objective function:  
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(Total system losses after applying the TCSCs) / (Total system losses before 
applying the TCSCs) + (Number of TCSC devices / Total number of locations 
available for connecting the TCSCs)          (3) 

Calculation of total loss is obtained by using MATLAB m-files in MATPOWER 
[14] to calculate the power flow of the system and compute the sum of real losses.  

In this paper the reactance of each branch in MATPOWER case is replaced by 
variable reactance function of the value of TCSC reactance added as in equation (3). 

New reactance = Old reactance + X TCSC    (4) 

3 Case Study 
 

The proposed optimization technique has been applied to the IEEE 9-bus system 
given in [13] and the obtained results are compared with the work in [14]. The 
comparison showed that the proposed optimization technique gave better results than 
[14] with little number of devices. More details of this comparison are presented in 
[15]. In this paper, the modified IEEE 30-bus system is taken as the system under 
study. A one line diagram of the system is shown in Figure 5. The data of the system 
is given in [13]. The system consist of 30 buses, 41 branches and 6 generators at 
buses 1, 2, 22, 23, 27 and 13. The case under study is an outage of the line connecting 
bus1 and bus 2 where it is the most sever line [4] and increasing the load of bus 8 by 
50% where it is the bus with largest load of the system. This study is carried out for 
range of TCSC from -30% to -70% of the line reactance. The two previous techniques 
of optimal allocation of TCSC are considered.  

 

Fig. 5. Modified IEEE 30-bus system 

4 Simulation Results 

After running the program with the 41 locations (number of branches) available for 
the TCSC allocation, the power flow results with and without TCSC show that: 
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 Line (6-8) power is more than its rated value by 18.5% without any TCSC.  
 After TCSC insertion, the power of line (6-8) returns from 118.5% of its rated 

value to 97.9 % in case of first technique and to 98.6% in case of second 
technique.  

 The voltage of bus 8 (minimum voltage of the system) = 0.944 without any 
FACTS devices.   

  After TCSC insertion, the voltage of bus 8 increases to 0.957 in first technique 
and to 0.958 in second technique i.e. system stability is increased. 

Table 1 shows the system performance summary before and after TCSC insertion. 

Table 1. System performance summary before and after TCSC insertion 

 Without 
TCSC 

First technique 
after TCSC 

insertion 

Second technique 
after TCSC 

insertion 

Actual Generation (MW) 208 207.8 207.7 

Load (MW) 204.2 204.2 204.2 
Vmin (p.u.) 0.944  0.957 0.958  
Min Power angle (Delta min ) 
(degrees) 

-8.05 -8.24 -7.79 

Vmax (p.u.) 1 1 1 
Max Power angle (Deltamax )  
(degrees) 

0 0 0 

Ploss max (MW) 0.9 0.89 0.89 
Qloss max (MVAr) 3.41 3.37 3.36 
Total loss (MW) 3.76 3.58 3.52 
Line (6-8) power as a 
percentage of its rated power 118.5 97.9 98.6 

Number of devices ------ 21 20 

 
From the previous analysis, it can be noticed that although small improvement in 

system performance after TCSC insertion has been obtained, still large number of 
TCSC devices is used. Therefore, increasing the number of population size is another 
trial to enhance the performance of GA in order to minimize the number of devices. 
Table 2 shows the system performance summary before and after TCSC insertion 
with increasing the population size to 50. 

It is noticed that after increasing the population size, results of the first technique 
have not changed a lot, but by using the second technique, the number of devices is 
reduced from 20 to 11 in the expense of total loss where it increased from 3.52 MW 
to 3.686 MW. It is also noticed that the number of devices is still large, thus by 
removing the devices that are located on the lines which are far from the line 
connecting buses 6 and 8, it can be noticed that only two devices are needed in lines 
(6-7, 8-28) and the results of system performance is given in Table 3. 
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Table 2. System performance summary before and after TCSC insertion with increasing the 
population size 

 
Without 
TCSC 

First technique 
after 

TCSC insertion 
with increasing 

population size to 
50 

Second technique 
after TCSC 

insertion with 
increasing 

population size to 
50 

Actual Generation (MW) 208 207.7 207.9 
Load (MW) 204.2 204.2 204.2 
Vmin (p.u.) 0.944  0.957 0.95 
Min power angle (Delta min ) 
(degrees) 

-8.05 -6.14 -5.7 

Vmax (p.u.) 1 1 1 
Max power angle (Deltamax ) 
(degrees) 

0 0 0 

P loss max (MW) 0.9 0.88 0.89 
Q loss max (MVAr) 3.41 2.35 1.91 
Total loss (MW) 3.76 3.49 3.686 
Line (6-8) power as a 
percentage of its rated power 118.5 99.1 99.59 

Number of devices ------ 18 11 

Table 3. System performance summary with only two TCSC devices 

Actual Generation (MW) 208 
Load (MW) 204.2 
Vmin (p.u.) 0.946 
Delta min (degree) -8.09 
V max (p.u.) 1 
Delta max (degree) 0 
Ploss max (MW) 0.9 
Qloss max (MVAr) 3.42 
Total loss (MW) 3.81 
Number of devices 2 
Line (6-8) power = 118.5% of its rated 

value before insertion of devices 
After insertion of TCSC, Line (6-8) 

power = 95.9% from its rated value  

4.1 Minimum Number of Devices 

It is clear from the previous results in Table 3 that optimization of the total loss is still 
not obtained. Therefore a modification to the program has been proposed to make GA 
search for only the locations in the line which is out of its rated value and the lines 
around it i.e. (8 available locations instead of 41 locations). The 8 locations are lines 
(4-6, 2-6, 7-6, 6-8, 6-9, 6-10, 6-28, 8-28) and population size will be returned to the 
default value of the MATLAB. 

Now, it is required to minimize the new proposed objective function:  
(total loss / total loss without devices) + (Number of devices / 8)   (4) 

Also observation of power limit and voltage limit are considered in the program but 
comparing between Vmin as 0.9 p.u. and 0.95 p.u. is carried out. 

After running the program with 8 available locations for the TCSC allocation as 
mentioned before, the power flow results with and without TCSC show that: 
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 Only 3 devices are needed to return system to stability rather than 20 devices in other 
results. The locations and compensation levels of the 3 devices are as in  Table 4. 

 Power of line (6-8) has returned within its rated value. Power of Line (6-8) 
decreases from 118.5% to 98.14 % in case of minimum voltage of the system is 
limited to 0.95 p.u. and to 99.63% in case of minimum voltage of the system is 
limited to 0.9 p.u. 

 Voltage of bus 8 (minimum voltage of the system) was 0.944 p.u. without any 
FACTS devices, but after TCSC insertion the voltage of bus 8 increases to 0.95 
p.u. in both of the previous cases of voltage limits. 

Table 4. Locations and compensation levels of the TCSC devices 
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(p.u.) 

Compensation 
level % 

with minimum 
number of 

devices and V > 
0.95 (p.u.) 

Compensation 
level % 

with minimum 
number of devices 
and V > 0.9 (p.u.) 

4 6 45.2 0.04 70.00 70.00 
6 10 9.3 0.56 70.00 70.00 
8 28 -23.1 0.2 62.41 59.57 

 

Table 5 shows the final summary of the results. 

Table 5. Final summary of the results 

TCSC from 
-0.7XL to -0.3 

XL 

Without 
TCSC 

 
First 

technique  
after 

TCSC 
insertion 

 

 
Second 

technique 
after 

TCSC 
insertion

 

First technique 
after TCSC 
insertion -  

population size 
= 50 

Second 
technique 

after TCSC 
insertion - 
population 
size = 50 

Min No. of 
devices 
V > 0.95 

Min No. 
of devices 

V > 0.9 

Actual 
Generation 

(MW) 
208 207.8 207.7 207.7 208 207.9 207.9 

Load (MW) 204.2 204.2 204.2 204.2 204.2 204.2 204.2 
Vmin (p.u.) 0.944 0.957 0.958 0.96 0.95 0.950 0.95 

P% 
(percentage 
power) from 
rated power 
of line (6-8) 

118.5 97.9 98.6 99.1 99.59 98.14 99.63 

Delta min 

(degree) 
-8.05 -8.24 -7.79 -6.14 -5.71 -7.31 -7.31 

V max (p.u.) 1 1 1 1 1 1 1 
Delta max 
(degree) 

0 0 0 0 0 0 0 

Ploss max 
(MW) 

0.9 0.89 0.89 0.88 0.89 0.9 0.9 

Qloss max 
(MVAr) 

3.41 3.37 3.36 2.35 1.91 3.4 3.4 

Total loss 
(MW) 

3.76 3.58 3.52 3.49 3.686 3.717 3.711 

Number of 
devices 

…….. 21 20 18 11 3 3 
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5 Conclusions 

The obtained results show that optimum number of TCSC devices to be inserted in a 
power system in addition to their locations and compensation levels can be found in 
the presence of constraints on nodal voltage deviations and thermal capability of 
transmission lines. The obtained results show also that TCSCs can, when optimally 
sized and selected, improve system stability by increasing minimum voltage of the 
system. Optimal locations of the TCSCs can also return the system to its operational 
limits after exceeding them due to line outages. Finally, proper selection of FACTS 
devices and their locations can effectively improve the overall system performance. 
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Abstract. Rise in nutrients concentrations have been a persistent problem in 
streams and rivers throughout the world. Estimates of nutrient fluxes are 
necessity as well as challenges for water quality management. The observation 
of nutrient loads (of nitrogen and/or phosphorous) from watershed into river or 
stream system is not straight forward but complex function of hydrology, 
geology, and land use of the region.  There are statistical approaches to predict 
the nutrients loads in rivers. Development of models based on temporal 
observations may improve understanding the underlying hydrological processes 
complex phenomena of nutrient concentrations in river.  Present work utilized 
temporal patterns extracted from temporal observations of monthly flow data 
and nitrogen loads using wavelet theory. These patterns are then utilized by an 
artificial neural network (ANN). The wavelet-ANN conjunction model is then 
able to predict the monthly nutrient load.   

Keywords: Wavelet-ANN, Time series modeling, Wavelet transforms, 
Nutrients, Nitrogen load prediction. 

1 Introduction 

Rivers have been central to the growth of societies throughout recorded history. Their 
fertile floodplains produced, and continue to produce, high yields from agricultural 
crops. The rivers yielded high harvests of fish, and river ecologists have learned that 
fish production, too, is linked to the productive floodplain [1].  Both nitrogen and 
phosphorus have complex cycles that are mediated by physical, chemical, and biotic 
processes in the water and in the soil [2].These processes are modulated by 
temperature and water conditions. Therefore, nitrogen and phosphorus cycles are 
expected to be affected by the timing of floodplain inundation. Excessive addition of 
nutrients, usually nitrogen and phosphorus (N and P), to natural water is usually refers 
as eutrophication [3].  

Rise in nutrient concentrations can result in locally high algal, phytoplankton, and 
macrophyte biomass that have negative impacts on aquatic habitat and biota. 
Additionally, the transport of these nutrients can lead to degradation of downstream 
water bodies, such as lakes, reservoirs, and estuaries [4]. Noteworthy examples of 
problems associated with elevated nutrient concentrations vary from eutrophication of 
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lakes and reservoirs to hypoxia (low concentrations or absence of dissolved oxygen) 
[5]. 

Nutrient enrichment results in the excessive growth of plants including 
phytoplankton in surface waters. In recent years, eutrophication has been recognized 
as an important issue for environmental concern. It becomes one of the most serious 
water pollution problems [6,7]. Eutrophication can stimulate rapid algal growth, 
resulting in massive algal glooms. High biomass during algal blooms may initiate 
significant ecological problems and cause harmful effects in the biota of the region 
[8]. Some typical problems include anoxia condition of the water, change in bio-
community and food-web, deterioration of the water quality and adversary effects on 
the recreational use of the water. Anoxia or hypoxia induced by algal blooms would 
cause declines in fishery production, major changes in species composition, and 
distortions of sex ratio of some fish [9]. In the water supply source the organic matter 
excreted from algae cannot be effectively removed by enhanced coagulation and 
filtration, and hence it is difficult to control the formation of disinfection by-products 
in drinking water [10]  

 The gradual accumulation of water quality data records over the past few decades 
has increased the value of these data for examining long-term trends. However, on 
many major rivers of different countries, infrequent sampling of most pollutants 
makes flux estimates and their analysis difficult.  The present work utilized the 
monthly data for the Idaho River to estimate the nitrogen loads using Wavelet ANN 
conjunction model. 

 Transport of nutrient into river or streams is complex function of hydrology of the 
region and land use patterns in a given river or stream basin which are difficult to 
quantify accurately.  Development of models based on temporal observations may 
improve understanding the underlying hydrological processes in such complex 
phenomena. Recently, artificial neural network (ANN) as a non-linear inter-
extrapolator is extensively used by hydrologists [11]. ANNs may not be able to cope 
with nonstationary data if preprocessing of the input and/or output data is not 
performed. Therefore, in this study, a new combined model was developed for 
monthly nitrogen load prediction based on wavelet decomposition and ANN 
techniques. The aim of combining the wavelet and ANN models is to improve the 
accuracy of nutrient load prediction. 

 Present work utilized temporal patterns extracted from temporal observations of 
monthly nutrient load series using wavelet theory. These patterns are then utilized by 
an artificial neural network (ANN). The wavelet-ANN conjunction model is then 
utilized to predict the monthly nitrogen load in a stream. The application of the 
proposed methodology is illustrated with real data pertaining to Indian River system.  

2 Artificial Neural Network  

The ANN is a broad term covering a large variety of network architecture, the most 
common of which is a multilayer perceptron feedforwrd network with back 
propagation algorithm [12]. There is no definite formula that can be used to calculate 
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the number of hidden layer(s) and number of nodes in the hidden layer(s) before the 
training starts, and usually determined by trial-and-error experimentation. The back 
propagation algorithm is used for training of the feed forward multi-layer perceptron 
using gradient descent [13, 14]. Present paper utilized Levenberg- Marquardt (LM) 
backpropagation algorithm to optimize the weights and biases in the network. LM 
algorithm is more powerful and faster than the conventional gradient descent 
technique [15, 16]. Basics and details of ANN are available in literature [17].  

3 Wavelet Analysis 

Wavelet analysis allows the use of long-time intervals for low frequency information 
and shorter intervals for high frequency information. Wavelet analysis is capable of 
revealing aspects of original data like trends, breakdown points, and discontinuities 
that other signal analysis techniques might miss. Furthermore, it can often compress 
or denoise a signal. Basics of wavelets are available in literature [18, 19, 20]. Discrete 
wavelet transform (DWT) operates two sets of function (scaling and wavelets) viewed 
as high-pass and low-pass filters (Fig. 1). The original time series are passed through 
high-pass and low-pass filters and separated at different scales. The time series is 
decomposed into one comprising its trend the approximation and one comprising the 
high frequencies and the fast events (the detail). In the present study, the detail 
coefficients (D) and approximation (A) subtime series are obtained using MATLAB 
wavelet tool box [21].  

  

Fig. 1. Decompositions of time series data into DWT components 

Wavelet function ( ) is called the mother wavelet, can be defined as:   ( )∞
∞ =0    (1) 

Mathematically, the time-scale wavelet transform of a continuous time signal, f(t), is 
defined as  

,  ( ) = √ ( ) ( )∞
∞                                       (2) 

where * corresponds to the complex conjugate of ψ; ,  ( ) = successive wavelet 
and presents a two-dimensional picture of wavelet power under a different scale;  
a=scale or frequency factor, b=position or time factor; ∈ , ∈ , 0 and R= 
domain of real number.  
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Let a = a0 
j , b=kb0a0 

j , a0>1, ∈ ; j, k are integer numbers that control the 
wavelet dilation and translation respectively;  a0 is a specified fined dilation step 
greater then 1; and b0 is the location parameter and must be greater than zero. The 
discrete wavelet transform (DWT) of  f(t) can be written as: ( , ) = ( ) ( )                                    (3) 

Now, the original time series may be represented (reconstructed) as: = ∑ ∑ ( , )                                       (4) 

It  may be further simplified as: = ∑ ∑ ( , )            (5) 

where first term, C,  is called approximation sub-signal at level J and second term, ( ), are details subsignals (low scale, high frequency) at levels j = 1, 2, . . .,J. 
Wavelet-ANN model is assumed to perform satisfactory when its performance 

evaluation statistics is not improving or constant.  Developed methodology is 
implemented in MATLAB 7.0 platform. Model evaluations criteria are utilized to 
judge the predictive capability of the best performing ANN models.  

4 Wavelet-ANN Conjunction Model for Nitrogen Nutrients  

Wavelet-ANN conjunction model utilized wavelet decomposed coefficients ob-tained 
from wavelet analysis to the ANN technique for daily sediment load prediction as 
shown in Fig.2.  

 

Fig. 2. Wavelet-ANN conjunction Model for Nitrogen Nutrients 

First, the measured daily time series, Q (discharge) (m3/s) and/or N(Nitrogen 
nutrients, NO2 +NO3) (mg/l) were decomposed into smulti-frequency time series 
comprising of details (low scale, high frequency) - Qd1(t); Qd2(t);…; Qdi(t) for 
discharge and Nd1(t); Nd2(t);…; Ndi(t); and approximate (high scale, low frequency) 
– QA(t) for discharge and NA(t) by DWT.  The representation di presents the level ‘i’ 
decomposed details time series and ‘A’ denotes approxi-mation time series. The 
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decomposed Q(t) and N(t) time series were utilized as in-puts to the ANN model and 
the original time series of observed suspended sedi-ment load at the next step N(t+1) 
is output to the Wavelet-ANN model. The schematic representation of methodology is 
presented in Fig. 2. 

5 Model Evaluation Criteria 

The performances of the developed models are evaluated based on some performance 
indices in both training and testing set. Varieties of performance evaluation criteria 
are available which could be used for evaluation and inter comparison of different 
models. Following four performance indices represented as correlation coefficient 
(R), root mean square error (RMSE), model efficiency (Nash–Sutcliffe Coefficient, 
MENash) [22], and Index of agreement (IOA) are selected in this study based on 
relevance to the evaluation process. 
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where Xai and Xpi are measured and computed values of atrazine concentration 

values in streams; aiX and piX  are average values of Xai and Xpi values 

respectively; i represents index number and n is the total number of years of 
measurement. 

6 Application Wavelet-ANN Conjunction Model 

The developed models require uninterrupted time series data pertaining to flow and 
Nitrogen load  at a gauging station for calibration and verification periods. The data 
derived from the Iowa River at the Wapello, IA site (USGS Station Number 
05465500; basin area (sq mi): 12,499; latitude: 41°10′48′′; longitude: 091°10′57′′) 
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were employed to train and test all the models developed in this study. The monthly 
time series of Q and N (NO2 +NO3) for this station were downloaded from the USGS 
web server (http://toxics.usgs.gov/pubs/of-2007-1080/sub_basins/IOWAWAPE. 
Monthly. xls). Monthly data from October 1978 to September 1997 (20 yrs) and the 
data from October 1997 to September 2005 (8 years) were used as training and testing 
sets, respectively. The actual monthly time series data at the site related to discharge 
and nitrogen load employed for wavelet transform and performance evaluations of the 
methodology are shown in Fig. 3 and Fig. 4 respectively. 

 

Fig. 3. Monthly discharge values 

 

Fig. 4. Monthly nitrogen nutrient (NO2+NO3) values 

7 Results and Discussions 

Wavelet-ANN conjunction model is implemented on MATLAB platform. Back 
propagation ANN training algorithm is implemented for obtaining the optimal          
ANN architecture with the internal parameters as: number of epoch=1000; 
momentum coefficient=0.8. In addition, optimum combinations of transfer functions 
in the hidden and output layer are obtained with ‘trainlm’ function for Levenberg- 
Marquardt (LM). Performance of Wavelet–ANN (WANN) conjunction model is 
compared with actual time series (without wavelet decomposition) ANN model 
(TANN). Two WANN models, WANN 1 and WANN 2 are developed. WANN-1 
model has two inputs (wavelet decomposition-approximation and details coefficients 
of discharge data at time t by wavelet transform DWT Haar wavelet level 1). The 
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output for WANN 1 model is Nitrogen concentration in the river at time t+1. The 
WANN-2 model has four inputs (wavelet decomposition-approximation and details 
coefficients of both discharge and nitrogen concentration data at time t by wavelet 
transform DWT Haar wavelet level 1). The output is same as WANN1 model.  Two 
TANN models, TANN 1 and TANN 2, are also developed. TANN 1 model has one 
in-put i.e. actual discharge at time t and one output (nitrogen load at time t+1. The 
TANN 2 model has two inputs i.e. both actual discharge and nitrogen load at time t. 
The output is same as TANN 1 model. Thus, output of all the models is same. 

Experimentation with varying number of hidden nodes and training algorithm are 
performed. The error statistics of best performing WANN and TANN models in 
training and testing are shown in Table 1.  When both discharge and sediment data are 
employed in nitrogen prediction, results improve considerably. WANN2 model (4-3-
1) outperforms TANN2 (2-2-1) as evident from performance statistics presented in 
Table 1. 

Table 1. Training and testing errors for WANN conjunction model and TANN 

Models 
(Trainlm) 
 

Performance statistics 
Training     
/Testing 

R RMSE E IOA 

WANN 1  
2-2-1 

Training 0.671 4.6E+03 0.450 0.777 
Testing 0.578 5.4E+03 0.326 0.700 

WANN 2  
4-3-1 

Training 0.788  3.8E+03 0.622 0.871 

Testing 0.724 4.6E+03 0.515 0.806 
TANN 1 
1-2-1 

Training 0.556 5.18+03 0.309 0.669 

Testing 0.498 5.77E+03 0.238 0.596 
TANN 2 
 2-2-1 

Training 0.651 4.7E+03 0.424 0.762 
Testing 0.612 5.2E+03 0.370 0.706 

8 Conclusions 

The study presents the general framework for evaluating nutrients load in a river 
system. Methodology for wavelet-ANN conjunction model for nitrogen load 
prediction in rivers is demonstrated through illustrative real monthly discharge and 
nitrogen concentration data. The values of statistical performance evaluation criteria 
indicate the WANN time series model is able to simulate the complex nitrogen 
transport event in rivers. Wavelet decomposition improved the results considerably.  
Multi levels of wavelet decomposition may further improve the testing results. 
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Abstract. Proportional–Integral–Derivative (PID) controllers are mainly used 
in industrial control systems, motor drives, process control, and 
instrumentation. Optimum tuning of PID controller parameters is a big 
challenge for researchers and plant operators. This paper describes the ‘Local 
Unimodal Sampling (LUS)’ algorithm to tune the PID controller for an 
Automatic Voltage Regulator (AVR) system to determine the optimum 
controller parameters. Many optimization techniques use local sampling with a 
fixed sampling range. Therefore, there is a risk of getting stuck in the local 
optima. This problem can be overcome by using LUS algorithm which 
decreases the sampling range as optimization progresses. Compared with the 
artificial bee colony (ABC), the proposed method is found to be more robust 
and efficient in improving the step response of an AVR system. Transient 
response analysis, root locus analysis and bode analysis are used to compare the 
performance of both the algorithms.  

Keywords: Automatic Voltage Regulator (AVR), Proportional Integral 
Derivate (PID) controller, Local Unimodal Sampling (LUS), transient response 
analysis, robustness analysis. 

1 Introduction 

Most important factors of an electric power generating system are the quality and 
stability of electric power. To maintain the power system parameter such as voltage, 
frequency, oscillation etc., at their nominal values, control system plays a very 
important and distinct role. In power system AVR plays an important role in 
maintaining the terminal voltage of the alternator at its rated value. The AVR of an 
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alternator controls the terminal voltage and reactive power simultaneously. It also 
helps in proper sharing of the reactive power amongst all the parallel connected 
alternators. The real power loss in the transmission lines depend on the flow of 
reactive power which depends upon system voltage. The real power loss in 
transmission lines can be minimised by controlling the voltage level of the system. 
Therefore, the AVR must be properly designed by taking both normal and abnormal 
conditions (e.g. faults) in to account. AVR with fixed-gain decreases the performance 
in abnormal conditions making the AVR to introduce negative damping and there by 
degrading the stability of the system [1]. 

Various control techniques such as neural control, adaptive control and fuzzy 
control have been studied [2]–[6].  But the best controller technique is the PID 
controller as it has a wide range of applications in instrumentation industries and in 
process control because of its easy installation, simple in structure and robust in 
performance. A PID controller consists of three control parameters i.e. proportional 
gain, integrating gain, derivative gain respectively. However, due to the significant 
changes in the daily load cycle, fixed gain PID controlled AVR system will fail to 
provide its best performance under wide range of operating conditions.  It has been 
very difficult to properly tune the gains of PID controllers, because most of the 
components of industrial plants are of nonlinear in nature having higher order and 
time delays. Many stochastic optimization techniques have been proposed to 
determine the optimum parameters of PID controllers used in AVR system to improve 
the controller performance over a wide range of operating conditions. Stochastic 
techniques such as artificial bee colony (ABC), particle swarm optimization (PSO) 
and differential evolution (DE) have been applied to properly tune the PID controller 
parameters [7]. One of the modern heuristic optimization techniques is the 
optimization based on LUS algorithm. 

Especially Pattern Search (PS) [8] and LUS are preferred for short optimization 
processes. LUS algorithm is an extension of the PS algorithm. In this paper, LUS 
algorithm is implemented to tune the PID controller in AVR. It was introduced in 
2008 by Pedersen [9]. LUS algorithm samples all dimensions while decreasing its 
sampling range simultaneously in a similar manner as that of PS. The sampling range 
is reduced in the process of optimization as a fixed sampling range has a risk of 
convergence to local optima. In LUS algorithm, the search range is exponentially 
decreased if the samples fail to improve on the fitness of the current position. In this 
paper LUS algorithm is used to optimize the gains of PID controller. The objective of 
this paper is to design an efficient LUS-PID controller to control the magnitude of the 
voltage intelligently in an autonomous power generating system. The proposed 
algorithm reveals better performance than ABC algorithm [7]. 

The paper is organised as follows:  Description of AVR model in 2, PID 
controller in 3, LUS algorithm in section 4, simulation results and description in 5 and 
finally the conclusion in section 6. 

2 Description of AVR Model 

The excitation control of synchronous generator plays a vital role for improvement of 
stability and quality of electric power system. An AVR system consists of four basic 
components such as amplifier, exciter, generator, and sensor. Transfer functions of the 
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above components are assumed to be linear for analysing the mathematical model of 
AVR system. The transfer functions [10], range of various gains, time constants and 
exact values of different parameters [7] of all the four components are depicted in 
table 1.  

Table 1. Parameters used in the AVR system [7] 

Elements Transfer 
function 

Range of 
Gains 

Range of time 
constants 

Gain Time Constants 

Amplifier = 1  
10≤Ka≤40 0.02≤Ta≤0.1 Ka = 10 Ta = 0.1 

Exciter = 1  
1≤Ke≤10 0.4≤Te≤1.0 Ke = 1.0 Te = 0.4 

Generator = 1  
0.7≤Kg≤1.0 1.0≤Tg≤2 Kg = 1.0 Tg = 1.0 

Sensor = 1  
Ks=1.0 0.001≤Ts≤0.06 Ks = 1.0 Ts = 0.01 

Fig. 1. shows the transfer function model of an AVR system without PID controller. 
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Fig. 1. Transfer function model of AVR system (without PID controller) 

The transfer function of the above AVR system (without PID controller) is given by 
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The response of the AVR without PID controller is shown in Fig.2.  The system is 
stable but oscillating in nature. The closed loop transfer function has two real poles at 
(-100, 0) and (-12.5, 0) and two complex poles at (-0.52 + 4.66i) and (-0.52 - 4.66i). 
The terminal voltage reaches a steady value of 0.91 pu at about 10 sec which is not 
acceptable. The response of the AVR system can be improved by using PID  
controller. An AVR system with PID controller tuned by LUS algorithm is shown in  
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Fig.3.With PID controller as shown in Fig.3, the transfer function of AVR system 
becomes 
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Fig. 2. Unit step response of AVR system without PID controller 
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Fig. 3. Transfer function model of AVR system with PID controller tuned by LUS algorithm 

3 Proportional Integral Derivative (PID) Controller 

The PID controller consists of three basic modes, the proportional, the integral and the 
derivative modes. The proportional controller reduces the rise time (tr), but cannot 
eliminate the steady-state error. An integral controller eliminates the steady-state 
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error, but worsens the transient response. The derivative controller increases the 
stability of the system by reducing overshoot and thereby improving the transient 
response [11]. To design the PID controller three basic required parameters are 
Proportional gain (Kp), Integral gain (Ki) and Derivative gain (Kd). Transfer function 
of PID controller in Laplace domain is given by 

              sK
s

K
KTF d

i
pPID ++=                                            (3) 

To properly design the parameters of the PID controller, a suitable tuning algorithm 
must be adopted in order to improve the transient response and minimise the steady-
state error. In this paper LUS algorithm is applied to tune the parameters of PID 
controller. 

4 Local Unimodal Sampling (LUS) Algorithm Used to Tune the 
Parameters 

Throughout the optimization, hill climber (HC) algorithm [12] and simulated 
annealing SA algorithm [13] uses local sampling with and a fixed sampling range. 
Therefore, there is a risk factor of getting stuck in local optima. This problem can be 
alleviated by using Local Unimodal Sampling (LUS) algorithm [9] which decreases 
the sampling range during optimization.  

The initial current position 
nRx∈ is randomly selected from the search-space 

where n is the dimension of search space. The new position y is sampled from the 

neighbourhood of . ( , ) is taken as the initial sampling range, where =
.  is the upper boundaries and  is the lower boundaries of the entire 

search space. The sampling rate is decreased by multiplying a factor Q, on every 
failure of    in order to improve the fitness of  . 

Therefore, the new sampling range becomes  =  . Where Q = 1/2 is 
known as the decrease factor.  

In the above expression, n is the dimension of the search space and γ is the user 
defined parameter which governs the behaviour of the LUS algorithm. Usually, the 
value of γ is taken as 3 in many optimization algorithms. If the fitness is improved, 
the LUS algorithm moves from its old position   to a new position . 

Different steps involved in LUS algorithm are 
1. Randomly initialize the current position  in the search space. 
2. Set the initial search range  over the entire search space: 

 
3. Repeat the following steps until the fitness threshold is achieved. 

i. Randomly select a vector ( , ) 
ii. The new position =  
iii. If the fitness at position  is less than the fitness at position x, update 

the position  
iv. Else decrease the search range  as =  
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5 Simulation Results and Discussion 

A. Application of LUS Algorithm 

LUS algorithm is used to tune the PID controller parameters. Fig.3 shows the block 
diagram representation of an AVR system in which LUS algorithm is used for tuning 
of PID controller parameters. The lower and upper limits of the controller parameters 
are selected in the range of 0.2 to 2.0 [7]. The integral time absolute error (ITAE), 
integral absolute error (IAE), integral time square error (ITSE) and integral square 
error (ISE) functions are taken as objective functions in order to determine the 
optimum values of the controller gains. The expressions for different objective 
functions are given below. 

  = | |     (4) 

  = | |     (5) 

 = | |     (6) 

 = | |     (7) 

Where rV  is the reference voltage, tV  is the terminal voltage and t  is the time range 

of simulation. The optimization process is run 20 times for each objective function 
and the best PID controller parameters corresponding to the minimum fitness value 
among 20 runs are given in table 2 for each objective functions.  

Table 2. Parameters of PID controller with different objective functions using LUS algorithm 

Parameters ITAE IAE ITSE ISE 
Kp 0.8463 1.4527 1.3614 1.2587 

Ki 0.5860 0.9981 0.9995 0.9990 

Kd 0.2643 0.6132 0.6860 0.9997 
 

B. Effect of Objective Function 
 

Simulation studies are carried out in order to compare the performance of the PID 
controller using various objective functions. The different error functions and 
respective gains are depicted in table 2. Results obtained from transient response 
analysis for different error functions are given in table 3 for comparison. Table 3 also 
shows the corresponding values with other recently published modern heuristic 
optimization technique such as the ABC algorithm [7]. It is clear from table 3 that 
better performance is obtained by LUS algorithm as compared to that of ABC 
algorithm in terms of maximum overshoot, settling time, peak time and rise time, 
when IAE and ITSE are used as objective functions. However peak overshoot and 
settling time are minimum when ITAE is used as objective function, which are the 
major factors for analysing the stability of a system. Transfer functions of the system 
according to the above gains corresponding to ITAE using LUS algorithm is given by; 
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Table 3. Result of the transient response for different objective functions 

Different 
Algorithms 

Maximum 
overshoot in 

pu 

Settling time  
(2 % band) in s 

Rise time in s Peak time in s 

LUS/ITAE 1.0776  0.6721  0.2307  0.4773  
LUS/IAE 1.2137  0.7047  0.1202  0.2741  

LUS/ITSE 1.1783  1.0582  0.1127  0.2473  
LUS/ISE 1.2753  1.3586  0.0877  0.2075  

ABC/ITSE[7] 1.25  3.19 0.156  0.3628  

C. Transient Response Analysis 

Fig.4 shows the transient and steady state behaviour of the AVR system for two 
algorithms. Table 3 shows the comparison study of different algorithms. Taking ITAE 
as objective function, it is found that the maximum overshoot in LUS algorithm is 16 
% less than that of ABC algorithm. The settling time in LUS algorithm is 374.63 % 
less than that of ABC algorithm. The major factors to compare the stability analysis of 
a system are maximum overshoot and settling time [11]. The system having minimum 
overshoot and minimum settling time gives better performance which is satisfied by 
the AVR system tuned by LUS algorithm.  

 

Fig. 4. Terminal Voltage curves of the AVR system for different algorithms 

D. Root Locus Analysis 
 

The root locus curves for LUS algorithm is shown in Fig.5. The closed loop poles and 
damping ratios for both algorithms are given in the Table 4. The AVR systems tuned 
by both the algorithms are stable, since for all algorithms the closed loop poles lie to 
left of the s-plane. Compared to ABC algorithm, the conjugate poles obtained by 
using LUS algorithm are located away from the imaginary axis which improves the 
performance of the AVR system. Damping ratio of AVR system tuned by LUS 
algorithm is 46 % more than ABC algorithm. 
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Table 4. Closed loop poles and damping ratio of the AVR system tuned by LUS, ABC 
algorithm 

LUS ABC [7] 
Closed loop poles Damping ratio Closed loop poles Damping ratio 

-101 1 -100.98 1 
-2.09 1 -4.74 1 
-1.02 1 -0.25 1 

-4.84+6.73i 0.584 -3.75+8.4i 0.4 
-4.84-6.73i 0.584 -3.75-8.4i 0.4 

 

 

Fig. 5. Root locus curve of the system tuned by LUS algorithm 

E. Bode Analysis 

Bode plot is an important tool for stability analysis of closed-loop systems [11]. The 
magnitude and phase plot of the AVR system tuned by LUS algorithm is shown in 
Fig.6. The peak gain, phase margin, delay margin and bandwidth obtained using two 
algorithms from bode plots are given in Table 5. The performance of the system is 
better with minimum peak gain; maximum phase margin; and maximum delay 
margin. It is observed from Table 5, that AVR system tuned by LUS algorithm gives 
better frequency response. 

Table 5. Bode analysis 

Different 
algorithm 

Peak gain (dB) Phase margin 
(deg) 

Delay margin 
(sec) 

Bandwidth 

LUS 0.131 (4.86 Hz) 122 0.3721 9.3862 
ABC [7] 2.87 (7.51 Hz) 69.4 0.1109 12.8791 
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Fig. 6. Bode plot of system tuned by LUS algorithm 

F. Robustness Analysis 

Robustness of AVR system tuned by LUS algorithm is analysed and depicted in  
table 6. It is performed by varying the time constants of amplifier, exciter, generator 
and sensor in the range of -50 % to +50 % in steps of 25%. The range of deviations 
and percentage of total deviation in peak value, settling time, rise time and peak time 
are given in table 7. From table 7 it is clear that the deviations are in small range. The 
average deviation of peak value is 4.16 % and for settling time (2 % band), rise time 
and peak time are 44.58 %, 15 % and 33.3 % respectively. The ranges of total 
deviation are within limit, and therefore, AVR system with PID controller tuned by 
LUS algorithm is robust. 
 

Table 6. Results of robustness analysis of PID controller tuned by LUS algorithm 

Parameter Rate of 
change (%) 

Peak value 
(pu) 

Settling 
time (2% 
band) (s) 

Rise time 
(s) 

Peak time 
(s) 

Ta 

-50 0.9985 0.3989 0.2337 1.7230 
-25 1.0324 0.5429 0.2262 0.4529 
+25 1.1169 1.0965 0.2385 0.5099 
+50 1.1507 1.2327 0.2478 0.5422 

Te 

-50 1.0489 1.2019 0.1550 0.2963 
-25 1.0627 0.9785 0.1948 0.3832 
+25 1.0942 0.8993 0.2637 0.5635 
+50 1.1117 1.1649 0.2947 0.6594 

Tg 

-50 1.1462 1.6023 0.1375 0.2954 
-25 1.1018 1.0260 0.1844 0.3870 
+25 1.0665 0.8844 0.2767 0.5775 
+50 1.0652 1.7483 0.3221 0.7093 

Ts 

-50 1.0654 0.6678 0.2370 0.4801 
-25 1.0714 0.6700 0.2338 0.4786 
+25 1.0841 0.6739 0.2278 0.4763 
+50 1.0910 0.9463 0.2251 0.4642 
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Table 7. Range of total deviations and percentage of maximum deviations of the system 

Time constants Parameter Range of total 
deviations 

Percentage of total 
deviation (%) 

Ta 

Peak (pu) 0.1522 6.35 
Settling time (sec) 0.8338 45.47 
Rise time (sec) 0.0216 6.9 
Peak time (sec) 1.2701 72.3 

Te 

Peak (pu) 0.0628 3.06 
Settling time (sec) 0.3026 42.38 
Rise time (sec) 0.1397 21.71 
Peak time (sec) 0.3631 27.61 

Tg 

Peak (pu) 0.0810 6.0 
Settling time (sec) 0.8639 61.5 
Rise time (sec) 0.1846 28.37 
Peak time (sec) 0.4139 32.7 

Ts 

Peak (pu) 0.0256 1.23 
Settling time (sec) 0.2785 28.97 
Rise time (sec) 0.0119 2.65 
Peak time (sec) 0.0159 0.58 

6 Conclusion  

Local Unimodal Sampling (LUS) algorithm is applied to tune the gains of PID 
controller for an AVR system. These parameters are utilized to design the AVR 
system. The proposed algorithm results better dynamic performance of the AVR 
system. It is found to be more robust and efficient. The result of the suggested 
algorithm is compared with that of ABC algorithm. Superior performance, robustness, 
and efficiency of the LUS algorithm have been studied through step response, root 
locus and bode plots. The extensive studies carried out clearly prove that the 
suggested algorithm is an excellent method for tuning the AVR system. 
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Abstract. We propose the particle swarm optimization (PSO) trained auto 
associative neural network (AANN) as a single class classifier (PSOAANN). 
The proposed architecture consists of three layers namely input layer, hidden 
layer and output layer unlike that of the traditional AANN. The efficacy of the 
proposed single class classifier is evaluated on bankruptcy prediction datasets 
namely Spanish banks, Turkish banks, US banks and UK banks; UK credit 
dataset and the benchmark WBC dataset. PSOAANN achieved better results 
when compared to Modified Great Deluge Algorithm trained auto associative 
neural network (MGDAAANN) [1]. It is concluded that PSOAANN as a single 
class classifier can be used as an effective tool in classifying datasets, where the 
class of interest  (usually the positive class) is either totally missing or 
disproportionately present in the training data, which is the case in many real 
life problems for e.g. financial fraud detection. 

Keywords: Single class classifier, Auto Associative Neural Networks, 
Particle swarm optimization, Credit Scoring, Bankruptcy prediction. 

1 Introduction 

It is well known that almost all the intelligent binary classifiers notwithstanding their 
diverse backgrounds, do share a common problem in that they are all ‘statistical’ in 
nature. In other words, they can be trained best if there is sufficient number of 
samples in both the classes. However, in many real life scenarios such as bankruptcy 
prediction, fraud detection, intruder detection, churn prediction, money laundering 
and medical diagnosis, the samples are disproportionately distributed between 
positive and negative classes. The problem of interest in always the positive class and 
that is where the number of samples is very small in proportion to the negative class. 
This phenomenon is called data imbalance problem. There are some data preparation 

                                                           
* Corresponding author. 



578 V. Ravi, N. Nekuri, and M. Das 

methods such as under-sampling, over-sampling etc. to solve this difficulty. An 
alternative way to solve this problem is to train single-class classifiers usually with 
negative class. In literature, Baek and Cho [2] and Pramodh and Ravi [1] proposed 
two such single-class classifiers with identical auto associative neural network 
architecture but trained by different training algorithms.  Both studies solved 
bankruptcy prediction problems. Baek and Cho [2] concluded that the proposed 
neural network outperformed the 2-class neural networks. Pramod and Ravi [1] 
developed a soft computing framework where a global optimization meta-heuristic 
viz., MGDA is employed to train an Auto associative neural network. In the current 
study, we employed the particle swarm optimization (PSO) to train an auto 
associative neural network with simplified architecture as a single class classifier. In 
addition, PSO is a population based search technique unlike MGDA, which performs 
point-based search.  

The remainder of the paper is aligned as: brief described about literature review in 
section 2. Brief introduction of PSO in section 3.In section 4, architecture of 
PSOAANN is presented. Section 5 presents the training algorithm of PSOAANN. In 
section 6, results and discussion are presented and finally section 7 conclusion of the 
paper.  

2 Literature Review 

In the following, we briefly review the works reported in bankruptcy prediction in 
banks and firms and credit scoring.  

The bankruptcy prediction for financial firms especially banks has been the 
extensively researched area since late 1960s [4]. Creditors, auditors, stockholders and 
senior management are all interested in bankruptcy prediction because it affects all of 
them alike [5]. The most precise way of monitoring banks is by on-site examinations. 
These examinations are conducted by regulators on a bank’s premises every 12–18 
months, as mandated by the Federal Deposit Insurance Corporation Improvement Act 
1991. Six part rating system are used to indicate the safety and soundness of the 
institution. This rating, referred to as the CAMELS rating, evaluates banks according 
to their basic functional areas: Capital adequacy, Asset quality, Management 
expertise, Earnings strength, Liquidity, and Sensitivity to market risk. While 
CAMELS ratings clearly provide regulators with important information, Cole and 
Gunther [4] reported that these CAMELS ratings decay rapidly. Fraser [6] noted that 
banks performed better by holding relatively more securities and fewer loans in their 
portfolios.  

A variety of statistical techniques such as regression analysis, logistic regression 
have been used to solve the problem of bankruptcy prediction. These techniques 
typically make use of the company’s financial data to predict the financial state of the 
company (healthy, distressed, high probability of bankruptcy). Altman pioneered the 
work of using financial ratios and multiple discriminant analysis (MDA) to predict 
financially distressed firms. However, the usage of MDA or statistical techniques, in 
general, relies on the restrictive assumption on linear separability, multivariate 
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normality and independence of the predictive variables [7-9]. Unfortunately, many of 
the common financial ratios violate these assumptions. Bankruptcy prediction 
problem for financial firms can also be solved using various other types of classifiers. 
Tam explored a backpropagation trained neural network (BPNN) for this problem and 
compared its performance with methods such as MDA, logistic regression, k-nearest 
neighbour (k-NN) method and ID3 [10]. He concluded that neural network 
outperformed other prediction techniques. Salchenberger et al. [11] find that the 
neural network produces fewer or equal number of classification errors for each of the 
forecast periods compared to the logit model.  This conclusion holds for total errors, 
type I errors, and type II errors.  Tam and Kiang [12] found that a neural network 
performs better than statistical methods and decision trees. As a result, many 
researchers view the neural network as a better alternative to statistical techniques for 
bankruptcy prediction. Atiya [13] surveyed all the prediction techniques including 
neural networks applied to the bankruptcy prediction problem and proposed more 
financial indicators, in addition to the traditions ones, which was used by him in the 
design of a new neural network model. Shin et al. [14] applied SVM to the problem of 
corporate bankruptcy prediction. They concluded that SVM outperformed the MLFF-
BP in terms of accuracy and generalization, as the training dataset size gets smaller. 
Canbas et al. [15] proposed a framework for constructing the integrated early warning 
system (IEWS) for detection of banks with serious problems. A fuzzy rule was 
proposed by Ravikumar and Ravi [16] based classifier for bankruptcy prediction. 
They reported that fuzzy rule based classifier outperformed the well-known 
technique, MLFF-BP in the case of US banks data.  Ravi et al. [17] proposed a semi-
online training algorithm for the radial basis function neural networks (SORBF) and 
applied it to bankruptcy prediction in banks. Semi Online RBFN without linear terms 
performed better than techniques such as ANFIS, SVM, MLFF-BP, RBF and 
Orthogonal RBF. Ravikumar and Ravi [18] proposed an ensemble classifier for the 
bankruptcy prediction problem based on a host of intelligent techniques. The 
ensemble classifier was developed in [19] using simple voting scheme and as part of 
the ensemble they employed seven classifiers such as ANFIS, SVM, RBF, SORBF1, 
SORBF2, Orthogonal RBF and MLFF-BP. Ravikumar and Ravi [19] conducted a 
comprehensive review of all the statistical and intelligent techniques applied to the 
problem of bankruptcy prediction in banks and firms. Similarly, Ravi et al. [20] 
developed a soft computing system for bank performance prediction. 

Research in credit scoring models proliferated during the past 20 years with the 
application of linear discriminant analysis, logistic regression (LR), decision tree, 
Bayes network, linear programming, backpropagation trained neural network 
(BPNN), support vector machines (SVM) etc. these models is the need to increase the 
scoring accuracy of the credit decision. An improvement in accuracy of even a 
fraction of a percent translates into significant future savings. Most recently, Farquad 
et al [21] reviewed the existing credit scoring models and proposed a PCA-SVM 
hybrid for analyzing the UK credit dataset. For more information, the reader is 
referred to Farquad et al [21]. 
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3 Particle Swarm Optimization (PSO) 

Kennedy and Eberhart [22] proposed the PSO algorithm which is a population based 
optimization technique in the family of evolutionary algorithms. PSO algorithm 
mimics the behavior of bird flocking, the social behavior of group of people. Each 
individual particle in PSO is considered to be a point in the N dimensional search 
space. The procedure of PSO mainly consists of initialization and velocity update. In 
initialization phase, randomly generate a population size of solutions called particles 
with each particle assigned with random velocity (VO ). The neighborhood best (p ) 
is the best path traveled by each of the particle in the population. The global best 
(p ) is the best path from the entire population. In velocity updation, each particle’s 

velocity is updated with respect to its position (x ) using neighborhood best (p ) 
and global best particle (p ). The velocity (VN ) and position (xN ) of each 
particle are updated by using the equations 1 and 2 given below: =       (1)  =                                                                                                       (2) 

Where c  and   c are two predefined positive constants (usually c =2,   c  =2 ), w is the 
inertia weight value, which is continuously decreased as the iterations pass,  is a 
random number generated from uniform distribution U(0,1). 

4 Architecture of the Particle Swarm Optimization Auto 
Associative   Neural   Network 

The proposed architecture consists of three layers namely input layer, hidden layer 
and output layer. The input and output layers consist of equal number of nodes and 
also represent the same input variables. The number of hidden nodes in the hidden 
layer is a user defined parameter. Each input node in the input layer is connected to 
each node in the hidden layer and each hidden node is connected to the each of the 
node in the output layer. Data flow diagram is shown in Figure 1.  Sigmoid activation 
function is used in the hidden layer and output layer.  

For training the network, only the negative class data is supplied to the network 
following Baek and Cho [2] and Pramodh and Ravi [1]. The idea is that the network 
will learn the knowledge from the negative class data only but not from the positive 
class. The objective function is to minimize the normalized root mean squared error 
(NRMSE). Once the network is sufficiently trained we use it for testing. To test the 
network, only positive class data is fed to the network. Since it is a single-class 
classifier, ideally, in the test phase, NRMSE would be larger compared to that of the 
training phase. In order to classify a pattern in the test phase, relative error is 
computed for each of the nodes present in input layer and output layer. We employed 
a mechanism using a threshold value for classifying the pattern as negative class or 
positive class. If the relative error is greater than the threshold value for all the input 
features of that pattern, then that pattern is classified to belong to positive class. 
Otherwise, it is classified to belong to negative class. 
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Fig. 1. PSOAANN as a single class classifier 

5 Training Algorithm of PSOAANN as a Single Class Classifier 

We used Particle Swarm Optimization algorithm to train the 3-layered auto 
associative neural network unlike 5 layered as Pramodh and Ravi [1]. The training 
algorithm for PSOAANN as a single class classifier is as follows: 

 

1) Select the number of hidden nodes required in the hidden layer. Initialize 
randomly weight values between the input and hidden layers and between the 
hidden and the output layers in the range of [-10 10]. The output nodes contain 
the input variables as the target variables thereby bringing in the auto associative 
concept which is taken same as the number of input nodes. 

2) Compute ^ as follows:  is the actual input and ^ is the predicted input. Let 
 be the number of input nodes. The predicted output is calculated as follows: ^ = 1

1 ∑ ∑   

 

Where i = 1 to nin; i, j, o represent the input, hidden and output nodes 
respectively;  represents the weights between the input and hidden layers;   
represents the weights between the hidden and output layers;  represents the 
input data. 

3) Compute error measure (NRMSE)  as follows 

= ∑ ( ^)∑   
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4) Test whether convergence is achieved by checking if |E E | ϵ, ϵ is a 
predefined small value. 

5) Update all weight values by PSO algorithm. 

6) Repeat step 2 – 5 until convergence is achieved. 

7) Threshold value is a user defined parameter. In order to classify a pattern in the 
test phase, relative error is computed for each of the nodes present in input layer 
and output layer. If the relative error is greater than the threshold value for all the 
input features of that pattern, then that pattern is classified to belong to positive 
class. Otherwise, it is classified to belong to negative class. The classification rate 
is computed as:  

 =  .     .      100 

6 Results and Discussions 

The effectiveness of the proposed hybrid is analyzed on classification datasets namely 
Spanish banks [23], Turkish banks [24], UK banks [25], US banks [26], Credit UK 
[27] and WBC [28] datasets. 

Datasets are divided into two sets namely training and test datasets. Training 
dataset consists of negative class data used to train the network. Test dataset consists 
of positive class data to test the network. 

Population size of PSO is defined as 30, c and  c  are varied among 2, 3 or 4, and 
the number of hidden nodes is varied between 2 and 8. The value of the threshold 
used in test phase is taken as 0.05 uniformly for all datasets. 

Accuracies of the datasets are tabulated in Table 1. The proposed single class 
classifier results are compared to that of MGDAAANN [1] across Spanish Banks, 
Turkish Banks and US Banks datasets. The proposed method yielded much better 
results when compared to that of MGDAAANN [1]. Also, in the case of UK Banks, 
Credit UK Banks and WBC datasets we achieved high classification rates. 

Table 1. Accuracies of Positive class 

Datasets PSOAANN (proposed architecture) 
Pramodh and 

Ravi [1] 
SPANISH 93.10 72.97 
TURKISH 83.33 76.92 

UK 86.67 NA 
US 98.46 87.69 

Credit UK 91.02 NA 
WBC 91.91 NA 
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The proposed method is much simpler than that of the MGDAAANN [1] in that 
MGDAAANN [1] has five layered architecture and also they used the modified great 
deluge algorithm (MGDA) in updating the weights. However, in our study, we 
reduced the architecture size to three layers and also employed PSO for updating the 
weights during the training of the network. Also, MGDA is a point-based search 
method, whereas, PSO is a population-based search method. Consequently, the 
proposed methodology including architecture is far simpler and robust compared to 
that of MGDAAANN [1]. 

From the results it is concluded that the proposed single class classified achieved 
better results across all the datasets analyzed in the study. 

7 Conclusions 

In the present study, we proposed PSOAANN as a single class classifier. The 
effectiveness of the proposed model is tested against five binary classification datasets 
namely Spanish Banks, Turkish Banks, UK Banks, US Banks, Credit UK and WBC. 
We noticed that the results yielded by the PSOAANN are better when compared with 
that of the results obtained by MGDAAANN [1]. Of particular significance is that we 
reduced the architecture size to three layers and also employed PSO for updating the 
weights during the training of the network. Also, MGDA is a point-based search 
method, whereas, PSO is a population-based search method.  

From the results, it is concluded that the proposed PSOAANN as a single class 
classifier is not only a simpler architecture but also very robust in achieving high 
accuracies. Finally, it is also concluded that PSOAANN as a single class classifier can 
be used as an effective tool in classifying datasets, where the class of interest (usually 
the positive class) is totally missing in the training data, which is the case in many real 
life problems for e.g. financial fraud detection. 
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Abstract. Network theoretic analyses have been shown to be extremely
useful in multiple fields and applications. We propose this approach to
study the dynamic behavior of evolutionary algorithms, the first such
analysis to the best of our knowledge. Evolving populations are repre-
sented as dynamic networks, and we show that changes in population
characteristics can be recognized at the level of the networks represent-
ing successive generations, with implications for possible improvements
in the evolutionary algorithm, e.g., in deciding when a population is
prematurely converging, and when a reinitialization of the population
may be beneficial to reduce computational effort. In this paper, we show
that network-theoretic analyses of evolutionary algorithms help in: (i)
studying community-level behaviors, and (ii) using graph properties and
metrics to analyze evolutionary algorithms.

Keywords: Evolutionary Algorithms, Genetic Algorithms, Dynamic
Networks, Early Detection of Convergence.

1 Introduction

Evolutionary algorithms (EAs) operate on sets or multi-sets of individuals (rep-
resentations of candidate solutions), in which the relationships between indi-
viduals are usually ignored. Even when exceptions to this have been explored
(e.g., niching [11], crowding [5], and multi-deme algorithms [15]), attention has
been focused on relationships between subsets of the population. A few articles
have been written focusing on clusters in an evolutionary system [13], adaptive
crossover and mutation rates based on clusters [19], formation of stable clus-
ters particularly in swarms [2], and communities in evolving networks [14] etc.
By contrast, our focus is on examining relationships between individuals, asking
what happens over time to the structural properties of networks representing
evolving populations. Our primary focus is on networks for reasons such as: (i)
Networks take into account relationships between individuals (via the existence
of edges and their lengths), (ii) Networks are better suited to depict various
kinds of relationships such as ancestral connections, and (iii) Networks are bet-
ter representatives of the kinds of relationships that biological species share. This
paper presents a preliminary study using a network representation of real-coded
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Genetic Algorithms (GAs) [9], using nodes in the network to represent individ-
uals in the population, applied to benchmark optimization problems studied by
many researchers.

In most other applications where networks change over time, the nodes in a
network are mostly the same from one instant to the next, although some edges
(and a small number of nodes) appear or disappear. However, in evolutionary al-
gorithms, we observe that individuals in an evolving population may not persist
over time. Nodes vanish in one generation, so that there is no obvious “con-
tinuity” between networks representing successive generations. Hence the key
questions to be posed are at the level of the entire network or its subgraphs.

What kinds of relationships between individuals could be interesting in an-
alyzing evolutionary algorithms? In this paper, we explore Euclidean distance
between individuals (in the problem-specific data space). Thus, an edge exists be-
tween two nodes (representing two individuals in the population) if the distance
between them is less than a threshold that may be chosen based on problem-
specific characteristics or the properties of the current network.

In Section 2, we define the network and review some of the network parameters
under study, and discuss parallels between a GA and a dynamic network. We
also trace the evolution of these parameters over multiple generations. In Section
3, we discuss inherent connections between the changing structure of the convex
hull of the largest component, evolution of triangles amongst individuals, the
identification of the space where the optimum lies in a GA, and subsequently,
its convergence. In Section 4, we demonstrate another utility of such metrics
by “intelligently” identifying additional points in the search space to evaluate.
Finally, in Section 5, we summarize our observations.

2 Network Creation

Each network G =< V,E > consists of:

– V : All n individuals in the population are vertices or nodes.
– E: Two individuals have an edge between them if the Euclidean distance

between them is less than some value δ which we refer to as the “Edge
Threshold”. In our simulations, this value is chosen to be proportional to
the length of the body-diagonal of the search space.

Snapshots of network and component formation along with emergence of a large
component are shown in Figure 1 (a)-(c), for a real-coded GA, population size =
30, two-point crossover rate = 0.8, adaptive feasible mutation rate = 0.2, with
roulette selection, generated using MATLAB’s GA Toolbox. The background
shows the contour plot of Rastrigin’s function [16], and networks are superim-
posed on it.

2.1 Network Metrics under Study

We plot the following network measures over time (Figure 2). This serves as a
basis for a comparative exploratory study.
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(a) Exploratory phase - 
We see a few 
components, one larger 
than the rest, and a few 
unconnected individuals.  

(b) Midway - We see that 
a large component has 
formed. Smaller 
components and 
unconnected individuals 
can also be seen. 

(c) Late in evolution - Only 
one component is seen 
(and the convex hull has 
become much smaller), 
but the algorithm has still 
not converged in the 
classical sense. 

Fig. 1. Various stages of evolution and network formation. The background is the
contour plot of the Rastrigin function - global minimum at (0,0). Solid (red) lines
indicate connections within the largest component, dotted (black) lines connect within
smaller components. Shaded (green) circles are the individuals with highest centrality.
Squares denote other individuals.
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(a) Number of nodes in the largest component: It steadily increases and reaches
the population size while the EA approaches convergence.

(b) Degree: Two measures of interest are the average degree of all nodes in
the population and the average degree of all nodes in the largest compo-
nent. Both these values grow steadily, and convergence is indicated when
the largest component degree ceases to grow.

(c) Hull size of the largest component: The convex hull area (or volume) of the
component. For n > 3 dimensions, the definition extends to n-polytopes,
and many algorithms have been proposed to compute the hypervolume of
the hull. We see that the hull size rises initially and then shrinks (barring
minor fluctuations).

(d) Number of edges: It has small values in the early stages of EA evolution,
incremental jumps in the middle, and finally a large jump near EA conver-
gence, to remain essentially constant thereafter.

(e) Number of triangles: This refers to the number of three-tuples of nodes
within the edge threshold distance δ from each other. The behavior of this
measure is similar to that of edge count.

(f) Objective function values of nodes with highest degree: This has a behavior
similar to that of the mean or best function value.

(g) Centroidal function values: The objective function at the centroid of the
largest component. We observe that there are some generations where this
value is better than the best function value.

The plots in Figure 2 are for the two-variable Rastrigin’s function [16], but we
have applied this approach to Ackley’s path function [1], DeJong’s first function
[5], Easom’s function [6] and Schwefel’s function [18] as well.

3 GA Convergence, Its Relationship to the Largest
Component, and Triangle Formation

Typically, the termination of a GA is based on an a priori bound on the number
of fitness evaluations; values of the best objective function value, average function
value, some combination of the two; or based on testing whether the function
value has changed less than a threshold. Various other stopping criteria have
been proposed in [3], [10], [17] and [8].

Figure 2(b) leads us to the following observation.

Observation 1. Initially there is no significant large component. As a large
component emerges, the convex hull of this component grows. Once the hull
swells, it shrinks in size to a much smaller area (barring minor size fluctua-
tions) until it reaches a very small fraction of its previous highest peak. As the
hull is shrinking in area and the number of individuals in it is increasing (or has
reached the maximum), the algorithm is approaching convergence, and cannot be
expected to do much better.
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Fig. 2. Plots of network metrics over time. In (b) the area of largest component (convex
hull) typically is very low in the beginning and rises slowly while the individuals are
still in the exploratory phase. We then notice a steep rise and a large component forms,
and then a fall when convergence occurs, and it appears to have “collapsed under its
own gravity”. In (g), we see that there are a few instances where the centroid has found
a better point in the surface that all the other individuals combined. This is because
points are converging from different parts of the space; assuming there are sufficient
learning possibilities in the space, there should be some instances of a point in their
center which is a more optimal one.
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Most standard GA crossovers are convex operators (although mutation is not)
[12]. This observation of convexity is consistent with our view that a compo-
nent forms and then shrinks, and this notion has been exploited in the above
algorithm. The results are in Table 1. We also observe that the count of the
number of triangles increases linearly and remains well below the value of the
total possible number of triangles, viz.

(
n
3

)
,where n is the total population size.

The count then increases exponentially, and approaches a value close to
(
n
3

)
.

This phenomenon is seen in Figure 2(d). Algorithm 1 exploits this observation
in order to reduce computational effort.

Algorithm 1. Convergence based on the convex hull of the largest component

Initialize the population;
α takes values in [0.6, 0.9], ε takes values in [0.005, 0.03];
repeat Perform recombinations and mutations to obtain next generation of GA
until number of individuals in the largest component ≥ α.n
γ ← Greatest Hull Area (observed so far) of the largest component
repeatPerform recombinations and mutations to obtain next generation of GA
until hull area ≤ ε.γ, and number of individuals in the largest component ≥ α.n

Table 1. Results of running Algorithm 1 (Average of 30 runs). (i) δ - Edge threshold
(ii) Pop - Population Size (iii) Gen - Generation at which the algorithm is stopped
according to the algorithm, (iv) Diff - The difference between the function value at
this stopped generation and the value obtained if we had continued the GA until
convergence occurs, (v) r - Ratio of number of triangles at the stopped generation and
total number of triangles possible.

δ=0.001 δ=0.005 δ=0.01

Function Pop Gen Diff r Gen Diff r Gen Diff r

Rastrigin 30 48 0 1 36 8.00E-05 1 35 0.00016 1
100 44 7.43E-07 0.99994 33 2.10E-05 0.99746 33 9.10E-05 0.99913

Ackley 30 39 0 1 29 0.0003 1 27 0.0008 1
100 39 0 0.99796 31 0.0002 0.99988 24 0.001 0.99802

Easom 30 48 1.00E-05 0.97116 41 0.00017 1 40 0.0001 0.97919
100 35 6.00E-06 0.99054 29 0.00015 0.94589 32 6.00E-05 0.98565

DeJong 30 49 4.90E-08 1 36 1.30E-07 1 34 1.83E-06 1
100 44 3.44E-09 0.99845 32 1.43E-07 0.99951 33 4.19E-07 0.99647

Schwefel 30 129 0 1 162 0 1 131 0 1
100 59 0 0.99685 57 3.42E-05 1 55 0.048228 1

Time Complexity: An average over 30 runs of Rastrigin’s function (variables:
2, population size: 30, generations: 200) took 0.61 seconds to run, while stopping
at Generation 48 by including computation of network metrics took only 0.19
seconds to run. We observe that although there is a slight overhead time per
generation, stopping early clearly saves a lot of computation time without sac-
rificing quality (note that Diff ≈ 0). This verifies that the generations where
the GA was stopped for each problem instance were indeed acceptable. We are
presently working on a theoretical time complexity analysis as presented in [4].
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Experimentally, we also found that the values do not differ much for α ∈
[0.6, 0.9] or ε ∈ [0.005, 0.03], they all lie within 1 or 2 generations of each other.
Smaller values of α typically yield components that are too small to indicate
convergence, and large values of ε may stop the algorithm too early. Further, we
observed that it is best to keep the edge threshold (δ) low (≤ PopSize−1). As
δ increases, we again run the risk of stopping the algorithm too early and may
yield unacceptable values of “Diff”.

4 GA and Centroid of the Largest Component

In Figure 2(g), we observe that the function value at the centroid of the largest
component is occasionally better than the best individual in the population.
This observation is exploited to improve the GA, and is summarized below.

Observation 2. The individuals of a population are likely to converge from
different directions into the optimum and hence the centroid of the largest com-
ponent, which lies in the middle of this component, occasionally has the best
objective function value amongst all individuals. In other words, the largest com-
ponent identifies the region of interest, i.e. the points are likely to have better
function values than others in the population, and the centroid may have a better
value than all of them.

Algorithm 2 is based on this observation, and helps reach better solutions more
rapidly in some problems.

Algorithm 2. Centroid Elitism

Initialize the population;
repeatCompute function value of centroid of the largest component

if There is more than one largest component then
Pick any component at random;

end if
if Function value of centroid is better than the function value at all other points
in the population then

Delete worst individual in population;
Introduce new individual at centroid;

end if
Perform recombinations and mutations to obtain next generation of GA

until Number of generations ≥ Maximum number of generations

The emphasis is on the approach of the population towards the optimum,
rather than just the position of individuals. (It must be noted that this algorithm
is not the same as multi-parent recombination [7].) Table 2 shows that in 22 out
of 25 cases, the modification yields a better function value. Note that many of
these runs show premature convergences (as a result of low population sizes),
and eliminating an occasional least fit point in favor of a highly fit centroid
betters the performance, i.e. the trade-off between exploration and exploitation
is acceptable in this situation. The t-test compares best values obtained at the
100th generation for 30 runs of both the regular and modified algorithms.
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Table 2. Best function values at various generations using regular GA & Algorithm 2
(Avg. of 30 runs). PopSize=30 (Reg: Regular GA, Mod: Modified using Algorithm 2).

Rastrigin Ackley Easom DeJong Schwefel

Gen Reg Mod Reg Mod Reg Mod Reg Mod Reg Mod

10 1.1229 0.97876 0.2677 0.224 0.85403 0.93311 0.0072289 0.0092654 116.94 76.869
30 0.76316 0.53083 0.1145 0.0853 0.4368 0.24146 3.99E-06 2.42E-05 97.03 58.508
50 0.7628 0.53064 0.1142 0.0849 0.43332 0.19999 9.05E-09 4.01E-09 88.06 46.281
70 0.7628 0.53064 0.1142 0.0849 0.43331 0.19999 2.36E-10 9.98E-11 85.289 40.273
90 0.7628 0.53064 0.1142 0.0849 0.43331 0.19999 1.68E-10 1.98E-11 84.373 37.009

t-test (p-
values)

0.0004 0.2815 0.0252 0.0001 0.0218

5 Conclusions

In this paper, we have analyzed a GA via network metrics, mainly to identify
convergence faster, without sacrificing the quality of the results, and also to
use these metrics to help speed up a GA. Experiments performed on five test
problems demonstrate that we can use these evolving networks to identify a
niche space where the optimum solution lies, as opposed to waiting for the GA
to converge. We also demonstrate that the largest component is a key identifier
of the region of interest and its centroid is a good representative of this space.

These simulation experiments show that there are potential benefits to uti-
lizing the science that dynamic networks have to offer and applying them to
GAs. Viewing these GA populations as evolving networks can give us a differ-
ent perspective about what the GAs set out to achieve as their optimization or
prediction goal.
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Abstract. In this work, directional multiresolution curvelet transform is 
performed in radiographic images to characterize the trabecular structure. The 
trabecular regions of normal and abnormal human femur bone images are used 
for the study. The regions of interest such as femoral neck and head are 
analyzed and compared. The curvelet coefficients are calculated based on each 
scale and orientation for trabecular images. The mean and energy of the 
curvelet coefficients associated with each subband are computed. These values 
are used as the texture feature vector elements to evaluate changes taking place 
in the trabecular architecture. The three most significant mean and energy 
feature vector are found using principal component analysis and these values 
are used as an input to the Adaboost classifier. The results show that the 
architectural variations are more in the femoral neck when compared to femoral 
head. AdaBoost classifier performs better in terms of sensitivity (90%) and 
specificity (100%) for the chosen parameters for femoral neck region when 
compared to head regions.   

Keywords: Curvelet transform, Human femur, Trabecular analysis, Osteoporosis, 
Radiographic images, AdaBoost. 

1 Introduction 

Osteoporosis is a systemic skeletal disease characterized by reduction in bone strength 
that increases the fracture risk. The bone strength reflects both bone density and 
quality. Bone quality depends on trabecular bone architecture, mineralization, 
turnover, and microfracture accumulation. Fracture risk evaluations rely on many 
surrogate markers, among which trabecular bone microarchitecture occupies a place 
of prominence. Hence the potential benefits from trabecular architecture evaluation 
improve the prediction of the fracture [1, 2]. Digital radiography is a widely available 
imaging modality that has the potential to reflect trabecular microarchitecture. The 
significant parts of the information that are available in three dimensional images are 
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also available in great detail on standard radiographs. X-ray imaging remains a very 
cost-effective technique, with many applications in both the medical and material 
science fields. Hence, there has been considerable interest in using conventional 
radiography combined with various image and texture analysis techniques for 
assessing trabecular structure [3, 1]. 

Texture characterization of the images is an important part in medical image 
analysis. Texture analysis describes a wide range of techniques that enable 
quantification of the gray-level patterns, pixel interrelationships, and the spectral 
properties of an image that are imperceptible to the human visual system [4]. A 
variety of techniques developed for extracting texture features, is broadly classified 
into the spatial and spectral methods. The spectral domain methods such as Fourier, 
Wavelets, Gabor filters and Radon transforms are most often used to extract clinical 
information on images recorded with different modalities [5-7].Transform methods 
have the advantage of being insensitive to noise. Therefore, transforms have widely 
been used to represent image textures. Discrete curvelet transform is a directional 
multiresolution method, which is effective in representing the curve and line edges in 
an image. Also, discrete curvelet transform gives more directional information from 
high frequency components [8, 9]. Thus curvelet transform provide efficient 
representation for images like femur trabecular structures with line discontinuities and 
curve edges in different orientations. 

Principal Component Analysis (PCA) is a standard feature reduction tool in data 
analysis. It identifies patterns in data, and expresses in such a way to highlight their 
similarities and differences. In the analysis of multivariate datasets, PCA is used to 
select the most significant parameters and the parameters are ranked based on their 
highest magnitudes in the principal components obtained. It has been widely 
employed in various signal and image processing problems [10].  

Conventionally, radiologists identify image patterns and diagnose on the basis of a 
combination of their training, experience, and individual judgement. It follows that 
there will be certain degree of variability in image interpretation as long as it relies 
primarily on human visual perception. [11]. Hence identification of tools for 
automated classification of femur bone images is an important step towards clinical 
decision making. Classifiers such as Multi Layer Perceptron, Radial Basis Function, 
Support Vector Machines and AdaBoost classifier [12-14] have been employed 
recently in various medical image and signal applications to automate the 
classification procedures. AdaBoost is an ensemble learner where the joint decision 
rule of multiple weak classifiers forms an overall strong classifier. Recently, 
AdaBoost classifiers have automated the classification process for several imaging 
applications such as Alzheimer’s disease and bone fracture detection [15]. 

In this work, radiographic human femur bone images are processed using image 
processing techniques and the sub-regions such as femoral head and neck are 
delineated from the processed images. The mean and energy feature vectors are 
calculated from the curvelet coefficients of different sub-bands for the delineated 
regions of interest. From the derived feature vectors, the first three most significant 
feature vectors are chosen using PCA and are used as inputs to the classifier. 
AdaBoost classifier is employed for the classification of normal and abnormal femur 
bone images. The performances of the classifier are estimated and compared for the 
subregions.  



596 T. Christy Bobby and S. Ramakrishnan 

2 Methodology 

Digitized pelvis images (N = 44) recorded using Siemens 500mA polyscope clinical 
X-ray unit are considered for this analysis. Auto threshold binarization algorithm is 
employed to recognize the presence of mineralization in the digitized images [16]. 
From the processed bone images, Regions of Interest (ROI) of image size 152 × 152 
(M*N) pixels corresponding to femoral head and neck are delineated, and considered 
for the analysis. Femoral head and neck are structurally different regions where more 
mineral loss and architectural variations occurs due to different loading conditions 
and stress distribution [17-19]. Singh identified these groups in the proximal femur 
trabecular bone, which change most markedly in appearance with bone loss and are 
heterogeneous in nature and have varying bone strength [20]. Discrete curvelet 
transform [9] coefficients can be defined by 

                    
1 21 2 , , ,

0
0

( , , , ) [ , ] [ , ]D D
j l k k

m M
n N

c j l k k f m n m nϕ
≤ <
≤ <

=  (1) 

Here, each 
1 2, , , [ , ]D

j l k k m nϕ is a digital curvelet waveform. Discrete curvelet 

transform based on wrapping of Fourier samples with 4 decomposition levels is 
applied to an image to obtain its coefficients. It takes the image as input in the form of 
a Cartesian array f [m, n] such that 0 ≤ m < M, 0 ≤ n < N and generates a number of 
curvelet coefficients indexed by a scale j, orientation l (16) and two spatial location 
parameters (k1, k2 ). The curvelet coefficients are generated and stored in each sub 
band. Table 1 shows the details of scale, total number of sub-bands and the sub-bands 
considered to calculate the statistical parameters at level four decomposition. The 
statistical texture features such as mean and energy are derived from these curvelet 
coefficients.  

Table 1. The details of curvelet subband Distribution at Each Scale 

Curvelet transform (4 level decomposition) 
Scale 1 2 3 4 

Total no. of sub-bands 1 16 32 1 
Sub-band considered for statistical operations 1 8 16 1 

 
The mean and energy features are calculated for the sub-band at the coarsest and 

the finest scale separately. First half of the total sub-bands at a resolution level 2 and 3 
at angle θ produce the same coefficients as the curvelet at angle (θ+π) in the 
frequency domain due to symmetric property of the sub-bands. The total number of 
feature vectors generated is 26 (1+8+16+1) for each statistical operation [21].The 
Principal Component Analysis is performed on the derived feature vectors to select 
the significant feature vector. PCA uncovers combinations of the original variables 
which describe the dominant patterns and the main trends in the data. This is done 
through an eigenvector decomposition of the covariance matrix of the original 
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variables. The extracted latent variables are orthogonal and they are sorted according 
to their eigenvalues. The high dimensional space described by matrix X is modelled 
using PCA as 

                  TX = TP + E
(2) 

where T is the score matrix composed by the principal components, P is the loadings 
composed by the eigenvectors of the covariance matrix and E is the residual matrix 
[22]. The first three most significant parameters derived using PCA are used as an 
input to the AdaBoost classifiers. The total numbers of training data considered for 
analysis are 44, out of which 20 are considered for testing. 

AdaBoost assigns an initial uniform weight W1(i) = 1/n to each training sample xi, 
where n is the number of training samples. At iteration k, AdaBoost finds the 
classifier hk trained using samples xi that minimizes the weighted error Ek according to 
Wk (i). The weights are updated by 

                         
1

( ).exp (- ( )) 1-1
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          (3) 

where, yi are the ground truth labels, and Zk is a normalization factor where αk is set. 
Weights for correctly classified samples are increased and weights for incorrectly 
classified samples are decreased. Due to this AdaBoost focuses on informative and 
difficult training samples. The resulting classifier of the AdaBoost algorithm becomes 
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(4) 

where ht is the tth weak classifier hypothesis and H(x) is the strong classifier 
hypothesis. AdaBoost minimizes the weighted error on a single feature. At iteration k, 
AdaBoost selects the feature which minimizes the weighted error. The value of Wk+1 

(i) is increased when xi is classified correctly by hk, and decreased otherwise [15].The 
performance of the algorithm and the classifiers are tested using estimators such as 
sensitivity and specificity. Specificity is a statistical measure and it is related to true 
negatives of all the negative classes in the dataset. Sensitivity indicates the proportion 
of true positive of all the positive classes in the dataset [23].  

3 Results and Discussion 

Typical planar radiographic images of normal and abnormal femur trabecular bone 
are shown in Fig. 1 (a) and (b) respectively. The trabecular patterns are closely 
arranged in normal images whereas the trabecular spacing is seen with discontinuities 
in abnormal images. The overlap between trabeculae is found to be less in abnormal 
when compared to normal images.  
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(a)                        (b) 

Fig. 1. Typical (a) normal and (b) abnormal images 
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Fig. 2. Scattergram of normalized mean values for (a) femoral neck (b) femoral head 
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Fig. 3. Scattergram of normalized energy values for (a) femoral neck (b) femoral head 

Figures 2 and 3 show the normalize value of mean and energy values of first 
significant feature vector derived for femoral head and neck. Fig 2(a) and 3(a) show 
the mean and energy values respectively of femoral neck which are found to have 
clear demarcations between normal and abnormal images. Whereas, the mean and 
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energy values of femoral head, are found to be overlapping as shown in Fig 2(b) and 
3(b) respectively. The other two significant features also show same kind of 
scattergram for mean and energy values. This is attributable to the proven fact that the 
deviation in architectural variations in the form of discontinuities and reduction in 
mineralization are more in femoral neck region compared to femoral head region [16].  
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Fig. 4. Error analysis for AdaBoost classifier (a) femoral neck (b) femoral head 

In the analysis using AdaBoost classifier, the variations in error for varying 
numbers of weak classifiers are shown in Fig 4. Typical error curves for femoral neck 
and head regions are shown in Figure 4(a) and 4(b) respectively.  It is observed that 
there is a large reduction in error for the increased number of weak classifiers. 
AdaBoost classifier is found to utilize more number of weak classifiers for 
classification in femoral head region compared to neck region. This may be due to the 
similarity or difference pattern in the most significant features chosen by PCA. It is 
also observed that the statistical parameters are not very distinct in femoral head 
region due to less variation in the trabecular architecture compared to femoral neck.  

Table 2. Comparison of performance measures using AdaBoost classifiers in femoral head and 
neck regions 

Performance 
estimators 

AdaBoost Classifiers 
Femoral 
neck 

Femoral 
head 

Sensitivity (%) 90 80 
Specificity (%) 100 90 

 
The performance estimators of the Adaboost classifiers for femoral neck and head 

regions are shown in Table 2. It is observed that the sensitivity and specificity are 
high for femoral neck when compared to the femoral head region. Also, the 
specificity is high for both the regions when compared to the sensitivity value.  
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This explains that the classifier performs well for abnormal cases. The classifier 
performance could further be increased by increasing the number of training and 
testing data sets.  

4 Conclusion 

Analyses of medical images using transform based methods are shown to be effective 
for various clinical inferences. Especially, they are used to extract variations 
manifested in images in the form of discontinuities and irregular patterns [5-7, 24]. In 
biomechanics, analysis of trabecular images in terms of their architecture are to be 
performed for better understanding of strength of bone in addition to bone mineral 
density. Such trabecular analysis yields valuable surrogate information regarding 
fracture risk, bone strength and response to therapy [1, 2].   

In this work, discrete curvelet transform is employed to analyze considerable 
regional variations in trabecular bone structure using radiographic femur images. To 
automate the analysis, Adaboost classifier is employed for classification purpose.  The 
results show that, it is possible to differentiate normal and abnormal images using 
curvelet transform derived features and architectural variations are more in the 
femoral neck region when compared to femoral head region. The observed changes 
are attributed to varying degree of trabecular bone loss, homogeneity and anisotropy. 
AdaBoost classifier provides better classification with acceptable sensitivity and 
specificity. Thus it appears that curvelet transform based feature extraction together 
with AdaBoost classification seems to be useful for trabecular architectural analysis. 
As automated analysis of human bone architecture is required for mass screening of 
disorders such as osteoporosis, this study seems to be clinically relevant. 
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Abstract. DNA gene expression profiling plays an important role in a wide 
range of areas in biological science for handling cancer diseases. Data 
generated in microarray related experiments have many missing expression 
values which lose valuable information from the dataset. The proposed method 
first partitions the genes without missing values using clustering algorithm and 
then measures the similarity between a gene with missing values and the 
centroid of the clusters and finally, the missing values are estimated by the 
corresponding expression values of the centroid giving maximum similarity 
factor. The method explicitly depends on expression values to imputes missing 
values, completed the input dataset with low errors for data analysis and 
knowledge discovery. The method is compared with prominent approaches, 
such as zero-impute, row-average-impute and KNN-impute in terms of 
“Normalized Root Mean Square Error” to claim its novelty.     

Keywords: DNA Microarray data, Gene expression value, Clustering 
algorithm, Similarity measurement, Missing value imputation.  

1 Introduction 

DNA microarray technology gives a global view of gene expression monitoring the 
mRNA levels of thousands of genes in particular cells or tissues. Microarray datasets 
[1] are usually in the form of large tables of expression levels of genes (rows) under 
different experimental samples (columns). The datasets frequently contain missing 
values due to insufficient resolution, spotting or scratches on the slide, image 
corruption, dust or hybridization failures and so on [2]. Unfortunately, most of 
algorithms for gene data analysis require a complete matrix as input. So the proper 
and more accurate prediction of Missing values remains an important preprocessing 
step to analyze microarray dataset. Several approaches [3-8] are proposed by the 
researchers to deal with missing values. The approach [3] repeats the original 
experiment to get microarray dataset without missing values, which is expensive and 
more time consuming. The approach [4] ignores genes containing missing values, that 
usually loses many useful information and may bias the results if the remaining genes 
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unable to represent the entire dataset. Some approaches [4, 5] estimate the missing 
values by a global constant such as zero (0), or by the average of the available sample 
values for that gene, which distort relationships among expression values for that 
gene. And others [7] consider the correlation structure among expression values for a 
gene. The estimating procedure consists of two steps: in the first step similar 
expression values related genes to the gene with missing value, are selected and in the 
second step the missing values are predicted using observed values of selected genes, 
for example the widely used weighted K-nearest neighbor (KNN) imputation, 
estimate the missing values using a weighted average of K most similar genes [6]. 
These methods have better performance than previous one, but the drawback is that 
their estimation ability depends on parameter K (number of K neighbor genes used to 
estimate missing value) for which no theoretical way exist to determine them 
appropriately and thus need to be specified by the user. Whereas, in [2, 8], cluster-
based algorithms have been proposed to deal with missing values which don‘t need 
user to determine K parameters [7] but microarray dataset is very high dimensional 
and there exist large number of genes with large number of samples which may 
degrades the clustering performance. Also this method depends on number of clusters 
whose selection becomes very crucial. So this approach is also inefficient to deal with 
missing values. 

In the article, a novel missing value estimation technique has been proposed on 
microarray dataset for imputing missing values that not only overcomes the 
constraints of the existing methods [2-8] but also gives significantly less Normalized 
Root Mean Square Error (NRMSE). The method of missing value estimation consists 
of the following steps:  

i. The dataset is standardized to Z-score using Transitional State Discrimination 
method (TSD) [9] and the samples are characterized by N (here, N = 5) 
discrete sample values. As the samples are collected from both normal and 
cancerous patients, they are divided into two disjoint classes. For each gene, 
frequencies of sample values are computed in each class (i.e., normal and 
cancerous).  

ii. Based on the frequencies of discrete sample values, the genes without missing 
value are partitioned into 3 × N (here, 15) different groups, explained in the 
following section. N out of 3 × N groups contains whole portion (i.e., normal 
and cancerous samples) of the genes while each N of remaining 2 × N groups 
contains only one portion (i.e., either normal or cancerous samples) of the 
genes. 

iii. Either a gene with missing values is associated to one of the N groups 
containing whole portion or each of its two portions (i.e., normal and 
cancerous) is associated to one of the 2 × N respective groups containing only 
one portion. 

iv. Now the determined group(s) is partitioned into optimal set of clusters using 
clustering algorithm [10] and similarity factors are measured between centroid 
of each partition and associated portion of the gene. The missing values of the 
associated portion of the gene are imputed by the respective values of the 
centroid with most similar partition. Thus, missing values of each gene are 
imputed by repeating step (iii) and step (iv).  
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The article is organized into four sections. Section 2 describes the proposed missing 
value estimation technique. The experimental results and performance of the proposed 
method for various benchmark gene expression datasets is evaluated in Section 3. 
Finally, conclusions are drawn in Section 4. 

2 Missing Value Estimation Method  

Microarray technology [1] is a very high throughput technology that evaluates the 
expression of immense number of genes simultaneously under different experimental 
conditions. These conditions may be a time series during a biological process or a 
collection of different tissue samples (e.g. normal versus cancerous samples). Usually 
data from microarray experiments contains missing values due to different reasons 
including dust or scratches on the slide, error in experiments, image corruption, 
insufficient resolution for which (5 – 50)% genes are affected. Therefore missing 
value estimation is an important data preprocessing step to impute proper expression 
values with less error.  

2.1 Discretization of Gene Expression Values  

Initially, experimental gene dataset (U, C) are discretized using Transitional State 
Discrimination method (TSD) [9], where U, the universe of discourse contains n 
genes and C, the condition attribute set contains m samples. In TSD [9], discretization 
factor fij, based on which the dataset is discretized, is computed for sample Cj ∈ C of 
gene gi ∈ U, using (1), for i = 1, 2,….,n and  j = 1, 2, …, m. 

                    =  


                                                                     (1) 

Where, μi and δi, the mean and standard deviation respectively of gene gi and Mi[Cj] 
is the value of sample Cj in gene gi. Then mean (Ni) of negative values and mean (Pi) 
of positive values of each gene gi are computed and discretized to one of N (here, N = 
5) fuzzy linguistic terms using (2). 

                             =
                        0             = 0             0                                                                       (2) 

After discretization, the dataset is divided into two sets, one set (MISS) contains genes 
with missing value and other set (NOMISS) contains genes without missing value.  

2.2 Formation of Correlated Gene Subsets  

Let, the samples of genes are collected from d1 normal and d2 cancerous patients; so 
each gene contains d1 normal and d2 cancerous samples. Let, each gene ∈  
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is represented as  gi  = { , , …, , , , …, }, where  for j = 1, 2, …, 
d1 are normal samples and   for k = 1, 2, …, d2 are cancerous samples. Frequencies 
of discrete expression values for samples { , , …, } and { , , …, } of 

gene gi are computed as , , , ,  and , , , ,  
respectively, where  is the frequency of expression value ‘VL’ in normal samples 
of gene gi, similar meaning of other terms. Let =  , , , ,  
and =  , , , , . The gene subsets are formed as follows: 

If  and are computed from  
(i) Same discrete expression value, say ‘VL’ then the gene gi = { , , …, , , 

, …, } is placed in subset GENE_WHOLEVL (abbreviated as GWVL, used 
synonymously in the paper), same situation for other discrete values. Thus, five 
subsets GWVL, GWL, GWZ, GWH and GWVH are formed. Each of these five subsets 
contains genes of NOMISS, where maximum frequency of discrete value occurs for 
same discrete value in both normal and cancerous samples. 
(ii) Different discrete expression value, say occurs for ‘VL’ and  

occurs for ‘VH’. In this case, the normal part , , … ,  of gi is placed in 
subset GENE_NORMALVL (abbreviated as GNVL), same situation for other discrete 
values. And cancerous part , , … ,  of gi is placed in subset 
GENE_CANCERVH (abbreviated as GCVH), same situation for other discrete values. 
Thus, GNVL, GNL, GNZ, GNH and GNVH are formed, each of which contains normal 
samples of genes whose maximum frequency discrete value differs from that of 
cancerous samples. Similarly, gene subsets containing only cancerous samples are 
formed which are GCVL, GCL, GCZ, GCH and GCVH.  

Thus, genes without missing value (i.e., set NOMISS) are partitioned into fifteen 
subsets. These subsets are formed according to the gene expression values of the 
dataset and each subset contains similar type of genes.  

2.3 Similarity Measurement 

Fifteen gene subsets are formed from the set NOMISS of genes without missing 
values. Each set contains the genes of similar type. On the other hand, the set MISS 
contains genes with missing values which need to be estimated as data preprocessing 
step of knowledge discovery. Each gene ∈  can also be thought of as  = , , … , , , , … ,  with some  and  may be missed, for k 
= 1, 2, …, d1 and l = 1, 2, …, d2 which are estimated by the proposed method. 

The same process is applied to compute the maximum frequency of discrete 
expression values in both normal and cancerous samples of gene ∈ . If 
maximum frequency occurs in both types of samples for same expression value, say 
‘VL’, then gj is associated with gene subset GWVL. But if maximum frequency occurs 
for different expression values, say ‘VL’ and ‘VH’ for normal type and cancerous type 
respectively, then normal samples , , … ,  of gj is associated with  GNVL 
and cancerous samples , , … ,  of gene gj is associated with GCVH. Thus 
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each gene ∈  is either (a) associated with any one subset of {GWVL, GWL, 
GWZ, GWH, GWVH} or (b) normal portion of it is associated with any one of {GNVL, 
GNL, GNZ, GNH, GNVH} and cancerous portion of it is associated with any one of 
{GCVL, GCL, GCZ, GCH, GCVH}. Similarity of gene gj in case of (a) is discussed 
below; whereas same logic is applied in case of (b), which is not described 
redundantly.  

(a) Now, associated gene subset with real values is partitioned using clustering 
algorithm [10] which provides optimal set of K-clusters. Centroids of all K-clusters 
are computed and discretized using (2). Thus, K-centroids of (d1+d2)-tuples, one for 
each cluster is obtained. Let, the centroids of cluster T is CENTRET = { , , 
…, , , , …, }, for t = 1, 2, …., k, where,  is the mean (centroid) of  j-
th normal samples in cluster T, for j = 1,2,…,d1 and  is the mean (centroid) of j-th 
cancerous samples of cluster T, for j = 1, 2, …, d2. Now the similarity SjT of gene ∈  with cluster T is the number of samples having discrete value equals to 
that of centroid of T, define by following function: 

 Function: Similarity (gene gj, cluster T { 

   /* gene = , , … , , , , … ,  and centroid of  

      Cluster T is = , , … . , , , , … . ,  */ 
   SjT =0; //similarity between gene gj and cluster T  
   For i = 1 to d1 
      If (  =  )  

        SjT = SjT + 1; 
   For i = 1 to d2 
      If (  =  ) 
        SjT = SjT +1; 
   Return (SjT); 
 } 

Thus, similarity of gj with all K clusters are obtained and if SjP is maximum for 1 ≤ P 
≤ K and  the missing  will be estimated by , 1 ≤  q ≤ d1 and missing will be 
estimated by ,  1 ≤  r ≤ d2. Thus, all gene gj with missing values are estimated. The 
overall algorithm of missing value is described below: 
 
Algorithm. MISSING_VALUE_IMPUTATION (U, C) 
Input:  U is the gene dataset containing n genes, C is 
        the sample set containing m samples. 
Output: Gene dataset with estimated missing values. 
 
Step1: Discretized dataset U with N number of discrete 

values, using (1) and (2). 
Step2: Create gene set MISS with missing values and 

NOMISS without missing values. 
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Step3: Find maximum frequency f1 and f2 of discrete values 
of a gene of NOMISS for normal and cancerous 
samples.  

Step4: If (f1 and f2 occurs for same discrete value) then 
          Put whole gene into one of N gene subsets 

associated with respective discrete value.  
       Else, Put normal and cancerous part of gene 

separately into two subsets of 2×N gene subsets  
Step5: Repeat Step3 and step4 for all genes of NOMISS. 
Step6: Take a gene from MISS and select its associated 

set among 3×N gene subsets based on samples 
behavior. 

Step7: Perform clustering algorithm [10] on selected gene 
subset and find optimal number of clusters. 

Step8: Select cluster to which considering gene has 
maximum similarity. 

Step9: Impute missing value of the sample of the gene by 
the corresponding value in centroid of the 
selected cluster.  

Step10: Repeat Step6 to Step9 for all genes of MISS. 
Step11: Stop.       
      

3 Experimental Results and Performance Evaluation 

Experimental studies presented here provide an evidence of effectiveness of the 
proposed missing values imputation method on experimental microarray dataset. 
Experiments were carried out on large number of different kinds of microarray data, 
few of which are summarized below: 

(i) Leukemia dataset: Training dataset consists 27 ALL and 11 AML samples, over 
7129 human genes. The raw data is available at http://www-genome.wi.mit.edu/cgi 
bin/cancer/datasets.cgi. 
(ii) Diffuse Large B-cell Lymphoma (DLBCL) dataset: The dataset contains 58 
DLBCL and 19 Follicular Lymphoma (FL) samples, over 7129 genes. Raw data are 
available at http://www-genome.wi.mit.edu/cgibin/cancer/datasets.cgi. 
(iii) Lung Cancer dataset: Training dataset contains 16 samples labeled as "MPM" and 
16 samples labeled as "ADCA" with around 12533 genes. The raw data are available 
at http://www. chestsurg.org/microarray.htm. 
(iv) Prostate Cancer dataset: Training dataset consists 52 "relapse" and 50 "non-
relapse" samples, over 12600 genes. The raw data are available at http://www-
genome. wi. mit.edu/mpr/prostate. 

The microarray gene expression dataset is divided into two subsets where one  
contains without missing value related genes and other contains randomly created 
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missing values related genes with randomly created missing positions where predicted 
values are imputed by the proposed method. The performance of the proposed method 
with compare to some traditional missing value estimation methods (i.e., Zero 
Imputation, Row Average and KNN) are measured by Normalize Root Mean Square 
Error (NRMSE). The NRMSE is computed for different methods using (3).  

                        = 1_ ( ) ∑                   (3) 

Where, Xknown is the original gene expression value and Xpredict is the estimated value of 
the proposed algorithm, std_dev(Xknown) is the standard deviation of original 
expression values and n is the total number of missing values. The number n is 
computed randomly according to 5%, 10%, 15%, 20%, 25% and 30% of missing 
values and NRMSE are computed for all methods. The result shows that NRMSE 
produced by the proposed algorithm are significantly less than the other methods for 
different dataset, which confirms the potentiality and superiority of the proposed 
method. The KNN technique is applied for different values of K and taking the best 
results among them. The outstanding estimation ability of proposed missing value 
imputation method is important due to the use of correlation structure of gene 
expression values, novel clustering algorithm and similarity factor measurement. The 
other methods depends how far sample values of number of genes are closed with the 
missing value ignoring the characteristic of expression values of genes, which might 
be different. But the proposed method depends on the characteristics of gene 
expression values. The Fig. 1 to Fig. 4 shows the visual proof of several dataset by 
computing NRMSE for several methods.  

 

Fig. 1. Comparison of NRMSE value with  
different methods for Leukemia dataset 

Fig. 2. Comparison of NRMSE value with 
different methods for DLBCL dataset 
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Fig. 3. Comparison of NRMSE value with  
different methods for Lung cancer dataset   

Fig. 4. Comparison of NRMSE value with 
different methods for Prostate cancer dataset 

All the algorithms are implemented using Mat lab 7.8.1 version. Also all 
comparison figures are drawn using Mat lab 7.8.1 version. The comparisons are 
performed on PC (Intel(R) Core(TM) 2 Duo T5750 2.0 GHz, 2.0 GHz with 2.0 GB of 
Ram). 

4 Discussions and Conclusion 

Systematic Missing data can bring lots of difficulties in microarray data analysis 
simply because most existing methods were not designed for them and without 
imputing these values properly, the result will be erroneous. So this is most important 
preprocessing step to deal with missing values in the context of the integration of 
post-genomic experimental dataset. The existing statistical techniques incorporate 
with the context estimate missing values without measuring the correlation between 
normal and cancerous samples, which may give some valuable information about the 
nature of the gene. To this circumstance, the proposed method is conceptual and 
computational challenge totally depends on expression values and independent on 
number of genes. To measure the correlation between the normal and cancerous 
samples, the dataset is split into small subsets which help to estimate the missing 
values effectively. The performance of proposed method is analyzed on four common 
publicly available microarray dataset and compared the accuracy with Zero-impute, 
Row-average and KNN in terms of the NRMSE which shows the goodness of 
proposed method. 
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Abstract. Swarm Intelligence is based on developing metaheuristics that are 
modeled on certain life-sustaining principles exhibited by the biotic components 
of the ecosystem. There has been a surge in interest for nature inspired 
computing for devising more efficient models that can find solution to real-
world problems using minimal resources at disposal. In this paper, an enhanced 
version of Artificial Bee Colony algorithm have been proposed that takes on the 
task of finding the optimal solution in a continuously changing (dynamic) 
solution space by incorporating a pool of varied perturbation strategies that 
operate on a multi-population group and synergizing the strategy pool with a set 
of diversity-inclusion techniques that help to maintain population diversity.  

1 Introduction 

A plethora of real-world problems encountered in our daily life are in the state of 
continuous change. This ongoing changing phenomenon led to the advent of dynamic 
optimization problems (DOPs). Instead of treating them as an entirely separate 
domain of problems, they can be thought of as a collection of problems that may 
either change their functional behavior or the problem itself after a pre-defined 
interval of time has elapsed. In the recent past, researchers have devised standard 
numerical benchmarks to evaluate the performance of an algorithm when subjected to 
change. Literature presents us instances of the gradual improvement in the change 
detection strategies like hyper-mutation, clustering, memory scheme, multi-
population approach and so on. The difficulty faced by algorithms in a dynamic 
environment attributes to change-detection and the sub-sequent control mechanism 
that it uses to nullify the effect of this change so as to maintain its performance in the 
new environment. Diversity-maintaining techniques like anti-convergence [9], 
introduction of random individuals [9], exclusion principle [9] etc. are the need-of-
the-hour for diversification in dynamic problems. 

Swarm literature speaks volumes of many algorithms that draw their functionality 
from the foraging behavior of insect colonies like honeybees [6], etc. Artificial Bee 
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Colony (ABC) algorithm proposed by D. Karaboga [7-8], is based on the minimal 
foraging model of honey bees used in nectar collection from the adjoining 
environment of their honeycomb. The main advantage of algorithms modeled on 
insect colony is the underlying principles of swarm behavior like self-organization, 
task allocation, task force decentralization and communication among the 
individuals.. 

Due to the advantages perceived, the ABC algorithm is the optimizer of our choice. 
But even with the foreseen efficiencies ABC could not find its crux when presented 
with the dynamic set of problems which led the authors to integrate multiple diversity 
schemes within the ABC framework including the sub-population maintained. From 
henceforth the proposed ABC variant shall be referred to as PSpABsC (Perturbation 
Strategy Pool Artificial Bee sub-Colony) algorithm for convenience. 

The rest of the paper is organized in the following way: Section 2 details the basic 
framework of our proposed algorithm followed by the experimental result and 
analysis in Section 3. In Section 4 the conclusions drawn by the authors from this 
adaptive approach to ABC algorithm have been discussed followed by directions for 
future research that may be undertaken. 

2 The ABC Framework 

The framework of the basic ABC algorithm is explained in self-explanatory steps: 

• Set initial trial vectors as food sources to begin the search 
• Employ each employed forager to each Food source to prevent crowding 

Repeat 

• Perform exploitation of the food source and memorize the location of food source if 
it is better than already existing source. 

• Discard the previous source’s location if newly found one is better 
• Convey the information to the waiting onlooker bees and recruit them 
• Based on Roulette-wheel selection allow the onlookers to select food sites 
• Perform similar exploitation followed by Greedy Selection until all the onlookers 

have been garrisoned at the food sources at their disposal. 
Stop if the termination criterion is met 

3 The PSpABsC Algorithm 

The modifications imbibed within the PSpAsBC framework are discussed in this 
section with reference to the classical ABC algorithm elucidating the justification for 
doing so, which led to a novel hybridized approach to dynamic optimization. 

3.1 Perturbation Strategy Pool (PSp) 

Originally ABC algorithm was designed to operate on static conditions for continuous 
real parameter problems. But as the parameter space grew more complex the need 
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was felt for modified perturbation strategy that could generate controlled exploitation-
exploration in the search. Studying the movement undertaken by bees to search for 
better food source, the authors have proposed replacing the basic strategy of 
perturbation, that displaces the bee’s location by randomly sampling a difference 
between its present and a randomly selected location and multiplying it by a scale 
factor that is uniformly generated in the range of [-1, 1], we propose a strategy pool 
that uses the spatial information of the neighborhood of its source. A three-strategy 
pool is used that incorporated the following perturbation techniques 

 

1. Pert/source-rand/1 : Basic strategy used that can be formulated as 

                                        (1) 

2. Pert/rand/1: This strategy perturbs the position of the forager by imparting a 
direction guided along the difference vector between two random food sources 

               (2) 

3. Pert/rand-fittest/1: This is a greedy variant that guides the foragers towards the 
fittest food source found and helps to perform exploitation. It is denoted as 

                       (3) 

In formulae (1), (2) and (3) the  ,  refer to the i th and k th food source, and i, k 
takes integral values in the range [1, FN] where FN denotes the Food Number and j is 
the parameter to be perturbed. The randomly sampled vectors must be different. 

A perturbation probability is sampled from Gaussian distribution. 

                                  (4) 

The perturbation probability is rounded off so as to lie in the range [0, 1] and is 
multiplied by the no. of perturbation strategies (3 in this case) and a value obtained as 

                                         (5) 

The Perturbation Strategy is Pert/source-rand/1, Pert/rand/1 and Pert/rand-fittest/1 if 
the value of Strategy is 1, 2 and 3 respectively. The underlying philosophy behind the 
use of the perturbation strategy pool is to guide the forager into spatially unexplored 
regions that may hold better reward in store for them.  

3.2 Multi-population Approach via Sub-colony 

The multi-population approach was initially proposed for niching techniques where a 
population is divided into different sub-species each occupying different niche aided 
by geophysical factors. Use of species based techniques proved beneficial since they 
successfully maintain the genetic diversity over succeeding generations. Hence we 
use the multi-population approach whereby the bee colony is divided into multiple 
sub-colonies each comprising of foragers. Parallel execution of the sub-population 
takes place in each cycle such that they track different optima and the problem of 
local trap is successfully overcome. Ideal assumption is that one of them finds the 
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global optima before the termination criteria is met. Since diversity is a key issue in 
case of dynamic environments use of subpopulations can alleviate the problem of 
rapid convergence. 

3.3 Diversity Scheme to Prevent Premature Convergence 

To ensure that sufficient diversity is maintained in each subpopulation few individuals 
are not subjected to the modified ABC scheme but they are modified by certain 
probabilistic schemes. Two such approaches involve introduction of quantum 
individuals and a modified variant of Brownian individuals. For each subpopulation a 
particle generating parameter i.e. Ci is maintained, which is generated in every 
iteration; i denotes the ith subpopulation. If Ci=0, only Brownian individuals are 
generated for that particular subpopulation by selecting two members of the 
subpopulation in a random manner and if Ci=1, quantum individuals are generated. 
This ensures every subpopulation an equal chance of being subjected to either of the 
two diversity generating schemes illustrated below:- 
 

(a) Quantum Individuals: Quantum individuals derive their ideology from inherent 
uncertainty associated with their positions due to probabilistic determination method. 
This idea is thus utilized for generating individuals in the vicinity of the local best 
positions of each subpopulation. For generation of quantum individuals a cloud of 
radius Rquantum is considered around the local best of each subpopulation. 

(i) Obtain a radius value r_rand uniform generated in the range [0, Rquantum ]. 
(ii) Generate a vector   having all elements derived from a normal distribution of 

mean 0 and standard deviation1. 

(iii) Distance of the vector  is obtained from the origin as dist_origin, where 
distance is calculated as :- _ = ∑ 2=1                                       (6) 

(iv) The quantum individual’s updated position is given by:-   __                                                
(7) 

 

(b) Modified Brownian individuals: Original Brownian individuals, inspired by the 
randomized motion of suspended particles, are generated around the local best 
position                        (0, )                                             (8) 
Here Locbest is the position of the local best and Norm is a vector whose elements are 
obtained from a normal distribution having standard deviation sigma. 

We propose a novel way of generating Brownian individuals in which the vector 
Norm Is replaced by a vector Levy_mut in which the elements are generated using 
levy distribution [10].Since Levy distribution has an infinite second moment, and a 



 A Strategy Pool Adaptive Artificial Bee Colony Algorithm for Dynamic Environment 615 

much longer tail as compared to Cauchy and Gaussian distribution, it imparts greater 
diversity when applied in case of brownian individuals as compared to standard 
normal distribution. Thus the newly modified Brownian individual will have a 
position  _                                                 (9) 

3.4 Exclusion Principle 

The segmentation of the entire population into multiple sub-populations is based on 
the principle that different subpopulations must explore multiple regions of the search 
space preventing a situation of convergence of multiple subpopulations around local 
optima, resulting in an inefficient tracking of the changing environment. To eliminate 
this problem of convergence, the Euclidean distance between the best members of two 
subpopulations is calculated and if it is less than a minimum threshold called 
exclusion radius (Rexcl), then the subpopulation whose best member has worse 
functional value is reinitialized randomly in the search space. 

3.5 Improvement Based Re-initialization Scheme 

During the course of optimization process, an individual may get trapped in a local 
minimum which adversely affects the entire search process. Here we have proposed 
an improvement based re-initialization scheme, similar to the commonly used aging 
mechanism which takes into account the improvements in the functional value of each 
member of every subpopulation. For each member of every subpopulation a trial 
counter is maintained, which is denoted by improve_setij where i stands for the ith 
subpopulation and j stands for the jth member of the ith subpopulation. Each entry 
improve_setij is incremented whenever there is an improvement in the functional 
value of the jth member of the ith subpopulation. If the counter value is less than a 
minimum threshold called min_improve, then the corresponding individual is 
reinitialized. The entire subpopulation is reinitialized only when the maximum 
improvement corresponding to the subpopulation members is less than min_improve. 
This re-initialization scheme is applied to all the subpopulations except the 
subpopulation containing the global best individual. 

3.6 Change Detection and Response to Change 

An efficient algorithm for dynamic environments must be able to detect the 
occurrence of change in the functional landscape. For the purpose of change detection 

a randomly generated vector _  is generated initially and is evaluated in 

every generation. The vector _  is not subjected to any optimization 
process and the change in its functional values in the current and the previous 
generation is considered as a change in the environment. Whenever the change is 
detected in the environment, all parameters associated with the algorithm are 
reinitialized again.  
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4 Experimental Set-ups and Analysis 

4.1 Numerical Benchmark 

There is an abundance of test problems in case of dynamic optimization problems on 
which algorithms can be tested to assess their efficiency and robustness. In our paper, 
our algorithm along with the contender algorithms have been tested on the 
Generalized Dynamic Benchmark Generator (GDBG) obtained from the technical 
report under IEEE Congress on Evolutionary Computation, 2009. Overall there are 6 
functions included under GDBG, with each 7 change instances associated with each 
function. 

4.2 Parameter Settings and Contestant Algorithms 

The parametric setting for our proposed PSpABsC algorithm is given below 

• Number of subpopulations:- Npop=5 
• Number of members of each subpopulation:- mem=12 
• Quantum radius:- rquantum=1 
• Exclusion Radius:- Rexcl=0.03 
• Minimum improvement rate:- min_improve=8 
• Dimension of each member:- 10 

The contestant algorithms selected to compete against our proposed PSpABsC 
algorithm are DASA [14], dopt-aiNet [15], CPSO [16] and DynDE [17]. Parametric 
settings for these algorithms have been kept according to their standard literature that 
produces the best possible results. Each of the competing algorithms are made to run 
for 25 independent test runs and the offline error recorded in each case is the mean of 
the errors procured in three different environments. The standard deviation is 
calculated according to the formula specified in the technical report and is specified as  

 (10) 
where runs is set to 25, num_change is 3 for different change instances and Avg_mean 
is the average mean error and is calculated as 

   (11) 

4.3 Experimental Results 

The data obtained from experimental set-up is tabulated in Table 1 given below.  

4.4 Analysis of Results 

From Table 1 we can infer that PSpABsC algorithm has successfully managed to 
outperform its competitors on 34 out of 49 possible cases which accounts to an  
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overwhelming majority of 69.4 %. Thus the improvements suggested in Section 3 
have managed to create an efficient optimizer that performs significantly well on 
dynamic test bed. The presence of diversity maintaining individuals coupled with the 
niche based subpopulation technique helps to guide the optimizer in an ill-scaled, 
rugged environment preventing local trap. Even the modified levy-based Brownian 
individuals create a wide spread repulsion mechanism when change is detected. 

Table 1. Mean offline error and standard deviation values achieved by the PSp-ABsC and other 
algorithms tested on gdbg functions for 25 test runs 

Test 
Functions 

Algorithm Error T1 T2 T3 T4 T5 T6 T7 

F1 
(Number 
of peaks 

= 10) 

DASA Average 
(Std) 

0.1854 
(1.2501) 

4.1802 
(9.0716) 

6.3706 
(10.7128)

0.4873 
(1.9504) 

2.5485 
(4.8002) 

2.3442 
(8.6685) 

4.8452 
(8.9662) 

DynDE Average 
(Std) 

0.0732 
(2.9567) 

2.5567 
(8.4313)

5.4245 
(9.2485) 

0.1263 
(0.9426) 

1.5651 
(4.6461) 

1.3115 
(6.2511) 

4.1137 
(8.5249) 

dopt-
aiNET 

Average 
(Std) 

0.1353 
(1.0061) 

5.8667 
(10.2772)

4.2545 
(8.1828) 

5.3563 
(8.9414) 

4.4356 
(5.5545) 

9.9407 
(15.8214) 

4.2110 
(8.6873) 

CPSO Average 
(Std) 

0.0351 
(0.4262) 

2.7185 
(6.5230) 

4.1315 
(8.9947) 

0.0944 
(0.7855)

1.8698 
(4.4910) 

1.1569 
(4.8054) 

4.5401 
(9.1194) 

PSpABsC Average 
(Std) 

0.0436 
(0.3425)

3.0173 
(4.4738) 

3.8764 
(5.2314)

5.7194 
(4.4123) 

1.3341 
(2.4123)

1.2069 
(3.4785) 

3.9127 
(5.1175) 

F1 
(Number 
of peaks= 

50) 

DASA Average 
(Std) 

0.4425 
(1.3911) 

4.8661 
(7.0052) 

8.4247 
(9.5682) 

0.5853 
(1.0901) 

1.1832 
(2.1818) 

2.0728 
(5.9719) 

7.8412 
(9.0558) 

DynDE Average 
(Std) 

0.3286 
(1.5224) 

4.6547 
(6.3453) 

6.4641 
(9.3523) 

0.1412 
(0.5914) 

1.0162 
(2.6489) 

0.9859 
(4.8631) 

6.2513 
(9.0651) 

dopt-
aiNET 

Average 
(Std) 

0.3644 
(0.9725) 

4.7485 
(6.7580) 

5.2531 
(6.6830) 

2.6565 
(5.9773) 

2.8641 
(4.1579) 

6.8330 
(11.8790) 

4.8172 
(6.4528) 

CPSO Average 
(Std) 

0.2624 
(0.9362) 

3.2792 
(5.3034) 

6.3198 
(7.4420) 

0.1255 
(0.3859) 

0.8481 
(1.7790) 

1.4821 
(4.3932) 

6.6467 
(7.9411) 

PSpABsC Average 
(Std) 

0.1375 
(0.3345) 

4.3342 
(6.3753)

7.8394 
(9.7813) 

0.0778 
(0.1632)

0.7612 
(1.4321) 

1.7524 
(5.8765) 

4.1752 
(6.5432) 

F2 

DASA Average 
(Std) 

3.3017 
(8.7885) 

25.6105 
(83.2124)

18.9904 
(67.8204)

1.4512 
(3.8311) 

49.6022 
(112.4132)

2.1182 
(5.2912) 

3.8752 
(8.1285) 

DynDE Average 
(Std) 

1.3627 
(5.0315) 

13.0179 
(48.2532)

11.9214 
(45.7054)

0.7842 
(2.2248) 

20.7842 
(64.5341)

2.1845 
(3.9643) 

2.4235 
(7.1031) 

dopt-
aiNET 

Average 
(Std) 

0.0984 
(0.0291) 

8.1209 
(14.3832)

17.9979 
(62.2259)

1.0652 
(2.8269) 

101.384 
(134.5180)

6.5192 
(13.8172) 

3.7385 
(7.9542) 

CPSO Average 
(Std) 

1.2475 
(4.1780) 

10.1055 
(35.0601)

10.2725 
(33.4527)

0.5664 
(2.1371) 

25.1424 
(64.2500)

1.9871 
(5.2175) 

3.6510 
(6.9274) 

PSpABsC Average 
(Std) 

0.2314 
(0.7745) 

7.1327 
(9.4315) 

10.1311 
(30.4462)

0.4412 
(1.7754)

52.7156 
(134.3215)

1.7152 
(4.1713) 

7.7143 
(12.2347) 

F3 

DASA Average 
(Std) 

15.7025 
(67.1131)

824.389 
(204.0035)

688.358 
(298.0124)

435.488 
(441.2120)

697.210 
(315.4223)

626.1120 
(460.6211) 

433.252 
(380.2234) 

DynDE Average 
(Std) 

21.2512 
(73.6549)

792.457 
(255.6163)

635.614 
(342.7753)

341.701 
(419.8116)

749.265 
(280.9181)

519.550 
(438.2467) 

415.324 
(390.3450) 

dopt-
aiNET 

Average 
(Std) 

810.830 
(66.1085)

1078.70 
(64.1245)

1073.41 
(64.9950)

1031.54 
(274.7490)

1023.90 
(57.8713)

1186.94 
(292.2960) 

1061.33 
(110.0980) 

CPSO Average 
(Std) 

137.527 
(221.0011)

855.139 
(161.0024)

765.966 
(235.8834)

430.620 
(432.2391)

859.704 
(121.5581)

753.039 
(361.7855) 

653.703 
(334.4892) 

PSpABsC Average 
(Std) 

13.3734 
(43.1034)

847.153 
(244.0025)

896.314 
(404.357)

157.667 
(202.613)

523.714 
(49.8842)

428.114 
(334.8822) 

227.445 
(334.7456) 

 
 
 
 



618 D. Bose et al. 

Table 1. (continued) 

F4 

DASA Average 
(Std) 

5.6001 
(26.5331)

65.6105 
(160.0281)

53.6158 
(140.0155)

3.8512 
(4.2258) 

118.212 
(178.2506)

2.9812 
(7.5942) 

27.4432 
(90.2513) 

DynDE Average 
(Std) 

1.8616 
(5.7531) 

39.5923 
(98.6312)

23.4921 
(94.5314)

0.9691 
(3.1723) 

44.6713 
(121.7162)

1.5624 
(6.2149) 

6.5213 
(26.5951) 

dopt-
aiNET 

Average 
(Std) 

1.4227 
(4.5459) 

122.440 
(201.627)

98.6688 
(196.6950)

4.2632 
(9.7255) 

304.566 
(203.2430)

12.6491 
(55.8367) 

52.9010 
(130.593) 

CPSO Average 
(Std) 

2.6771 
(7.0552) 

37.1512 
(99.4352)

36.6711 
(97.1805)

0.7926 
(2.775) 

67.1702 
(130.3059)

4.8814 
(15.3965) 

12.7924 
(19.2105) 

PSpABsC Average 
(Std) 

1.3936 
(5.0523) 

20.9394 
(32.8612)

2.0520 
(4.1624) 

2.0523 
(4.7752) 

33.2880 
(94.6789)

1.4231 
(5.4465) 

5.0413 
(8.7944) 

F5 

DASA Average 
(Std) 

0.9551 
(3.4310) 

2.0199 
(4.0504) 

0.9494 
(3.3135) 

0.3928 
(1.6184)

2.3052 
(6.3610) 

0.4671 
(1.7346) 

1.1128 
(3.7620) 

DynDE Average 
(Std) 

2.9929 
(6.8831) 

2.9481 
(4.7179) 

2.9125 
(5.3886) 

1.3796 
(2.4199) 

8.4378 
(12.1132)

2.3049 
(3.6182) 

0.5214 
(0.7135) 

dopt-
aiNET 

Average 
(Std) 

40.8943 
(221.212)

34.4531 
(119.896)

34.9420 
(115.025)

120.637 
(293.542)

943.223 
(633.318)

480.305 
(610.801) 

219.461 
(427.817) 

CPSO Average 
(Std) 

1.8559 
(5.1812) 

2.8791 
(6.7875) 

3.403 
(6.4480) 

1.0954 
(4.8651) 

7.9869 
(13.8170)

4.0535 
(8.3719) 

6.5278 
(22.8129) 

PSpABsC Average 
(Std) 

0.7784 
(2.4762) 

2.0023 
(3.8745) 

0.4487 
(2.1425) 

44.7321 
(87.3456)

1.9742 
(5.3417)

0.3145 
(0.8843) 

35.6672 
(53.1142) 

F6 

DASA Average 
(Std) 

8.8752 
(13.319) 

37.128 
(122.0147)

26.7341 
(98.4018)

9.7442 
(22.0541)

37.9102 
(118.0146)

13.3481 
(57.4802) 

17.7422 
(36.7159) 

DynDE Average 
(Std) 

6.0471 
(11.0458)

30.2205 
(62.2093)

19.3782 
(67.3585)

8.8731 
(26.6683)

43.3514 
(136.9062)

12.1784 
(25.2617) 

15.3644 
(21.0744) 

dopt-
aiNET 

Average 
(Std) 

20.4434 
(79.3230)

391.195 
(395.4350)

456.443 
(405.0380)

83.9698 
(220.1770)

845.862 
(251.208)

482.201 
(434.421) 

372.470 
(394.6628) 

CPSO Average 
(Std) 

6.7254 
(9.9747) 

31.5738 
(63.5115)

27.1358 
(83.9873)

9.2742 
(24.2344)

71.5704 
(160.3211)

23.6757 
(51.5521) 

32.5842 
(76.9105) 

PSpABsC Average 
(Std) 

5.9973 
(10.3342)

78.2158 
(118.7734)

84.1145 
(112.1304)

7.1392 
(17.9745)

23.5174 
(97.3466)

26.7756 
(58.9945) 

13.4914 
(47.8219) 

5 Conclusion 

It was inferred from the outline of our research paper that for complex landscapes the 
multi-population approach has its own unique advantages over existing techniques 
and when this is combined with diversity inclusion techniques through instantiation of 
random Brownian, quantum individuals or techniques like exclusion principle or anti-
convergence. The proposed PSpABsC algorithm is based on this perspective taken to 
dynamic optimization problems. To the best of the authors’ knowledge this paper 
provides the first instance of testing ABC algorithm on GDBG benchmark and opens 
up an avenue for future works on incorporation of swarm-based techniques on 
dynamic problems to test the strength of adaptation and decentralization of swarms. 
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Abstract. Single Objective minimizations often involve simultaneous 
satisfaction of a number of conditions, known as constraints. MCMADE 
proposes a two-stage algorithm having an initial CMA or Covariance Matrix 
Adaptation phase and a subsequent Differential Evolution strategy in the second 
phase. The two phases are synchronized using a stagnate parameter. To handle 
the constraints, a simple penalty function, without any penalty parameter has 
been employed which adds the margin of violations to the fitness value of each 
particle in the landscape. MCMADE has been tested on the problem set 
specified by the CEC 2010 benchmark.  

1 Introduction 

A number of single objective problems in real life involve constraints that need to be 
satisfied along with the optimization process. MCMADE or Multistage Covariance 
Matrix Adaptation with Differential Evolution is a two-stage strategy that uses a 
population to initially adapt on the lines of Covariance Matrix Adaptation technique 
(CMA) and then subsequently evolve with the help of a basic differential evolution 
model. The Constraint handling technique is a parameter free penalty function which 
just adds up the violations obtained from the equality and inequality constraints 
associated with the function landscape. The results have been tested on CEC 2010 
benchmark on Constrained Optimization. We proceed to our discussion on the finer 
details only after we mention briefly the intricacies involved with a Constrained 
Optimization problem and the popular methods to deal with these constraints.  

1.1 Constrained Optimization and Optimization Techniques 

A Constrained Optimization problem is defined in the search space S as: 

Minimize f ( X
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The former are known as inequality constraints and the latter equality constraints. 
These conditions have to be met along the process of optimization. 

Different procedures have been adapted to handle the constraints. Superiority of 
Feasible Solutions [1] classifies the feasible solutions according to the minimum 
fitness value, and the infeasible solutions according to the lesser amount of violations. 
Infeasible solutions are given lesser priority in selection compared to feasible ones. 
Other techniques include the ε -Constraint (EC) process [2], the stochastic ranking 
process [3] and use of Penalty functions. The latter method is widely popular and 
penalty functions, thus, have varied forms, static as well as adaptive [4], [5], [6]. 
ECHT, proposed by R. Mallipeddi and P.N. Suganthan, uses an ensemble of all these 
four techniques to efficiently handle constraints [7]. With this background on the 
dynamics of a Constrained Optimization problem, we proceed to discuss the 
fundamental elements of our proposed algorithm, MCMADE. 

2 MCMADE Algorithm 

MCMADE basically is a controlled conglomeration of two evolutionary schemes, - 
the Covariance Matrix Adaptation Evolution Strategy (CMA-ES), and the Differential 
Evolution. Before we go into the finer details of the MCMADE Algorithm we briefly 
look at the features of these two techniques. 

2.1 CMA-ES Variant Used in Stage I of MCMADE 

The Covariance Matrix Adaptation and Evolution Strategy has been built on the basis 
of important features like maintenance of easy generalizability, property of invariance 
towards linear changes, rotation and transformations. The λ individuals chosen as 
population size are updated from the g-th generation to the (g+1)th generation 
according to the following equation: 

                                               
2( 1) ( ) ( ) ( )~ ( , )g g g g

k Wx N x Cσ+ .                                        (1) 

where ( , )N Cμ  implies a normally distributed random vector having mean μ  with 

the covariance matrix being C. The update equation for the individuals can be 
approximately given as: 

               
2( ) ( ) ( ) ( ) ( ) ( ) ( )( , ) ~ (0, )g g g g g g g

W WN x C x B D N Iσ σ+ .                         (2) 

The term ( )g

W
x  is called the recombination point of the individuals at g-th generation 

and is given as the weighted mean of the individuals 
Now the adaptation of the mutation parameters is done by two processes which we 

describe now: 

A. Adaptation of Covariance Matrix. The adaptation of the covariance matrix ( )gC

depends on three factors; ( 1)g

c
p + or the evolution path, ( )g

Wx the recombination point, 

and on the separation of the present parents with the recombination point  
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B. Adaptation of Global Step Size. While ( 1)g

c
p + is a evolution path, ( 1)gpσ

+ provides 

a parallel path in order to perturb the global step size ( 1)gσ +  
 

The two adaptation procedures are key to the functioning of CMA-ES algorithm. Now 

initial conditions include setting of ( 1)g

c
p + and ( 1)gpσ

+  to 0. Covariance matrix is set so 

that ( 0 )
C is set to I. ( 0 )x and ( 0)σ are problem dependent though ( 0)σ  is set to 0.6 in our 

case. Population size λ is set as  50 3. ln( )nλ = + , n being the dimension, while 

number of parents for recombination is given by  / 2 .μ λ= Due to constraints on 

paper size, we do not delve further into the intricacies of the algorithm and the steps 
involved can easily be referred to from [8].  

Thus we conclude the beginning stage of MCMADE algorithm which is a CMA-
ES variant. 

2.2 Classical DE Algorithm Used in Stage II of MCMADE  

Differential Evolution (DE) first proposed by Storn and Price [9] remains a pillar of 
evolutionary algorithm. DE is a three staged process with mutation or forming of a 
donor from the target population according to certain schemes, crossover or mixing or 
donor and target individuals to form a trial individual, and finally selection which 
involves choosing the functionally fitter of the trial and target individuals for 
incorporation into the main population. 

For the mutation stage, we have used “DE/rand/1” scheme with scaling factor set 
to a random number between 0 and 1. The crossover probability is set to 0.9.  

DE is an extremely popular minimization scheme and we restrict ourselves from 
discussing further about the algorithm, which has been extensively covered in [10]. 

2.3 The Multistage Synchronization and Its Utility 

The two widely important minimization schemes of CMA-ES and DE have been 
discussed in Sections 2.1 and 2.2 respectively. Now our objective is unfilled if we do 
not synchronize the two stages properly. Over employment of CMA strategy would 
lead to high rate of convergence up to a stage when the vectors are unable to adapt, 
while high scope for DE perturbation leads to insufficient exploitation as compared to 
CMA strategy. Thus proper balancing of the two methods yield a successful outcome. 

In MCMADE, CMA technique is used in Stage I. This leads to, as expected high 
exploitation leading to a fast path of convergence with appreciable avoiding of local 
traps. However, at a certain point of time, exploitation is saturated and the mean 
around which new particles are generated, fails to produce any significant exploration. 
Herein lies the utility of a Stage II where we have led the particles to a DE 
perturbation scheme. Having failed to adapt any more, the particles are now given 
sufficient time to evolve with whatever past information they have acquired. A DE 
environment is suitable for such purpose. The multistage strategy also helps to 
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efficiently utilize the time allotted for the task, as CMA update schemes have low 
complexity leading to extremely fast initial performance.  

Stagnate Parameter and Justification for the Value Set. MCMADE makes use of a 
stagnate parameter to determine when Covariance Matrix adaptation becomes 
ineffective. It is of utmost importance as it prepares the population for onset of 
Differential Evolution. Higher value of Stagnate Parameter would mean unnecessary 
wastage of allotted time, while a lower value of Stagnate Parameter would limit the 
scope of Covariance matrix adaptation. In MCMADE, the maximum allowable value 
for the Stagnate Parameter has been set to 20. 

Working mechanism of Stagnate Factor: 

      if (fbestg==fbestg+1)  
                      Stagnate_Parameter=Stagnate_Parameter+1 
     else 
          Stagnate_Parameter=0 
    end if 
    if(Stagnate_Parameter==20) 
           Pass population to DE 
    end if 

 
Here fbestg denotes the best fitness value in the g-th generation. Thus we see that once 
best fitness value fails to update for 20 consecutive iterations, the entire population is 
subjected to differential evolution. 

2.4 Constraint Handling Technique Used in MCMADE 

MCMADE makes use of a parameter-free simple penalty function to update the 
fitness value at each function evaluation. Let us assume that the fitness function f ( X


) 

be subjected to n1 number of inequality constraints gi where i=1 to n1, and n2 number 
of equality constraints hj, where j=1 to n2 

                             gi ( X


)<=0 for i=1,2,……,n1 

                                               hj ( X


)=0 for j=1,2,……,n2 

In such a case the total violation for an inequality constraint would be represented by 

                      
1

1

_ max(0, ( ))
n

i
i

Ineq viol g X
=

=


,                                           (3) 

while the total violation for the equality constraints would be given as   

                       2

1

_ max( , ( ) ).  
n

j
j

Eq viol h Xδ
=

=


                                      

 (4) 
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Here δ is a tolerance parameter whose value is set to 0.0001.The penalty applied is 
thus given by: 

                       _ _ _Total penalty Ineq viol Eq viol= + .                             (5) 

Thus the final value of a vector-individual is given by: 

                             ( ) ( ) _f X f X Total penalty= +
 

.                                          (6) 

The penalty function is thus a straightforward sum and does not contain any penalty 
parameter. In this manner constraints can be efficiently handled for the problem in 
question. 

3 Experimental Settings, Results and Discussions 

All runs have been taken on a machine with Intel® Core™ i3-350M 2.26GHz 
processor, RAM 3 GB and using MATLAB 2010a. MCMADE has been tested on the 
18 test functions of CEC 2010 Competition and Special Session on Single Objective 
Constrained Real-Parameter Optimization [11]. The results obtained have been 
compared with those tested by algorithms like Takahama and Sakai’s ε DEag 
algorithm, Mallipeddi and Suganthan’s ECHT scheme. Other papers employing the 
same benchmark include [12], [13]. Results of both 10 dimension and 30 dimension 
problems have been tabulated under Table 1. It is to be noted that 10D problems have 
been allotted maximum of 2e5 functional evaluations while 30D problems have been 
allotted maximum of 6e5 functional evaluations. Also the fitness values tabulated 
include addition of violations, as obtained through equation (6). 

Table 1. Results of 10D and 30D problems compared with other papers 

  10D PROBLEMS 30D PROBLEMS 

Functions  ε DEag ECHT  MCMADE ε DEag ECHT MCMADE 

C01 

Best -7.47e-01 -7.47e-01 -7.41e-01 -8.21e-01 -8.21e-01 -8.04e-01 

Mean -7.43e-01 -7.39e-01 -6.46e-01 -8.19e-01 -7.890e-01 -6.79e-01 

STD 8.43e-03 8.76e-03 1.11e-01 6.33e-02 2.8e-02 2.04e-01 

C02 

Best -2.28e00 -2.28e00 -2.28e00 -2.16e00 -2.17e00 -2.28e00 
Mean -2.25e00 -2.27e00 -2.27e00 -2.14e00 -1.97e00 -2.264e00 

STD 9.66e-03 8.90e-03 1.79e-02 1.87e-03 5.99e-01 2.38e-03 

C03 

Best 0.00e00 0.00e00 0.00e00 2.87e01 4.33e-21 0.00e00 
Mean 0.00e00 0.00e00 0.00e00 2.90e01 1.05e02 0.00e00 

STD 0.00e00 0.00e00 0.00e00 6.44e00 8.77e01 0.00e00 

C04 

Best -9.98e-06 -1.00e-05 -1.00e-05 5.77e-03 -3.30e-06 -3.33e-06 
Mean -9.95e-06 -1.00e-05 -1.00e-05 8.90e-03 -1.01e-06 -3.33e-06 

STD 2.20e-07 0.00e00 0.00e00 9.92e-03 2.11e-01 0.00e00 
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Table 1. (continued) 

  10D PROBLEMS 30D PROBLEMS 
Functions  ε DEag ECHT MCMADE ε DEag ECHT MCMADE 

C05 
Best -4.84e02 -4.84e02 -4.84e02 -4.50e02 -2.13e02 -4.84e02 
Mean -4.83e02 -4.14e02 4.84e02 -4.48e02 -1.03e02 -4.84e02 
STD 1.64e-13 9.07e01 0.00e00 3.15e00 1.88e02 0.00e00 

C06 
Best -5.79e02 -5.79e02 -5.79e02 -5.27e02 -2.92e02 -5.32e02 
Mean -5.79e02 -5.57e02 -5.79e02 -5.26e02 -1.14e02 -5.32e02 
STD 7.06e-02 5.11e01 0.00e00 9.88e-01 1.02e02 0.00e00 

C07 
Best 0.00e00 0.00e00 0.00e00 3.23e-15 0.00e00 0.00e00 
Mean 0.00e00 1.62e-01 0.00e00 4.45e-15 2.48e-01 0.00e00 
STD 0.00e00 8.91e-01 0.00e00 2.24e-15 7.7e-01 0.00e00 

C08 
Best 0.00e00 0.00e00 0.00e00 3.40e-15 0.00e00 0.00e00 
Mean 1.33e01 2.78e01 0.00e00 9.06e-15 3.55e02 0.00e00 
STD 5.59e00 7.83e00 0.00e00 1.85e-13 1.02e02 0.00e00 

C09 
Best 0.00e00 0.00e00 0.00e00 7.12e-16 0.00e00 0.00e00 
Mean 0.00e00 2.38e-01 0.00e00 1.83e01 4.8e01 0.00e00 
STD 0.00e00 1.02e00 0.00e00 6.02e01 2.98e02 0.00e00 

C10 
Best 0.00e00 0.00e00 0.00e00 3.33e01 0.00e00 0.00e00 
Mean 0.00e00 2.11e00 0.00e00 3.33e01 6.34e01 0.00e00 
STD 0.00e00 8.35e00 0.00e00 5.49e-01 9.97e01 0.00e00 

C11 
Best  -1.5e-03 -1.5e-03   -1.5e-03 -3.14e-04 -3.96e-04 -4.83e-04 
Mean -1.5e-03 -4.57e-03   -1.5e-03 -2.84e-04 2.9e-03 -4.83e-04 
STD 0.00e00 1.86e-02 0.00e00 3.11e-05 7.06e-03 0.00e00 

C12 
Best -5.70e02 -1.99e-01 -1.99e-01 -1.98e-01 -1.99e-01 -1.99e-01 
Mean -2.86e02 -1.65e02 -2.75e02 3.77e02 -2.4e01 -2.90e01 
STD 2.99e02 3.04e02 1.45e02 4.31e02 1.43e02 3.44e02 

C13 
Best -6.84e01 -6.84e01 -6.47e01 -6.63e01 -6.79e01 -6.18e01 
Mean -6.68e01 -6.45e01 -6.40e01 -6.51e01 -6.42e01 -5.84e01 
STD 3.89e-5 3.77e00 6.99e-01 8.78e-01 2.77e00 2.05e00 

C14 
Best 0.00e00    0.00e00 0.00e00 7.61e-14 0.00e00 0.00e00 
Mean 0.00e00 7.14e05 0.00e00 8.01e-13 3.21e05 0.00e00 
STD 0.00e00 5.04e06 0.00e00 8.88e-13 8.00e05 0.00e00 

C15 
Best 0.00e00 0.00e00 3.37e00 2.16e01 2.01e09 2.16e01 
Mean 4.57e-01 7.66e13 3.59e-01 2.16e01 3.11e11 7.57e01 
STD 9.92e-01 8.00e13 1.50e-01 5.22e00 6.12e11 1.10e02 

C16 
Best 0.00e00 0.00e00 1.97e-01 0.00e00 0.00e00 1.09e00 
Mean 7.85e-01 9.17e-02 6.64e-01 3.89e-21 0.00e00 1.11e00 
STD 8.68e-01 6.23e-02 4.55e-01 9.09e-19 0.00e00 4.43e-02 

C17 
Best 1.01e-17    0.00e00 4.81e-46 2.56e-01 0.00e00 1.38e-33 
Mean 1.88e-01 1.20e-01 4.16e-34 8.33e00 4.47e-01 5.38e-30 
STD 2.01e-01 4.13e-01 7.59e-34 5.51e00 4.01e-01 6.71e-30 

C18 
Best 6.39e-20 0.00e00 0.00e00 1.32e00 0.00e00 0.00e00 
Mean 1.05e-17 0.00e00 0.00e00 8.81e01 0.00e00 5.38e-32 
STD 3.23e-18 0.00e00 0.00e00 1.97e02 0.00e00 9.52e-32 
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The above results show that MCMADE efficiently tackles constrained 
optimization problems. The figures below show the convergence graphs in case of 
some 10D and 30D problems. The graphs show that MCMADE is a reliable as well as 
fast procedure resulting in quick convergence in most cases.  
 

  

Fig. 1. Convergence graph for 10D  Problems 
C17 and C18. (best solution) 

Fig. 2. Convergence graph for 30D Problems 
C17 and C18. (best solution) 

 

 

Fig. 3. Convergence graph for 10D Problems 
C09, C10, C14 and C15. (best solution) 

Fig. 4. Convergence graph for 30D Problems 
C09, C10, C14 and C15. (best solution) 

4 Conclusions 

Before concluding our discussion on MCMADE we recapitulate in a nutshell the 
positive aspects of this algorithm. 

First and foremost, irrespective of the involvement of a dual-stage procedure, 
MCMADE remains true in terms of performance in case of majority of problems.  
The second important aspect is the speed of operation. CMA-ES or Stage I of 
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MCMADE is an especially fast process, and due to involvement of only single 
population 50-member population the DE or Stage II is also appreciably fast and 
reliable. The third aspect is the fact that, the penalty function used as constraint 
handling technique is extraordinarily simply and does not involve any penalty 
parameters to scale the violations involved. Moreover, the synchronization of the two 
stages is also much simple yet efficient, involving only a stagnate parameter whose 
value increases every time an ineffective adaptation is detected.  

Thus it is evident that MCMADE acts a powerful tool in the field of Constrained 
Optimization, not only in terms of simplicity but also in terms of efficiency and 
reliability that helps to tackle the manifold challenges posed through the varied nature 
of the problem environment.  
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Abstract. Association rule mining is one of the most important data mining 
tasks. It corresponds to the determination of rules that associate items to other 
items in a data set, where the items are attributes in transactional databases. 
Although evolutionary algorithms have been used in this task for some time, 
there are few applications of immune algorithms to such problem. This paper 
presents one typical genetic algorithm plus two clonal selection algorithms 
applied to association rule mining under the perspective of several measures of 
interest.  

Keywords: Association Rule Mining, Evolutionary Algorithms, Artificial 
Immune Systems, Data Mining. 

1 Introduction 

It is surprising the increase in the amount of information, products and services 
available nowadays. With increased bandwidth, the growth in the number of Internet 
access and new websites for small, medium and large companies has become an 
everyday reality. This results in a very competitive and more attentive market to 
customer needs, without forgetting to offer convenience and ease when it comes to 
closing a deal. As examples, one can mention a huge number and variety of travel 
packages (cruises, tours, ecotourism, etc.), cell phones, books, videos, DVDs, CDs, 
lab products, service providers, clothing, home products, computers, shoes, etc. 

This paper provides an investigation into the use of a genetic algorithm, two types 
of Artificial Immune Systems (the traditional CLONALG, called CLONALG1 and 
CLONALG2), and the well-known Apriori rule mining algorithm to the problem of 
association rule mining. 

2 Association Rule Mining 

Association Rules (ARs) were originally proposed to assist the strategic decision 
making of market managers [1], [2]. Their initial objectives were: to help deciding 
which items should be sold; to design sales strategies; and to organize advertisements 
on the shelves, always aiming at maximizing profit. 
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Association rule mining, originally known as market-basket analysis, is one of the 
main data mining tasks [3]. It is a descriptive task that uses unsupervised learning and 
focuses on the identification of associations of items that occur together in a given 
data set [4]. 

2.1 A Formal Model 

A transaction is defined as a set of items that occur together. In the scenario described 
in the original market-basket analysis, items in a transaction are those that were 
purchased together by a user. An association rule is a rule of the form A → C, where 
A and C are itemsets. A is called the body (or antecedent) and C is called the head (or 
consequent) of the rule: A ∩ C = ∅. The rule means that the presence of (all items) A 
in a transaction implies the presence of (all items) in the same transaction C with 
some associated probability [1]. The original algorithm introduced in [1] is limited to 
extracting association rules with only one item in the antecedent. Given a set of 
transactions T, it is interesting to generate all rules that satisfy certain additional 
constraints in two ways:  

1. Syntactic constraints: the number of items that appear in a rule is limited; and 
2. Support constraints: involve limitations on the number of transactions in T that 

support the rule, with support being defined as the number of transactions in T 
that contain A and C simultaneously. 

2.2 Measures of Interest 

The measures of interest, confidence and support, proposed in [1] and [2], are the 
most studied in the literature and were designed to assess the quality of a rule [4]. The 
support of an AR is a measure of its frequency in the set of transactions: 

Support (A → C) = P (A ∪ C) = (Frequency of A and C/Total transactions). (1) 

The confidence of a rule, on the other hand, is a measure of the satisfiability of a rule 
when its antecedent part is found in T; that is, from all the occurrences of A, how 
many times C also occurs: 

Confidence (A → C) = P (C | A) = (Frequency of A and C/Frequency of A). (2) 

While confidence is a measure of the strength of a rule, the support corresponds to its 
statistical significance. One motivation for defining a threshold for the support comes 
from the fact that, for practical reasons, only rules above a minimum support 
threshold value are sufficiently interesting for a user [1]. 

Some researchers have been working to quantify the value or interest of a given 
rule. What it means to be useful or interesting is strongly dependent upon the 
application domain and linked to the user needs. To apply an algorithm to a database 
is easy; the real challenge lies in finding relevance in the knowledge extracted by this 
algorithm [5]. The Apriori Algorithm and those that derive from it became standard 
for association rule mining in large databases. To discover the occurrence of frequent 
itemsets, the algorithm performs multiple iterations through the data.  
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3 Evolutionary Design of Association Rule Mining 

This section describes the basic evolutionary design principles for mining association 
rules. It provides the general concepts, representation used for the association rules, 
measures of interest, and the main genetic operators (selection, crossover, mutation 
and hypermutation). 

3.1 General Concepts  

The intersection of A and C in a rule A → C is always empty [4]. The use of 
evolutionary and immune algorithms for mining association rules follows their 
original steps [6], [7]: 

• Definition of a representation for the candidate solutions (individuals or cells of 
the population): define the type of representation that will be used to encode each 
individual or each cell of the population;  

• Definition of an evaluation function: define the evaluation or fitness function that 
will be used to assess the quality of the rules proposed;  

• Definition of genetic operators: choose the genetic operators that will allow the 
variation of individuals or cells in the population. 

In the context of evolutionary algorithms for association rule mining, there are two 
basic approaches to represent the rules: 1) Pittsburgh [8], and 2) Michigan [9]. The 
Pittsburgh approach considers each individual in the population as a set of rules. This 
is suitable for classification problems, but the size of the chromosome may limit the 
number of rules generated [10]. In the Michigan approach each chromosome 
represents a single rule and the entire population corresponds to the set of rules. The 
Michigan approach has been most commonly used in problems of association rule 
mining by means of evolutionary and immune algorithms [7], [10], [11]. 

3.2 Representation 

The Michigan approach proposed in [12] was adapted and used by [5] and [13] to 
generate association rules. In this proposal, each item is represented by two bits, as 
follows (Figure 1): 00 means items belonging to the antecedent part; 11 means items 
belonging to the consequent part; and 01 or 10 means items not belonging to the rule. 
The resulting rule in this case is B ^ E ^ H → A ^ F. Note that, in this representation, 
items are always connected using the AND, (^), operator. 

 
A B C D E F G H
11 00 01 10 00 11 10 00

Fig. 1. Individual representation that considers a chromosome as an association rule 

An advantage of this type of representation is that rules of various sizes can be 
obtained. Its main disadvantage is the length of the chromosome, which is always 
twice the total number of items. 
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3.3 Fitness Function 

The fitness functions often used in evolutionary algorithms to assess association rules 
are similar to those employed for classification rule mining. For instance, in [5] the 
authors measure the degree of comprehensibility and interestingness of a rule. The 
comprehensibility measure, or comprehensibility of Type 1, of the association rule, 
C1(R), is defined as: 

C1(R) = log(1 + |C|)/log(1 + |A ∪ C|). (3) 

where |C| and |A ∪ C| are the numbers of items in the consequent part and the entire 
rule, respectively. The interestingness measure of a rule, I(R), is calculated as: 

I(R) = (|A ∪ C|/|A|) * (|A ∪ C|/|C|) * (1−(|A ∪ C|/|D|)). (4) 

where |D| is the number of transactions in the database. In [12] to measure 
comprehensibility of a rule, or comprehensibility of Type 2, C2(R) is given by: 

C2(R) = log(1 + |C|) + log(1 + |A ∪ C|). (5) 

A detailed description of the various measures of interest usually used in association 
rules can be found in [14]. 

3.4 Genetic Operators 

Evolutionary algorithms usually use one of the following encoding schemes [6]: 
Boolean, categorical, integer or real-valued. For Boolean and categorical 
representations, standard crossover and mutation operators, such as single-point 
crossover and mutation, can be used [15], [16]. For learning integer and real-valued 
association rules, although standard genetic operators are also the most commonly 
used, there are special cases that depend on the representation (see [17] for examples 
of different operators). 

4 Proposed Algorithms: Evolutionary and Immune 

The genetic algorithm proposed here was based on the works of [5] and [13], with the 
difference that our algorithm applies elitism to preserve the current best solutions. The 
two versions of the artificial immune system (CLONALG1 and CLONALG2) follow 
the same immune principles as the original CLONALG [18], but introduce some 
modifications while building the association rules. 

Pseudocode 1 provides a brief description of the elitist genetic algorithm, eGA, 
proposed to mining association rules, where P is a population of candidate rules, pc 
the crossover probability, pm the mutation probability, pe the elitism rate and D the 
database to be mined. 
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procedure [P] = eGA(pc,pm,pe,D)  

  initialize P 

  f := evaluate(P,D); 

  P := select(P,f,pe); 

  while not_stopping_criterion do, 

   P := reproduce(P,f,pc); 

   P := variate(P,pm); 

       f := evaluate(P,D); 

       P := select(P,f,pe); 

       t := t+1; 
  end while 

end procedure 

Pseudocode 1. Evolutionary algorithm for association rule mining. 

Pseudocode 2 presents CLONALG1, where D is the database to build association 
rules, max_it the number of iterations, n1 the number of high affinity cells to be 
selected for cloning, and n2 the number of low affinity cells to be replaced. 

The deterministicSelection method works like in the original CLONALG selecting 
n1 best cells from the population based on their fitness values. The number of clones 
is proportional to their fitness: the higher the fitness, the higher the number of clones 
generated, and vice-versa. 

procedure [P] = CLONALG1(D,max_it,n1,n2)  
  initialize P 

  t := 1; 
  while t  max_it do, 
   f := evaluate(P); 

   P1 := deterministicSelect(P,n1,f); 

   C := clone(P1,f); 

   C1 := mutate(C,f); 

   f1 := evaluate(C1); 

       P1 := select(C1,n1,f1); 

       P := replace(P,n2); 

       t ← t + 1; 
  end while 

end procedure 

Pseudocode 2. Immune algorithm for association rule mining: version 1. 

The second version of the immune algorithm used here, CLONALG2, proposes a 
probabilistic, instead of deterministic, selection mechanism. The selection method 
works differently from the original CLONALG by selecting probabilistically n1 cells 
from the population according to their fitness. The number of clones is proportional to 
the fitness of the cells, like in CLONALG1. Such probabilistic selection is expected to 
generate and maintain a larger diversity in the population during the search. 
Pseudocode 3 summarizes CLONALG 2. 
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procedure [P] = CLONALG2(D,max_it,n1,n2)  
  initialize P 

  t := 1; 
  while t  max_it do, 
   f := evaluate(P); 

   P1 := ProbabiliticSelect(P,n1,f); 

   C := clone(P1,f); 

   C1 := mutate(C,f); 

   f1 := evaluate(C1); 

       P1 := select(C1,n1,f1); 

       P := replace(P,n2); 

       t ← t + 1; 
  end while 

end procedure 

Pseudocode 3. Immune algorithm for association rule mining: version 2 

5 Experimental Results 

The Apriori, eGA, CLONALG1 and CLONALG2 algorithms were applied  
to the Boolean attributes of the SPECT Heart database of the University of  
California Machine Learning Repository, available in the following website: 
http://archive.ics.uci.edu/ml/datasets/SPECT+Heart.  

The parametric configuration of the algorithms were as follows:  

• Apriori: 30% minimum support;  
• eGA: 100 individuals, 100 generations, pc = 60%, pe = 50%, and pm = 1%;  
• CLONALG1 and CLONALG2 have the same configuration: 100 cells, n1 = 20, 

and n2 = 5. 

Table 1 shows the average and standard deviation of all measures of interest of the 
algorithms when applied to this problem. The results shown are the average and 
standard deviation over ten runs, of the five metrics (support, confidence, 
comprehensibility of type 1, comprehensibility of type 2, and interestingness), plus 
the number of unique rules and the processing time of each algorithm.  

Table 1.   Results for the Apriori, eGA, CLONALG1 and CLONALG2. It has averaged values 
of measure of interest builded by each algorithm. 

 Apriori eGA CLONALG1 CLONALG2 
Support 0.35 ± 0.04 0.37 ± 0.03 0.46 ± 0.02 0.37 ± 0.02 
Confidence 0.65 ± 0.16 0.86 ± 0.05 0.94 ± 0.01 0.92 ± 0.01 
Compreheensibility 1 0.54 ± 0.06 0.50 ± 0.05 0.50 ± 0.01 0.46 ± 0.02 
Compreheensibility 2 0.14 ± 0.03 0.14 ± 0.01 0.13 ± 0.00 0.14 ± 0.01 
Interestingness 0.35 ± 0.08 0.35 ± 0.08 0.30 ± 0.00 0.26 ± 0.03 
Unique Rule 17 ± 0.00 1.60 ± 0.60 1.50 ± 1.50 6.40 ± 2.30 
Processing Time 6.5s  ± 0.00 4.5s ± 1.01 9.3s  ± 1.13 9.3s ± 1.16 
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In absolute terms, the immune algorithms demonstrated to be superior to the other 
algorithms in relation to the standard measures of interest confidence and support. In 
relation to the other measures it was competitive, with very similar performances. To 
assess the relative performance of the algorithms, a paired t-test was made between 
each pair of algorithms, assuming a normal distribution of the data and a confidence 
level of 5%. For all cases, the null hypothesis was rejected, thus suggesting that these 
algorithms are superior to the others in terms of confidence and support. On the other 
hand, they are more computationally intensive than the Apriori and eGA. 

6 Discussion 

This paper proposed the use of evolutionary and immune algorithms for association 
rule mining. One genetic algorithm and two versions of a clonal selection algorithm 
were presented and evaluated in a single binary dataset, but taking into account 
several measures of interest. The comparison between Apriori, eGA, CLONALG1 
and CLONALG2 suggested that the immune approaches infer rules with higher 
support and confidence. Apriori, by contrast, inferred more comprehensible (in terms 
of C1) and interesting rules.  
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Abstract. In this paper we have proposed a DE variant, abbreviated by 
ADE_CM, to improve optimization performance of DE by imposing controlled 
mutation strategy. We also incorporated the concept of selective pressure to 
choose the random vectors in the selection of donor vector for each population. 
Basically we used DE/rand/1 and DE/target-to-best/1 schemes (with 
modifications using selective pressure) in the selection of donor using 
controlled mutation. The control parameter for mutation, linearly decreasing 
with generation, is the complement of the probability of selecting DE/target-to-
best/1 in each generation. The algorithm is basically a trade-off between 
diversity and greediness. To improve diversity scaling factor is made adaptive 
and also a worst p% scheme is used in the difference vector of donor. ADE_CM 
is tested on 25 benchmark functions of CEC 2005 in 50 and 100 dimensions. 
Experimental results show that this algorithm outperforms many popular DE 
variants on most of the functions. 

Keywords: Differential Evolution, Parameter Adaptation, Controlled Mutation, 
Selective Pressure. 

1 Introduction 

Global numerical optimization is a very important and developing field of research 
because many real world problems can be specified as optimization. In order to solve 
these problems, many Evolutionary Algorithms (EAs) have been developed through-
out the last two decades. EAs are stochastic search methods that have been developed 
on basis of the evolutionary process realized in nature. The notion behind EAs is to 
modify gradually population candidate solutions by means of natural selection and 
biological evolution. Differential Evolution (DE) [1] developed by Storn and Price, 
emerged as a very simple but competitive form of EAs. DE is a population-based 
stochastic-direct-search method. The DE family of algorithms has found many 
applications in real-life optimization problems. Though during last decade, the 
research on DE has reached a formidable state, DE faces difficulties in large number 
of modern applications due to its search performance. The performance of DE is quite 
parameter-dependent as realized from both experimental [2] and theoretical studies 
[3]. The search performance of DE needs improvement to avoid difficulties in certain 
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kind of function as described in [4]. To minimize parameter tuning problem, 
researcher tried to develop some adaptive algorithms which would be capable of self-
tuning the parameters in every generation on basis of successful parameters who were 
able to generate more optimized population vectors in last generation. Adaptive DE 
algorithms are most recent trend and these algorithms have secured top ranks in 
various competitions held under the IEEE congress on Evolutionary computation 
(CEC) conference series. For detail Study, readers may go through Self-Adaptive DE 
(SaDE) [6], Adaptive DE with optional external Archive (JADE) [7], jDE [8] etc.  In 
this paper we have introduced another DE variant with an intention to increase its 
search ability. In this proposed DE, the mutation has been controlled with a control 
parameter and scaling factor is adapted with help of previous successful scaling 
factors. This algorithm is named as improving Adaptive DE with controlled mutation 
strategy (ADE_CM) due to its own algorithmic components and characteristics. 

2 ADE_CM Algorithm: Strategy and Parameter Adaptation 

In this section we propose a new DE algorithm. These newly proposed components 
have been integrated with the classical DE family of algorithms. For detail study of 
Classical DE family, readers may consult [1]. 

2.1 Donor Selection through Controlled Mutation 

The oldest and most successful DE mutation strategy is DE/rand/1/bin. Mezura-
Montes et al. [5] have opined that incorporation of best solution information has some 
benefits over rand/1/bin strategy and used DE/target-to-best/1 in their algorithm. 
DE/target-to-best/k have faster convergence rate than DE/rand/k because 
incorporation of best solution, so far discovered guide the evolutionary search while 
the later has higher exploration capability than the former . However, best solution 
information may harm the exploration of sub search space, with a premature 
convergence. So initially exploring of the search subspace is more required. We have 
introduced a control parameter C which controls the donor selection for every target 
vector in each generation. C is linearly decreasing with increase in generation 
between 0.8 and 0.2. If rand(0,1) is greater than C, DE/target-to-best/1 policy is taken 
rather than DE/rand/1. This will enhance the chance of fast convergence near the 
optimum point. 

2.2 Selective Pressure 

In this scheme, , ,  are chosen according to the linear distribution function 
proposed by Whitely [10]: 

 

                     = ( ) . 4. ( 1). (0,1) .                              (8) 
 

In this formula,  is the total number of population, among those  is to be selected. 
 is the bias term which controls the selective pressure.  In our algorithm, we have 
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selected  = 1.5. Selective Pressure is defined as the ratio of probabilities between 
selecting the fittest individual and selecting the individual with median fitness. 
Classical DE struggles with non-separable functions due to insufficient exploitation 
during selection of donor vector. To get rid of this difficulty, selective pressure is 
introduced here.  

2.3 Worst p% Vector 

Another modification is introduced for generating difference vector used in 
perturbation. We have created a group with worst p% vectors according to their 
functional value. The second vector in the difference term, i.e. the vector with index 

 is chosen from this group. Selective pressure is much more biased to the vectors 
with top-rank. This worst p% vector will diversify the population and explore the 
search subspace. When the algorithm reaches exploitation stage, the population 
vectors are in close proximity. Thus this policy does not affect the convergence 
procedure when the solutions are about to reach global optimum. 

2.4 Parameter Adaptation 

DE is more sensitive to the choice of scaling factor rather than crossover probability. 
For detail study, readers may go through [12]. So we have only used adaptation 
scheme only for F. 

Scaling Factor. At each generation, the scaling factor ( ) for every individual target 
vector is randomly produced from the Cauchy distribution with location parameter  
and scaling parameter  according to the formula 
  = ( , ).                                                      (9) 
 

The value of  ’s is truncated to 1 if distribution samples a value greater than 1. The 
value of Scaling Factor is re-sampled if a non-positive value is generated. SF indicates 
the set of successful scale factors, so far generated in current generation, which 
produces a better trial vectors than the target vectors. Initially  and  are set to 0.5 
and 0.15 respectively and then their values are updated in each generation as 

  = .  1 . ( ), = .  1 . ( ),                                 (10) 
 

Where, the weight factor  varies randomly between 0.9 and 1. (. ) stands for 
the power mean defined as 

                                      ( ) = ∑ | |  ⁄ ,                                (11) 
 

where, | | denotes the cardinality of set . In ADE_CM, we use n = 1.5 as it gives 
the best results on various test problems. 

Crossover Probability. CR is a tuning element. High value of CR adopts more 
components from donor than the target vector. A controlled parameter is already used 
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to generate best donor vectors. We keep CR at a high value (at upper bound of CR i.e. 
0.9), to incorporate more components of donor vector into the trial vector. 

2.5 Pseudo Code of ADE_CM 

01. Begin 
02. Set F  =  0.5; F  =  0.15;  CR =  0.9; 
03. Create a random initial set of population {X ,  | i =  1, 2, 3, … , NP} of dimension D. 
04. Calculate the fitness value of each individual                 

population vector. 
05. For G = 1 to gen_max 
06.     SF  = φ ;  C =  0.8 –  0.6 ⋅ (G/gen_max); 
07. Sort the population vectors according to their 

fitness values. 
08.     For i = 1 to NP 
09.         Generate F  =  randc(F , F ); 
10. Randomly choose r , r  from current 

population using selective pressure such 
that r ≠r ≠i . 

11. Randomly choose r  from the worst 20% 
population vectors such that r ≠r ≠i≠r . 

12.         If C  rand(0,1) 
13.                 V ,G = X ,G F. (X ,G X ,G); 
14.         Else 
15.            V ,G = X ,G F. X ,G X ,G F. (X ,G X ,G); 
16.         End if 
17.         Generate j  randomly from {1,2,….,D}. 
18.         For j = 1 to D 
19.             If  j = j  or rand(0,1) ≤ CR 
20.                                    u , ,G = v , ,G; 
21.             Else 
22.                 u , ,G = x , ,G; 
23.             End if 
24.         End for 
25.         If f U ,G f X ,G  

26.                  X ,G = U ,G 
27.            SF   F ; 
28.         Else 

29.       
 
       X ,G = X ,G; 

30.         End if 
31.     End for 
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32.     c  =  0.9  rand(0,1) ⋅ 0.1; 
33.     FL =  c ⋅ FL   (1 c ) ⋅ mean (SF); 
34.            FS  =  c ⋅ FS  (1 c ) ⋅ mean (SF); 
35. End for 
36. End 

3 Experiment and Results 

The ADE_CM algorithm is tested on 25 standard numerical benchmark functions 
from the special session and competition on real parameter optimization under the 
IEEE CEC 2005. Functions 1-5 are unimodal, functions 6-12 are basic multimodal, 
functions 13-14 are expanded multimodal and functions 15-25 are hybrid composite 
functions. For detail study on these functions, reader may see in [11]. 

Table 1. Mean and Standard Deviation of the Error Values for  f1−f10(50D). The best entries 
are marked in boldface. 

        Func 
Algorithm 

f1 f2 f3 f4 f5 

Mean (Std) Mean (Std) Mean (Std) Mean (Std) Mean (Std) 

DE/rand/1/bin 
8.9605e-005 

(1.3478e-005) 
4.0516e+003 

(8.7997e+002) 
5.6567e+07 

(1.4526e+007) 
1.0923e+004 
(3.332e+003) 

9.6015e+003 
(7.0345e+002) 

DE/target-to-
best/1/bin 

4.4563e-006 
(8.7963e-007) 

2.0365e+003 
(1.2366e+003) 

1.0030e+007 
(6.4509e+006) 

8.5655e+003 
(2.7865e+003) 

7.3479e+003 
(1.2981e+003) 

JADE 
7.5613e-014 

(2.8336e-014) 
5.8645e-004 

(5.3273e-006) 
8.6632e+004 

(3.5567e+004) 
3.1760e+003 
(3.9895e-001) 

3.0499e+003 
(6.4429e+002) 

jDE 
1.2546e-009 

(6.1254e-010) 
5.1088e+003 

(2.4682e+003) 
2.8845e+007 

(4.4672e+006) 
1.1104e+004 
(3.3309e-001) 

3.9856e+003 
(4.7823e+02) 

SaDE 
6.3256e-011 

(2.4565e-012) 
2.0362e-003 

(7.9685e-003) 
8.7640e+005 

(6.7825e+004) 
8.9067e+004 

(6.8719e+003) 
6.0451e+003 

(3.8971e+002) 

DEGL 
5.5612e-010 

(8.5675e-011) 
1.3206e-005 
(9.4613e-06) 

2.2958e+005 
(1.1104e+005) 

2.5547e+003 
(1.8890e+002) 

5.9984e+003 
(8.0976e+002) 

  ADE_CM 
5.6843e-014 

(0.0000e+000) 
3.6815e-008 

(3.8240e-008) 
9.4416e+005 

(2.7796e+005) 
2.4608e+000 

(1.3786e+000) 
1.9463e+003 

(9.9583e+001) 
        Func 

Algorithm 
f6 f7 f8 f9 f10 

Mean (Std) Mean (Std) Mean (Std) Mean (Std) Mean (Std) 

DE/rand/1/bin 
4.8869e+001 

(1.0095e+001) 
8.6659e+003 
(8.8857e-002) 

2.1167e+001 
(6.8895e-002) 

3.4519e+002 
(5.8671e+001) 

3.8820e+002 
(1.8834e+001) 

DE/target-to-
best/1/bin 

4.6672e+001 
(1.2984e+001) 

8.4915e+003 
(4.8838e+002) 

2.1144e+001 
(8.5504e-002) 

2.5629e+002 
(2.6516e+001) 

3.0957e+002 
(3.0056e+001) 

JADE 
1.5570e+001 

(5.8873e+000) 
6.3398e+003 

(2.8974e+001) 
2.1130e+001 
(5.5539e-002) 

1.4377e+002) 
(9.9918e+000) 

2.0083e+002 
(2.9938e+001) 

jDE 
4.0089e+001 

(7.0089e+000) 
6.1186e+003 

(1.0085e+002) 
2.1133e+001 
(2.1937e-002) 

1.8183e+002 
(1.5208e+001) 

1.1077e+002 
(3.9978e+001) 

SaDE 1.1198e+001 
(9.7539e+000) 

6.0958e+003 
(5.9976e-009) 

2.1132e+001 
(3.7782e-002) 

1.0944e+002 
(1.0975e+001) 

9.8864e+001 
(1.4575e+001) 

DEGL 
1.4072e+001 

(1.0928e+001) 
6.1094e+003 
(6.8840e-011) 

2.1131e+001 
(1.6609e-002) 

1.5439e+002 
(1.9862e+001) 

1.5619e+002 
(2.4409e+001) 

  ADE_CM 
2.2437e+001 

(1.2226e+001) 
5.2295e-009 

(6.3359e-009) 
2.0648e+001 
(6.2600e-002) 

4.9748e+001 
(7.9907e+000) 

7.3627e+001 
(1.1667e+001) 

 

Better on 8 functions, Bitter on 2 functions, Equality on 0 functions 
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Table 2. Mean and Standard Deviation of the Error Values for f11−f25(50D). The best entries 
are marked in boldface. 

        Func 
Algorithm 

f11 f12 f13 f14 f15 

Mean (Std) Mean (Std) Mean (Std) Mean (Std) Mean (Std) 
DE/rand/1/

bin 
7.3651e+001 

(2.1073e+000) 
2.0497e+006 

(6.0276e+005) 
4.0647e+001 

(2.4622e+000) 
2.3849e+001 
(1.4982e-001) 

4.9167e+002 
(7.9545e+001) 

DE/target-
to-best/1/bin 

5.0677e+001 
(3.4437e+000) 

2.6642e+006 
(2.0975e+005) 

3.8947e+001 
(9.1973e+000) 

2.285e+001 
(3.9728e-001) 

5.0944e+002 
(7.0649e+001) 

JADE 
6.4072e+001 

(2.0957e+000) 
1.3847e+005 

(9.2289e+003) 
2.6579e+001 

(2.9271e+000) 
2.2265e+001 
(5.0349e-001) 

3.7549e+002 
(3.0097e+001) 

jDE 
7.3315e+001 

(1.2415e+000) 
1.0277e+005 

(1.2364e+004) 
2.8627e+001 

(5.0629e+000) 
2.2296e+001 
(5.0674e-001) 

4.0002e+002 
(2.0977e-008) 

SaDE 
6.6672e+001 

(1.1694e+000) 
1.0085e+04 

(2.0865e+03) 
3.0975e+001 

(6.4087e+000) 
2.2498e+001 
(4.0329e-001) 

3.9014e+002 
(5.0497e+001) 

DEGL 
6.2097e+001 

(1.2657e+000) 
6.0389e+004 

(3.4977e+004) 
3.29746e+001 
(3.0975e+000) 

2.2267e+001 
(1.0659e-001) 

3.8875e+002 
(3.0164e+001) 

  ADE_CM 
4.9014e+001 

(6.8108e+000) 
1.0643e+006 

(3.8026e+005) 
4.7727e+000 
(8.2710e-001) 

2.1897e+001 
(3.7870e-001) 

2.7719e+002 
(3.6051e+001) 

        Func 
Algorithm 

f16 f17 f18 f19 f20 

Mean (Std) Mean (Std) Mean (Std) Mean (Std) Mean (Std) 

DE/rand/1/bin 
2.8743e+002 

(1.0097e+001) 
3.7948e+002 

(1.0974e+002) 
9.9157e+002 

(5.8197e+001) 
9.4700e+002 

(5.6195e+001) 
9.8713e+002 

(5.4943e+001) 
 DE/target-to-
best/1/bin 

2.6719e+002 
(2.0972e+001) 

2.6719e+002 
(4.09754e+001) 

9.4974e+002 
(4.0977e+001) 

9.3072e+002 
(2.7315e+001) 

9.4061e+002 
(6.0443e+001) 

JADE 
1.6458e+002 

(1.9461e+001) 
1.7911e+002 

(2.0613e+001) 
9.2027e+002 

(3.7948e+000) 
9.5591e+002 

(4.9253e+001) 
9.9034e+002 

(6.0977e+001) 

jDE 
2.6487e+002 

(9.0067e+000) 
3.1974e+002 

(3.7919e+001) 
9.1861e+002 

(2.3716e+000) 
9.1627e+002 

(1.4329e+001) 
9.9816e+002 

(1.9134e+001) 

SaDE 
1.4215e+002 

(2.0974e+001) 
1.8974e+002 

(4.5619e+000) 
9.0452e+002 

(4.2919e+001) 
9.3195e+002 

(1.7492e+001) 
9.3143e+002 

(5.7254e+001) 

DEGL 
1.4038e+002 

(1.9716e+001) 
1.7309e+002 

(5.9785e+000) 
9.5673e+002 

(1.6715e+001) 
9.1575e+002 

(3.0247e+001) 
9.2196e+002 

(4.6285e+001) 

 ADE_CM 
4.7949e+001 

(2.0325e+000) 
8.1306e+001 

(6.4336e+001) 
8.3667e+002 
(5.7629e-003) 

8.3713e+002 
(1.453e-001) 

8.3589e+002 
(3.659e-002) 

        Func 
Algorithm 

f21 f22 f23 f24 f25 

Mean (Std) Mean (Std) Mean (Std) Mean (Std) Mean (Std) 

DE/rand/1/bin 
9.1108e+002 

(6.4409e+002) 
1.0039e+003 

(7.7729e+001) 
9.2184e+002 

(3.1037e+002) 
7.9327e+002 

(1.9818e+001) 
1.7618e+003 

(7.1628e+000) 
DE/target-to-
best/1/bin 

8.9937e+002 
(4.9917e+002) 

9.8815e+002 
(6.3309e+001) 

9.3487e+002 
(2.9915e+002) 

7.4841e+002 
(1.7518e+001) 

1.7834e+003 
(8.9917e+000) 

JADE 
8.6619e+002 

(4.7710e+002) 
9.1347e+002 

(1.0023e+001) 
8.1067e+002 

(1.9038e+002) 
2.0000e+002 

(0.0000e+000) 
1.6728e+003 

(5.9917e+000) 

jDE 
8.5584e+002 

(1.5539e+002) 
9.3416e+002 

(1.9329e+001) 
8.2969e+002 

(1.3094e+002) 
2.0000e+002 

(0.0000e+000)
1.5927e+003 

(3.9948e+000) 

SaDE 
8.4419e+002 

(2.7747e+002) 
9.5626e+002 

(1.3548e+001) 
8.7715e+002 

(1.3382e+002) 
2.0000e+002 

(0.0000e+000) 
1.7387e+003 

(3.0185e+000) 

DEGL 
8.3612e+002 

(1.0082e+002) 
9.2857e+002 

(1.2917e+001) 
8.3491e+002 

(1.5073e+002) 
7.2276e+002 
(8.619e+001) 

1.6194e+003 
(4.8749e+000) 

  ADE_CM 7.2413e+002 
(9.6580e-001) 

5.0007e+002   
(3.2000e-003) 

7.2826e+002 
(1.3640e-001) 

2.1583e+002 
(6.3602e-002) 

2.1425e+002 
(1.6429e+000) 

 

Better on 13 functions, Bitter on 2 functions, Equality on 0 functions 
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The error values achieved by ADE_CM is compared with several well-known DE 
variants including two Classical DE variants and four state-of-the-art ADE variants 
such as SaDE[6], JADE[7], jDE[8], DEGL[9] on 50D problems as shown in Table 1 
and 2. Their parametric setups have been chosen according to the guidelines from 
their respective literature. We also simulate our algorithm in 100 dimensions and 
provide comparative results of all the algorithms in Table 3. We exclude the results of 
last eleven hybrid composite functions as they have excessive computational time in 
100 dimensions. The population size for any DE variants has been kept at 100 
irrespective of the dimension D. For each function, each of these algorithms is run 50 
runs. The function error values are listed at maximum FES which was set to 5×105 for 
50 dimensions and 1×106 for 100 dimensions. 

All algorithms are implemented in MATLAB. Simulations have been done on an 
Intel core-2-duo PC with 3-GB RAM and 2.1 GHz speed. 

Table 3. Mean and Standard Deviation of the Error Values for f1−f14(100D). The best entries 
are marked in boldface. 

      Algo 
 

Func 

DE/rand/1/
bin 

DE/target-
to-
best/1/bin 

JADE jDE SaDE DEGL ADE_CM 

f1 
3.0726e05 

(4.097e-06) 
8.4465e-06 
(9.422e-08) 

6.3185e-10 
(4.425e-09) 

8.483e-07 
(4.985e-09) 

8.3945e-08 
(5.387e-09) 

9.6844e-07 
(4.094e-08) 

1.1937e-13 
(1.798e-14) 

f2 
8.946e+04 
(6.197e+4) 

9.0218e+03 
(7.955e-05) 

3.3923e+03 
(8.488e-06) 

6.3871e+03 
(7.493e-07) 

8.0371e+04 
(8.535e-03) 

8.926e+04 
(8.456e-06) 

8.49e-01 
(6.109e-01) 

f3 
9.742e+07 
(7.941e+5) 

9.9016e+06 
(4.485e+3) 

2.7371e+06 
(6.473e+4) 

9.0632e+06 
(4.893e+4) 

7.9171e+06 
(7.998e+2) 

4.8326e+07 
(5.095e+4) 

6.271e+06 
(2.772e+5) 

f4 
2.9744e+05 
(4.926e+3) 

7.7854e+04 
(8.198e+3) 

4.935e+04 
(7.977e-03) 

7.9261e+04 
(2.746e+3) 

6.043e+04 
(7.557e+3) 

1.937e+05 
(4.946e+4) 

3.4455e+03 
(2.057e+2) 

f5 
1.045e+06 
(4.782e+3) 

5.099e+05 
(6.038e+3) 

7.5251e+05 
(3.946e+3) 

3.0641e+05 
(7.435e+3) 

8.9364e+05 
(2.191e+3) 

9.094e+05 
(6.938e+3) 

7.451e+03 
(7.133e+2) 

f6 
1.7584e+05 
(4.039e+1) 

9.4029e+04 
(7.562e+1) 

7.533e+04 
(7.373e+1) 

8.5734e+04 
(7.365e+0) 

2.1972e+04 
(7.491e-1) 

4.2684e+04 
(5.835e+1) 

1.538e+02 
(5.543e+1) 

f7 
1.8467e+05 
(3.815e+2) 

1.6781e+05 
(8.844e+2) 

9.0417e+04 
(8.474e+2) 

1.0325e+05 
(6.594e+2) 

9.8736e+04 
(7.459e+2) 

1.2383e+05 
(9.457e+2) 

9.9000e-03    
(1.18e-3) 

f8 
2.2645e+01 
(3.2295e-1) 

2.2297e+01 
(8.1945e-1) 

2.1964e+01 
(9.467e-1) 

2.1697e+01 
(8.033e-1) 

2.2695e+01 
(9.079e-1) 

2.221e+01 
(4.825e-1) 

2.0943e+01 
(4.290e-2) 

f9 
9.3384e+02 
(4.648e+1) 

9.4137e+02 
(7.783e+1) 

8.9272e+02 
(4.504e+1) 

9.4064e+02 
(7.405e+1) 

8.4337e+02 
(4.135e+1) 

9.5591e+03 
(3.927e+1) 

1.8128e+02 
(7.878e+0) 

f10 
9.7649e+02 
(5.010e+1) 

7.8905e+02 
(6.452e+1) 

5.857e+02 
(8.876e+1) 

6.9046e+02 
(7.859e+1) 

8.3596e+02 
(1.656e+1) 

8.2017e+02 
(3.559e+1) 

2.4038e+02 
(1.300e+1) 

f11 
9.2248e+01 
(2.096e+0) 

8.9057e+01 
(6.194e+0) 

9.2214e001 
(4.872e+0) 

7.3325e+01 
(9.445e+0) 

8.3915e+01 
(4.091e+0) 

8.1089e+01 
(1.443e+1) 

1.4533e+02 
(4.265e-1) 

f12 
9.0046e+06 
(8.094e+5) 

6.2285e+05 
(4.113e+5) 

6.768e+05 
(2.106e+4) 

7.4547e+05 
(6.562e+5) 

9.0778e+04 
(5.893e+3) 

8.7781e+05 
(7.762e+4) 

4.0002e+06 
(5.226e+5) 

f13 
5.1309e+01 
(4.605e+0) 

4.4482e+01 
(3.015e+0) 

3.3414e+00 
(4.108e+0) 

3.8890e+01 
(3.583e+1) 

3.5583e+00 
(5.109e+0) 

3.9914e+01 
(2.082e+1) 

1.4151e+01 
(1.686e+0) 

f14 
4.4315e+01 
(1.6457e-1) 

4.5126e+01 
(4.1943e-1) 

4.6611e+01 
(3.9078e-1) 

4.3309e+01 
(2.7712e-1) 

4.2891e+01 
(2.9320e-1) 

4.2276e+01 
(7.0286e-1) 

4.3444e+01 
(5.713e-1) 

 

Better on 10 functions, Bitter on 4 functions, Equality on 0 functions 
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4 Conclusion 

From the Experimental results we conclude that ADE_CM algorithm has defeated all 
the six algorithms in 21 numbers of functions of 50D where as in 100D this number is 
10 among the first 14 functions. Therefore, it can be concluded that this algorithm has 
the ability to optimize functions in high-dimensional search space. The idea to 
compare the result in 100D fitness problem is to evaluate the search performance of 
ADE_CM with scaling of search space. Thus, this algorithm has the high probability 
of being used in large scale optimization problems in future research. 
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Abstract. This article aims at improving the Particle Swarm Optimization, by 
uniquely reshaping its update strategy for generating new solutions with a 
switching strategy that transits between exploration and convergence, a time-
varying inertia weight to control particles’ movement and an aging mechanism to 
avoid stagnation in local basins of attraction. The algorithm addressed as MPSO-
SUS has been compared with eight other state-of-artEAs on a standard bench-
mark of sixteen functions. The results of such comparison indicate that  
MPSO-SUS clearly and statistically outperform the other well-known approach-
es, justifying its distinctive feature which makes it a successful optimizer. 

1 Introduction 

Particle Swarm Optimization originally introduced for simulating social behaviour 
and swarm intelligence, that involves betterment of a particle’s position with a linear 
dependency of knowledge on neighboring and personal best, is basically 
a metaheuristic which does not guarantee an optimal solution is ever found. Modifica-
tions on PSO to amplify its efficiency have been a real challenge since its formula-
tion. MPSO-SUS is also a modification on the basic framework of PSO,  where the 
particles’ velocity have been updated with a linear dependency of knowledge either 
on neighboring or on personal best thereby switching between the two update strate-
gies with equal probability. An aging scheme avoids unwanted stagnation and en-
hances search efficiency. Moreover the formula of inertia weight proposed in this 
paper is very effective in controlling the particles’ step size. The results thus obtained 
have been shown to be remarkably better those obtained with most of the state-of-the-
art algorithms which successfully assert our claim that the added features improve the 
search-ability and exploitative nature of the PSO framework. 

2 Particle Swarm Optimization 

PSO or Particle Swarm Optimizer [1], as the name suggests, uses a swarm of particles 
as coordinates in a D-dimensional landscape. Each particle is characterised by its 
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position vector ix


= {xi

1, xi

2,.......,xi

D},basically a co-ordinate in the D-dimensional 
frame, and its velocity vector iv


={vi

1,vi

2,.....,vi

D}. The velocity and position of any 
particle in the Particle Swarm is updated based on the following: 
 

           ( ) ( )1 , 2 ,  * 1 * – * 2 * –d d d d d d d d
i i i best i i i best i iv v c rand p x c rand g x← + +                (1)              

              
d d d

i i ix x v← +                                                           (2) 

where xi

d and vi

d respectively represent the d-th component of the position and velocity 
of the  i-th particle. The best position of the particle i.e. the position at which the i-th 
particle yields its best fitness value is termed 

,best ip
 where 

,best ip
 = { 1

,best ip , 2
,best ip ,........, 

,
D

best ip }. Using similar terminology the global best position of the i-th particle is given 

by 
,best ig

 ={ 1
,best ig , 2

,best ig  ,......., 
,

D
best ig }.The terms c1 and c2 are basically constants which 

varies the attraction  of the particle towards the particle best and global best positions, 
while rand1i

d and rand2i

d  are random numbers bound within the range [0,1]. A parti-
cle’s velocity per dimension is always constrained to lie within a limited value de-
noted by vmax

d.  

3 MPSO-SUS 

In this section we discuss in details the key features of MPSO-SUS on a sectional 
basis: 

A. Switching Update Strategy 

The velocity update for a particular individual involves a linear dependence with the 
difference with its personal best ,best ip


and a difference between its global best ,best ig


. 

Both the terms individually play significant role in the optimization procedure. If the 
velocity update is accomplished only by the term involving the difference with ,best ip


 

the particle will continuously betters itself with no attraction towards the global opti-
ma. This causes the population to remain diverged throughout the search procedure 
with little or no scope for convergence. On the other hand if the update scheme in-
volves only the difference with ,best ig


the result will be an early convergence with little 

or no scope for exploitation. Early convergence may be helpful for unimodal func-
tions. But problems which includes complex multimodal shifted or rotated functions, 
early convergence can cause the population to get trapped in some local basins of 
attraction. So a proper blend of exploration and exploitation in the equivalent ratio 
ensures a balanced searching phenomenon which is the desired situation needed for 
tackling single objective problems. 
    Thus the sole idea behind formulating MPSO-SUS may be the inspiration to device 
an optimizer where the particles’ new position will be governed by the probabilistic 
switching between two learning strategies. Therefore, the velocity update equation is 
modified as: 

( <0.5)if rand   ( )1 ,  * * 1 * – ;d d d d d
i i i i best i iv v c rand p xω← +  
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else   ( )2 ,  * * 2 * – ;d d d d d
i i i i best i iv v c rand g xω← + end       

where, 1:  and 1: _ _d D i no of particles= = , 1 2  c and c acceleration parameters=             (3) 

B. Aging Scheme 
If any particle gets trapped in some local optimum during the searching procedure 
there will be minimum scope for its further optimization due to its loss of exploration 
ability. So in that case an Aging scheme has been employed that keeps record of 
every particle’s performance and takes action if case of stagnation. When such par-
ticle is detected the strategy is to allow a certain period to that particle for its im-
provement which is being noted by the change of its ,best ip


. If its ,best ip


does not change 

for λ consecutive iterations, the particle is re-initialized thereby reducing unnecessary 
function evaluations. After the particle gets re-initialized the counter variable keeping 
the record for the change of its ,best ip


is reset to 0. 

The aging scheme includes the following steps: 
 

1. For every member of a population it is noted whether the ,best ip


of that corre-
sponding particle is getting updated or not. 

2. If the ,best ip


of a particle is not getting changed for a particular iteration a 
counter variable named istagnate  initially set to 0 is increased by unity. If the 

,best ip


of the particle changes at any iteration within the period  istagnate  is 
declared to be 0 again. 

3. If the value of istagnate  exceeds  the particle is re the particle is re-initialized. 
4. Accordingly its fitness, and ,best ip


 are updated. 

 
C. Pseudo-code 

 

1. Initialize the population (number of subpopulations 
* no. of particles. 

2. Initialize initial velocity associated with each 
particle within pre-defined range. 
velocity range= 0.2* range of particles. 

3. Calculate fitness values of each particle. 
4. Based on these values find local subpopulation best 

i.e. ,best ig


. 
5. Find the best position seen by each particle i.e.  

,best ip


. 
6. While FES < Total_FES 

a. Evaluate constants ω,c1 and c2 as 
( )0.9 0.5 * (1 (1/ ))  i iiterω = − −  1 2  c =  2 2  c =                            

b. Update velocity of each particle by the follow-
ing equation 

( <0.5)if rand   ( )1 , * * 1 * – ;d d d d d
i i i i best i iv v c rand p xω← +  

else  ( )2 ,  * * 2 * – ;d d d d d
i i i i best i iv v c rand g xω← + end ; 
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c. If d
iv exceeds its boundary values restrict it 

within its boundary. 
d. Update a particles position by 

, 1, 1 ,j i j i j ix x v− −= +
  

 
e. Restrict particles within boundary. 
f. Update fitness of each particle. 
g. Update ,best ip


of each particle if thi  position is 

better than ( 1)thi −  
Else increase istagnate  by 1; 
If istagnate  increases λ the position is reinitial-
ised. 

f. Update ,best ip


as before if new position is better. 
j. Update ,best ig


if thi  subpopulation is better suited 

to the landscape. 
7. End while. 

4 Parameters 

In the following table we tabulate the value of inertia weight (ω), acceleration parame-
ters (c1 and c2), maximum velocity (VMAXd ) and other parameters considered by MPSO-
SUS and by other algorithms with which it has been compared with. 

Table 1. Comparison table for parameters used by different algorithms and MPSO-SUS 

 Name ω c1 c2 VMAXd  OTHERS 
FIPS Nil Nil Nil 0.5*range χ=0.729; ∑ci= 4.1 

HPSO-TVAC 0.9-0.4 2.5-0.5 0.5-2.5 0.5*range Nil 
DMS-PSO 0.9-0.2 2.0 2.0 0.2*range m=3; R=5 

CLPSO 0.9-0.4 Nil Nil 0.2*range c=1.49445; m=7 
OPSO 0.9-0.4 Nil Nil 0.5*range Nil 

OLPSO 0.9-0.4 Nil Nil 0.2*range c=2 
MPSO-SUS 0.9-0.5*(1- (1/iter)) 2 2 0.2*range λ =10 

 

• Aging Parameter λ  
The aging parameter is nothing but the number of iteration the Aging mechanism 
allows a particle to improve its fitness. Proper value of the aging parameter is an ab-
solute necessity simply because if the value is low, it means we have allowed the 
particle minimal scope for improvement. If, on the other hand, the value is high the 
result is unnecessary exploitation and sometimes even chances of getting trapped in 
local optima. A value of ten suits our purpose exceedingly well. 

• Time varying Inertia Weight  
The parameter ω is needed to control the impact of previous velocity on the current 
velocity. In the beginning of the search large inertia weight is required for global ex-
plorations as significant moves are required but later small inertia weight is required 
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for local explorations. So it is evident that if ω is constant exploration will be poor as 
there will be no sharp demarcation between exploration and exploitation as demanded 
by optimization. So the parameter ω is considered time varying to get rid of the above 
problem. In our algorithm the value of inertia weight is gradually decreased from 0.9 
to 0.4 as given in Eqn. (4). 

                                             0.9  0.5*(1 (1/ ))  ii iterω = − −                                    (4) 

where “ iter ” denotes the number of iterations,  
With an increase in number of iterations, the expression (1 (1/ )))iter− starting from 

the value 0 for the first iteration slowly approaches unity. 

                                                   0 (1 (1/ )) 1iter< − <                                              (5) 

5 Test Functions    

MPSO-SUS has been tested on 16 standard benchmark functions f1 to f16, among 
which f1 – f4 are unimodal, f5 – f10 are multimodal and f11 – f16 are shifted and rotated 
problems. In Table 2 global optimal solution (column V), global optimal value fmin 

(column VI), biased initializations (column IV) with search range(column III) are 
used according to the definitions in [2]. The significance of defining Accept (column 
VII) lies in if a solution obtained by an algorithm falls between the acceptable value 
and fmin the run is considered successful. 

6 Results and Discussions 

All the runs have been performed on MATLAB R2009b on a machine with Win-
dows® 7 64-bit configuration, 4GB RAM, 500GB hard disk and 2.26 GHz Intel® 
Core™ i3-350M Processor. 

Table 3 shows the comparison between MPSO-SUS and other PSO variant algo-
rithms namely HPSO [8], FIPS [7], GPSO [5], LPSO [4], OPSO [6], CLPSO [2], 
DMSPSO [3], and OLPSO [9] with respect to the mean solution obtained and stan-
dard deviation values. All the runs were performed using a single swarm of 40 par-
ticles which is essentially a global best seeking approach and function evaluations 
assigned for each function is kept fixed at 2, 00,000. Each function is tested iteratively 
and mean solution of 25 independent trials is reported.  

Analysis of Table 3 reveals that MPSO-SUS outperforms all the other state-of-arts 
in 14 out of 16 cases. In f7 and f13 OLPSO-L outperforms MPSO-SUS by a significant 
margin. But the proposed approach performs exceedingly well in case of f11 and f12 

where all other approaches fail. 
  

Convergence Graphs: The convergence graphs attained by MPSO-SUS when tested 
on functions f1, f2, f4, f9, f10, f14 are also shown below. For all the graphs, Best Objective 
value in log scale vs. Function Evaluations is plotted. 
 



 Modified Particle Swarm Optimization with Switching Update Strategy 649 

Table 2. Sixteen functions used to test 
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Fig. (a). Sample convergence graph for 
Function 1 

Fig. (b). Sample convergence graph for  
Function 2 

           

Fig. (c). Sample convergence graph for 
Function 4 

Fig. (d). Sample convergence graph for  
Function 9 

  

Fig. (e). Sample convergence graph for 
Function 10 

Fig. (f). Sample convergence graph for  
Function 14 
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Table 3. Mean and Standard Deviation Values Obtained by MPSO-SUS compared to those 
obtained through the  other standard PSO-Variant algorithms 

Functions FIPS HPSO-  TVAC DMS-PSO CLPSO OPSO OLPSO-G OLPSO-L MPSO-SUS 

f1 
Average 2.84E-13 7.13E-33 3.16E-31 4.74E-12 7.47E-18 7.19E-54 1.89E-38 2.42E-61 

STD 3.26E-13 2.55E-33 7.24E-31 6.73E-13 4.05E-18 9.13E-54 8.31E-58 4.18E-61 

f2 
Average 9.98E-08 9.23E-20 3.24E-18 3.76E-08 1.50E-10 9.96E-30 8.85E-22 3.38E-34 

STD 5.46E-09 4.02E-20 1.11E-18 6.09E-09 7.78E-11 1.71E-29 8.00E-22 1.80E-34 

f3 
Average 27.09 26.41 44.58 12.01 49.66 24.53 1.98 2.11E-05 

STD 0.34 29.99 34.25 9.81 29.92 35.34 2.55 3.62E-05 

f4 
Average 5.87E-03 9.97E-02 4.09E-02 5.90E-03 6.09E-02 3.98E-02 4.94E-02 0.00062 

STD 5.94E-03 1.09E02 1.03E-03 7.79E-03 1.29E-03 8.03E-03 6.56E-03 0.00068 

f5 
Average 9.94E02 4.98E03 1.67E03 3.82E-04 3.43E03 8.86E02 9.56E-04 0.00038 

STD 5.76E02 9.89E02 6.98E02 2.00E-05 8.10E02 2.19E02 3.03E-05 0 

f6 
Average 70.32 9.44 31.52 9.53E-05 7.89 7.23 0 0 

STD 19.22 3.93 6.32 5.98E-04 2.00 1.03 5.03E-05 0 

f7 
Average 4.28E-07 9.44E-14 9.38E-14 3.66E-07 7.66E-09 8.34E-15 7.54E-15 2.53E-14 

STD 9.11E-08 3.01E-14 5.99E-15 7.55E-08 9.52E-09 2.83E-15 0 3.64E-15 

f8 
Average 9.33E-12 9.62E-03 7.92E-03 9.12E-09 2.37E-03 5.83E-03 0 0 

STD 5.55E-11 1.54E-03 1.09E-03 3.45E-09 7.08E-03 9.63E-03 1.30E-06 0 

f9 
Average 8.11E-15 3.44E-29 3.09E-30 7.72E-14 4.09E-19 1.96E-32 1.68E-32 1.57E-32 

STD 8.39E-15 8.84E-29 1.34E-29 8.92E-14 7.96E-19 9.11E-33 8.99E-33 0 

f10 
Average 3.42E-14 3.04E-28 4.94E-03 3.15E-12 4.87E-18 9.39E-04 1.86E-32 1.35E-32 

STD 8.31E-14 4.21E-28 4.99E-03 1.98E-13 2.43E-18 6.20E-03 9.29E-48 0 

f11 
Average 4.58E03 5.88E03 4.46E03 4.52E03 4.67E03 4.18E03 3.87E03 0.000221 

STD 1.78E02 7.77E02 6.09E02 8.18E02 2.39E03 6.21E02 1.99E03 6.19E-05 

f12 
Average 1.53E02 57.90 44.91 89.04 69.61 52.32 55.93 0 

STD 14.91 13.99 7.98 15.06 17.73 13.56 19.11 0 

f13 
Average 7.12E-07 9.87 4.29E-14 8.13E-05 1.69E-08 8.56E-15 4.35E-15 1.58E-14 

STD 3.22E-07 1.87 3.33E-14 3.23E-05 5.42E-09 9.50E-15 8.19E-16 1.80E-15 

f14 
Average 1.35E-08 9.66E-03 1.14E-02 8.12E-05 1.64E-03 1.99E-03 6.06E-08 2.99e-09 

STD 3.55E-08 5.77E-03 2.73E-02 4.76E-05 4.99E-03 7.10E-03 2.44E-07 5.17e-10 

f15 
Average 429.93 511.13 529.17 407.17 2.63E07 429.08 422.18 400 

STD 22.29 94.39 97.64 42.94 7.13E07 31.14 24.12 10.65473 

f16 
Average -239.89 -312.15 -301.91 -330 -277.11 -325.99 -330 -330 

STD 25.98 6.22 8.13 2.91E-05 11.12 0.98 2.76E-14 0 

7 Conclusion 

In this paper we have presented a unique Switching Update Strategy which has not 
only enhanced the explorative capacity of the basic PSO algorithm but also added 
enough convergence capacity, which is evident from its significant performance in 
unimodal as well as multimodal functions. The variation of inertia weight has con-
trolled greatly the particles’ movement for global explorations in the beginning and 
local explorations in the end. The possibility of getting trapped in local optima is 
completely removed by the introduction of a very effective aging mechanism. 

Altogether, MPSO-SUS with its unique features stands out to be a strong optimizer 
in terms of both fast and assured convergence. 
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Statistical Analysis Based Adjustment Method

for Convergence Rate of Spiral Optimization

Kenichi Tamura and Keiichiro Yasuda

Tokyo Metropolitan University, 1-1 Minamiosawa, Hachioji, Tokyo 192-0397, Japan

Abstract. Recently, the authors proposed a new metaheuristics method
for continuous optimization problems based on analogy of spiral phenom-
ena in nature which is called Spiral Optimization. The Spiral Optimiza-
tion has two setting parameters: the convergence rate r and the rotation
angle θ. However, any adjustment methods or policies for them has not
been studied so far. This paper especially focuses on the convergence
rate r and develops its adjustment method through statistically analyz-
ing its properties. The effectiveness is verified from simulation results
under some conditions.

1 Introduction

Recently, the authors proposed a new metaheuristics method for continuous
optimization problems based on analogy of spiral phenomena in nature which is
called Spiral Optimization [1]. The focused spiral phenomena are approximated
to logarithmic spirals which frequently appear in nature, such as nautilus shells,
low pressure area, whirling currents, and so on.

We pointed out that the behavior of the spirals has possibility to contribute
the global optimization and made the spiral model which discretely generates
logarithmic spirals. Using the spiral model, we developed the spiral search model
and algorithm. The effectives of Spiral Optimization was confirmed from the sim-
ulation results for many benchmark problems in comparison with some methods
on Particle Swarm Optimization.

The Spiral Optimization has two setting parameters: the convergence rate r
and the rotation angle θ. However, any tuning methods or policies for them have
not been studied yet. This paper especially focuses on the convergence rate r and
develops its adjustment method through statistically analyzing its properties.
The effectiveness is verified from simulation results under some conditions.

2 Spiral Optimization[1]

The spiral model whose state x(k) ∈ R
n at time k converges to the arbitrary

center x� while drawing a spiral trajectory from the arbitrary initial state x(0) ∈
R

n as k increases is formulated as follows:

x(k + 1) = S(r, θ)x(k)− (S(r, θ)− I)x� (1)

B.K. Panigrahi et al. (Eds.): SEMCCO 2012, LNCS 7677, pp. 653–661, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. Examples of Spiral Trajectories of (1)

where S(r, θ) = rR(θ), the parameter 0 ≤ θ < 2π is the rotation angle around
the center x� per k, the parameter 0 < r < 1 is the convergence rate of distance
between a point and the center x� per k, I ∈ R

n×n is the identity matrix, and
R(·) ∈ R

n×n is a n-dimensional rotation matrix defined as composition of basic
rotation matrices Ri,j(·) as follows:

R(θ) =

n−1∏
i=1

(
i∏

j=1

Rn−i,n+1−j(θ)

)
(2)

whose basic rotation matrices Ri,j(·), i = 1, · · · , n − 1, j = 2, · · · , n are com-
posed of the following (k, l) elements:

R
[k,l]
i,j (θ) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

cos θ (k = l = i or k = l = j)

1 (k = l �= i �= j)

− sin θ (k = i and l = j)

sin θ (k = j and l = i)

0 (otherwise)

, k = 1, 2 · · · , n, l = 1, 2 · · · , n. (3)

Figure 1 shows the examples of trajectories of (1) with x� = 0 in 2-dimensional
and 3-dimensional space, respectively.

As the examples suggests, the behavior of the spirals are congenial to a well
known effective strategy in metaheurisitics that is “diversification in the early
phase and intensification in the latter phase during a search”[1].

The spiral search model is a multipoint search model which uses m of the
spiral model (1) and has the interaction x� among them, which can efficiently
and naturally realize the strategy from diversification to intensification, and its
algorithm using the search model is shown below.

Algorithm of Spiral Optimization

Step 0: [Preparation]. Set the number of search points m ≥ 2, the parameters
0 ≤ θ < 2π, 0 < r < 1, and the maximum iteration number kmax.

Step 1: [Initialization]. Set the initial points xi(0) ∈ R
n, i = 1, 2, · · · , m in the

feasibility region at random and the center x� = xig (0), ig = arg min
i

f(xi(0)),

i = 1, 2, · · · ,m. Set k = 0.
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Step 2: [Updating xi]. xi(k + 1) = S(r, θ)xi(k)− (S(r, θ)− I)x�, i = 1, 2, · · · ,m.

Step 3: [Updating x�]. x� = xig (k+1), ig = arg min
i

f(xi(k+1)), i = 1, 2, · · · ,m.

Step 4: [Checking Termination Criterion]. If k = kmax then terminate. Other-
wise, set k := k + 1, and return to Step 2.

These search points which approach the common center x� always set as the
best solution during a search while drawing spiral trajectories are finding better
solutions.

The effectives of the algorithm was confirmed from the simulation results for
many benchmark problems in comparison with some methods on Particle Swarm
Optimization [1].

3 Analysis of Convergence Rate

The Spiral Optimization has two parameters that users must set: the convergence
rate r and the rotation angle θ. Our previous works [1] tuned them by trial and
error to get good search performance for each problem and condition. However,
any parameter adjustment methods or policies for them have not studied so far.

To make the Spiral Optimization more practical and useful, it is important to
develop their effective parameter adjustment methods for various problems and
conditions without trial and error.

In this paper, we especially focus on the convergence rate r in the two pa-
rameters. This section analyzes properties of the convergence rate r using much
simulation data under various problems and conditions in which the number of
search points is fixed as m = 20. Namely, we examine how the convergence rate
r value effects search results under various computational situations.

To analyze properties of the convergence rate r statistically, we examine many
simulation data under various computational situations. The situations are com-
posed of all combinations of the conditions shown in Table 1: 9 kinds of the ro-
tation angle θ, 7 kinds of the maximum iteration number kmax, 5 kinds of the di-
mension n and 7 kids of the representative benchmark functions Σ: 1. Parabolic,
2. Schwefel, 3. 2nminima, 4. Rastrigin, 5. Alpine, 6. Levy, 7. Ackely. (See [2] for
these definition which are omitted as the page limit here.)

The simulation at each combination is conducted by changing r from 0.800 to
0.999 by 0.001 under 100 kinds of initial conditions given in −5 ≤ xi(0) ≤ 5, i =
1, 2, · · · , n. Therefore, the simulation result per each r at every combination is
calculated as the average of 100 results under the 100 different initial conditions.

Table 1. Condition Values Used for Analysis

Conditions Values

θ 0, 30, 45, 60, 90, 120, 135, 150, 180
kmax 30, 50, 100, 200, 400, 700, 1000
n 20, 50, 100, 200, 300
Σ 1, 2, 3, 4, 5, 6, 7
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(n = 100, θ = 90)

Finding the best r value in the range 0.800− 0.999 at every combination, Fig.
2 shows the mean of the best r values categorized according to the same value
of each condition from all the best r values. Namely, (a) shows the mean of the
best r values at every kmax, in the same way, (b), (c) and (d) show the mean of
the best r values at every n, θ and Σ, respectively. Fig. 3 shows similarly the
standard deviation of the best r values at the same value of each condition.

These results reveal the following property of the convergence rate r:

[I] The best r values have strong correlation with kmax that they approach 1
as kmax increases.

Furthermore, Fig. 4 shows the fitness value f(x) on r = 0.800 − 0.999 at each
kmax in 4 kinds for each problem in case of n = 100 and θ = π/2. These results
elucidate not only the property [I] but also the following property:

[II] Good r values exist around the best r value at each case.

In addition, we observed similar results to Fig. 4 in case of other combination
with n and θ.
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Table 2. Data for Design of Adjustment Method

i 1 2 3 4 5 6 7

kmax 30 50 100 200 400 700 1000

r 0.8570 0.9031 0.9458 0.9689 0.9818 0.9874 0.9899

4 Proposed Adjustment Method for Convergence Rate

At the former section, we have analyzed the properties of convergence rate r as
[I] and [II] from various simulation data. The properties suggest it is valid to
adjust the convergence rate r on the basis of kmax. That is to set a convergence
rate value according to the curve through the square data points in Fig.2 (a).
This principle has high possibility to stably give a good r value on average at
each computational condition although it cannot guarantee to give the best r
value.

In this study, we try to formulate this curve in Fig.2 (a) as an approximate
function of kmax which makes easier to obtain a value of the convergence rate r
according to the curve. This approach is also expected to be the good adjustment
method even if kmax > 1000 that is out of data.

In order to select basic functions for formulating such approximate function,
we focus on the following features of the curve of Fig.2 (a):

1. The mean of the best r approaches 1 as kmax increases.
2. It changes more slowly kmax as kmax increases.

As a function satisfying the above features, we adopt the Gompertz curve[3],
which is often used for models of growth curves, formulated as follows:

ζ = fg(ξ; a, b, c) = abexp (−cξ) (4)

which draws the curves in Fig.5 and has the following features when 0 < b <
1, c > 0: ζ → a as ξ → ∞, ζ = ab at ξ = 0, ζ → 0 as ξ → −∞.

To get a function fitting the data of Fig.2 (a) shown in Table 2, we formulate
the following function composed of three Gompertz curves with a = 1:

r = fr(kmax; b, c) = (b−c1kmax
1 + b−c2kmax

2 + b−c3kmax
3 )/3. (5)

The reason why three Gompertz curves are selected is to increase the freedom
of parameters for the fitting.

To derive a curve of (5) through the data of Table 2, we solve the following
optimization problem.

min
b,c

7∑
i=1

(fr(kmaxi
; b, c)− ri)

2

where kmaxi and ri respectively mean kmax and r at i-column in Table 2. Con-
sequently, the values of bi, ci, i = 1, 2, 3 in (5) have been derived as follows.

b1 = 0.46, b2 = 0.94, b3 = 0.82, c1 = 0.037, c2 = 0.0007, c3 = 0.008 (6)
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Fig. 5. Gompertz Curve Fig. 6. Curve of Opti-
mized Function (5)

Fig. 7. Curve of Optimized
Function (5) until kmax =
5000

Using these parameter values, we can observe that the curve of (5) becomes Fig.
6 and fits for the targeted data perfectly. Moreover, from Fig. 7 that shows the
curve of (5) until kmax = 5000, we can observe it approaches 1 and expect the
proposed adjustment method (5) and (6) can be effective over data range.

5 Performance Verification

This section verifies effectiveness of the developed adjustment method (5) and
(6) for the convergence rate r by comparing the best convergence rate r in
Ω = {0.800, 0.801, · · · , 0.999} at each computational situation.

The results are shown in Table 3. The “Best r” column shows the best r values
in Ω and their search results. The “Proposed r” column shows the r values given
by the developed adjustment method and their search results.

From these results, we can observe that the proposed law can give a r value
close to the best r value in Ω at each computational situation. At the same time,
we also can confirm the search performance is also close to the best one.

6 Conclusion

This paper has statistically analyzed properties of the convergence rate r of the
Spiral Optimization and the developed simple adjustment method for r based
on the analysis results for the first time. The future task includes analysis on
the rotation angle θ and development of its adjustment method.
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Science and Technology (FOST).
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Abstract. In practical applications of robot swarms with bio-inspired
behaviors, a human operator will need to exert control over the swarm
to fulfill the mission objectives. In many operational settings, human
operators are remotely located and the communication environment is
harsh. Hence, there exists some latency in information (or control com-
mand) transfer between the human and the swarm. In this paper, we
conduct experiments of human-swarm interaction to investigate the ef-
fects of communication latency on the performance of a human-swarm
system in a swarm foraging task. We develop and investigate the con-
cept of neglect benevolence, where a human operator allows the swarm to
evolve on its own and stabilize before giving new commands. Our exper-
imental results indicate that operators exploited neglect benevolence in
different ways to develop successful strategies in the foraging task. Fur-
thermore, we show experimentally that the use of a predictive display
can help mitigate the adverse effects of communication latency.

Keywords: Human-swarm interaction, swarm robotics, human-robot
interaction.

1 Introduction

Swarm robotic systems are composed of simple individual units and generate col-
lective behavior that is robust to failure of individual robots [1, 2]. However, for
practical use of such systems in large and complex human-supervised missions,
key problems that arise in human-swarm interaction need to be understood and
solved. In application scenarios, the human operator may be remotely located
and there may be communication constraints due to the hardware limitations
of the robots (e.g., communication radios of limited power) and the environ-
mental properties (e.g. underwater environments). This will lead to delay in the
communication of information between the swarm and the human. The delay in
communication results in the human neither knowing perfectly the current state
of the swarm nor the effect of her action on the robots. The extant literature
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on Human-Swarm Interaction (HSI) [3–10] has not studied the performance and
behavior of human operators in the presence of delayed information transmis-
sion between the swarm and the human and vice versa. Therefore, in this paper,
we create an experimental scenario to study the effects of latency and error on
human performance in controlling swarm robotic systems. We also study the use
of predictive displays to mitigate the effect of latency.

In our experimental foraging scenario, a human operator guides a swarm to
find unknown targets in a given area. The robots have a single behavior, namely
flocking, and the operator applies inputs (a) to give a desired direction of flocking
to the robots and (b) to enforce cohesiveness among the robots (by activating
constraints for attracting neighbors that are far away and repelling neighbors
that are very close). In our experiment, each subject performs the mission un-
der three conditions, namely, (a) without any latency (control condition), (b)
with equal latency in the human to swarm and swarm to human communication
channel (c) the same latency as (b) but with a predictive display. In all condi-
tions, each robot has some error in transforming the orientation heading to its
own reference frame (due to localization errors), which is modeled as a Gaus-
sian distribution. Our experimental results indicate that, as expected, there is
a degradation of performance due to latency. However, when using the predic-
tive display, the performance of the operators can be as good as it was in the
absence of delay (control condition). We also found that the users exhibited
different strategies for effectively controlling the swarm.

The human operator needs to influence the swarm without adversely disturb-
ing the swarm (such as breaking it into many small connected components). The
effect of an operator command is dependent on swarm state, which gradually
evolves to a steady state after a command has been issued. To capture the idea
that humans may need to observe the evolution of the swarm state before acting,
we investigate a novel concept called neglect benevolence, whereby neglecting the
swarm to allow for stabilization before issuing new commands may be benefi-
cial to overall mission performance. An analogous but different concept called
neglect tolerance [11, 12] is used in human robot interaction. For independently
operating multiple robots, neglect tolerance is defined as the time a human can
neglect a robot without degradation in system performance. For neglect toler-
ance, it is assumed that the performance of an individual robot degrades with
time and hence the attention of the operator needs to be scheduled so that the
time between servicing robots is minimized [13, 14]. In contrast, neglect benev-
olence captures the concept that it may be beneficial to leave the swarm alone
for a certain length of time after issuing an instruction to allow the behavior to
stabilize (since the swarm state may not degrade monotonically with time). Our
results show evidence of neglect benevolence.

2 Task Description

Our study investigates the ability of a human operator to effectively influence
a swarm operating under algorithms that require time to exhibit emergent be-
haviors. In particular, we investigated (1) the effect of communication latency



664 P. Walker et al.

in human-swarm performance, (2) the effect of predictive displays, and (3) the
existence of neglect benevolence as a new notion in HSI. We created a foraging
task that requires users to direct a swarm around an open environment using
instructions to change swarm heading and flocking constraints. We also use this
study to look at the effect of communication latency on this ability.

2.1 The Environment

The overall task of the experiment is to guide the swarm around an open, 100x100
meter environment to find targets of different colors. We use three different
environments divided into six regions, with each region containing one of three
target frequencies: low (0-4 targets), medium (5-9 targets), or high (10+). The
target distribution is different across the search missions that each participant
solves, but each environment contains 1 high, 2 low, and 3 medium frequency
regions. There are 40 targets in total in each of the three environments, and each
participant receives a worksheet indicating the target frequency of each region.

We use Stage v. 3.2.2 [15] to simulate the environment, the targets, and a
swarm of 40 differential drive P2AT robots. Robot controllers are implemented
using the Robot Operating System (ROS) [16]. Each robot is equipped with
a color sensor with a range of 4 meters to detect the colored targets. We also
simulate an additional sensor that allows the robots to sense the location of a
neighbor within 4 meters. This allows each robot to estimate the direction of
motion of its neighbors from repeated observations of their location.

The graphical user interface is also implemented in ROS. This interface dis-
plays the known targets and positions of the robots; however, it does not display
the region boundaries. During the trial, each robot transmits its position and
observations from its color sensor to the user interface. A target is considered
found only if six or more robots detect it simultaneously, at which point the
target is shown on the map and a counter on the side is incremented.

2.2 Human Influence

Users can influence the swarm with three commands: stop, heading, and apply-
constraints. The heading command broadcasts a global heading to the swarm.
To simulate a localization error, every robot interprets the global heading with
respect to a local coordinate frame to compute its goal heading. The orientation
of this local coordinate frame differs from the true orientation of the robot by
an error sampled from the Gaussian distribution N (0, 4π

9 ). Upon receiving the
command, the robots turn toward their respective goal heading and begin moving
(Fig. 1a). In order to correct for the erroneous interpretations of the global
heading, each robot also executes a consensus algorithm at a frequency of 0.5
Hertz. Robots sense the direction of motion of their neighbors and update their
goal heading to the average goal heading of their neighbors and themselves (Fig.
1b). Finally, the user can issue an apply-constraints command, which applies
biologically-inspired flocking constraints similar to those in [1], [2], and [10].
These constraints force robots to repel from each other if they were closer than
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Fig. 1. The swarm in each of the three possible states: when the user first issues a
heading command (a), after the consensus algorithm has stabilized (b), and after the
user has just issued the constraints command and the robots have adjusted (c)
1.5 meters, and, if none were this close, to attract to neighbors further than 3
meters (fig. 1c). Otherwise, the robots execute the consensus algorithm described
previously.

2.3 Experimental Design

The experiment consists of three conditions—the control, latency, and predictive
conditions. In all conditions, the operator begins with a swarm of 40 robots
positioned randomly in a 10x10 meter box.

In the control condition, there is no latency in either of the human-to-swarm
or swarm-to-human channels.

In the latency condition each channel—operator-to-swarm and swarm-to-
operator—has a latency of 10 seconds, meaning that operator-issued commands
will not reach the robots until 10 seconds after issuing, and the state of the
swarm displayed in the interface for the user is 10 seconds old. Therefore, from
the operator’s point of view, the swarm will not begin executing the command
until 20 seconds after the heading instruction is issued, as the message will take
10 seconds to reach the swarm, and the reflection of this command will take 10
more seconds to return to the operator.

In the predictive condition, the latency of 10 seconds for each channel remains
present; however, the interface gives the user a prediction of where each member
of the swarm will be in 20 seconds, or when the next command is received,
by taking the heading and speed (which is a constant 0.5 m/s) of each swarm
member and extrapolating the robot’s position that far in the future. This gives
the user a rough estimate of how the entire swarm will look when an issued
command actually reaches the swarm.

Each participant has a different environment for each of these conditions, and
the order of both the conditions and the maps are randomized for each par-
ticipant in order to remove any learning biases. 21 participants (8 men and 13
women) were recruited from the greater Pittsburgh area to participate in the
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study. Each participant was given a short explanation of the controls and goals
of the study and a 10-minute training session to familiarize themselves with the
interface, after which they completed each of the three conditions.

3 Results and Discussion

The overall mission performance for each participant is measured in terms of the
number of targets found and the coverage of the high-frequency target regions.
In the control condition participants found 19.86 targets and covered 1.47m2/s
of the high-frequency target regions on average, both of which were significantly
higher than in the latency condition, where participants found 16.71 targets
(p = .021) and covered 0.98m2/s of the high-frequency regions (p = .007). In
the predictive condition, however, participants found 18.86 targets on average
and covered 1.24m2/s of the high-frequency regions, neither of which were signif-
icantly different from the control condition (p = .467 and p = .196, respectively).
These results show that the latency of 10 seconds significantly impedes perfor-
mance, but that the predictive display in the predictive condition removes this
impediment.

An indirect measure of an operator’s ability to control the swarm is the
swarm’s overall connectivity. To determine the overall connectivity of the swarm
at any given time, we represented the swarm as a simple graph, G, and used the
second eigenvalue of the graph’s Laplacian as the connectivity measure. Keeping
the swarm connected has two benefits. First, such a swarm is less likely to break
off into smaller connected components, which allows the user to meet the six-
robot threshold for sensing a target more easily. Secondly, a highly-connected
swarm will reach consensus faster, as each robot will have more neighbors to
average with during each consensus round.

We see that the latency condition had an average connectivity of 0.111, which
was significantly higher than in control condition, which had an average connec-
tivity of 0.084, p < .001. Similarly, average connectivity in the predictive condi-
tion was also significantly higher than in the control condition, with a value of
0.116, p < .001, see Fig. 2. This points to the existence of neglect benevolence,
as it demonstrates that communication latency helped enforce swarm connec-
tivity by causing operators to wait to see the results of their heading command
before deciding whether to issue a new one. As a consequence, each command
has a longer duration, thus giving the swarm more time to stabilize after each
command. We find this is indeed true, with users issuing significantly more com-
mands on average in the control condition (M = 27.81) than in the latency
condition (M = 17.76, p = .028), and significantly more than in the predictive
condition (M = 18.86, p = .052).

To investigate the various behaviors and strategies of the operators, we in-
vestigated the duration and timing of the heading and apply-constraints in-
structions. We analyzed the average time between a heading and a subsequent
apply-constraints command (hereafter referred to as time to constraints), or the
next heading command (duration). Because these instructions involve altering
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Fig. 2. These graphs display the connectivity of the swarm at the end of each heading
command issued. Connectivity is significantly different across conditions (left), with
the latency conditions generally having more connected swarms. The average time
to constraints also impacts connectivity (right), with participants choosing to enforce
constraints more often generally having better connected swarms. The boxes in each
figure represent the bottom three quartiles, and the outliers are marked as black dots.

the current state of the swarm at the time they are issued, even two identical
commands (i.e., two heading commands with the same heading) can lead to
drastically different effects depending on the state of the swarm.

As demonstrated by the previous results, because the number of heading com-
mands were different across condition, the duration of the commands are simi-
larly different. The apply-constraints instruction, however, can be more flexible,
and operators may decide to issue constraints at any point in time after a head-
ing command, or issue a new heading command without activating constraints
at all. To investigate the effect of the application of constraints, we clustered the
data into three equal-sized groups across all missions into a high (100% to 78%),
medium (78% to 45%), or low (45% to 0%) group corresponding to the number
of heading commands for which constraints were later applied.

Performance in terms of targets found does not differ between these groups,
but the total area swept is significantly different, with fewer constraints (low)
leading to less overall area covered by at least six sensors (p = .040). On the
other hand, many constraints (high) lead to a larger error between the heading
of the swarm and the operator’s goal heading (p = .011), and fewer constraints
(low) have more heading instructions leading to a consensus (74%, p < .001).

These results suggest that operators employ different strategies to find a larger
number of targets, with some operators using constraints earlier and more of-
ten, increasing coverage at the expense of higher heading errors, while others
preferred the opposite.
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We expected a difference in heading duration and time to constraints between
the two latency conditions and the control condition, as participants must wait
20 seconds to see the results of their commands. Interestingly, however, across
all instructions, only 27% in the latency condition and 30% in the predictive
condition have constraints activated later than 20 seconds, neither of which
were significantly different from control, meaning that, unlike with the heading
commands, operators often issued the constraints prior to seeing the effect of
the heading instruction on the swarm. Swarm connectivity was also significantly
impacted by the application of constraints as well, with the high constraints
group having significantly better connectivity than the medium or low group
(p = .043), see Fig. 2.

These results provide considerable support for neglect benevolence. Frequent
and short commands provide an operator more control, but sacrifice swarm co-
hesion as reflected in the lower connectivity value and the higher number of
connected components. This is largely due to the fact that new heading com-
mands reintroduce error into the swarm members’ estimated heading and require
several rounds of consensus to stabilize. Activating the constraints too early and
often, however, leads to higher heading errors, and thus may make the swarm
more difficult for the human to control. We found that operators develop two dif-
ferent strategies around neglect benevolence: either stabilize the consensus and
lower the heading error, or maintain swarm cohesion and improve coverage. It
appears operators were able to use either method to their advantage and obtain
a good performance, and that, while latency can degrade performance overall,
it does not impact one strategy more than the other.

4 Conclusions and Future Work

This study provides support for the idea of neglect benevolence, with the com-
mands in the study leading to strategies with different costs and benefits depend-
ing on the state of the swarm at the time the commands were issued. Frequent
heading commands provided the user more control over the direction and loca-
tion of the swarm at the expense of total coverage and swarm connectivity. Due
to the nature of the swarm algorithms, high position and heading accuracy and
high swarm cohesion were not possible simultaneously. Therefore, participants
had to decide which characteristics were more important. For the present study,
both strategies achieved success; however, other tasks may be better achieved
with one or the other. This will be the subject of future study.

Latency had a negative effect on the number of targets found; however, using
a predictive display mitigated the negative effects. Latency also seemed to signif-
icantly impact the frequency with which an operator issues heading commands,
but not apply-constraints commands. As this is the first study to investigate
latency in human-swarm interaction, future work will address latency issues for
human control of other tasks and swarm algorithms.
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Abstract. This paper characterizes a genetic algorithm based on the analysis of 
the workload of its operators.  Different granular parallel implementations of a 
genetic algorithm in the GPU architecture are compared against the correspon-
dent sequential version. With the help of three benchmark problems, a complete 
characterization of the relative execution times of the genetic operators, varying 
the population cardinality and the genotype size, is offered. The best speedups, 
obtained with large populations, are higher than one thousand times faster than 
the corresponding sequential version. The assessment of different granularity 
levels shows that the two-dimensional parallelism supported by the GPU archi-
tecture is valuable for the crossover operator. 

Keywords: GPGPU, Parallel Genetic Algorithms, OpenCL, data parallelism. 

1 Introduction  

Evolutionary algorithms (EAs) are adaptive robust methods, biologically inspired, 
that are widely applicable for search, optimisation, and learning problems [1-4]. Ge-
netic algorithms (GA) are an example of such methods that are commonly used in 
practical applications. A GA requires a limited amount of knowledge about the prob-
lem being solved. Relative evaluation of the candidate solutions is enough and no 
derivatives of cost functions are required. This can be a definitive advantage when 
compared with other candidate methods of optimisation, as the derivatives of the in-
volved functional in various real world problems are computationally demanding or 
don’t have a closed form, cf. [5].  

These computationally intensive population-based search methods present heavy 
time requirements, hence reducing their applicability especially in what concerns real 
time applications. The potential for acceleration of population-based, stochastic func-
tion optimisers using Graphic Processing Units (GPUs) has been already verified in a 
number of recent works (e.g. [6-9] just to mention a few) over a representative set of 
benchmark problems.  

In this work we study the relative workload of the different atomic operations of a 
GA. The paper presents a complete characterization of the relative execution times in 
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CPU and GPU, varying the population cardinality and the genotype size (number of 
dimensions of the test functions.) The main focus is on the assessment of the perform-
ance gains of a generic GA in GPU instead of studying the performance of a particu-
lar GA. The findings of the assessment of the parallelisation potential of different 
granularity levels (population and population+genotype) altogether with the analysis 
of data parallelism are also reported in the experimental part. 

2 Background 

Informally a GA can be conceptualised as an iterative algorithm where the successive 
epochs mimic in silico, in a search space context, the necessary processes in order to a 
successfully reproduction of the biological organisms [10]. The evolution of potential 
solutions over successive generations comprises different phases that succeed each 
other in continuum until a stopping criterion is met. 

Generally speaking, the first phase involves the quantitative evaluation of each 
chromosome in the population. In the second phase, selection, the chance to mate is 
given to the potential solutions (to the more fit individuals are concealed more repro-
ductive chances). In this work we used binary tournament selection. In the third phase 
the genetic material of the selected individuals is exchanged by means of a crossover 
operator. The result of this reproduction phase is a new offspring population, which 
replaces (or sometimes competes with) the previous population. Some of these newly 
born individuals were possibly prone to some mutations. Finally, the new generation 
replaces the old one. Most GAs use fixed population size so it is necessary to decide 
which offspring are inserted in the next generation. In this work, after some prelimi-
nary tests, we have followed a deterministic elitist approach combining a fitness-
based replacement (the 2 parents of higher rank are kept) with and age-based one (the 
remaining parents are replaced by the offspring). 

In [11] the impact of varying the size of the population and the number of dimen-
sions of the problem was already studied for a parallel GA implementation in a GPU. 
When using global memory speedups up to 55 times were achieved (roulette wheel 
was used for selection). It should be noticed that the results for constant memory were 
incorrectly reported whenever the population occupied more than 64KB (the address-
able constant memory space) due to an error not detected by the former compiler. 

OpenCL is a parallel computing framework that provides a cross-platform 
(CPU/GPU) programming language [12]. An OpenCL application runs on a platform 
that consists of a host connected to one or more OpenCL devices. An application 
consists of a host program that executes on the host, capable of launching functions 
(kernels) that execute in parallel on OpenCL devices. When a kernel is submitted for 
execution by the host, an N-dimensional index space (with N=1, 2 or 3) is defined. 
The same kernel can be executed simultaneously by a high number of threads, each 
one for a point in the index space. Each thread, viz. each kernel instance, is called a 
work-item and is identified by its point in the index space. The fitness evaluation is 
eminently a one-dimensional operation (in the sense that usually each chromosome, 
taken as a whole, can be evaluated in parallel) whereas the crossover and mutation 
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operators are, in the general case, 2D operators allowing the parallel treatment of not 
only each chromosome but also each gene inside it. 

The same code can be executed over different data items following a SIMD (Single 
Instruction Multiple Data) model, thus implementing a data parallel programming 
model. Additionally, work-items can be organized into work groups that can be  
executed in a SPMD (Single Program Multiple Data) model. Because the GPU just 
processes data stored in its memory, the program data must be copied to the global 
memory of GPU before executing the kernel and results must be copied back to CPU 
memory. Global memory has very high latency.  

3 Experiments and Results 

The GeForce GTX 295 used in this work has 240 cores (at 1.24 GHz) and 1GB of 
global memory. It was programmed with OpenCL version 1.1. The host machine is an 
Intel Core 2 Quad Q9550 at 2.83 GHz with 4 GB of RAM (o. s. Windows 7, 64 bits.) 

The solution quality and obtained speedups of the implemented GA were analysed 
using Michalewicz, Rosenbrock’s and Griewangk’s functions [4] three artificial 
benchmark functions commonly used for GA analysis.  

The parameters of the GA were kept constant in the presented experiments. The 
minimization problems were transformed into maximization through the transforma-
tion f = c/(c + J), where J is the objective function to minimize and c>0 a proper 
regularization constant. All the population individuals were subjected to the blend 
crossover (BLX-alpha) operator chosen due to its suitability to the real-valued chro-
mosome encoding that was used [13]. The probability of mutation was equal to 0.025. 
Furthermore, to prevent good solutions from disappearing during the evolutionary 
process it was used an elitist approach maintaining the first and second best solutions.  

The population’s sizes were varied in a geometric progression from 256 to 262144 
with a constant ratio of four and the number of genes was varied from 2 to 16 with a 
constant ratio of two. Results were obtained as the average of 20 runs with 500 itera-
tions each. Due to space constraints we choose to present only the figures that illus-
trate the main trends, whenever necessary details are given in the supporting text.  

3.1 Sequential and Parallel Workloads 

This work starts by characterizing a sequential and a parallel version of the canonical 
genetic algorithm. This is done calculating the execution time percentages in CPU and 
in GPU for each main step of both implementations of the algorithm. Table 1 briefly 
outlines the sequential (Algorithm 1) and the parallel (Algorithm 2) implementations.  

In the parallel implementation, four kernels are considered, one for each genetic 
operation: selection, crossover, mutation and evaluation. In Algorithm 2, these are 
marked with (k). The calculation of the two best values, marked with (best) and used 
in the elitist approach is done in CPU since, according to our tests, for the popula-
tion’s sizes studied, it is faster to compute those values in CPU rather than in GPU. 
Another difference between both implementations is the copy of data from CPU to 
GPU and vice-versa that just happens in the parallel version. 
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Table 1. Sequential (alg. 1) and parallel (alg. 2) implementation of the canonical GA 

Algorithm 1 
Sequential implementation of the canonical GA 

Algorithm 2 
Parallel implementation in GPU 

1. Pre-processing 
   1.1 Initialise population 
   1.2 Evaluation  
   1.3 Compute the two best elements (best) 
 
2. Repeat until convergence 
   
   2.1 Selection by Tournament 
   2.2 Crossover  
   2.3 Mutation  
   2.4 Evaluation 

        
        2.5 Compute the two best elements (best) 

1. Pre-processing 
   1.1 Initialise and copy population to GPU   
   1.2 Evaluation (k) 
   1.3 Copy the fitness vector from GPU to CPU 
   1.4 Compute the two best elements (best) 
2. Repeat until convergence 
   2.1 Copy the two best elements to GPU (indices) 
   2.2 Launch kernels 
           2.2.1 Selection (k) 
           2.2.2 Crossover (k) 
           2.2.3 Mutation (k) 
           2.2.4 Evaluation (k)      
   2.3 Copy the fitness vector from GPU to CPU 
   2.4 Compute the two best elements (best) 

 
Fig. 1 presents the graph with the relative execution time in CPU for the Michale-

wicz function, considering the largest population studied (262144 individuals) and 
varying the number of dimensions of the problem for 2, 4, 8 and 16 genes. The rela-
tive execution times in GPU are presented in Fig.2 whereas the absolute execution 
times in CPU and GPU are shown in Table 2, for the same function and populations. 

Considering the sequential execution in CPU, from Fig. 1 and Table 2, it can be 
seen that more than 50% of the time is spent in the evaluation whereas the crossover 
operator comes in second place, spending about 27% of the time. Three steps of the 
algorithm, crossover, mutation and evaluation depend on the number of genes. For 
these operations it can be observed that their absolute execution time grows propor-
tionally to the number of genes. Selection mainly depends on the fitness vector size 
but the number of genes also has a measurable effect since the selected individuals are 
copied back to the population’s vector. The greater the number of genes, the greater is 
the time of copy. Finally, computing the best values is done over the fitness vector 
being independent of the number of genes, i.e. the absolute execution time remains 
constant whereas the relative time slightly decreases. In the sequential version for 
CPU, the time spent in computing the best values is less than 0.5% for all the popula-
tions studied. The graphs for the other population’s sizes in CPU are very similar 
which means that in CPU the time portion spent in each operation is almost independ-
ent from the population’s size. 

In the first parallel implementation for GPU, uni-dimensional kernels were used. 
The time to copy the fitness vector from GPU to CPU is now included in the “best” 
step. As should be expected, the absolute time to compute the best values is constant 
as this step remains to be done in CPU, and the time to copy the fitness vector is also 
constant for the same size of population (see Table 2). The relative workload of the 
“best” step is now an important slice of the overall execution time because the parallel 
implementation of the genetic operators drastically decreases their execution time. 
However, when the number of genes increases, the relative workload of the “best” 
step has a significant reduction: for the largest population, it decreases from 44% 
(with 2 genes) to 8% (with 16 genes). 
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From Fig. 2 and Table 2 it can be seen that considering just the genetic operations, 
selection and evaluation are the most time consuming kernels. As in the sequential 
version, when the number of genes grows the absolute and relative times of evalua-
tion increase. The same happens now with the selection step. Crossover is in the third 
place varying between 6% (2 genes) and 18% (16 genes). Finally, mutation is the 
fastest kernel with a very small increase in absolute time and a small decrease in the 
relative time when the number of genes is increased. From the absolute time perspec-
tive the major gains are obtained in the evaluation, crossover and mutation steps. 

 

 
 
Fig. 1. Execution time percentages for 
Michalewicz function in CPU (pop. size = 
262144) varying the number of genes 

 
 

Fig. 2. Execution time percentages for 
Michalewicz function in GPU (pop. size = 
262144) varying the number of genes 

Table 2. Single iteration average execution times (ms) by section of code and by the number of 
genes for the Michalewicz function in CPU and GPU (population’s size = 262144) 

Sequential execution in CPU (ms) 
Genes Selection Crossover Mutation Evaluation Best Total 

2 44,68 100,31 33,98 200,54 1,50 381,01 
4 49,70 201,95 69,60 401,98 1,52 724,75 
8 59,58 406,31 134,58 812,76 1,51 1414,73 

16 73,72 810,95 273,20 1605,76 1,52 2765,16 
Parallel execution in GPU (ms) 

2 1,23 0,26 0,13 0,76 1,85 4,22 
4 2,38 0,80 0,19 1,71 1,85 6,93 
8 4,81 2,60 0,31 3,54 1,84 13,10 

16 9,87 4,28 0,55 7,15 1,84 23,68 

3.2 Impact in Speedup Values When Varying the Granularity Level  

When comparing CPU and GPU times, in all the studied functions, a speedup (CPU 
time / GPU time) of about one hundred times for the largest population can be ob-
served. For a population of 1024 individuals the speedup is just about twelve times.  

To present speedup values that are independent of the host processor a sequential 
version of the algorithm must be run in the GPU. This version corresponds to the 
Algorithm 2, where kernels are launched as a unique kernel, using just one work 
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group with just one work item. Fig. 3a shows the speedups (sequential GPU / parallel 
GPU) for the three studied functions, Michalewicz (a1) Griewangk (a2) and Rosen-
brock (a3), varying the size of the population from 256 to 262144 and varying the 
number of genes from 2 to 16. It can be observed that, for large populations, speedups 
greater than one thousand times are achieved. For these populations, when the number 
of genes increases, i.e. when the computational work of the kernels increases, the 
main tendency is for the speedup to decrease.  For small populations the speedups are 
much lower (for a population of 256 individuals, the speedups vary from 40 to 108) 
and the speedups increase as the number of genes grows.  

 

 
 

a1) 
 

 
 

a2) 
 

 
 

a3) 

 
 

b1) 
 

 
 

b2) 
 

 
 

b3)

Fig. 3. Speedups (sequential GPU / parallel GPU) for Michalewicz (a1, b1), Griewangk (a2, b2) 
and Rosenbrock (a3, b3) functions depending on the population’s size and the number of genes. 
Figures (ai) refer to uni-dimensional crossover kernel and (bi) to a bi-dimensional one 
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The next step of this work was trying to improve performance by introducing a 
new level of parallelism. Since in the crossover and mutation operators the processing 
is done at the level of each gene, a second dimension can be used in the parallel im-
plementation. By using a bi-dimensional index space for those operators, it is possible 
to have one work item for each gene of each individual. As for large populations the 
mutation operator just corresponds to about 2 or 3% of the execution time, the use of 
a bi-dimensional index space is studied just for the crossover operator. Thus, the ker-
nel for crossover is defined in a way that the number of genes is the first dimension 
and the population’s size is the second dimension. With this version, the absolute 
execution times obtained for the crossover operator are all the same when the number 
of genes varies for a fixed population’s size. This means that, for this operator the 
execution time becomes independent from the number of genes. Fig. 3b presents the 
speedups found with this version, for functions Michalewicz (b1) Griewangk (b2) and 
Rosenbrock (b3). It can be observed that the speedups for 8 and 16 genes are now 
greater than in the version with just one dimension. For 2 and 4 genes the bi-
dimensional version has lower speedups than the one-dimensional version. This  
happens for all population’s sizes and all the functions. Thus, the two dimensional 
version is worthier when the threads in the genes dimension have enough work to do. 
To reinforce this conclusion the speedups using 32 and 64 genes for the Michalewicz 
function considering populations with 1024 and 262144 individuals are presented in 
Table 3. For this higher number of genes the two-dimensional version, when opposite 
to the uni-dimensional one, is advantageous for small populations too. 

Table 3. Speedups of one and two dimensional parallel versions for 32 and 64 genes 

Michalewicz function 

  sequential GPU / parallel GPU, 1 dim. sequential GPU / parallel GPU, 2 dim. 

Genes 1024 individuals 262144 individuals 1024 individuals 262144 individuals 

32 228,26 1469,16 253,92 1728,52 

64 231,52 1425,18 260,05 1743,42 

3.3 Quality of the Solutions 

The quality of the solutions was assessed for the three benchmark functions by per-
forming 20 runs (500 iterations each) of the different GA versions. As illustrated by 
the values of the average and best fitness in Table 4 (Rosenbrock function) there  
were no observable statistically significant differences between the quality of the  
solutions across the sequential and the two previously described parallel implementa-
tions. The execution times presented show that the time variability between runs is 
negligible. 
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Table 4. Average execution times, fitness average, best fitness and corresponding standard 
deviations for the Rosenbrock function for a population’s size of 262144, varying the number 
of dimensions (mean values for 20 runs with 500 iterations each) 

N. of 
genes 

Execution 
time (ms) 

Standard 
deviation 

Fitness 
Average 

Standard 
deviation 

Best  
fitness 

Standard  
deviation 

Sequential version in GPU 
2 1580043,31 2,88 0,855485 0,000124 0,999981 0,000019 
4 3849423,62 10,54 0,527343 0,000474 0,825193 0,063785 
8 8380446,55 22,90 0,172762 0,000054 0,178455 0,003897 

16 17457554,12 53,89 0,069972 0,000031 0,072640 0,000184 
Parallel version in GPU with a uni-dimensional crossover kernel 

2 2023,77 5,14 0,855420 0,000098 0,999982 0,000013 
4 3593,58 4,10 0,527320 0,000438 0,852372 0,058153 
8 7479,53 5,36 0,172728 0,000043 0,179335 0,004173 

16 13307,33 3,21 0,069958 0,000010 0,072888 0,000222 
Parallel version in GPU with a bi-dimensional crossover kernel 

2 2846,16 4,06 0,855429 0,000106 0,999987 0,000014 
4 3861,88 4,70 0,527284 0,000431 0,851514 0,064289 
8 5873,63 4,15 0,172722 0,000037 0,180928 0,006966 

16 10115,53 3,58 0,069964 0,000029 0,072815 0,000173 

4 Conclusion 

It is a well-known fact that the GAs exhibit a well-balanced operation, combining 
exploration with exploitation. The results reported in the present work shows that the 
GPU architecture is an affordable alternative in order to efficiently implement popula-
tion-based search methods. In the case of heavy workloads the speedup gains, regard-
less of the host machine, are quite impressive. The workload analysis of the parallel 
versions shows that, as expected, the evaluation is the step of the algorithm with 
higher computational burden. However operations such as crossover and selection 
also consume a non negligible portion of processing time. The reported experiments 
also show that the granularity offered by the GPU architecture is advantageous for the 
operations presenting functional and data independence at the population+genotype 
level. These gains increase with the dimensionality of the data.  

Regarding our future line of work these findings provide a set of empirical evi-
dences that supports our confidence in adopting this architecture to efficiently imple-
ment evolutionary algorithms in order to solve real world problems from the areas of 
bioinformatics and image analysis.  
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Abstract. In restructured environment, with ever-increasing demand of electric-
ity consumption and increasing open access, transmission line congestion is 
quite frequent. For maximum benefit and mitigation of congestion, proper siz-
ing and location of distributed generators are necessary. This paper presents a 
simple method for optimal sizing and optimal placement of distributed genera-
tors. In this paper two methods are proposed for solving congestion manage-
ment problem in a day ahead electricity market. In the first method the  
objectives considered are the minimization of the congestion cost and transmis-
sion line loss so as to relieve congestion in the system. These two objectives: (i) 
the cost of installation of DG and congestion index (ii) transmission line loss 
and congestion index, are considered to form a single objective and the problem 
is solved using Real coded Genetic Algorithm. This method gives only one 
compromised solution considering both the objectives, which does not provide 
any choice to the operators. Hence in the second method, both the objectives: 
congestion cost and transmission line loss are considered separately and solved 
as a  multi-objective problem, using NSGA II method. This method gives a set 
of  pareto optimal solution, so operator has a flexibility in choosing the solution 
based on the need. The proposed problem is implemented on IEEE 14 bus  
system.  

Keywords: Deregulated Power Systems, Congestion Management, Distributed 
Generation, Genetic Algorithm. 

1 Introduction 

Congestion in the transmission system occurs when there is lack of coordination be-
tween generation and transmission systems. The inadequate transmission capacity to 
meet the demands of all customers leads to the more expensive generating units in 
operation which may cause the electricity markets not be able to operate at its com-
petitive equilibrium and threaten system security. So in the recent years, many studies 
have been carried out to develop congestion management in restructured power indus-
try. Line flow sensitivity for line reactance can be utilized for alleviating congestion 
[1]. In [2] installation of FACTS devices, for congestion management has been dis-
cussed. Planning of new power plants as well as constructing new transmission  
lines or expanding transmission network as long-term propositions for congestion 
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management are presented in [3-4]. In [5] the impact of distributed resources (DR's) 
on congestion management is discussed. After restructuring of power systems the 
usage of distributed generation (DG) have increased to a large extend, which plays an 
increasingly major role in electric power systems operation and planning. Mostly DGs 
are used to improve system's indicators such as voltage profile [6] and losses [7]. The 
concept of transmission congestion management through DGs was first introduced in 
[8]. In Reference [9], a new method based on optimal power flow in which DGs were 
used as a tool for congestion management is proposed. Most important economic 
benefits bring about by DG technologies to the power system are modeled and quanti-
fied in economic terms in [10].  

Conventional optimization methods suffer from the local optimality problem and 
some of them usually require the function to have good characteristics, such as conti-
nuity, differentiability etc., this restricts the application of these traditional methods to 
a small range of real world problems. So in this paper real coded genetic algorithm is 
considered for solving the problem. The two objectives cost of DG and real power 
loss are minimized as a single objective function using GA by optimal sizing and 
location of DG to relieve congestion in the system.  

Congestion management methods available in the literature consider only one ob-
jective and provide only one solution which does not provide any choice to the opera-
tor. The non-dominated sorting genetic algorithm one of the Pareto-based approach is 
used widely to solve the multi-objective optimization problem. In the power system 
the objective of minimizing the cost of DG as well as minimizing the real power loss 
are essential. So in this paper the multi-objective optimization method NSGA II [11] 
is used to solve these two objectives simultaneously. The same problem can also  
be solved using the other latest multi-objective Evolutionary algorithms reported in 
[14-15]. 

The proposed method is tested with modified IEEE 14 bus system under severe 
line outages and overload. The solutions obtained are found to be quite encouraging 
and satisfactory. 

2 Problem Formulation for Optimal Location and Sizing of DG 

The main purpose of DGs installation considered in this paper is to minimize the cost 
of installation of DG and to minimize the real power loss, so as to relieve congestion 
in the system subjected to various operational and security constraints. The optimal 
placement and sizing of DG is obtained for the following studies 

CASE 1: To minimize the DG cost and the congestion index. 
CASE 2: To minimize the real power loss and congestion index.   

The above mentioned two objectives are combined to form a single objective problem 
and solved using GA. 

CASE 1 : The objective function for the minimization of DG cost and the congestion 
index can be expressed by the relation 

F (1) =C (PDG) + α*CI                                            (1) 
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where  C(PDG) = aDG bDGPDG cDG(PDG)                                  (2) 

Congestion Index(CI)= ∑ P PNL                                                                           (3) 

α = weighting Factor 

CASE 2: The objective function for the minimization of real power loss and the con-
gestion index can be expressed by the relation  

F (2) =E+ β*CI                                            (4) 

where =  ∑  P                                                             (5) 

where Pij  and Pji  are the real  powers, Pij from bus i to j and Pji from bus j to i  
respectively P = real(V I )                                            (6) P = real (V I )                                            (7) 

Congestion Index(CI)= ∑ P PNL  (8) 

β=Weighting Factor 

The set of equality and inequality constraints are  

PG PD = |V | V Y cos δ δ θ                                (9)NB
 

QG QD = |V | V Y sin δ δ θ                             (10)NB
 

 PG PG  PG               j=1, 2….N                                    (11) QG QG  QG              j=1, 2….Ng                                    (12) V V V              n=1, 2....N                                     (13)     PDG PDG  PDG                                                      (14)      

Constraints (9) and (10) correspond to active and reactive power balances at all buses. 
Constraints (11) and (12) provide upper and lower bounds for real and reactive power 
of generators. Constraint (13) establishes threshold limits for load bus voltages. Con-
straint (14 ) provides the real power limit for DG. 
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2.1 Multi-objective Optimization for Minimizing DG Cost and Line Loss by 
Optimal Sizing and Placement of DG 

The optimal location and sizing of DG to minimize the DG cost and line loss as a 
multi-objective optimization problem is discussed in this section. Because apart from 
relieving congestion, the cost of DG and real power loss has to be minimized simulta-
neously, so as to provide a multiple solution. The objective functions considered for 
multi objective optimization are (1) and (5) subjected to the constraints (9) - (14). 

3 Real Coded Genetic Algorithm 

Genetic algorithms use the principle of natural evolution and population genetics to 
search and arrive at a high quality near global solution. GA is essentially a population 
based search algorithm. The advantage of this algorithm comes from its ability to 
exploit historical information structures from previous solution guesses in an attempt 
to increase performance of future solution structures. The use of floating-point num-
bers in the GA representation has a number of advantages over binary encoding.  
The efficiency of the GA gets increased as there is no need to convert the solution 
variables to the binary type.  A typical GA has three phases, i.e., initialization, evalua-
tion and genetic operations, which consists of reproduction, recombination or  
crossover and mutation. A Simulated binary crossover (SBX) operator,  polynomial 
mutation and Best fitness selection are used in this paper. 

4 Algorithm for Optimal Location and Sizing of DG  

The step by step procedure for solving the congestion management problem discussed 
in section 2 by optimal location and sizing of DG  using Genetic Algorithm is given 
below: 

1. Initialize the parameters of GA and set generation k=1. 
2. Randomly generate the control variables X(k) (i.e. location of load bus no and real 
power generation of DG) within the limit. 
3. Run power flow for the parent population generated in Step 2 and compute bus 
voltages and line flows. Evaluate the fitness values for the parent population using (1) 
for minimizing the cost of generation or (4) for minimizing the real power loss re-
spectively. 
4. Select parents for  recombination. 
5. Create new particles using SBX crossover and polynomial mutation operation. 
6. Evaluate the fitness values for the new solution vectors using N-R power flow. 
Combine parent (Np) and child solutions (NP). Among 2Np individuals, best Np indi-
viduals are selected based on their fitness values. 
7. Check for stopping criteria. If maximum generation count is reached then go to the 
next step. Else go to step 4. 
8. Print the solution which yields minimum fitness value. 
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4.1 Multi-objective Optimization Algorithm for Optimal Placement of DG 

The step by step procedure used for solving the proposed problem as given below: 

(1) Set up NSGA II parameters like population size, number of generations, distribu-
tion indices for crossover (mu), and mutation (mum). Here mu and mum are taken 20 
each. 
(2) Read line data, bus data, incremental and decrement bidding costs for each genera-
tor. When applying evolutionary computation algorithm, the first step is to decide the 
control variables embedded in the individuals. In this work, control variables are loca-
tion and size of DG. Hence the control variables are generated randomly satisfying 
their operational constraints. 
(3) For each chromosome of population, calculate objective function-1 using (1) and 
objective function-2 using (5). 
(4) The equality and inequality constraints are handled in the Newton-Raphson Power 
Flow. 
(5) Non-domination sorting of population is carried out. Then tournament selection is 
applied to select the best individuals based on crowding distance. 
(6) Crossover and Mutation operators are carried out to generate offspring (Qt)  
and the new vectors obtained must satisfy the limits if not set it to the appropriate 
extrema. 
(7) Calculate the value of each objective function of Qt and merge the parent and 
offspring population to preserve elites. 
(8) Again perform non-dominated sorting on the combined population based on 
crowding distance measure and obtain the best new parent population (Pt +1) of size 
N out of 2N population, so this would be the parents for next generation and this 
process is carried out till a maximum number of generations are reached. 
(9) Finally pareto front is achieved, that is, a set of solutions satisfying both objectives 
are obtained. 

5 Results and Discussion 

The proposed algorithm is tested on IEEE 14 bus test system. The data are obtained 
from [12]. The DG cost characteristics are obtained from [13]. Initially Severity Index 
(SI) is computed  for all the line outages corresponding to the  base case generations 
and loadings, considering the outage of one line at a time and using the expression 

       

The more severe lines are identified based on the severity index. The following three 
cases are considered for congestion management. 

Case 1A is for outage of line 1-5 
Case 1B is for outage of line 1-2 
Case 1C is for outage of line 2-5 along with 20% increase in real power demand. 

SI = ∑ PijPijmax 2NLij=1   
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Congestion management study is conducted following the step by step procedure 
presented in section 4 .The cost of DG, sizing of DG and location are obtained from 
GA and results are tabulated in Table 1.  Similarly for minimizing the real power loss, 
the location and sizing of DG are given in table 2. The convergence characteristics 
and the best individual for case 1A for  minimizing the DG cost  and for  minimizing 
the real power losses are given in fig [1] and fig [2]. 

In most of the cases, it is found that the location of DG is at bus 4 with the size va-
rying between 143-156 kW. Only for case 1C the location is at bus 9 with 174 kW. 
From this it is evident that, location and size of DG depends on the system and the 
severity of the congestion. Also it is found that the placement of DG improves the 
load bus voltages significantly. Instead of single DG, multiple DG can be used for 
better results.  

                      Table 1. Cost minimization                            Table 2. Loss minimization 

Cases 
Location of 

DG 
(Bus No) 

Sizing of 
DG 

(kW) 

DG Cost 
($/hr) 

Cases 
Location 

of DG 
(Bus No) 

Sizing of 
DG 

(kW) 

Real 
Power 
Loss 
(kW) 

1A 4 152.0 2280.35 1A 4 155.171 73.42 

1B 4 143.65 2154.74 1B 4 156.714 72.377 

1C 4 155.25 2328.77 1C 9 174.258 77.214 

 
To optimize both cost and loss simultaneously, multi-objective optimization algo-

rithm NSGA-II is used. It provides a set of pareto optimal solutions for the congestion 
problem, giving the system operator options for judicious decision in solving the con-
gestion. The pareto optimal solution for all the three contingency cases considered are 
found. The pareto front for case1A is given in fig 3.  Three solutions from the pareto 
front are obtained and presented for all the three cases in table 3. 

Table 3. Three solutions from the pareto front 

Cases DG Cost  $/hr Line Loss (kW) 

1A 

2327.62 73.424 

2312.04  73.425 

2280.99  73.429 

1B 

2350.72  72.37 

2234.88 72.45 

2166.62  72.57 

1C 

2514.27 74.598 

2476.28 74.601 

2378.46 74.635 
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Fig. 1.   Convergence characteristics for cost minimization for case 1A 

 

Fig. 2. Convergence characteristics for loss minimization for case 1A 

 

Fig. 3. Pareto front for case1A  

6 Conclusion 

In this paper two efficient methods are proposed for solving congestion management 
problem in a day ahead electricity market. This paper presents a simple method for 
optimal sizing and optimal placement of distributed generators. The first method 
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gives only one compromised solution considering both the objectives, which does not 
provide any choice to the operators. When this method is used to find multiple solu-
tion, it has to be run many times for finding a different solution in each simulation 
run. It is time consuming and cannot be used for real time problems. Though the 
second multi-objective optimization does not guarantee global optimal solution, it 
provides a very close suboptimal solution. This method also provides a set of pareto 
optimal solutions for the congestion problem, giving the system operator options for 
judicious decision in solving the congestion.  
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Abstract. This article presents a novel Genetic Algorithm with a greedy local 
search operator that may solve a wide range of sequencing and scheduling 
discrete optimization problems efficiently. To analyze its performance, we have 
tested the algorithm on the Permutation Flow-shop Scheduling Problem 
(PFSSP). Here we present a novel crossover scheme coupled with an innovative 
mutation scheme that implements local search to facilitate rapid convergence. 
This novel GA variant provides better results compared to other heuristics, 
which is apparent from the experimental results and comparisons with other 
existing algorithms. 

Keywords: Genetic Algorithm, PFSSP, SAGA_GLS, Drastic Mutation, 
Ordered Crossover, Cyclic Crossover, Ant Colony, Greedy Local Search, 
Simple Inversion Mutation. 

1 Introduction 

In computer science, evolutionary computation is a subfield of artificial intelligence 
(more particularly computational intelligence) that may be used to efficiently solve a 
wide variety of combinatorial optimization problems. Evolutionary algorithms are 
stochastic optimization techniques that mimic the adaptive abilities of species on a 
genetic level and are used in problem solving and data correlation. Three main types 
of evolutionary algorithms are: (i) Genetic Algorithms [1] (ii) Evolutionary Strategies 
[2] (iii) Genetic Programming [3]. In this paper we shall frame a new strategy 
adaptive genetic algorithm (GA) equipped with a greedy local search operator that 
can efficiently solve the Permutation Flowshop scheduling Problem (PFSSP). 

Practical machine scheduling problems are numerous and varied. They arise in 
diverse areas such as flexible manufacturing systems, production planning, computer 
design, logistics, communication, etc. The main aim of a scheduling problem is to 
find sequences of jobs on given machines with the objective of minimizing some 
function of the job completion times. In a simpler version of this problem, the flow 
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shop scheduling problem (FSSP), all jobs pass through all machines in the same 
order.  FSSP, which has been proven to be among the hardest combinatorial 
optimization problems, has emerged as one of the major cynosures of research in 
recent years. As the FSSP belongs to the class of NP-hard problems, there are no 
known algorithms guaranteed to give an optimal solution and run in polynomial time. 
Hence, classical optimization methods (branch and bound method [4], dynamic 
programming [5]) can be used only for small scale tasks. Therefore, more complex 
tasks must be solved by heuristic methods.  

In the past a large number of problem-specific heuristics have been introduced of 
which the Shifting Bottleneck Procedure [6] has proved to be the most successful one. 
Johnson’s Rule (Johnson, 1954)[7] has been the basis of many flow-shop scheduling 
heuristics. Palmer (1965) [8] first proposed a heuristic for the flow shop scheduling 
problem to minimize makespan. The heuristic generates a slope index for jobs and 
sequences them in a descending order of the index. Campbell et al. proposed 
Campbell, Dudek, Smith (CDS) heuristic [9] which is a generalization of Johnson’s 
two machine algorithm; it generates a set of m-1 artificial two-machine problems 
from an original m-machine problem, then each of the generated problems are solved 
using Johnson’s algorithm. . Gupta (1971) [10] used the concept of Palmer’s “slope 
index”. Nawaz et al. [11] proposed that, a job with longer total processing time should 
have higher priority in the sequence. Hundal and Rajgopal [12] made an improvement 
in the Palmer’s method and CDS.  McCormich et al. [13] developed a constructive 
heuristic, known as ‘Profile Fitting’ (PF). A more comprehensive approach was 
presented by Leisten [14] for dealing with permutation and non-permutation 
flowshops with finite and unlimited buffers to maximize the use of buffers and to 
minimize the machine blocking. Ronconi [15] proposed three constructive heuristics 
for blocking flow shop problems with makespan criterion. Recently, Ronconi and 
Henriques [16] studied the minimization of the total tardiness in flow shops with 
blocking scheduling and presented some constructive heuristics. Caraffa [17] 
developed a genetic algorithmic approach for solving large size restricted slowdown 
flow shop problems in which blocking flow shop problems were special cases. 
Grabowski and Pempera [18] developed two tabu search (TS) and TS with multi-
move (TS+M) approaches. Other algorithms are discussed in [20],[21],[22] and [23]. 

In this paper, we deal with another special version of the problem called a 
permutation flow shop scheduling problem (PFSSP) where each machine processes 
the jobs in the same order. In this paper we are mainly concerned about the static 
FSSPs. Hence, we wish to propose a novel strategy adaptive genetic algorithm 
coupled with a greedy local search operator (SAGA_GLS) that may be used to solve 
classical static-flow shop instances of various dimensions, to near optimality. 

2 PFSSP Problem Formulation  

The Permutation Flowshop Scheduling problem (PFSSP) is one of the most important 
problems in the area of production management [19]. It can be briefly described as 
follows: 
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The assumptions and requirements of the static flow shop scheduling problem 
considered here are: 

• The machine group consists of m machines M1, M2,. . . , Mm  each performing a 
different function. 

• All machines are available and ready to start processing at 0=t . 
• There are n independent jobs to be scheduled, identified by integers n,...,2,1 . 

• Each job consists of m operations whose precedence structure is a strict ordering 
of the operations, where, for each job, the first operation requires machine M1, the 
second operation requires M2, etc. 

• The required processing times (denoted p(i,j) for the ith operation of the  jth  job) 
are known in advance. 

• No interruption of an operation is allowed-each must be scheduled into a single 
contiguous time interval. 

Mathemetical Formulation of the PFSSP 
Consider three finite sets J, M, O where 
J is a set of jobs 1, … , n 
M is a set of machines 1, … , m and 
O is a set of operations 1, … , m 
Denote - 
Ji :  the  ith job in the permutation of jobs 
Pi

k : the processing time of the job Ji ∈ J on machine k 

:))(( MkJi ∈∀∈∀  vi
k = waiting time (idle time) on machine k before the start of the job Ji 

:))(( MkJi ∈∀∈∀  wi
k = waiting time (idle time) of the job Ji after finishing processing on 

machine k, while waiting for machine k+1 to become free. 
Define the following decision variables:  








==∈∀

otherwise 0,

 i.e., n,permutatio the

in position   th   the toassigned is  job if 1,

:, jJ

ij

xJji i

                         (1) 

If we have processing times p(i,j) for job i on machine j, and a job permutation 
S = (J1, J2, ... , Jn,) ,then we can calculate the completion times C(Ji, j) as follows: 

)1,()1,( 11 JpJC =                                                          (2) 

niJpJCJC iii ,.....,2   );1,()1,()1,( 1 =+= −                              (3)                

mjjJpjJCjJC ,.....,2   );,()1,(),( 111 =+−=                     (4) 

mjnijJpjJCjJC iii ,.....,2 ;,.....,2   );1,(),(max{),( 1 ==−+= −                            (5)                                              
),()(max mJCSC n=                                                   (6) 

Then the object of FSSP is to find out )).(min( max SC  
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3 Key Components of the Genetic Algorithm 

The key components of the proposed SAGA_GLS are: 
 
1) Generation of the initial population: The initial population of our genetic 
algorithm is generated randomly. The size of the initial population may be defined by 
the user. Let this be denoted by pop_size. 

2) Fitness function: Let a permutation of operations be represented by XX..  AAss  
described in the formulation of the permutation flow shop scheduling problem, we 
may calculate its net makespan. Let that be represented by C(XX). Hence the value of 
f(X) is the inverse of C(XX). Hence, the lesser is the net makespan of the sequence of 
operations represented by the permutation, the greater is its fitness value. 

3) Selection: The selection procedure that we have applied is the traditional Rank-
based Selection, wherein the chromosomes of the current population are first arranged 
as per their fitness values in the descending order. Subsequently, the consecutive 
chromosomes undergo cross-over with each other, with each cross-over operation 
resulting in a single off spring. Finally, to complete the cycle, the chromosomes with 
maximum and minimum values of fitness undergo cross-over, thereby ensuring that 
each chromosome is crossed twice. This is done to ensure a bi-directional flow of 
quality. 

4) Crossover Scheme: The cross-over scheme of our algorithm primarily aims to 
facilitate the rapid convergence of the population towards the optimal solution. 
Hence, the cross-over scheme has incorporated two novel features. The first one is 
that the cross-over scheme actually represents a pool of two cross-over operators. The 
two cross-over operators which contend with each other throughout the cross-over 
operation are: 

• Ordered Cross-Over (OX) 

• Cyclic Cross-Over (CX) 

The second novel feature that we desire to incorporate in the cross-over scheme is: we 
wish to provide the genes, undergoing cross-over, a rule which they may adopt in 
deciding which type of cross-over they should undergo. The rule should be such that 
it should coercively promote that cross-over operation which is both probabilistically 
as well as empirically favored. Hence, we have adopted the rule utilized by ants in the 
ACO algorithm as proposed by Dorigo et. Al.[24], wherein each cross-over operation 
is consider as a path, hence, the path(cross-over operation) with greater concentration 
of nectar(fitter off springs) is naturally the favored one. The rule is: 

Every time two genes undergo cross-over the individual probabilities for each of 
the two cross-over operations are computed. For ex,   
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                     B
cx

A
cxcx randprob )()( Γ=                                      (8)     

[A and B are user-defined parameters] where, Γcx is a parameter which is updated as 
per the formula: 

                     )(
cx

cxcx t

Q+Γ=Γ                                                (9) 

This updating occurs every time two genes of that generation undergo cyclic 
crossover. Over here, Q is a user-defined parameter and tcx  represents the total 
makespan of the flow-shop permutation represented by the off-spring, obtained by 
virtue of the cross-over operation.   Similarly, oxprob is computed and the cross-over 
operator with the higher probability is naturally the favored one, and so the pair of 
genes undergoes that cross-over operation, which has a higher probability. 

 
Ordered Crossover (OX) 
The Ordered Cross-Over operator, as proposed by Davis [25] is unique because it lays 
importance on the order of the operations in the flow-sequence, and not on their 
positions. It creates an off spring by selecting a substring, determined by randomly 
generated cut-points, from one of the parents while preserving the relative order of 
operations of the other parent. For ex, consider the two parent operation sequences: 
((AA  BB  CC  DD  EE  FF  GG  HH  II  JJ))   and   ((BB  CC  DD  GG  HH  AA  EE  JJ  FF  II)).. 

Now we select two random cut points. Suppose that we select a first cut point 
between the 2nd and the 3rd bit and a second one between the 7th and the 8th bit. Next, 
starting from the second cut point of one parent, the rest of the operations are copied in 
the order in which they appear in the other parent, also starting from the second cut 
point and omitting the operations that are already present. When the end of the parent 
string is reached, we continue from its first position. In our example this gives the 
following children: ((JJ  II  ||CC  DD  EE  FF  GG||  BB  HH  AA  EE)) and ((II  JJ  ||DD  GG  HH  AA  EE||  BB  CC  FF  GG)). 

As we have imposed the restriction that each cross-over operation shall result in a 
single offspring, the fitter of the two progeny is selected and hence, labeled as the 
product of the ordered cross-over operation. Subsequently, the net makespan of the 
resultant offspring is stored in tox and the value of Γox is updated as per the rule, stated 
at the beginning of this section. 

 

Cyclic Crossover (CX) 
The Cyclic Crossover Operator, as proposed by Dagli and Sittisathanchai[26], is 
unique because it identifies the so-called cycles between the two parent 
chromosomes. The crossover mechanism may be envisaged via the following 
example : Let us consider two flow sequences A and B, where A= (1  3  5  6  4  2)    
and   B= (5  6  1  2  3  4) . Let the first crossover product begin with 1(the starting 
operation of A). Selection of ‘1’ from A implies that ‘5’ should be selected from B,  
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because we want each operation to be derived from one of the two parents.  Hence,  
C= 1 _ 5 _ _ _. This process continues on till after the selection and subsequent 
insertion of an operation from one of the two parents, the operation in the 
corresponding position in the other parent is already present in the offspring. After 
this, the remaining operations are filled in, as per their orders respective to one 
another in the other string. Hence, C = (1   6   5   2   3   4). Similarly, considering ‘5’ 
as the starting operation, another offspring D can be obtained in a similar fashion. 
Hence, D= (5   3   1   6   4    2) .As our algorithm imposes a restriction that the result 
of each crossover operation results in only a single offspring, only the fitter of the two 
progeny is selected as the final result of the Cyclic Crossover operation. The 
makespan of the fitter of the two probable flow-shop permutations is stored in tcx and 
the value of Γcx is updated as stated at the beginning of this section. 

5) Mutation Scheme 

• Forced Mutation(Local Search): We propose to introduce a novel mutation 
scheme with greedy traits that may act as a local search operator, which every off 
spring obtained as a result of the cross-over operation is forced to undergo, in 
order to enhance the rate at which the population converges to the optimal 
solution. To do so, we have used a modified version of the Exchange Mutation 
Operator, which is unique primarily because it can change the very fabric of the 
flow-shop sequence by randomly swapping the positions of two operations 
(which are randomly selected as well). We wish to induce the requisite greediness 
into this mutation operator by trying out this mutation operation on every 
possible pair of operations represented in the flow sequence. From all the 
probable flow-sequences that are obtained as a result of this operation, the one 
with the minimum net makespan is selected and if it is fitter than the original 
flow sequence, it replaces the flow sequence.  

• Drastic Mutation: The primary aim of this operation is to prevent one of the 
most common drawbacks of genetic algorithms: convergence to a solution which 
may be very fit but isn’t the optimal solution, by introducing variety. Hence, if 
the fittest solution of five consecutive generations is the same, then any ten 
chromosomes, with comparatively poor fitness values, are selected from the 
current population, and are replaced with randomly generated flow-shop 
permutations.  

6) Final Screening and Subsequent Progression to the next generation: 
The last step of each generation is as follows: The Initial population (which is derived 
from the previous generation) and the new population (which is computed after the 
crossover and mutation operations) are collected together. Then, the fittest pop_size 
chromosomes are selected. The best-find of the current generation is displayed and 
the genetic algorithm enters the next generation (iteration). 
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Fig. 1. SAGA_GLS pseudocode 

4 Results and Discussion 

In our tests for PFSSP, the proposed genetic algorithm was coded in MATLAB 7.10 
and the experiments were executed on a Pentium P-IV 3.0 GHz PC with 512MB 
memory. To test the performance of the proposed genetic algorithm, a comprehensive 
experimental evaluation and comparison with other powerful methods is presented 
based on the flow shop benchmark set of Taillard. The benchmark set is composed of 
12 subsets of given problems with the size ranging from 20 jobs and five machines to 
500 jobs and 20 machines, and each subset consists of ten instances. We treat them as 
the permutation flowshop scheduling problems with makespan criterion. Table 1 to 
table 4 summarize the best upper bounds or makespans obtained over 10 runs by 
various methods like HDDE developed by Liang Wang et al., TS+M proposed by 
Grabowski and Pempera, Ron’s algorithm (here denoted as RON) and our proposed 
SAGA_GLS. Table 1, table 2 and table 3 are categorized according to the no. of 
machines used in the FSSP instances (no. of jobs n = 20, 50, 100 in each case). Table 
4 is used for higher no. of jobs (n = 200, 500). No. of machines and jobs is indicated 
as m*n in the first column for every particular case.  

 

 

begin  SAGA_GLS 
           create the Initial population 
           while gen_count<=k 
     /*k-Maximum Number of iterations*/ 
               begin 
              Rank-based  Selection 
               if  tauox>taucx 
 Ordered Cross-over is invoked  
                     tauox is updated 
               else 
  Cyclic Cross-over is invoked 
                 taucx is updated   
               end 
  Forced Greedy Exchange Mutation (Local Search) is invoked               
 if repition_consecutiveBest = = true 
 
/* repition_consecutiveBest holds true if the best fit solution of the last five 

generations is same*/ 
 
  Drastic Mutation is invoked  
              end 
 
      Final Screening & Subsequent Progression to the next generation 
       end 
            Output the individual best find 
end 
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Table 1. Comparison of upper bounds obtained using SAGA_GLS, HDDE, TS+M and RON 
for different PFSSP instances (no. of machines m= 5) 

 

 
SAGA_GLS 

 

 
HDDE 

 
TS+M 

 
RON 

 
SAGA_GLS 

 

 
HDDE 

 
TS+M 

 
RON 

 
SAGA_GLS 

 

 
HDDE 

 
TS+M 

 
RON 

1374 1374 1387 1384 3033 3033 3163 3151 6151 6291 6639 6455 
1408 1408 1424 1411 3206 3226 3348 3395 6136 6136 6481 6214 
1280 1280 1293 1294 3039 3039 3173 3184 6063 6063 6299 6124 
1448 1448 1451 1448 3128 3147 3277 3303 5839 5839 6120 5976 
1341 1341 1348 1366 3158 3192 3338 3272 5972 6065 6340 6173 
1363 1363 1366 1363 3183 3183 3330 3400 5971 5971 6244 6094 
1381 1381 1387 1381 3022 3054 3168 3228 6095 6095 6346 6262 
1379 1379 1388 1384 3081 3081 3228 3260 5985 5985 6289 6061 
1373 1373 1392 1378 3068 3929 3068 3104       6234 6234 6559 6474 
1283 1283 1302 1283 3146 3146 3285 3264 6159 6273 6509 6366 

Table 2. Comparison of upper bounds obtained using SAGA_GLS, HDDE, TS+M and RON 
for different PFSSP instances (no. of machines m = 10) 

 

 
SAG 

 
HDDE 

 
TS+M 

 
RON 

 
SAGA_GLS 

 

 
HDDE 

 
TS+M 

 
RON 

 
SAGA_GLS 

 

 
HDDE 

 
TS+M 

 
RON 

1698 1698 1698 1736 3667 3667 3776 3913 7042 7131 7320 7496 
1833 1833 1836 1897 3507 3523 3641 3798 6790 6816 7108 7281 
1659 1659 1674 1677 3504 3515 3588 3723 6956 6956 7233 7400 
1535 1535 1555 1622 3652 3685 3786 3885 7186 7261 7413 7670 
1617 1617 1631 1658 3650 3650 3745 3934 6824 6913 7168 7317 
1590 1590 1603 1640 3622 3622 3747 3831 6683 6739 6993 7301 
1622 1622 1629 1634 3778 3704 3778 3957 6801 6874 7092 7247 
1731 1731 1754 1741 3596 3590 3708 3774 6882 6940 7143 7315 
1747 1747 1759 1777 3556 3556 3668 3784 7055 7133 7327 7631 
1782 1782 1782 1847 3642 3642 3729 3928 6966 7065 7299 7411 

Table 3. Comparison of upper bounds obtained using SAGA_GLS, HDDE, TS+M and RON 
for different PFSSP instances (no. of machines m = 20) 

                              

 

 
SAGA_GLS 

 

 
HDDE 

 
TS+M 

 
RON 

 
SAGA_GLS 

 

 
HDDE 

 
TS+M 

 
RON 

 
SAGA_GLS 

 

 
HDDE 

 
TS+M 

 
RON 

2436 2436 2449 2530 4516 4516 4627 4886 7891 7891 8101 8347 
2234 2234 2242 2297 4296 4296 4411 4668 7931 7931 8105 8372 
2479 2479 2483 2560 4290 4290 4388 4666 7826 7935 8071 8265 
2348 2348 2348 2399 4375 4393 4479 4650 7930 7930 8081 8365 
2435 2435 2450 2538 4276 4284 4359 4475 7900 7944 8074 8304 
2383 2383 2398 2467 4286 4308 4372 4521 7886 7971 8151 8450 
2390 2390 2397 2502 4318 4325 4402 4576 7932 8051 8273 8507 
2345 2328 2345 2411 4322 4337 4444 4688 8022 8102 8248 8584 
2363 2363 2363 2421 4314 4332 4423 4532 7966 8007 8116 8341 
2323 2323 2334 2407 4432 4439 4609 4846 8050 8050 8261 8489 

                  5*20                                     5*50                                    5*100 

                 10*20                              10*50                                      10*100 

           20*20                                   20*50                                        20*100         
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Table 4. Comparison of upper bounds obtained using SAGA_GLS, HDDE, TS+M and RON 
for different PFSSP instances (for higher no. of jobs) 

 

 
SAGA_GLS 

 

 
HDDE 

 
TS+M 

 
RON 

 
SAGA_GLS 

 

 
HDDE 

 
TS+M 

 
RON 

 
SAGA_GLS 

 

 
HDDE 

 
TS+M 

 
RON 

13756 13756 14220 14113 14927 15057 15334 15579 36637 37172 37860 38334 
13320 13621 14089 14127 15002 15284 15522 15728 36936 37485 38044 38642 
13416 13741 14149 14416 15186 15360 15713 15915 36646 37209 37732 38163 
13352 13718 14156 14435 15082 15276 15687 16039 36641 37291 38062 38625 
13360 13721 14130 14119 14986 15183 15443 15938 36598 37232 37991 38492 
13196 13474 13963 13909 15113 15223 15472 15911 37002 37513 38132 38551 
13644 13925 14386 14563 15106 15296 15522 15898 36524 37121 37561 38179 
13512 13863 14256 14329 15141 15310 15540 16022 36841 37202 37750 38664 
13329 13659 13954 13923 15034 15243 15394 15817 36647 37116 37730 38339 
13467 13744 14224 14435 15116 15284 15523 15969 36862 37492 38014 38540 

5 Conclusions and Further Work 

In this paper we have used GA in a different approach and investigated its suitability 
in a discrete optimization problem, namely FSP. Here we have mainly looked for 
better convergence, speed and accuracy. To meet these goals, we have incorporated 
several novel features in our GA. Firstly, we have adopted a new adaptive cross-over 
scheme wherein, the mode of cross-over isn’t fixed, instead, depends entirely upon 
the nature of the chromosomes undergoing cross-over. Accordingly, the cross-over 
algorithm to which they respond more favorably is coercively promoted, without by 
any means, limiting the heuristic nature of the algorithm. Secondly, a novel greedy 
exchange mutation operator is introduced which every off spring is forced to go 
through. This is done in order to facilitate the increased rate of convergence. At the 
same time, we have also introduced the novel concept of drastic mutation whose sole 
aim is to prevent the convergence of the members of the population to a solution 
which is fit in its own right, but isn’t the optimal one. Thus, using this algorithm we 
have optimized the speed and accuracy of the search process. Last but not the least, 
we may also add that the algorithm designed by us is not specific to the definition of 
this problem alone, but on the other hand, is a general combinatorial optimizer which 
can be used for various problems. 
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Estimation of Autocorrelation Space for Classification  
of Bio-medical Signals 
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Abstract. Classification of biomedical signals is a complex task, but the 
analysis is very useful in medical diagnosis.   In this paper we estimate the 
autocorrelation matrix of some brain signal by embedding the autocorrelation 
cone using Linear Matrix Inequalities (LMI). The minimum sample window has 
been chosen for the improved computational complexity. The partitioning of the 
space has been carried out using support vector machines. This method has 
been tested on different EEG signals recorded on subjects performing a 
multiplication, thought for composition of a song. The base signature has been 
recorded while the subject apparently was not doing anything. 

Keywords: Biomedical brain signals, EEG, Classification, Autocorrelation 
space, Support Vector Machines (SVM), Linear Matrix Inequaities (LMI), 
Singular Value Decomposition (SVD). 

1 Introduction 

The classification of EEG pattern plays an important role in Brain-computer interface 
(BCI) systems. Most BCI systems make use of mental tasks that lead to 
distinguishable electroencephalogram (EEG) signals of different classes [1-4]. 
However, EEG data is very noisy and has different types of artifacts. Moreover it 
consists of signal mixtures of several brain sources and noise sources which make the 
problem of classification even more difficult.  

Several attempts have been made to build a BCI system based on EEG signal. The 
classification problem can be divided into: 
 

(1) feature extraction   
(2) classification.  

 

Some methods like Principal Component Analysis, Fourier analysis, adaptive 
autoregressive methods have been proposed for feature extraction [5-6]. Similarly, 
Artificial Neural Networks (ANN), Hidden Markov Models (HMM), Linear 
Discriminant Analysis (LDA) have been used for classification, by many authors. 
Also the optimization has been applied for the features in literature [7]. 

                                                           
* Corresponding author. 
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In this paper, SVM has used for classification of EEG signals. It is an effective 
machine learning method proposed by Vapnik [8] for classification. SVM in its 
simplest form is a two-class classifier whose goal is to find a hyper plane such that  
maximum number of points of same class are on same side while maximizing the 
distance of either class from the hyper-plane. For feature extraction, we find the auto-
correlation matrix of EEG signal followed by Singular Value Decomposition (SVD) [9]. 
The singular values thus obtained are used as feature. 
 
 
 
 
EEG signal       Feature vector 
 
 
 
 

Fig. 1. Method for feature extraction 

2 Approximation of Autocorrelation Matrix 

Autocorrelation sequence estimation has been done for embedding or approximating 
the autocorrelation sequence using frequency-domain and LMI characterization. The 
robust optimization techniques and interior point algorithms have only been studied in 
the noise-free deterministic and convex setting [10-11]. For the non-stationary signal 
case, major technical issues are: 

 
(a) Convergence and convergence speed; 
(b) Robustness to modeling error and noise statistics. 

 
Estimation of auto-correlation sequence can be described as the following 
optimization problem [10-12]:  

2ˆminimize ||x-r||

subject to x 0,
 

with n+1x R∈ , in which the r̂  is the given approximation for autocorrelation sequence 
and x is the estimate.  represents with respect to auto-correlation cone.  

Frequency domain approach:  
2

n

0 k
k=1

ˆminimize ||x-r||

subject to x  + 2 x cos( ) 0,  i =0,...,Nikω ≥
 

This method works well provided N is sufficiently large (typically N=15n). However, 
this method is not exact, it is possible to satisfy the given constraints and still have X(
ω )<0 for some ω . 

 
 

Autocorrelation 
matrix 

 
 

Singular value  
decomposition 
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LMI embedding:  
2

T
0

ˆminimize ||x-r||

P   x 0  0
subject to  - 0

0  Px  x

   
   

  






 

which has variables x and nP S∈ .  
Both of these methods suffer from the fact that a large number (O(n2) ) of auxiliary 

variables are introduced.  The implementation of algorithms can be obtained here.  
Singular value decomposition as a noise reduction scheme:  
Let X be a m n× matrix.  The equation of the singular value decomposition of X 

is the following:  

                                           X = USVT           (1) 

where U is a m m× matrix, S is a nm× diagonal matrix, and VT is also n n×  
matrix. The columns of U form an orthogonal basis, i.e.  

i j

0  if  i j
u .u  =  

1  if  i =  j

≠



 where ui is a column of U 

Similarly, the rows of V form an orthogonal basis. S is diagonal matrix with the 
diagonal elements as the singular values of the matrix X. For a symmetric matrix X,  
U = V 

Therefore, X = USUT 

1

T2
1 2 3 m 1 2 3 n

m

   0   0 .... 0

0      0 .... 0
X = [u  u  u ... u ] [v  v  v  ... v ]

.....................   

0      0            

σ
σ

σ

 
 
 
 
 
  

             (2) 

The LMI characterization allows us to represent the constraint n+1x ∈  exactly by 

introducing new matrix variables Y or P. Hence, problem can be equivalently stated 
as  

2

k
k

ˆmin imize  ||x-r||

subject to x Tr E , 0,...,

                Y 0             

Y k n= =


             (3) 

with variables 1x n+∈ ℜ and ( 1) ( 1)T n nY Y + × += ∈ℜ . An alternative form is  
2

T
0

min imize  ||x-x||

P   x 0 0
subject to  - 0

0 Px  x

   
   

  







                (4) 

which has variables x and T n nP P ×= ∈ℜ . In both cases we obtain a cone linear 
program with a linear matrix inequality and a second order cone constraint. No 
approximation is involved here, in contrast with the sampling method. The drawback 
of the LMI representation is the large number (O(n2)) of auxiliary variables that have 
to introduce. 
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3 Separation of the AR Space Using Support Vector Machine 

Support Vector Machine is a powerful, accurate, and efficient classifier. Multi class 
Support Vector Machines (SVMs), though accurate, are not preferred in applications 
requiring great classification speed, due to the number of support vectors being large 
as well as the complexity is more. 

Binary classifiers are easy to implement with good computation speed. It is capable 
of dealing with high dimensional input features with theoretical bounds on the 
generalization error. Classifiers based on SVM have a few parameters requiring 
tuning. These are simple to implement and are trained through optimization of a 
convex quadratic cost function, which ensures a global and unique solution. 
Moreover, the trained SVM is defined only by the most informative training data 
(support vectors) and hence is sparse compared to the training data.  Only a few 
extreme vectors from each class are required to fit the separating hyper plane in the 
feature (transformed) space [13-14]. 

Let TN  be set of N labeled data points in an M-dimensional hyperspace: 

                               (5) 

        

Fig. 2. Method for Classification 

 

( ) ( ) ( )1[ , , , , ]= ∈ × N

N NT d d1 Nx x X D

 
Feature 

extraction 

 
 

SVM     
 

decision 
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in which 
∈ix X , where X is the input space and di∈D where D { }1, 1= − +  is the label 

space. The problem is formulated to design a function ψ such that 

: predicts  from the input .dψ →X D x                (6) 

Under normal circumstances X cannot be partitioned by a linear decision boundary. 
However, ‘X’ can be transformed into an equal or higher dimensional feature space 
for making it linearly separable (Cover’s Theorem) [13]. Now the problem of finding 
a nonlinear decision boundary in X  has been transformed into a problem of finding 
the optimal hyperplane for separating the two classes. The hyperplane in this 
transformed domain (called the feature space) can be parameterized by ( ,bw ) pair as:  

( )
1

0
P

j j
j

w bφ
=

+ = x       (7) 

The mapping φ(⋅) need not be computed explicitly; instead, an inner product Kernel 
[14] of the form  

( ) ( ) ( ), ,Kφ φ =i j i jx x x x      (8) 

can be used for finding the optimal hyperplanes. 
Given a training set TN find the optimal values of the weight vector w and bias b 

such that they satisfy the constraint   

( ) 1 ,  for 1, 2, ,i id b i Nζ+ ≥ − =T
iw x     (9) 

0iζ ≥ , for all i, and such that the weight vector w and the slack variables iζ
minimize the cost functional  

( )
1

1
,

2

N

i
i

C ζ
=

Φ = + Tw ζ w w   (10) 

where C is user-specified positive parameter. The dual of this optimization problem 
can be formulated as  

( )
1 1 1

1
maximize 

2

N N N

i j i j
i i j

Q d dα α α α
= = =

= −  T
i jx x      (11) 

subject to 
1

0
N

i i
i

dα
=

=      (12) 

with 0 i Cα≤ ≤  

Φ  maps input space to a similar or higher dimensional space where classification 
is linear. The optimum weights can be calculated from the optimized values of the 
dual variablesα . 

( )0,
1

N

i i
i

dα φ
=

=0 iw x     (13) 

for 1, 2, ,i N= 
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where, w0 is the optimum value of the weight vector – the first element being the 

optimum value of the bias and 0α is the optimum vector representing the dual 

variables. The decision function can be written in the feature space as  

( ) ( )
N

i
i=1

,iy d K bα= + ix x x                (14) 

where, K(xi,x) represents the Kernel [13-14].  
The final classification can be obtained through, 

if y( ) > 0  is in class 1

   y( ) < 0  is in class 2 

x x

x x  

4 Experiment 

The experimental EEG data for this paper has been obtained from the eeg machine 
Model No: Quest 321, Polysomnograph. There are 10 subjects carrying out three 
different mental activities. 

• Sitting Idle 
• Performing a Complex Multiplication 
• Thought for a Song 

Different lobes of our brain are responsible for various types of activities. As 
example, the Frontal lobe is associated with planning, reasoning, movement, emotion 
and problem solving etc; the Parietal lobe is associated with movement, recognition, 
perception of stimuli etc; the Temporal lobe is associated with recognition and 
perception of auditory stimuli, memory, and speech. Thus depending on the 
requirement of this work, the EEG signal are collected from the following locations: 
F3, F4, T3, T4, P3, P4 follows the international 10–20 systems. The sampling freq 
was 256 Hz. The machine in the lab used for the work is Model No: Quest 321, 
Polysomnograph. The six electrodes for recording the EEG generated out of the 
different mental tasks. The signals from different electrodes are taken to test the 
accuracy of the classification with each of the above kernels. There are 2560 samples 
of the signals recorded from each electrode for a subject carrying out any of the above 
tasks. 

5 Result and Discussion 

The EEG signal has been recorded at a sampling frequency of 256 Hz. These samples 
are passed on to the modular SVM structure for classification. For testing the 
classification algorithm, then different trails were performed. Of these, the electrode 
for which the feature vector of one signal was most distinguishable from other two 
signals was selected. SVM was trained using Gaussian kernel with σ = 0.5, 1.0 or 2.0. 
Best results were obtained for σ = 0. It was found that feature vector of signal A was 
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most distinguishable from signal B and C for electrode six. The binary classifier was 
trained for two classes- belonging to A or not belonging to A. SVM was trained in 
Matlab environment using SVM toolbox. For distinguishing B and C, it was seen that 
for electrode five, the feature vectors had most marked difference. So, SVM was 
trained for these two classes.  

The recorded signals have been divided into two groups i.e. training and testing 
respectively. The SVM classifier is designed using the training set and tested with the 
other case. It was found the SVM exhibited very small error for the training set. The 
result for the test set is shown in Table 1. 

Table 1. Test results for EEG signal corresponding to three different mental tasks 

 Signal A Signal B Signal C 

Accuracy 93.33% 95% 95% 

6 Conclusion 

It was also concluded that the feature found by partitioning the auto-correlation space 
can serve as a good parameter for describing a stationary signal. The results of 
classification using it as feature were also very good. LMI approximation of auto-
correlation sequence helped in increasing the classification accuracy further. 
However, the results were obtained for a small data; the work can be continued for 
large set of data and also for various patient conditions.  
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Abstract. In real world, datasets have large number of   attributes but few are 
important to describe them properly. The paper proposes a novel dimension re-
duction algorithm for real valued dataset using the concept of Rough Set 
Theory and clustering algorithm to generate the reduct. Here, projection of da-
taset based on two conditional attributes Ci and Cj is taken and K-means Clus-
tering algorithm is applied on it with K = number of distinct values of decision 
attribute D of the dataset to obtain K clusters. Also the dataset is clustered into 
K-groups using Indiscernibility relation applied on the decision attribute D. 
Then the connecting factor k of combined conditional attributes (Ci Cj) with re-
spect to D is calculated using two cluster sets and attribute connecting set ACS 

= {(CiCj  D) for all Ci, Cj ∈ C, Conditional attribute set, and D (Decision 

attribute)} is formed. Each element (CiCj  D) ∈ ACS implies that Ci and Cj 
connecting together partition the objects that yields (k*100) % similar partitions 
as made on D. Now an undirected weighted graph with weights as the connect-
ing factor k is constructed using attribute connecting set ACS. Finally based on 
the weight associated with edges, the important attributes, called reduct are 
generated. Experimental result shows the efficiency of the proposed method.     

Keywords: Dimension Reduction, Clustering algorithm, Rough Set Theory, 
Attribute Similarity, Indiscernibility Relation, Undirected weighted graph. 

1 Introduction 

Feature selection [1] and reduct generation [2] are frequently used as a pre-processing 
step to data mining and knowledge discovery [3]. It selects an optimal subset of fea-
tures from the feature space according to a certain evaluation criterion. In recent 
years, dimension of datasets has increased rapidly in many applications which bring 
great difficulty to data mining and pattern recognition. This enormity may cause  
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serious problems to many machine learning [4] algorithms with respect to scalability 
and learning performance. Therefore, feature selection and reduct generation become 
very necessary for data analysis when facing high dimensional data. Rough Set 
Theory (RST) [5, 6], a new mathematical approach to imperfect knowledge, is popu-
larly employed to evaluate significance of attributes and helps to find the reduct.  

But finding reduct by exhaustive search of all possible combinations of attributes is 
an NP-Complete problem and so some heuristic approach should be applied. Our 
previous work [7] developed a dimension reduction algorithm for discretized datasets 
using Minimum Spanning Tree (MST) method for generation of reduct. In this paper, 
a novel reduct generation method is proposed by combining the concept of indiscer-
nibility relation [5, 6] of RST, clustering algorithm [8] and graph theory[9].  

The concept of Indiscernibility relation and Clustering approach was used to make 
partitions of objects into equivalence classes. From the dataset by taking two condi-
tional attributes at a time, partitioning of objects is done using K-means clustering 
algorithm [8]. Also using Indiscernibility relation partitioning of objects is done based 
on decision attribute only.  Based on two sets of partition, connecting factor between 
two conditional attributes is computed and an attribute connecting set (ACS) contain-
ing all pair-wise connection of the attributes with respect to Decision attribute is ob-
tained. Then attribute connection of ACS having connecting factor less than average 
connecting value are removed and an undirected weighted graph called Attribute 
Connecting Graph (ACG) is constructed based on the reduced set ACS. The ACG, 
therefore, represents the total connecting structure of the connecting set ACS. The 
connect factor between two attributes Ci and Cj is k means that both Ci and Cj together 
partitioned the objects which is (k*100) % similar to that obtained only by the deci-
sion attribute D. Now the sum of weights associated with the edges incident on 
a vertex is considered as the weighted degree of the vertex. The vertex with 
maximum weighted degree is removed with the adjustment of weighted degree of the 
vertices adjacent to it and stored the vertex in the reduct set. The process is repeated 
for modified graph until all the edges are removed from the graph, forming a compact 
set of attributes, called reduct.  

The rest of the paper is organized as follows: Dimension Reduction using Rough 
Set Theory is demonstrated in section 2. Section 3 shows the experimental result of 
the proposed method and finally conclusion of the paper is stated in section 4. 

2 Dimension Reduction Using Rough Set Theory 

The proposed method computes equivalence classes of objects of the dataset using the 
concept of Indiscernibility relation and clustering technique by considering the deci-
sion attribute and conditional attributes respectively, which helps to measure the de-
gree of similarity among the conditional attributes. Based on the similarity of 
attributes a weighted undirected graph is formed which finally generates multiple 
reducts.  
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2.1 Partitioning of Objects and Undirected Weighted Graph Construction 

The objects are partitioned by two different ways: 

(a) Based on decision attribute using indiscernibility relation  

Let DS = (U, A, C, D) be a decision system where U is the finite, non-empty set of 
objects and A = C ∪ D such that C and D are set of condition and decision 
attributes respectively. Each attribute a∈A can be defined as a function, described 
in (1). 

 fa: U→Va, ∀a ∈A (1)  

where, Va, the set of values of attribute a, is called the domain of a. 
For any P ⊆A, there exists a binary relation IND (P), called indiscernibility re-

lation and is defined in (2).  

 IND(P) = {(x, y)∈U×U | ∀a ∈P, fa(x) = fa(y)}  (2) 

Where, fa(x) denotes the value of attribute a for object x in U. Obviously IND (P) 
is an equivalence relation which induces equivalence classes. The family of all 
equivalence classes of IND (P), i.e., partition determined by P, is denoted by 
U/IND (P) or simply U/P and an equivalence class of U/P, i.e., block of the parti-
tion U/P, containing x is denoted by P(x). 

Thus for decision attribute D, the equivalence classes are U/D obtained by IND 
(D) using (2). Let U/D=CLD= { , , ………., }. 

(b) Applying clustering algorithm on the projections of dataset 

Let C= {C1, C2, ……, Cn} be the set of conditional attributes. Now projection on 
the dataset DS for two attributes Ci and Cj using equation (3) to obtain the pro-
jected dataset (PDS).  

                     =  ∏ , ( )                                                     (3)   

So PDS contains same number of objects as DS. Now the dataset PDS is clustered 
using K-means algorithm with K as the number of distinct values of decision 
attribute D. Let the classes obtain by Ci and Cj are  = {  , , .…….   
} for all   i, j = 1, 2, ……, n;  i < j.    

Attributes Ci and Cj are totally connected with respect to D if there are one to 
one correspondence among the elements of CLD and  . But in real situation, it 
rarely occurs and so connecting power of attributes Ci and Cj is measured by intro-

ducing the connecting factor  ,   by equation (4) which measures the degree of 
connectivity of attributes between each other with respect to decision attribute. 

                 , = ∑ ∈  max∀ ∈                             (4) 

So  , = 1;  if   Ci and Cj are totally connected with respect to D 
            < 1; otherwise 
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Thus for n conditional attributes, there are  
( )

 pair wise connection of 

attributes with respect to D for the decision system DS in the form {
 ,

}. 

Let the attribute connecting set ACS = {
 ,

 } which consists of all possible 
pair wise connection of attributes. Now the average connecting factor δf   is com-

puted and the elements 
 ,

 with  , δf are discarded and the rest is consi-
dered as the modified attribute connecting set. Now from the modified ACS = 

{
 ,

 } a weighted undirected graph ACG = (V, E) is constructed as follows: 

• For each element 
 , ∈  

(i) Ci and Cj are considered as vertices of the graph G i.e. V = V∪{Ci}∪{Cj} 
Where V = {∅} initially. 

(ii) An edge (Ci, Cj) is drawn with weight  ,  i.e. E = E ∪ {(Ci, Cj)} where E = 
{∅} initially. Thus E is a proper subset of V × V. 

This graph is called the attribute connecting graph ACG which represents how the 
attributes are strongly connected to represent a decision system. 
The overall algorithm is described below: 

Algorithm: Weighted_Undirected_Graph_Formation(DS,ACG)  
Input: DS =(U,A,C,D)where C={C1,C2,…Cn} 
Output: ACG =(V,E) 
Begin 
 CLD= { , ,  ………., } using (2), where k=|D| 
 δf=0 /*Average connection factor*/ 
  For i=1 to n { 
    For j=i+1 to n { 
      PDS=∏ (DS)C ,C   

       CL = {CL ,CL ,……,CL  by K-means algorithm on PDS 
       Compute  ,  using equation (4) 
      δf = δf + 

,  
     } 
   } 
   δf = 2δf / n(n-1)  /*Average Connecting Factor*/ 
   V = {∅}, E = {∅} 
   For i=1 to n 
     For j=i+1 to n 

       If ( , δf) { 
          V = V ∪{Ci} ∪ {Cj}; 

          E = E ∪{(Ci, Cj) with weight  , } 
       }  
  Return ACG = (V, E)     
End     
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2.2 Reduct Generation  

The undirected weighted graph ACG = (V, E) has the weighted edges. The weight of 
an edge indicates the classification power of the attributes corresponding to the ter-
minal nodes of the edge. Higher the weight of an edge indicates better the classifica-
tion power of the combined attributes (nodes).Now a new term degree of connection 
of a node is defined as follows: 

Definition: Degree of Connection of a Node vi 

Let ACG = (V, E) be an undirected weighted graph and vi ∈ V be a node. Then the 
degree of connection of vi denoted by dc(vi) is defined as 

 dc(vi) =  ( ) ∑  / (vi, vj) ∈ E and  is the weight of (vi, vj) (5) 

Where, deg (vi) is the degree [9] of the vertex vi. 

Here higher the degree of connection implies the corresponding attribute is more 
important. So the reduct is formed using following steps: 

• Initially the attribute associated with the node with highest degree of connection is 
considered as reduct. 

• Then the vertex is removed from the attribute connecting graph (ACG). As the 
vertex is removed, so the ‘degree of connection’ of the vertices incident on the re-
moved vertex are reduced by the weight associated with the corresponding edge. 

• Thus the graph ACG is modified and the new attribute is added to the reduct  
and repeat the same process until all the edges are removed or the graphs become 
empty. 

Here multiple reducts will be generated if more than one vertex has the highest degree 
of connection at some iteration. For example if after certain iteration the reduct set R 
= { ,  ,…., } and for next iteration j-vertices ,  ,...  has the highest 
degree of connection then after this iteration the reduct is R = {( , ,…. , ), 
( , ,…. , ),….. ( , ,…. , )}. Thus, for a single reduct in previous 
iteration and j-vertices of highest degree of connection in ACG, j-number of reducts is 
obtained in the next iteration. This process provides us multiple numbers of reducts at 
the end of the iteration.  

The detail algorithm for multiple reduct generation is given below: 

Algorithm: Multiple_Reduct_Gen(ACG,RED) 
Input: ACG = (V,E) with weight of edge(vi,vj)∈ E as 
wt(vi,vj) 
Output: multiple reduct set RED 
Begin 
   RED=∅ 
   Repeat { 
     For node vi ∈ V { 
       Compute degree of vi as deg (vi) 
       Compute degree of connection of vi using(5) 
    } 
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     Let V’ = { , , … . }, the vertex set of highest 
            degree of connection 
      RED = RED × {{ },{ , … . }} 

            /*here  is the attribute corresponding to 
              Vertex ∀i=1, 2, j*/ 
     /*Modify ACG*/ 
     For each vertex ∀i=1, 2, j { 
       Let incident vertices are { , , … . .  
       For each k=1 to p  
         deg_con ( ) = deg_con ( ) - wt ( , ) 
       Remove  from ACG = (V, E) 
         /*So associated edges are removed*/ 
     } 
  }Until (E= = ∅) 
  Return (RED) 
End 

3 Experimental Results 

The proposed method computes multiple reducts for real valued datasets collected 
from UCI machine learning repository [10]. The benchmark datasets like Wine, Heart 
and Glass contain 13, 13 and 10 conditional attributes respectively. The attributes are 
abbreviated by letters A, B, and so on, starting from their column position in the data-
set. The proposed method generates reducts for the above mentioned datasets are 
listed in Table1 with their accuracies for various classifiers, based on 10-fold cross-
validation using ‘Weka’ tool obtained at http://www.cs.waikato.ac.nz/~ml/.  

Table 1. Reducts of datasets with accuracies given by various classifiers 

Datasets Reducts                    Accuracy of various classifiers 
Naïve 
Bayes 

SMO KSTAR Bagging J48 PART 

Wine ABCGJLM 95.50 97.19 96.62  96.06 95.38 93.82 

ABGJKLM 96.62 97.75   97.19    96.06 95.38  95.69 

ACFGJLM 96.94 96.06   94.94    96.50 96.38  94.38 

AFGJKLM 96.62 97.19   100.0    98.87 98.87  99.43 

Average Accuracy 96.42 97.04   97.18    96.87 96.50  95.83 

Heart ACDEFJM 55.94 57.29 54.80 57.34 52.79 55.19 

ACDEJKM 55.89 58.34   52.65   57.34 53.49  53.84 

ACDEFLM 57.59 58.74   53.79   56.99 58.04  56.89 

ACDEKLM 58.64 59.74   55.84   57.34 57.69  58.64 
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Table 1. (continued) 

 ADEFHLM 55.94 56.29   52.95 55.94 56.99  54.44 

ADEHJKM 58.49 57.34   52.80   56.64 53.49  51.69 

ADEFHLM 55.59 59.04   51.60   59.44 56.99  52.04 

ADEHKLM 59.69 59.74   52.55   58.04 53.14  53.90 

Average Accuracy 57.22 58.31  53.37   57.38 55.33  54.57 

Glass AEGI 92.99 81.30 93.45 98.13 97.66 97.66 

ADEI 87.85 84.43    92.52    98.13 98.72  97.19 

Average Accuracy 90.42 82.86    92.98    98.13 98.19  97.42 

Table 2. Accuracy Comparison of PRP, CFS and CON methods for real datasets 

Classifier 

Wine (13) Heart(13) Glass(10) 

PRP CFS CON PRP CFS CON PRP CFS CON 

(7) (11) (6) (7) (6) (8) (4) (7) (5) 

Naïve Bayes 96.42 97.11 95.12 57.22 55.44 56.74 90.42 91.12 94.13 

SMO 97.04 96.04 95.36 58.31 59.18 58.13 82.36 78.50 79.77 

KSTAR 97.18 98.04 94.94 53.37 53.44 56.39 92.98 92.52 93.39 

Bagging 96.87 96.17 93.78 57.38 56.54 56.04 98.13 96.53 96.27 

J48 96.50 96.26 95.32 55.33 54.09 53.84 98.19 94.72 95.26 

PART 95.83 97.07 95.42 54.57 53.19 54.14 97.42 95.19 96.26 

Average Accuracy 96.64 96.78 94.99 56.03 55.31 55.88 93.25 91.43 92.51 

The proposed method (PRP) and well known dimensionality reduction methods, 
such as, Correlation-Based Feature Selection (CFS) method [11] and Consistency 
Subset Evaluator (CON) method [12] have been applied on the dataset for dimension 
reduction and the reduced datasets are classified on various classifiers. Original num-
ber of attributes, number of attributes after applying various reduction methods and 
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the accuracies (in %) of the  real valued  datasets are computed and listed in Table 2, 
which shows the efficiency of the proposed (PRP) method for datasets. Accuracies 
obtained by proposed method, listed in Table 2 are the average accuracies computed 
in Table 1. Table 2 shows that the average accuracies using proposed method are 
comparable with that of the existing methods and at the same time the method reduces 
50% attributes on average, whereas CFS and CON reduce 34% and 47.5% attribute 
respectively.  

4 Conclusion  

In the paper, firstly, rough set theory is applied for partitioning of objects using  
discrete values of decision attribute, and then, clustering algorithm is used for parti-
tioning of objects based on real valued conditional attributes. Thus, an integration of 
clustering technique and rough set approach is applied on real valued dataset for di-
mension reduction. Finally, an undirected weighed graph is constructed and trans-
formed to a null graph to obtain the final reducts with time complexity O(V2), where 
|V| is the number of vertices of the graph. So, the proposed model can produce re-
duced feature set of a decision system effectively with better performance, as de-
scribed in Table 2. Future enhancement to this work is to formation of classifiers from 
multiple reducts and finally ensemble them to generate an efficient classifier. 
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Abstract. Human interaction with robot swarms (HSI) is a young field
with very few user studies that explore operator behavior. All these stud-
ies assume perfect communication between the operator and the swarm.
A key challenge in the use of swarm robotic systems in human super-
vised tasks is to understand human swarm interaction in the presence of
limited communication bandwidth, which is a constraint arising in many
practical scenarios. In this paper, we present results of human-subject ex-
periments designed to study the effect of bandwidth limitations in human
swarm interaction. We consider three levels of bandwidth availability in
a swarm foraging task. The lowest bandwidth condition performs poorly,
but the medium and high bandwidth condition both perform well. In the
medium bandwidth condition, we display useful aggregated swarm infor-
mation (like swarm centroid and spread) to compress the swarm state
information. We also observe interesting operator behavior and adapta-
tion of operators’ swarm reaction.

1 Introduction

Swarm robotic systems consisting of many simple individual units with limited
communication capabilities (e.g., limited radio power) may operate in a wide
range of environments from indoor to outdoor underwater environments. Thus,
swarm robots may operate under conditions where communication bandwidth is
limited. Moreover, depending on environmental conditions, there could be differ-
ential capacity of inter-robot communication, or human to robot communication.
Furthermore, as swarm systems are usually made of simple units, their localiza-
tion capability may be poor. These limitations lead to two key challenges in hu-
man swarm interaction, namely, (a) the state information of the robots available
to the human may not be accurate and (b) there may be a mismatch between the
intent of the operator and the robots understanding of the human intent. Due
to the localization error, any point in the reference frame of the operator will be
erroneously interpreted by a robot as some other point. Thus, any effort by the
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operator to move the swarm towards a desired goal will be misinterpreted by a
robot, thus creating an intent mismatch between the human and the robot. Cur-
rent human-swarm interaction (HSI) literature [1–9] does not consider the above
aspects of HSI and assumes perfect information transfer between the human and
the robots. To close this gap, in this paper, we conduct controlled experiments
to study the effect on performance of human-swarm intent mismatch and error
in swarm state displayed to the operator in supervisory control of swarm robotic
systems.

In our experimental scenario, a human operator has to guide a robotic swarm
to find unknown targets in a given area. The area is divided into a finite number
of regions (whose boundaries are unknown to the operator) and the operator
has to match the targets found to the corresponding regions. The robots have a
single behavior, namely achieving consensus on direction of motion [10, 11]. The
humans can guide the swarm by giving them a point in the environment towards
which the robots have to travel. The robots are assumed to have a localization
error and the robot position and orientation is assumed to be a Gaussian distribu-
tion. In our experiment, each subject performs the mission under three conditions
(that are presented to them in a random order), namely, (a) low swarm-to-human
bandwidth and low intra-swarm bandwidth (low bandwidth condition), (b) low
swarm-to-human bandwidth and high intra-swarm bandwidth (medium band-
width condition) and (c) high bandwidth between swarm and operator (high
bandwidth condition). For the low bandwidth condition, we assume that only
one robot can send its state information at each time instant. For the medium
bandwidth condition, the swarm members communicate among themselves to
estimate their mean orientation and standard deviation of orientation, which is
displayed on the screen. In the high bandwidth condition, all the robots send
their position and orientation information to the operator. Our experimental
results indicate that, as expected, there is a degradation of performance in the
low bandwidth condition compared to the high bandwidth condition. However,
in the medium bandwidth condition, in which operators had additional infor-
mation about the standard deviation of orientation (and thereby whether the
robots were moving in the direction the human desired), they performed as well
as the high bandwidth condition.

2 Experimental Design

The study described below has three within subject conditions with twenty five
participants. The user study explores three levels of bandwidth: low, medium,
and high. Participants controlled thirty virtual robots in the robot simulator,
Stage, to find targets distributed in an open environment [12]. The open envi-
ronment, displayed on-screen, is divided into six heterogeneous regions, given to
the participants on paper. Each region contains exactly one target and the goal
is to match all six different colored targets to each region. The study used the
Robot Operating System (ROS) as the controller for the robots in Stage [13].
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Fig. 1. The GUI used for the study. The left side shows the robots’ estimated posi-
tion and the right side shows the viewport via which the study participants issued
commands. The + shows the endpoint (goal) of the “head-towards” user command.

The operator is given an interface, see figure 1, that displays the states of the
swarm from a birds eye, orthographic view. A robots estimated position is dis-
played as a circle. A line pointing out the front of the robot indicates the current
robot heading. The operator can zoom in and out and scroll to manipulate this
viewport. The operator can issue two commands: “head-towards” and “stop”.
The “head-towards” command is given with a mouse click in the viewport. The
“stop” command is issued as a button press.

2.1 Robot Algorithms

The study includes error models for location and orientation, as well as algo-
rithms for the effect of commands on the robots, both as individuals and as a
swarm. Location error is simulated with a smoothed, bounded, Gaussian model,
with standard deviation of 1.0 meter and mean at the ground truth. The robot
shifts in interpolated steps to the sampled error location, then the error is resam-
pled. The location error should make discovery of targets near borders difficult
so the participant must use many robots to diminish the error or explore all pos-
sible regions for other targets, eliminating regions from the list of possibilities
since each regions has one target. When a “head-towards” command is received
the robot samples a Gaussian model for its orientation, with standard devia-
tion of π/3 radians and mean at the orientation vector at the “head-towards”
point. The simulation of errors creates a more realistic scenario that considers
the constraints of low-cost swarm robots.
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The “stop” command is trivial, as all robots halt forward motion. The “head-
towards” command starts with the orientation error described above. The robots
then move forward at 0.5 m/s and start a standard consensus algorithm, receiv-
ing their neighbors’ headings within a communication range of 4.0 meters. Each
robot averages their own and their neighbors headings, and adjust their heading
to match this average. Robots may lose connectivity before consensus is reached.
Due to the nature of Gaussian noise models, the consensed heading will be in
general erroneous. It will, however, be closer to the requested “head-towards”
point if a greater number of robots are connected. At any point the operator
can decide whether the consensus direction is not acceptable and issue a new
command, repeating the process.

2.2 Procedure

25 paid participants from the University of Pittsburgh participated in the study.
The participants were familiarized with the task and the robot algorithms, and
were shown how to use the GUI to issue commands. Every time a robot member
of the swarm was close to a target, the robot icon (a circle) on the display would
turn the corresponding color, visible to the participants. At the end of each
session, the participants were asked to match the color target to each region.
Participants were urged to only record a non-answer if they never saw that
color target, but if seen the participants were instructed to guess the region.
The importance of maintaining one connected swarm of robots was stressed for
maintaining lower consensed orientation errors. Participants were told that new
“head-towards” commands issued before consensus was reached could adversely
affect the connectivity of the swarm. Participants were then given ten minutes
to adjust to the interface and train for the task.

The study had three experimental conditions with trials lasting ten minutes
each. Participants were given the following conditions in a random order: low
bandwidth, medium bandwidth, and high bandwidth. In the low bandwidth con-
dition the robot owning the unique token could update its information on the
interface. At each update step the token was transmitted to a random neighbor-
ing robot, causing robots with more neighbors to update with higher probability.
The interface stored the previous 21 updates. In those 21 updates, one robot
could update many times and some would not update at all. Reaching consensus
could be difficult to observe since it takes a few updates to see robots moving in
the same direction.

In the medium bandwidth condition the swarm aggregated information on
location and heading using its local communication network. The standard de-
viation of the heading was displayed as a proxy variable for the swarm’s heading
consensus. The standard deviation of the locations was used to create an ellip-
soid around the average location to show the general shape and density of the
swarm. Up to four robots could update every half second, which allowed smaller
groups that break communication with the main swarm to update their informa-
tion. Sensed targets were displayed as a colored percentage beside the aggregate
display of the number of robots in that group that could sense that color target.
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Finally, the third condition was the high bandwidth condition, where all robots
updated their position (and the updated position was shown on the screen) every
half second. The participant determined when consensus had been reached by
observing the movement of the individual robots in the swarm.

3 Results

The data analysis showed differences in the connectivity of the robot swarm
across participants and conditions. Connectivity is measured using the second
eigenvalue of the communication graph’s Laplacian matrix. Since the number
of zero eigenvalues shows the number of connected components in a graph and
single robots break away early and often, the second eigenvalue is measured on
the largest connected component of the graph as long as that group contains
over half of the robots.
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Fig. 2. Each point represents a trial in the experiment. This compares the connectivity
throughout each trial to the number of commands sent during the trial. More commands
create a more highly connected swarm.

In the instructions participants were warned that every command gave the
swarm a chance to break connectivity. Yet, figure 2 shows that connectivity
increased with the frequency of commands (p<0.001). This increase in connec-
tivity stems from a difference in participant behavior, see figure 3. Participants
who placed reference points closer to swarm enhancing connectivity also issued
commands more frequently (p<0.001) keeping the swarm moving. Such a special
command, close to the centroid of the swarm, rather than reducing connectivity,
can actually improve it. This effective “small and frequent” strategy emerged in
a subset of participants despite instructions encouraging infrequent commands.

Between conditions, the low bandwidth condition has a lower average connec-
tivity compared to the other conditions (p<0.01 of the medium condition and
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Human Operators of Swarms and Bandwidth Limitations 719

p<0.05 of the high condition), see figure 4. The differences between the medium
and high bandwidth are not significant. The low bandwidth condition creates an
environment where the largest connected component either contains fewer than
half of the robots or is sparsely connected. Participants also give fewer commands
in the low bandwidth condition (p<0.03 of both medium and high condition),
see figure 4. This explains the lower connectivity of the low bandwidth condition
as shown in earlier results. The most probable cause of the fewer commands
in the low condition case is the time participants must wait for enough robots
to update in order to gain knowledge of the state of the swarm before making
decisions and giving new commands.

4 Conclusions and Future Work

Despite the large errors in localization for our swarm robots, we have shown that
operators can successfully interact with the swarm and its consensus algorithms.
The observed operator behavior revealed a variety of interaction strategies, with
operators adapting their behavior to the swarm, even in the short time the
participant used the system. This was especially interesting for operators that
issued frequent commands and then discovered to use some of these commands
to improve connectivity, mitigating the otherwise negative effect. This suggests
that human operators can, in fact, learn and adapt to swarm dynamics and
adapt their instructions to improve the swarm’s behavior and state.

In addition, we investigated the effects of bandwidth limitations on the inter-
action. We have shown that a medium bandwidth condition, which only shows
aggregated state information from the swarm, is sufficient for a successful in-
teraction in our foraging scenario. Additional information available in the high
bandwidth condition about every individual robot did not improve the interac-
tion with the operator. This result encourages an emphasis on aggregate statistics
when considering operator interactions with a swarm. In contrast, the low band-
width condition not only had a low spatial resolution but also a low temporal
resolution. This affected the interaction negatively and lead to worse perfor-
mance. In future work, we plan to further explore how different environmental
constraints affect the performance in human supervisory control of swarms.
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Abstract. When evolutionary algorithms are applied to problems
with computationally intensive fitness functions a limited budget of
evaluations is usually available. For these types of problems minimizing
the number of function evaluations becomes paramount, which can be
achieved by using smaller population sizes and limiting the number of
generations per run. Unfortunately this leads to a limited sampling of
the problem space, which means finding adequate solutions is less likely.
Evolutionary algorithms (EA) can be augmented with machine learners
(ML) to more effectively explore the problem space. However, a “well-
tuned” evolutionary algorithm strikes a balance between its constituent
operators. Failure to do so could mean implementations that prematurely
converge to inferior solutions or to not converge at all. One aspect of such
“tuning” is the use of a proper selection pressure. Introducing a machine
learner into an EA/ML hybrid introduces a new form of “emergent”
selection pressure for which practitioners may need to compensate. This
research shows two implementations of EA/ML hybrids that filter out
inferior offspring based on knowledge inferred from better individuals
have different emergent selection pressure characteristics.

Keywords: evolutionary computation, machine learning, hybrid.

1 Introduction

There exist several problems that can be solved using evolutionary algorithms
that require very lengthy fitness function evaluation, like those that require
running a complex simulation [1–3]. For this class of problems minimizing the
number of these computationally burdensome function evaluations is paramount.
This typically entails smaller population sizes and a limited, fixed budget
for evaluations. Unfortunately these smaller populations and fitness evaluation
budgets mean that it is more difficult to find viable solutions because the solution
space will not be adequately explored. However, one means of compensating
for these smaller populations and fixed evaluation budgets is to augment an
evolutionary algorithm with a machine learner.
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A machine learner can act as a filter for inferior offspring. For example,
rules that characterize the worst individuals can be used to ensure all new
individuals are generated so that they do not satisfy any of the above rules, which
essentially “walls off” areas of the search space deemed unviable [4]. A similar
approach was used by LEM(KNN) that uses K-Nearest-Neighbors clustering of
the “best” and “worst” individuals, and then iteratively generates offspring until
offspring closest to the “best” cluster were created [5]. An iterative algorithm
that uses learning was introduced to identify ensemble members for atmospheric
simulations [3]; it is similar to LEM(KNN) except that all individuals are
generated all at once in a batch, and an additional domain knowledge filter
was used to further ensure the viability of individuals.

However, a “well-tuned” evolutionary algorithm strikes a balance between
all its component operators [6]. For example, if the selection pressure is too
high with correspondingly weak perturbation operators, then the algorithm risks
prematurely converging on inferior solutions. Conversely, if the selection pressure
is too weak with wildly erratic perturbation operators, then the algorithm may
not converge on any solution. So, it is important for practitioners to be aware
of striking the best balance between all operators; and, that blending a machine
learner with an evolutionary algorithm may introduce new forces that will have
to be commensurately counterbalanced.

One intuition is that, in a sense, adding a machine learner may increase
selection pressure, though hopefully in an intelligent manner. Indeed, LEM has a
fairly strong “emergent” selection pressure independent of any selection pressure
induced by more traditional EA operators and so practitioners need to to be
mindful of this when implementing LEM [7].

What we address in this paper is whether similar “emergent” selection
pressure exists with the EA/ML hybrid that uses the learner as a filter for viable
offspring. To this end, we explore two EA/ML offspring filter implementations:
one that iteratively generates offspring one at a time akin to LEM(KNN), and
the other that generates offspring and then filters them in a single batch.

2 Selection Pressure of “Single” Mode Offspring Filter

The first EA/ML offspring filter we examine is similar to LEM(KNN) in that
it, too, learns from the best and worst individuals and then iteratively creates
offspring until offspring are generated closest to the “fittest”. However, since
we are interested in determining if there is some form of “emergent” selection
pressure, we differ our implementation to minimize sources of selection pressure
from traditional EA selection operators; and to that end our implementation
uses deterministic parent selection and non-overlapping generations. That is,
each parent creates one offspring, and then all the offspring replace the parents
for the next generation. The notion here is that any evidence of selection pressure
will be due to the influence of the machine learner since fitness bias due to parent
or survival selection is absent.

Algorithm 1 shows how this machine learner-based filtered method “single
mode” was implemented. First the existing parents of the ith generation, Pi, are
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Algorithm 1. “Single” mode machine learner offspring reproduction
Pi ← initial() � Create initial population
repeat

sort(Pi) � Sort parents of ith generation by fitness
learn(best(Pi), worst(Pi)) � Learn from best and worst individuals
for currentParent = 0 → μ − 1 do

tries ← 10000 � Number of attempts to create viable child before giving up
repeat

I ← mutate(clone(Pi[currentParent]), σ, ρ)
class ← classify(I)
tries ← tries − 1

until class = “best′′ ∨ tries = 0
Pi+1[currentParent] ← I
currentParent ← currentParent + 1

end for
until halt() = true

sorted by fitness and then the best and worst subpopulations are given to the
machine learner, which then infers something about these “best” and “least” fit
individuals based on their respective genomes. Then, for each new parent we
wish to create, from a total of μ parents, we will repeatedly try to create a new
offspring, I, and assigned that to be a new parent in the next set of parents, Pi+1.
This is done by cloning the current parent, Pi[currentParent], then mutating it
with the scale factor, σ, and probability, ρ. The newly created individual, I, is
then classified by the machine learner based on the “best” and “worst” parents
from which it previously learned. If the ML deems the newly created individual
as being “best”, then it is assigned to be a new parent; otherwise the clone
and mutate process is repeated until either a viable individual is created or the
number of tries is exhausted. In the latter case, the individual is assigned as a
new parent even though it is not classified as “best”.

Unlike LEM(KNN) we did not use K-Nearest-Neighbors clustering, but
instead chose two different machine learners, JRip and J48, which are Weka
implementations of the RIPPER and C4.5 machine learners [8–10]. We used
ECJ in our implementation and some of its ready-made “ECSuite” fitness
functions, such as the Rastrigin, Rosenbrock, and Griewangk functions[11].
Table 1 enumerates the run-time parameters for the experiments used for this
paper.

Figure 1 shows sample results obtained using the “single” filtering mode for
the Griewangk (left) and Median (right) functions. The figure shows boxplots
summarizing the average of 30 runs in terms of Fitness (vertical axis) and number
of generations (horizontal axis). Although only two sets of runs are shown for
brevity, all results are similar, either showing no improvement (Figure 1 left) or
slow improvement (Figure 1 right). There is also no significant difference with
respect to which machine learning program is used nor if ML rule pruning is
applied or not.
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Table 1. Run-time parameters for experiments

Parameter Value

Parents 100
Children 100

Parent selection deterministic
Domain range [-4,4]

Genome size (variables) 10
Mutation Gaussian

Mutation rate 0.6
Mutation scale 0.3

Generations 100
Runs 30

Error function

spheroid, griewangk
median, noisy-quartic

rastrigin, rosenbrock, step

ML Classifier
J48

JRip

Discussion

The results show that the emergent selection pressure for the “single” mode
of these machine learner filtered offspring systems is very weak, particularly for
difficult problems. This is because that even though knowledge inferred from the
“best” individuals is used to pass over inferior generated offspring, all the parents
— including inferior ones — generate offspring. And, if an inferior individual is
too far from the optima it may find it difficult to generate viable offspring.
Indeed, it may have to generate numerous candidates before meeting success, if
at all.

Figure 2 shows exactly this by depicting the number of offspring accepted for
the Rastrigin function in “single” mode, and the number of aborted offspring.
Recall that the brood size is one so each parent ultimately contributes a single
offspring. Given that we need 100 new parents, it can be shown that many
tries may need to be attempted before a viable offspring is generated; and, even
then, there is no guarantee of success, and the inferior child becomes a parent
anyway in the next generation. That is, if all the parents were able to successfully
contribute offspring to the next generation, then the “NumPassed” would always
be 100. That “NumPassed” is less than a 100 in any of the portrayed generations
indicates that some parents were unable to create offspring that passed the
machine learner’s test, but became a parent anyway because the number of tries
was exhausted.

3 Selection Pressure of “Batch” Mode Offspring Filter

Algorithm 2 delineates how the “batch mode” machine learner filter method
works, which is very similar to the implementation used used to identify ensemble
members in an atmospheric simulation [3]. As with the “single mode” described
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Fig. 1. Single mode runs on Griewangk and Rosenbrock fitness landscapes

in Algorithm 1, the parent population is sorted and then the machine learner
learns from the best and worst parent subpopulations. However, unlike the
“single mode,” each parent will create a single offspring by mutating a clone
of itself; then all these offspring are placed into a new population, Pc. Then
only those offspring that are classified as “best” are copied over the parents in
the original population from the “bottom up.” That is, given that the parent
population is sorted, the worst parents will be over-written by children deemed
“best” by the machine learner.

Algorithm 2. “Batch” mode machine learner offspring reproduction
Pi ← initial() � Create initial population
repeat

sort(Pi) � Sort parents of ith generation by fitness
learn(best(Pi), worst(Pi)) � Learn from best and worst individuals
viableChildren ← 0
for currentChild = 0 → λ − 1 do � Create λ children in one batch

I ← mutate(clone(Pi[currentChild]), σ, ρ)
class ← classify(I)
if class = “best′′ then

Pc[viableChildren] ← I
viableChildren ← viableChildren + 1

end if
currentChild ← currentChild + 1

end for � Over-write parents with “best” offspring from bottom up
currentChild ← 0
for currentParent = μ − 1 → μ − 1 − viableChildren do

Pi[currentParent] ← Pc[currentChild]
currentParent ← currentParent − 1
currentChild ← currentChild + 1

end for
Pi+1 ← Pi � Next generation contains mix of better parents and children

until halt() = true
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Fig. 2. Aggregate offspring accepted and rejected for Rastrigin function “single” mode

Figure 3 shows results using the “batch” filtering mode for just the Grie-
wangk (left) and Median (right) landscapes; the rest of the plots have been
elided for brevity but exhibit identical characteristics. That is, unlike Figure 1,
the populations quickly converge to solutions, solutions that are generally far
better than those found using “single” mode indicating a comparatively stronger
selection pressure.

Discussion

By contrast, we have shown that “batch” version of the filtered offspring sys-
tem has much higher selection pressure than the “single” version. There are two
places where the “batch” implementation introduces selection pressure. First,
even though all the parents produce exactly one offspring as in the “single”
mode, the machine learner is used to select which ones survive to the next gen-
eration. Second, a form of truncation survival selection manifests when these
surviving offspring replace the worst set of parents keeping the better ones.
However, unlike the typical truncation selection operator that always keeps the
n best, this form of truncation varies in the number of of the best parents
kept based on the number of offspring that passed the ML’s muster. For exam-
ple, Figure 4 shows the number of offspring that passed and did not pass for
the Rastrigin fitness landscape for “batch” mode; all the children that passed
over-wrote inferior parents leaving the remaining parents to survive for another
generation.
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Fig. 3. Batch mode runs on Griewangk and Rosenbrock fitness landscapes
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Fig. 4. Aggregate offspring accepted and rejected for Rastrigin function ”batch” mode

4 Conclusions and Future Work

We have demonstrated that the “batch” EA/ML offspring filter implementation
improves performance over the “single” mode by adding intrinsic selection
pressure derived from using the ML to select fitter children and keeping the
best parents. However, the “single” mode will probably be improved by adding
a more traditional selection operator to augment its relatively weak selection
pressure. For example, some form of fitness proportional parent selection may
go a long ways to improving overall performance.
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This paper only used the machine learners JRip and J48. Though their relative
performance characteristics were similar, a more detailed analysis is warranted
with other methods with a different inductive bias.

Previous work [7] has shown that training set size and keeping prior knowledge
in a similar EA/ML hybrid can have an influence on performance. Future
research will investigate their role with these EA/ML offspring filtering systems.
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for Feature Selection in Periocular Biometric Recognition 

Paulo Fazendeiro, Chandrashekhar Padole, Pedro Sequeira, and Paula Prata 

Instituto de Telecomunicações (IT) Portugal 
University of Beira Interior, Department of Informatics, Portugal 
fazendeiro@ubi.pt, chandupadole@yahoo.com,  

morps@live.com.pt, pprata@di.ubi.pt  

Abstract. This paper explores OpenCL implementations of a genetic algorithm 
used to optimize the features vector in periocular biometric recognition. Using a 
multi core platform the algorithm is tested for CPU and GPU, exploring differ-
ent parallelization levels for each operator of the genetic algorithm. The results 
show that using the GPU platform it is possible to accelerate the algorithm by 
several orders of magnitude, with a recognition rate similar to the one obtained 
in the sequential version. The results also show that it is possible to use only a 
small portion of the features without any degradation of the classifier’s recogni-
tion rate.     

Keywords: GPGPU, Parallel Genetic Algorithms, Biometric Recognition, Pe-
riocular Recognition, OpenCL, Data Parallelism. 

1 Introduction  

Biometrics has been widely investigated and used effectively in several applications: 
authentication in highly restricted areas, attendance record in office premises, citizen-
ship identification and verification and forensics. Different biometric traits such as 
face, iris, fingerprint and gait, do provide the flexibility to choose one or combine 
more than one modality for recognition, depending on the availability and feasibility 
associated with the objectives of application. Periocular biometrics refers to the rec-
ognition using information from the facial region in the immediate vicinity of the eye 
[1]. Despite of utilizing the iris region as a part, periocular biometrics can be preferred 
over the iris recognition for several reasons reported in existing literature.  

In this paper, we assess the effectiveness of a genetic algorithm (GA) to select a set 
of feature elements present in the feature vector of periocular region. The genetic 
algorithm was applied to optimize the length of feature vector so that recognition 
performance can be maximized and computation required for classification can be 
brought down to optimum level. We experimented with genetic algorithm for periocu-
lar recognition problem using periocular dataset, UBIPr [2] with various "covariates" 
present in it. The feature type used for the optimization problem was Linear Binary 
Pattern (LBP) [3]. LBP was initially used for measuring the local image contrast [3], it 
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has since been applied in several pattern classification problems [4-5]. We carried out 
the process of optimization with a small set of classes (10 classes) and tested the opti-
mized solution with a larger number, 100 classes, in order to examine the robustness of 
the optimized feature vector. Moreover we present and analyze different parallel im-
plementations of our training algorithm. 

2 Evolutionary Algorithms Design for Periocular Recognition 

Evolutionary algorithms (EAs) are adaptive robust methods, biologically inspired, 
that are widely applicable for search, optimization, and learning problems [6-9]. The 
ability to work in each generation, with a whole set of potential solutions, with each 
one being optimal in some sense, allied with the capability to explore a multimodal 
environment makes them well suited for multi-objective optimization problems [6-7]. 

These computationally intensive population-based search methods present heavy 
time requirements, hence reducing their applicability especially in what concerns real 
time applications. The potential for acceleration of population-based, stochastic func-
tion optimizers using Graphics Processing Units (GPUs) has been already verified in 
a number of recent works (e.g. [10-14] just to mention a few) over a representative set 
of benchmark problems. Genetic algorithms (GAs) [15] form a particular kind of 
EAs, inspired by the Darwinian principle of the survival of the fittest, widely used in 
the actuality.  

The aim of our work is to use a GA to synthesize a k-nearest neighbor (k-NN)  
algorithm using a minimum set of features extracted from images of the periocular 
region. For each image it was extracted a set of 1536 LBP features per each eye re-
sulting in a vector of 3072 features. Following the methodology presented in [16] the 
distance between each instance of a biometric feature set is defined as the sum of the 
differences of the corresponding feature set values using Manhattan Distance pairwise 
multiplied by a feature mask. If the feature mask is set to 0 to a given feature, then 
that particular feature does not affect the distance. Likewise real values between 0.0 
and 1.0 determine the relative strength of a particular feature.  

The proposed steady state genetic algorithm performs a combination of feature se-
lection altogether with weighting of the selected features. The real-valued chromo-
some encoding [17] results in 3072 real values representing the feature mask. 

2.1 Fitness Assessment 

The first phase of the GA involves the quantitative evaluation of each chromosome in 
the population. This value determines the probability that an individual has to be se-
lected and to carry its genetic material for the next phase (to the more fit individuals 
are concealed more reproductive chances).  

We considered a gallery feature set with 10 classes. Per each class, the database 
has 15 samples (probe feature set) deduced from images obtained in 3 distinct poses 
(frontal, left and right) at 5 distinct ranges. The gallery feature is composed of 10 
elements resulting from the average of six samples per class (3 poses at 2 different 
ranges).  
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Since we are aiming at a high recognition rate altogether with a confined number 
of features the fitness function of each chromosome is given by adding to the recogni-
tion rate percentage (RR) a penalty term equal to the percentage of features (PF) con-
sidered in the feature mask (the ones with weight greater than zero). 

fitness = RR − PF                                                 (1) 

In order to obtain the RR for a given feature mask (chromosome) the biometric dis-
tance of each one of the 150 samples towards the 10 elements of the gallery feature 
set is computed. The predicted class of each sample is equal to the one of the closest 
(having minimum biometric distance) class of the gallery. If the predicted class 
matches the real class, the number of the correctly identified samples of the chromo-
some is increased by one.  Finally RR is computed as the ratio of the correctly identi-
fied samples and the cardinality of the probe set (150). The PF value is simply given 
by the ratio between the number of genes with weight greater than zero and the max-
imum number of features (3072). 

2.2 Parallelization of Genetic Operators 

The parallel design of a GA implementation must consider the different granularity 
levels subsumed in all the different steps. The fitness evaluation is eminently a one-
dimensional operation (in the sense that usually each chromosome, taken as a whole, 
can be evaluated in parallel) whereas the crossover and mutation operators are, in the 
general case, 2D operators allowing the parallel treatment of not only each chromo-
some but also each gene inside it. However for the particular problem of feature selec-
tion/weighting a special remark should be made regarding the fitness evaluation. In 
this particular case it is possible to envision different granularity levels: one-
dimensional with each chromosome evaluated in parallel, two-dimensional with the 
parallel treatment of each chromosome and each class inside it or even three-
dimensional with the parallel treatment of each sample of a given class of a given 
chromosome. 

3 Experiments and Results 

OpenCL is a framework for parallel programming that has the advantage of being 
platform-independent.  An OpenCL application is a program executing in the host that 
can launch functions (kernels) to be executed on OpenCL devices [18]. When a kernel 
is submitted for execution, it is defined an N-dimensional index space called 
NDrange, with N=1, 2 or 3. A high number of kernel instances (threads) can be ex-
ecuted simultaneously, each one for a point in the index space. Each kernel instance is 
called a work-item and is identified by the corresponding point in the index space. 
The same code can be executed over different data items following a Single Instruc-
tion Multiple Data model. Work-items can be organized into work-groups. Several 
work-groups can be executed in a Single Program Multiple Data model. 
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In this work the host machine was an Intel i7 860 processor (4 cores, 8 threads), at 
2.8 GHz, with 8GB of RAM, running the 64 bits Windows 7 operating system. The 
GPU was an AMD Radeon HD 6990 with 2GB of global memory, and 1536 cores at 
830 MHz. Host and GPU were programmed with OpenCL version 1.1. 

The parameters of the GA were kept constant in the presented experiments. The se-
lection relied on the binary tournament operator. All the selected individuals were 
subjected to the blend crossover (BLX-alpha) operator chosen due to its suitability to 
the real-valued chromosome encoding that was used [17]. The probability of mutation 
was equal to 0.05. Furthermore, to prevent good solutions from disappearing during 
the evolutionary process it was used an elitist approach maintaining the first and 
second best solutions. The choice of all the above numeric values of the parameters 
was based on an extensive set of preliminary experiments, with the speed of conver-
gence rate being the main guiding mechanism. The population’s size was 128 with a 
fixed chromosome length of 3072. Results were obtained as the average of 20 runs 
with 20 iterations each. In the reported experiments the training was conducted on a 
database with ten classes (15 samples per class) whereas an extended database with 
100 classes (the previous ten plus ninety new ones) was used for testing of the twenty 
best synthesized solutions. 

3.1 CPU Implementation  

Prior to build a parallel version of the algorithm, the sequential execution was charac-
terized. This was done, calculating the execution time percentages in CPU for each 
main step of the algorithm which is briefly outlined in Algorithm 1. For a direct com-
parison with the parallel version, the steps that will be parallelized are already imple-
mented as kernels in the sequential version (they are marked with (k) in Algorithm 1.)  

The sequential version is implemented in OpenCL, running sequentially in just one 
work group, with just one work item.  

 

Algorithm 1. Optimization algorithm 

1 – Initialize the first population  

2 – Initialize the representative feature vector of each class   

3 – Evaluation 

         3.1 – Predict the class of each sample and check recognition success (k)  

         3.2 – Compute the percentage of features used for each chromosome 

 3.3 – Compute the new fitness vector   

 4 – Compute the two best elements (best) 

 5 – Repeat until convergence 

  5.1 – Selection (k) 

   5.2 – Crossover (k) 

   5.3 – Mutation (k) 

 5.4 – Evaluation (3.1 (k), 3.2, 3.3) 

 5.5 – Compute the two best elements (best)      
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Table 1 shows the execution times for the main steps of the algorithm, in millise-
conds, and the corresponding percentages. As can be seen, most of the computational 
effort is concentrated in the evaluation kernel (99.9%). The next step was to build 
parallel versions varying the level of parallelism. The parallel algorithm considers 
four kernels: evaluation (just the step 3.1) selection, crossover and mutation. In the 
first parallel version we have considered a two-dimensional index space for the evalu-
ation kernel. One dimension for the classes and another for the chromosomes. Each 
kernel instance handles all the samples of one class per each chromosome. The other 
three kernels are one-dimensional kernels, considering a work item per individual. 

Table 1. Single iteration execution times (milliseconds) for the sequential version in CPU and 
corresponding percentages 

Sequential execution in CPU (ms) 
 Evaluation Best Selection Crossover Mutation Total 

Execution time per iter. (ms) 32096.5 10.5229 2.31662 9.08570 8.64061 32127.1 
Relative percentage per iter. 99.905 0.033 0.007 0.028 0.027 100.000 

 
In the first parallel version with evaluation implemented as a two-dimensional ker-

nel three variants are considered: Eval(2D) with selection, crossover and mutation 
having one-dimensional NDranges; Eval(2D)Cros(2D) differs from the previous ver-
sion because the crossover operator is implemented with a two dimensional index 
space; and Eval(2D)Cros(2D)Mut(2D) where the mutation operator also has a two-
dimensional index space. To improve the most time consuming operator, another 
version was developed where a new dimension for the number of samples was added 
to the evaluation kernel now mapped into a three-dimensional NDrange, Ev-
al(3D)Cros(2D)Mut(2D). The execution times for these parallel versions running in 
CPU are shown in Table 2. 

Table 2. Single iteration execution times (milliseconds) for the parallel versions in CPU 

Parallel execution times in CPU (ms) 
 Evaluation Best Selection Crossover Mutation Total 

Eval(2D) 5253.32 8.69 1.36 3.52 3.78 5270.67 
Eval(2D)Cros(2D) 5239.27 8.83 1.42 4.05 3.97 5257.54 

Eval(2D)Cros(2D)Mut(2D) 5250.20 8.88 1.46 4.05 4.94 5269.52 
Eval(3D)Cros(2D)Mut(2D) 5239.53 8.97 1.46 3.90 5.04 5258.90 

 
As can be seen, the execution time of each iteration decreases from about 32 

seconds in the sequential version to approximately 5.2 seconds in all the parallel ver-
sions. These results mean a speed up of about 6 times. Moreover, increasing the level 
of parallelism has no impact, or has a negative effect. With just 4 cores (and 8 
threads) increasing the parallel dimensions implies creating more threads (work 
items) and in some cases a worse execution time. 
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3.2 GPU Implementation  

Next, the same versions studied before, the sequential and the four parallel variants 
are executed in GPU. The results are presented in Table 3. Comparing the sequential 
version executed in GPU with the parallel version with a two-dimensional evaluation, 
and the remaining kernels parallelized at the chromosome level, Eval(2D), we can see 
a speedup of 1046 times (figure 1). Now the version with 3D evaluation is done in 
less than half a second and is the fastest one with a speedup of 4125 times the sequen-
tial version in GPU.  

Table 3. Single iteration execution times (milliseconds) for GPU versions 

Execution times in GPU  (ms) 
 Evaluation Best Selection Crossover Mutation Total 

Sequential 1934930,00 10,05 338,03 370,06 681,06 1936329,20 
Eval(2D) 1803,87 9,33 13,50 16,65 7,09 1850,44 

Eval(2D)Cros(2D) 1802,98 9,41 13,26 1,47 6,67 1833,80 
Eval(2D)Cros(2D)Mut(2D) 1805,84 10,32 13,75 1,53 1,35 1832,80 
Eval(3D)Cros(2D)Mut(2D) 442,95 9,76 13,66 1,55 1,41 469,34 

 

Fig. 1. Speedups, (sequential GPU / parallel GPU), for the parallel variants Eval(2D), Ev-
al(2D)Cros(2D), Eval(2D)Cros(2D)Mut(2D) and Eval(3D)Cros(2D)Mut(2D) 

In GPU, the impact of increasing the parallelism level is visible. Adding a new di-
mension in the crossover and mutation operators has a small but notorious impact. 
When a thread for each feature is created, the execution time for crossover decreases 
from 16.6 ms to about 1.5 ms and for mutation decreases from 7 ms to approximately 
1.4 ms. As these two kernels are a very small part of the entire work, the two corres-
ponding variants have no impact in the total execution time. Increasing the parallelism 
in the evaluation kernel has a much bigger impact in the execution time. 

3.3 Quality of the Solutions 

From the quality of the results standpoint there were no statistically significant differ-
ences observed between the different implementations described in this work. In the 
following set of graphs is depicted the behavior of a selected run for the slower and 
faster implementations of the GA.  
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Figures 2 and 3 present the evolution of the average fitness of the entire population 
as well as the higher value of fitness attained in each iteration. The figures clearly 
show that in just 20 iterations a steady state is achieved in both implementations. 

Figures 4 and 5 present the percentage of selected features for the best 20 chromo-
somes. The chromosomes are ranked in descending order of fitness (eq. 1). Despite 
some slight variations on the average there are no statistically relevant differences 
between the two implementations. 
 

  

Fig. 2. Evolution of the average and best fitness 
for the CPU sequential version in CPU  

  

Fig. 3. Evolution of the average and best 
fitness for the parallel version in GPU, Ev-
al(3D)Cros(2D)Mut(2D) 

 

Fig. 4. Percentage of selected features for the 
sequential version in CPU 

 

Fig. 5. Percentage of selected features for 
the Eval(3D)Cros(2D)Mut(2D) version in 
GPU 

 

Fig. 6. Recognition ratio for training and test-
ing for the sequential version in CPU 

 

Fig. 7. Rec. ratio for training and testing for 
the Eval(3D)Cros(2D)Mut(2D) GPU version   
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Figures 6 and 7 present the recognition ratio for both training and testing situations 
for the best 20 chromosomes. As before the chromosomes are ranked in descending 
order of fitness (eq. 1). As before, despite some slight variations on the average there 
are no relevant differences between the two implementations.  
It is worthwhile to mention that the testing recognition value using all the features is 
96.4% a value comparable with some solutions of both implementations (in both cas-
es using only a small fraction of the feature set). 

4 Conclusion 

In this work several OpenCL parallel implementations of a genetic algorithm for se-
lection and weighting of the feature vector to be used in a k-NN classifier for periocu-
lar recognition are discussed. Different levels of parallel granularity were considered 
in CPU and GPU multi core platforms. For the studied problem the performance gains 
in CPU are independent of the granularity level of the parallel implementation. In 
GPU, considering an equivalent sequential implementation, the obtained speedup 
reaches several orders of magnitude for the highest level of parallelization. 

From the quality of the results standpoint the consistent small percentage of sele-
cted features shows some degree of evidence that the removal of a large set of (non 
discriminant) features does not degrade the recognition rate thus allowing a simpler 
and faster feature extraction during the recognition task. Moreover there were no sta-
tistically significant differences observed between the different implementations. 
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Abstract. The growing popularity of face biometrics for human authentication 
is due to its high user convenience and acceptance. Face recognition has 
evolved as an important application of biometrics and has been a topic of 
interest for several machine learning and computer vision communities. 
However, most of the attempts on face based personal authentication rely on 
decision threshold for accept or reject of the claimed identity. This paper 
investigates supervised learning techniques for face verification. The presented 
approach deals with computation of 5th level Haar wavelet coefficients of image 
used as feature for training of the classifiers like SVM, fuzzy SVM and KNN. 
The extracted biometric features are matched to compute genuine and impostor 
matching scores. The error rates FAR and FRR are then calculated using cross 
validation of the test set. The experiments are carried out on Yale database of 
37 users with 25 images of each user. In our work we obtained FAR and FRR 
of 0.3285 and 0.1967 respectively which demonstrates the reliability of the 
proposed work.          

Index Terms: Biometric authentication, FAR, FRR, Gabor filter, Haar wavelet, 
SVM. 

1 Introduction 

Biometrics based personal authentication has gained popularity because of its high 
user reliability and convenience. It is aimed at determining the claimed identity based 
on user’s physiological or behavioral traits [1]. The selection of a biometrics trait in 
the authentication is based upon each person’s unique physical or behavioural 
characteristics [1]. Leading examples are biometric technologies that recognize and 
authenticate faces, hands, fingers, signatures, irises, voices, and fingerprints The 
accuracy in any biometric database can be quantified in terms of error rates: false 
acceptance rate (FAR) and false rejection rate (FRR). The biometric applications 
demand a tradeoff between these two error rates to meet the requirements varying 
from forensic to high security applications [2].This can be achieved by setting a 
suitable threshold. A conventional way to choose the optimal threshold in a system is 
to obtain a FAR Vs. GAR (GAR=1-FRR) plot, also known as Receiver Operating 
Characteristics Curve (ROC) and the decision threshold can be chosen from this plot 
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based on the desired error rates [1]. The selected decision threshold is then used to 
make reject or accept decision on the claimed identity at the verification stage.  

Another way of making decision in the biometric verification can be based on 
pattern classification approach where the biometric features obtained from training 
samples can be submitted to a classifier to train a predictive model by utilizing their 
properties, and then label them into genuine or imposter classes [3][4][5]. The learned 
predictive model can be further used at the verification stage for the classification of 
the claimed identity into any of the acceptance or the rejection classes. A genuine 
class is meant for acceptance while the imposters are for the rejection during the 
classification. This kind of verification can be categorized as supervised learning 
approach where the training set is drawn from the population (database) and the 
system is modeled with the help of the acceptance (genuine) and rejection (imposter) 
class labels computed from all the user. The computation of the error rates 
(FAR/FRR) is based on testing the cross validation of the testing set from the trained 
classifier. The minimum values of these errors ascertained the performance of the 
chosen predictive model. 

Hand based biometrics have been the most acknowledged for personal 
authentication. Not only due to its superior performance which is required for the high 
security applications, but also for their high distinctiveness, user convenience, and 
acceptance.  However, people leave their palm/handprint unconsciously wherever 
they touch and which increases the possibilities of imposter attacks on these security 
systems. The growing popularity of face biometrics for human authentication is due to 
its high user convenience and acceptance. However, most of the attempts on face 
based personal authentication rely on decision threshold for accept or reject of the 
claimed identity. This paper therefore investigates supervised learning techniques for 
face verification. The presented approach deals with computation of 5th level Haar 
wavelet coefficients of image used as feature for training of the classifiers like SVM, 
fuzzy SVM and KNN. The error rates FAR and FRR are then calculated using cross 
validation of the test set. The experiments are carried out on Yale database of 37 users 
with 25 images of each user. The block diagram of the complete system is shown in 
Fig. 1. 

              

Fig. 1. Block diagram overview of our approach 

The rest of this paper is organized as follows: Gabor and wavelet feature extraction 
computation is discussed in Section 2. Classification techniques are discussed in 
section 3. The experimental results are carried out in Section 4, and finally the conclusions 
are drawn in section 5. 
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2 Feature Extraction 

We have considered Yale database of face images [13] with 40 users and 25 images 
each in our experiments. The sample images of each user are full of pose and 
illumination variations. Some sample images from the database are as follows:  

                                                      

Fig. 2. Cropped images from yale database 

2.1 Gabor Filter 

Face representation using Gabor features has attracted considerable attention in 
computer vision, image processing, pattern recognition, and so on. The principal 
motivation to use Gabor filters is biological relevance that the receptive field profiles 
of neurons in the primary visual cortex of mammals are oriented and have 
characteristic spatial frequencies. Gabor filters can exploit salient visual properties 
such as spatial localization, orientation selectivity, and spatial frequency 
characteristics[4]. Gabor filter works as a bandpass filter for the local spatial 
frequency distribution, achieving an optimal resolution in both spatial and frequency 
domains. The 2D Gabor filter can be represented as a complex sinusoidal signal 
modulated by a Gaussian kernel function[5] by expression (1):          ( , , , ) = exp  exp(2 )                              (1) 

Where x = xcos θ + ysin θ, y = ycos θ – xsin θ, θ represents the orientation of Gabor 
Filter, f represents the frequency of sinusoidal function,  and  are variances along 
x and y axis respectively. 

 
Fig. 3. Gabor filtered images of different users 

2.2 Haar Wavelet Transform 

Haar Wavelet like other transforms contains discretely sampled wavelets which 
captures both frequency and location information. For an input represented by a list of 
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2n numbers, the Haar wavelet transform pairs up input values, storing the difference 
and passing the sum. This process was repeated recursively, pairing up the sums to 
provide the next scale: finally resulting in (2n – 1) differences and one final sum The 
discrete wavelet transform has a huge number of applications in science, engineering, 
mathematics and computer science. Most notably, it is used for signal coding, to 
represent a discrete signal in a more redundant form, often as a preconditioning for 
data compression [6]. The Haar transformation technique is used [7] to form a 
wavelet since it is the simplest wavelet transformation method of all and can 
effectively serve our interests. In the Haar wavelet transformation method, low-pass 
(g) filtering is conducted by averaging two adjacent pixel values, whereas the 
difference between two adjacent pixel values is figured out for high-pass (h) filtering. 

 = √ 1 1 , = √ 1 1  

 
The above filters are separately applied to the rows and columns of the face images 
resulting in four channel filter bank with channels LL, LH, HL, and HH 
corresponding to filters gt * g, gt * h, ht * g, and ht * h respectively. The recursive 
application of this decomposition is used to construct higher level decomposition.  

In this work, the enhanced images are decomposed into 5 levels by the Haar 
wavelets. Next the vertical, horizontal and diagonal coefficients of 4th and 5th level 
were employed. The coefficients of 1st, 2nd, and 3rd level were almost the same as 
those of the 4th level and therefore the smallest of them (4th level coefficients) were 
employed and rest were ignored. The 5th level decomposition offered the most 
discriminative information and therefore all the coefficients from this decomposition 
were employed. The phase encoding from the zero crossings of the coefficients 
formed the binary values of the feature vector. The size of this feature vector was 925 
× 504, where rows are signifying different users and columns are signifying haar 
coefficients. The Hamming distance was then employed to ascertain the matching 
distance between feature vectors. 

3 Classification Techniques  

3.1 Support Vector Machine (SVM) 

Support vector machine (SVM) is a popular tool for machine learning task. It has 
been successfully applied in many fields, but the parameter optimization for SVM is 
an ongoing research issue[13]. Support vector machine (SVM) is based on the 
structural risk minimization (SRM) principle [8], which makes it less prone to over-
fitting. By maximizing the margin between two opposite classes, SVM can find the 
optimal separating hyper-plane that minimizes the upper bound of the generalization 
error, which enables SVM to have strong capability of fitting and generalization. By 
introducing the kernel tricks, SVM has the ability of dealing with infinite or nonlinear 
features in a high dimensional feature space. With the above attractive features, SVM 
is regarded as state-of-the-art classifier.  

Suppose that we have a set of training samples {(X1, y1),(X2, y2)...(XN, yN)}. 
Each Xi has a class label   yi ∈ {1,1} which denotes two classes separately. When the 
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samples are linear separable, the SVM can separate them with a largest margin 
between the two classes without any wrong separated points. This can be achieved by 
solving the following quadratic program: 

 min                                    w                                                                                  (2) y (wTX b) 1             i = 1,2, … . . , N                                       
 

Where w is the weight vector and b is the bias term. For a nonlinearly separable case, 
it is not possible to satisfy all the constraints in (1) . Thus, slack variables ξi, i ∈ {1, 2, 
...,N} are introduced to measure the amount of violation of the constraints. The QP 
problem becomes: min                                                     12 C ξ

N                              y (wTX b) 1 ξ                               i = 1,2, … . . , N                                   (3)         ξ 0                                                    i = 1,2, … . . , N                      
Where C is a parameter which has to be determined beforehand to define the cost of 
constraint violation, a larger C means a higher penalty is assigned to empirical errors. 
However, in practice, most of the problems cannot be solved by such a linear 
classifier; thus, a nonlinear extension is necessary. This can be achieved by mapping 
the input variable Xi into a higher dimensional feature space and thus using kernel 
method. Some commonly used kernel functions are polynomial, sigmoid and 
Gaussian function. 

3.2 FuzzySVM        

On the basis of the theory of classical SVM , Lin pro-posed the theory of fuzzy 
support vector machine in Ref. Chun[9]. In classical SVM, each sample is treated 
equally ; i.e., each input point is fully assigned to one of the two classes. However, in 
many applications, some input points, such as the outliers, may not be exactly 
assigned to one of these two classes, and each point does not have the same meaning 
to the decision surf ace. To solve this problem, fuzzy membership to each input point 
of SVM can be introduced, such that different input points can make different 
contribution to the construction of decision surface. The FSVM can achieve good 
performance since it is an average algorithm. A particular sample in the training set 
only contributes little to the final result and the effect of outliers can be eliminated by 
taking average on the samples. We have used single class SVM and Multi class SVM 
for calculation of FAR and FRR. 

3.3 KNN 

K-Nearest Neighbour (KNN) classification is a very simple, yet powerful 
classification method. The key idea behind KNN classification is that similar 
observations belong to similar classes. Thus, one simply has to look for the class and 
weigh their class sign a class number to the unknown. The weighing scheme was 
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majority base d. The number of the nearest neighbors, k, should be designators of a 
certain number of the nearest neighbours numbers to as chosen to be odd in order to 
avoid ties. Various distance types are used in KNN Classification. [10]. Verification 
of a query face image is determined by the class of its k-nearest neighbour. If Class of 
a query face image is same as output of classifier, the face image is matched 
otherwise not. 

4 Experimental Results 

The database used is Yale database comprising of 37 users with 25 images of each 
user[13]. The output obtained Gabor and wavelet were used for score matching and 
for further classification. The score matching was done using hamming distance and 
by single class SVM. Normalized hamming distance has been used as a criterion for 
classifying a user as genuine or impostor . A normalized Hamming distance used in 
[11] is adopted to determine the similarity measurement for face image matching. Let 
A and B are two face images then normalized hamming distance is given by 
expression (4). 

                    = ( , )                     (4) 

We divided the database into two sets training and testing with 10 images for  training 
and 15 images in testing. For the calculation of scores we divided the dataset of 25 
images users per user into 10 images and 15 images and which were further divided 
into 6 and 4 images and 8 and 7 images respectively. Further the genuine and 
impostor scores were calculated and finally the FAR and FRR values were obtained. 
In Fig.4 the Receiver operating Characteristic (ROC) plot was obtained which is a 
graphical representation of FAR and GAR (100-FRR). It is used to set up an optimal 
threshold for the biometric system. Same approach was adopted for computing the 
genuine and impostor matching scores and the outputs obtained after applying the 
Gabor filter, wavelet transform and SVM on the wavelet data on the image datasets. 
Our results for FAR and FRR are shown in Table.1.   

Table 1. FAR and FRR obtained after the application of normalized hamming distance 

Technique               FAR(%)                      FRR(%) 
Gabor output data  0.375                     4.864 
Wavelet output data                 1.76                       0 

 SVM on wavelet output 
data  

              0.3285                     0.1967  

 
To validate our verification algorithms we applied KNN , SVM and Fuzzy SVM 

on the wavelet feature matrix. From the Yale database we had considered taken 10 
images of each user and we had taken 6 images for training and 4 images for testing. 
We observed that the KNN and Fuzzy SVM performed better than multi-class SVM 
and KNN when the parameters K=1 (nearest neighbour) and distance type –
correlation were chosen. 
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Fig. 4. Plot representing FAR and GAR or ROC curve calculated on wavelet feature matrix 

Table 2. demonstrates the recognition rate after the application of KNN using different values 
of k and using different distances 

K Distance Recognition rate 
2 
2 
1 

Euclidean 
Cityblock 
Correlation  

99.45% 
99.45% 
99.82% 
 

Table 3. demonstrating the recognition rate obtained using SVM classifier 

Classifier  
Recognition rate(%) 

Multi Class SVM 99.1 
Fuzzy SVM 99.35 

5 Conclusion 

This paper presents a pattern classification approach for face image based biometric 
recognition. The coefficients obtained after the application of 5th level Haar wavelet 
reduced the size of the feature matrix significantly, we have also applied Gabor filter 
to the image database and calculated the FAR and FRR using single class SVM and 
hamming distance. We observed that the results were better for wavelet output. We 
also computed the recognition rate on wavelet output using fuzzy SVM and  
multi-class SVM. Fuzzy SVM resulted in better recognition as compared to multi-
class SVM. 
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Abstract. In this paper, a very simple optimization algorithm called 
Coordinated Bacterial Dynamics and Opposite Numbers (CBDO) is proposed to 
design a non-uniform circular antenna array with optimum side lobe level 
reduction. Here the bacterial dynamics is used to determine an optimum set of 
the excitation current amplitudes of antenna elements and element separations 
of a non-uniform planar circular antenna arrays which can achieve minimum 
side lobes levels for a fixed first null beam-width. In our proposed algorithm, 
there are only three bacterial searching agents. One primary bacterium follows 
two secondary bacteria to reach global optima. The design results obtained 
using CBDO shows that it provides better side lobe level reduction than that 
obtained using modified IWO, basic IWO, DE, PSO and GA. 

Keywords: Circular antenna arrays, optimization, side lobe suppression, 
directivity, opposition-based coordinated bacterial dynamics. 

1 Introduction 

In many occasions, a single element antenna cannot provide highly directive radiation 
patterns to meet the demands of long distance communication. To solve this problem, 
we use antenna arrays containing a number of individual radiating elements in a 
certain electrical and geometrical configuration [1-4]. To provide highly directive 
characteristics, the electro-magnetic fields for the elements of the antenna array 
should add constructively in a desired direction and should add destructively and 
vanish in the other directions. So it is very important to reduce side lobe levels to 
design highly directive antenna arrays. 

Panduro et al. [5] applied the real-coded genetic algorithm (GA) to design circular 
arrays with maximum side lobe level reduction coupled with the constraint of a fixed 
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beam width. Then Shihab et al. in [6] applied the particle swarm optimization (PSO) 
algorithm to the same problem. Panduro et al. [7] compared three powerful 
population-based optimization algorithms— PSO, GA, and differential evolution 
(DE) in the design problem of scanned circular arrays. Recently a new optimization 
algorithm invasive weed optimization (IWO) [8] and an improved version of IWO [9] 
were applied to the same problem. The experimental results show that our proposed 
algorithm CBDO has ability to achieve much better results than the results obtained 
using some of recently developed EAs in designing problem of circular antenna 
arrays.  

2 Coordinated Bacterial Dynamics and Opposite Numbers 

2.1 Dynamic Random Search 

The primary bacterium occupies a position in the n dimensional space and performs a 
random search to obtain the optimum solution. The primary bacterium at the kth   

iteration may be represented as, 

             1 2 3( , , ,.........., ) ,k k k k k n
nX x x x x R= ∈                     (1) 

where k
ix is the component of the kX on the ith dimension at kth iteration. Now an 

associated bacterium X
~

is placed from the primary bacterium by dynamic random 

search. X
~

is associated to X as a mutation of the primary bacterium. A dimension 
},.......,3,2,1{ nl ∈   is randomly chosen for the mutation where n is the number of 

dimensions of the primary as well as the associated bacterium. Then at kth iteration the 
associated bacterium is generated as 

                      ,k k kX X Dδ= +                                  (2) 

where )0,.......,0,0,,......,0,0,0( k
l

k dD =δ  and k
ld  is randomly chosen between 

the lower and upper boundary on the lth dimension which is defined by  

                        1 1( ),k
ld c r UB LB= −                              (3) 

where r1 is a random number chosen in the range between -1 to 1. So, r1є [-1, 1]. UB 
and LB denote the upper and lower boundary respectively. Searching Co-efficient c1 is 
a constant which plays a role equivalent to maintaining the diversity of the population, 
as adopted in conventional Evolutionary Algorithms like DE, PSO etc.  In our 
proposed algorithm, c1 is set at 0.23. 

Similarly,  the opposite associated bacterium *~
X is expressed as, 

        * kX X Dδ= −  .                            (4) 
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2.2 Simplified Quorum Sensing 

The primary bacterium can sense the position of the fittest among the associated 
bacteria by simplified quorum sensing. We have implemented the movement of the 
bacterium by introducing a velocity to the primary bacterium. 

The velocity of the primary bacterium is denoted as 

).,,.........,,( 321
k
n

kkkk vvvvV =  where k
iv  is a component of the kV  on the ith 

dimension at kth iteration. 

Let kFB be the position of the fittest bacterium between the associated and 
opposite associated bacterium. Then the velocity of primary bacterium is updated at the 
kth iteration as, 

                    k
i

k
i

k
i xFBv −=                                 (5) 

Where, k
iFB and k

ix  are the components of the fittest bacterium and primary 

bacterium on the ith dimension at kth iteration respectively. Thus, the position of the 
primary bacterium is updated as, 

                                   kkk VXX +=+1                             (6) 

2.3 Pseudo Code of CBDO 

The pseudo code of CBDO is given as shown: 

1. Initialize primary bacterium X  randomly within the upper and lower 
boundaries of the n dimensional search space and evaluate the objective 
functional value )(Xf  of the primary bacterium. 

2. WHILE FES<max_FE (FES is the number of fitness function evaluations) 
3. Select a dimension l randomly. 

4. Place the associated bacterium X
~

 along the randomly selected dimension. 

5. Evaluate the objective functional value of the associated bacterium )
~

(Xf . 

6. Increment the number of fitness evaluations FES as, FES=FES+1. 

7. Place opposite associated bacterium *~
X  along same dimension but in different 

(opposite) direction of associated bacterium. 
8. Evaluate the objective functional value of the opposite associated bacterium

)
~

( *Xf . 

9. FES=FES+1 

10. IF )
~

()
~

( *XfXf <  

11. IF )()
~

( XfXf <  

    XXV −= ~
 

 VXX +=  

)
~

()( XfXf =  
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12. END 
13. ELSE 

14. IF )()
~

( * XfXf <  

    XXV −= *~
 

   VXX +=  

  )
~

()( *XfXf =  

15. END 
16. END 
17.  END WHILE 

3 Geometry and Array Factor of Circular Antenna Array 

We consider a non-uniform planar circular antenna array where N antenna elements 
are non-uniformly spaced on a circle of radius r in x-y plane . 

The radiation pattern of this antenna array can be described by its array factor. In 
the x-y plane the array factor for the circular array can be expressed as, 

                       
=

+−=
N

n

krj
n

nneIAF
1

))cos(()( αφφφ                       (9) 

And kr  and nφ  can be written as 

               
=

==
N

i
id

r
kr

1

2

λ
π

                                (10) 

                         
=

=
n

i
in d

kr 1

2πφ                                 (11) 

 And nI and nα  are the excitation amplitude and phase of n-th element 

respectively, and nd  is the arc separation distance (in terms of wavelength) between 

the element n and (n-1). And nφ  is the angular position of n-th element in x-y plane. 

If we want to direct the main beam in 0φ  direction, then the excitation phase of the 

n-th element is chosen as, 

                       )cos( 0 nn kr φφα −−=                        (12) 

So the expression for array factor becomes 

                    
=

−−−=
N

n

krj
n

nneIAF
1

)}]cos(){cos([ 0)( φφφφφ                   (13) 

Without loss of generality we have chosen 00 =φ , i.e. the peak of main beam is 

chosen to be in the x-direction. 
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4 Designing the Fitness Function 

Our objective is to design a circular antenna array with minimum side lobes levels for a 
fixed first null beam width (FNBW). To design an antenna array with highly directive 
characteristics, we have incorporated maximum side lobe level in addition to average 
side lobe level in the fitness function. Thus the following fitness function is used, 

                        MSLSLANU fffFitness ++=                       (14) 

      )()( 21 NULLNULLNU AFAFf φφ +=                     (15)  

                   φφ
φπ

φ

π

dAFf
NULL

NULL
SLA 

−+
=

1

)(
1

1

 

            φφ
φπ

π

φ

dAF
NULLNULL
+

+
2

)(
1

2

                        (16) 

                 )()( 21 MSLLMSLLMSL AFAFf φφ +=                      (17) 

Where 1NULLφ  and 2NULLφ  are two angles at the null. We minimize the fitness 

function at two angles 1NULLφ  and 2NULLφ  defining the major lobe, i.e. the first null 

beam width 12 NULLNULLFNBW φφ −= . 1MSLLφ and 2MSLLφ  are the angles where 

we get the maximum side lobe level in lower bound ],[ 1NULLφπ−  and in upper 

bound ],[ 2 πφNULL  respectively. Through minimizing MSLf , we actually minimize 

the maximum side lobe level and we also minimize average side lobes level by 

minimizing SLAf . Now we have to find the excitation current amplitudes and arc 

separations between the elements that minimize the fitness function. 

5 Results 

We have considered three cases where the numbers of elements are 8, 10 and 12 in 
circular antenna arrays. We have performed the experiments for a fixed value of first 
null beam width (FNBW), corresponding to a uniform circular antenna array [5]. For 
practical consideration the current amplitudes are normalized with the maximum 
value of current amplitudes being unity.  

Table-1 compares the optimum solution obtained using different algorithms in 
terms of the mean and standard deviation of the best-of-run values for 50 independent 
runs. Table-2 provides the best values of optimized variables (normalized currents 

nI  and element separations nd  in terms of wavelength) obtained after 50 

independent runs of our proposed algorithm CBDO. Table-3 compares the figures of 
merit obtained using modified IWO and our proposed algorithm CBDO in the best of 
50 independent runs. 
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Table 1. Mean and standard deviations of the final cost function values 

Number of 
elements 

Algorithm Mean Cost 
Function Value 

Standard 
deviation for 

Cost Function 
8 CBDO 0.3078 0.0145 

Modified IWO [9] 1.0687 0.0122 
Original IWO [8] 1.1990 0.1726 

DE [7] 1.1355 0.1338 
PSO [6] 1.2079 0.4412 
GA [5] 1.4011 0.7815 

10 CBDO 0.4123 0.0184 
Modified IWO [9] 0.6799 0.0294 
Original IWO [8] 0.8705 0.2017 

DE [7] 0.7895 0.0988 
PSO [6] 0.8461 0.2244 
GA [5] 1.1215 0.4996 

12 CBDO 0.5042 0.0221 
Modified IWO [9] 0.7288 0.0911 
Original IWO [8] 09873 0.9885 

DE [7] 0.8046 0.2355 
PSO [6] 0.8918 0.9890 
GA [5] 1.1256 0.9929 

Table 2. Design variables obtained with CBDO algorithm 

No. of 
Elements 

FNBW 
nd in terms of wavelengths Normalized  nI  

8 70.27 0.3464, 0.5364, 0.3181, 0.7864, 
0.6446, 0.8372, 0.7843, 0.3411. 

0.7501, 0.3137, 0.5746, 0.7108, 
0.8975, 0.3167, 1.0000, 0.1146. 

10 55.85 0.4174, 0.8013, 0.3944, 0.9998, 
0.3417, 0.2890, 0.9913, 0.3358, 

0.9874, 0.2834. 

0.4729, 0.7319, 0.3616, 0.8458, 
0.0387, 1.0000, 0.4610, 0.5089, 

0.6201, 0.6685. 
12 46.26 0.5312, 0.8663, 0.8476, 0.6965, 

0.8453, 0.5062, 0.5322, 0.5516, 
0.9709, 0.9544, 0.9903, 0.9705. 

0.3839, 0.0499, 0.3700, 0.3528, 
0.6590, 0.9673, 1.0000, 0.7984, 
0.6504, 0.0172, 0.3585, 0.8455. 

Table 3. Design figures of merit obtained in the best (out of 50) runs on three design instances 

Number 
of 

elements 

Algorithm Maximum Side 
Lobe Level in 

decibels 

Average Side 
Lobe Level in 

decibels 

Directivity  
in decibels 

8 CBDO -12.1662 -35.7732 14.22 
Modified Iwo [9] -02.2797 -24.0958 9.14 

10 CBDO -12.0365 -35.9932 13.92 
Modified Iwo [9] -04.6371 -34.7538 11.75 

12 CBDO -11.8945 -34.7443 17.04 
Modified Iwo [9] -05.1054 -31.6817 12.25 
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          (a) 

 
            (b) 

 
            (c) 

 

Fig. 1. Normalized radiation patterns for 
circular arrays of different number of 
elements obtained using CBDO and modified 
IWO [9]. (a) For number of elements N=8 (b) 
for number of elements N=10, (c) for number 
of elements N=12. 

                    (a) 

            (b) 

            (c) 
 

Fig. 2. Convergence characteristics of our 
proposed CBDO algorithm and modified 
IWO [9] over three cases of the circular array 
design problem. (a) For number of elements 
N=8, (b) for number of elements N=10, (c) 
for number of elements N=12. 
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So, from Table-1 and Table-3 it is evident that our proposed algorithm CBDO has the 
ability to achieve better optimum solutions than the other algorithms. Figure 1 shows 
that the side lobe levels are suppressed by a great deal as all the side lobes have levels 
less than -10dB in case of 8 and 10 element arrays. Figure 2 shows that CBDO is a 
fast algorithm and it has a very high convergence speed. 

6 Conclusion 

In this paper our proposed algorithm CBDO is used to determine the excitation 
amplitude and position of each element in circular antenna array to obtain minimum 
side lobes levels and highly directive characteristics. Radiation patterns obtained 
using CBDO are better than those obtained from modified IWO [9], original IWO [8], 

DE [7], PSO [6] and GA [5]. By treating three components NUf  , SLAf  and MSLf  

of the cost function as a multi-objective optimization problem, a much better result 
can be achieved in future.  
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Abstract. The networked based manufacturing offers various advantages in 
current competitive atmosphere by way to reduce the short manufacturing cycle 
time and to maintain the production flexibility. In this paper, we have addressed 
a multi-objective problem whose objectives are to minimize the makespan and 
maximization of machine utilization for generating feasible process plans of 
multiple jobs in the context of networked based manufacturing system. In more 
specific, with two powerful multi-objective evolutionary algorithms (MOEAs) 
namely controlled elitist-NSGA-II (CE-NSGA-II), and territory defining 
evolutionary algorithm (TDEA), were proposed to find the better performance 
of the system. With the help of an illustrative example along with two complex 
scenarios these algorithms has been implemented, tested and compared. Finally, 
the computational results are analyzed to the benefit of the manufacturer. 

1 Introduction 

Recent developments in information technology and communication technology have 
profoundly influenced the manufacturing research and its application. However, the 
products functionality and complexity are increase in extent and the organizations 
need to sustain the advantage of huge competitiveness in the market. Hence, 
automation of knowledge-based manufacturing for attaining effective decisions has 
become more essential to improve the business market. In order to meet rapid 
expansion of demands of global customers, there is a need to change the traditional 
manufacturing system. This can be attained through the adoption of recently emerged 
manufacturing paradigm named as network based manufacturing or networked 
manufacturing.  

Process planning and scheduling are the two significant functions to be engaged to 
process various operations of the jobs in a manufacturing system. These functions 
specifies the decision maker of how, when and in which sequence the operations of 
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the parts are allocated to the manufacturing resources. To realize this, some 
researchers have realized that there is a greater need to integrate both the functions to 
achieve better performance of the system. The fundamental idea of the integration of 
process planning and scheduling functions has been introduced by Chryssolouris and 
Chan [1]. The above mentioned integration approach have been used by Khoshnevis 
and Chen [2] to enhance the shop floor performance. Consequently, a feedback 
mechanism has been introduced for effective coordination between various resources. 
Khoshnevis and Chen [3] addressed the issues that has been involved in integration 
approach of manufacturing system functions, to resolve this issues a heuristic 
approach has been developed and found the potential impact of the integrated system 
performance has been achieved by reducing the number of late parts, total tardiness, 
and flow times.  

Considering the above features and needs of networked manufacturing, multi-
objective evolutionary algorithms (MOEAs) have captured the interest of the number 
of researchers. Li et al. [4] proposed a mathematical model for multi-objective 
problem and implemented the integration approach for manufacturing functions. With 
the help of an evolutionary-algorithm and the integration concept the functions has 
been optimized. Consequently, with different experimental studies the feasibility and 
performance of the proposed approach has been verified. Chaube et al. [5] adapted a 
multi-objective GA (NSGA-II) to generate the optimal process plans in 
reconfigurable manufacturing system. Here, the allocation of operations on various 
machines and scheduling of different part types has been performed to find the total 
completion time of the product and total manufacturing cost.  

The remainder of this paper is organized as follows. In section 2, we describe the 
problem and its notations. In Section 3, we developed an integration approach Section 
4 explains the experimentation with different cases and their results. In Section 5 the 
results and their discussions are detailed. The paper concludes with section 6 which 
suggests the directions of future work. 

2 Problem Description 

A series of jobs on order has been submitted by different customers denoted as n. 
Each job consists of a set of strategies which corresponds to its alternative process 
plans and each process plan contains a series of sequential operations. Consequently, 
the jobs with alternative process plans are processed for different operations on a set 
of alternative machines. However, in the networked manufacturing the machines are 
geographically distributive which can perform different operations of the jobs; this 
can be one of the complex tasks of the present problem. Although, the transportation 
time between two corresponding machines acts as a crucial role for process planning 
and scheduling tasks.  For large scale problems it is difficult to find perfect solutions 
in a reasonable time. Due to flexibility in networked manufacturing, the integration 
approach has the potential to generate the near optimal process plans.  
 

Assumptions:  

(1)  Job Pre-emption is not allowed; 
(2) When an operation of a job is being processed on a machine, it cannot be 
interrupted until finished; 
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(3)  Each machine can handle only one job at a time; 
(4)  Transportation time is considered. The system is designed in such a way that, 
after an immediate completion of the operation of a job on a machine, the job is 
immediately transported to the succeeding machine on its process; 
(5)  All jobs and machines are simultaneously available at the time zero.  

Based on the above mentioned problem with several assumptions the proposed model 
and its mathematical model are represented: 
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3 Territory Defining Evolutionary Algorithm 

One of the significant decisions in choosing metaheuristic lies in deciding how to 
represent the solutions and relate them in an efficient way to the searching space. 
Representation of input parameters to the operators encoding scheme should be easy 
to decode so that the cost of the algorithm has been reduced.  The problem complexity 
and the representation of the presented algorithms to the proposed problem are stated 
in below sections.  The flowchart of the territory defining evolutionary algorithm is 
depicted in figure below. 

N N

Y

N

Y

Stop report 
A(t) 

Start 

Set the parameters such as size of regular population(N), 
scaling factor (a=0.1), Size of territory( = 0.0075). 

Initialize iter t=0 
Create randomly regular population P(0)  

Apply non-dominated sort 

Copy non-dominated solutions of P(0) and create Archieve population A(0) with those 
solutions 

Iter t= t+1 select parents 

Perform cross over and create offspring ( c ) 
and then apply mutation operators. 

Check 
acceptance 
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termination 

criteria 

Remove an individual randomly from P(t) and 
insert c into P(t) 

Check 
acceptance 

Insert c into A(t) 
Y

 

Fig. 1. Flowchart of TDEA 
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To maintain the diversity among all the population it is necessary to assign better τ 
value. In general the value of τ ranges between 0 and 1, whereas the value of τ is 
small, larger will be the population size. In this paper, we define τ value as 0.075 by 
considering the number of objectives as our concern.  

4 Illustrative Example 

To illustrate the effectiveness and performance of the algorithm proposed in this 
paper, three representative instances (represented by problem n×m) based on practical 
data have been selected as a test bed to compute. Three problem instances (problem 
6×6, and problem 8×8) are taken from Zhou et al. [6] and Shao et al. [7] is used here. 
We have applied and compared two meta-heuristics CE-NSGA-II, and TDEA in 
networked manufacturing problems.  

Table 1. The Makespan values, process plans and job schedules for 6×6 problem 

Job 
id 

TDEA (40th generation) ControlledElitist-NSGA-II (46th generation) 

Makespan value Process plan Job Scheduling Makespan value Process plan Job Scheduling 
1 33 2 [3,2,3,5] 29 2 [1,2,3,5] 
2 35 1 [2,3,4,3,4,4] 33 1 [2,3,2,3,4,4] 
3 34 1 [3,4,5,3] 33 1 [3,4,2,6] 
4 28 2 [1,2,3,5] 32 2 [3,2,4,5] 
5 32 2 [2,5,6] 28 1 [1,2,3,5,6] 
6 24 3 [1,4,6] 33 3 [1,4,3]  

Table 2. The Makespan values, process plans and job schedules for 8×8 problem 

Job 
id 

TDEA  ( 39th generation) ControlledElitist-NSGAII   (37nd generation) 

Makespan value  Process plan Job Scheduling Makespan value  Process plan Job Scheduling 

1 23 1 [7,5,6] 26 2 [3,2,3,5] 
2 35 2 [1,4,4,7,4,1,4] 32 2 [1,4,4,4,6,8,4] 
3 31 2 [1,3,5] 32 2 [8,7,8] 
4 34 2 [3,2,4,5] 32 2 [1,8,3,5] 
5 32 2 [2,5,3] 29 1 [1,2,3,5] 
6 33 2 [3,2,7,6] 26 3 [2,5,6] 
7 36 2 [3,4,1,4,1] 33 2 [6,8,4,4,3] 
8 33 2 [2,4,8] 32 2 [6,4,6]  

5 Results and Discussion 

In this paper we have chosen the two conflicting objectives as makespan and machine 
utilization. Makespan is the time taken to complete the processing of the products 
with the help of available resources. In order to find the process plans and scheduling 
plans for minimum makespan, we need to run the heuristic algorithms for multiple 
generations. The two algorithms have been coded in MATLAB software and the 
problem is tested on Intel® Core™2 Duo CPU T7250 @2.00GHz, 1.99 GB of RAM.  
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Fig. 2b. Convergence curves of three algorithms for average machine utilization 
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Fig. 2a. Convergence curves of three algorithms for average makespan 

Finally, from the results we have realized that, CE-NSGA-II performs better for 
objective functions and for number of generations, whereas CE-NSGA-II performs 
better for computational time which is lower in time compared to TDEA algorithms. 

The convergence curves shown in Fig. 2a and Fig. 2b illustrates about the average 
makespan and average machine utilization for 6×6 problem. Similarly, Fig. 3a and 
Fig. 3b shows the convergence and diversity of solutions of average makespan and 
average machine utilization for 8×8 problem. Consequently, these graphs also depict 
the number of generations the solutions have taken for convergence.     
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Fig. 3a. Convergence curves of three algorithms for average makespan 
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Fig. 3b. Convergence curves of three algorithms for average machine utilization 

6 Conclusion 

In this paper, we have developed a conceptual model to generate optimal process 
plans in the context of network based manufacturing environment. Illustrative 
example shows that CE-NSGA-II algorithm has shown the better synthetic 
performance in obtaining the near optimal solutions than another algorithm. 
Consequently, it has shown better computational time and significantly reduces the 
solution time needed to find the near optimal solutions. As an extension of this 
research, we plan to evaluate some more performance measures for more practical 
network based manufacturing problems.  
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Abstract. Evolutionary computation is a collection of algorithms based on the 
evolution of a population towards a solution of certain problem. These 
algorithms can be used successfully in many applications requiring the 
optimization. These algorithms have been widely used to optimize the learning 
mechanism of classifiers, particularly on Artificial Neural Network (ANN) 
Classifier. Major disadvantages of ANN classifier are due to its slow 
convergence and always being trapped at the local minima. To overcome this 
problem, TLBO (Teaching learning based optimization) has been used to 
determine optimal value for learning mechanism. In this study, TLBO is chosen 
and applied to feed forward neural network to enhance the learning process. 
Two programs have developed, Differential Evolution Neural Network (DENN) 
and Particle Swarm Optimization with Neural Network (PSONN) to probe the 
impact of these methods on a Teaching learning based optimization with neural 
network (TLBONN) learning using various datasets. The results have revealed 
that TLBONN has given quite promising results in terms of smaller errors 
compared to PSONN and DENN.  

Keywords: Evolutionary computation, Swarm Optimization, Artificial Neural 
Network. 

1 Introduction 

Teaching learning based optimization (TLBO) algorithm is an evolutionary algorithm, 
which was proposed by R.V. Rao in 2011. It is a small and simple mathematical 
model of a big and naturally complex process of evolution. So, it is easy and efficient. 
According to [1]-[11] this algorithm is simple and one of the most powerful tools with 
very fast convergence characteristics for global optimization.  In this paper, TLBO is 
chosen and applied to feed forward neural network to enhance the learning process 
and compare with Differential Evolution Neural Network (DENN) and Particle 
Swarm Optimization with Neural Network (PSONN) to probe the impact of these 
methods on a Teaching learning based optimization with neural network (TLBONN) 
learning using various datasets.                
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This paper is organized as follows. Section 2 presents a briefly introduction to 
artificial neural network (ANN), particle swarm optimization (PSO), differential 
evolution (DE) and teaching learning based optimization (TLBO). The proposed 
NNTLBO algorithm with NNPSO and NNDE is discussed in Section 3. Simulation 
results are provided in Section 4 to demonstrate the effectiveness and potential of the 
new proposed hybrid algorithm. Finally conclusions are included in Section 5. 

2 ANN, PSO, DE , TLBO 

The major discussion of this section is on Artificial Neural Network (ANN), Particle 
Swarm Optimization (PSO), Differential Evolution (DE) and Teaching Learning 
based Optimization (TLBO).  

2.1 Artificial Neural Network 

Artificial Neural Network (ANN) is the most popular supervised learning technique. 
In ANN, there are many elements to be considered such as number of input, hidden 
and output nodes, learning rate, momentum rate, bias, minimum error and 
activation/transfer function. These elements will affect the convergence of BP 
learning. The learning consists of the following steps:  
 

1. An input vector is presented at the input layer.  
2. A set of desired output is presented at the output layer.  

3. After a forward pass is done, the errors between the desired and actual output are 
compared.  

4. The comparison results are used to determine weight changes (backwards) 
according to the learning rules. 

For proper understanding of PSO, DE and TLBO evolutionary optimization 
techniques, we request to go through papers [15], [16] and [1] respectively. 

3 Neural Network Structure for DENN, PSONN and TLBONN 

Here weights modification of neural network had been detained by PSO, DE  and 
TLBO and it is  thought to be an alternative to BP methods because of their 
convenience. These algorithms applied with feed forward neural network. For all 
algorithms, 3-layer ANN is used for classification on this study for all datasets. The 
network architecture consists of input layer, hidden layer and output layer. The total 
number of nodes for every layer is different depending on the classification problem. 
Number of input layer and output layer usually come from number of attribute and 
class attribute. However there is no appropriate standard rule or theory to determine 
the optimal number of hidden nodes [12]. There are many suggestions by researcher 
to determine the suitable number of hidden node. Some suggested techniques are 
summarized as follows:  
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1. The number of hidden nodes should be in the range between the size of the input 
layer and the size of the output layer.  

2. The number of hidden nodes should be 2/3 of the input layer size, plus the size of 
the output layer.  

3.  The number of hidden nodes should be less than twice the input layer size.  

4.  Pyramidal shape topology [13].  

5.  One hidden layer and 2N+1 hidden  neurons sufficient for N inputs [13].  

6.  The number of hidden nodes is selected either arbitrarily or based on trial and 
error approaches [14].  

7.  The number of hidden nodes should be n*m where m is the number of input 
nodes and n is number output nodes [14].  

In this study, point 5 and 7 has been used to determine number of hidden node. The 
dimension of vector in case of DE, or particle in case of PSO or learner in case of 
TLBO can be calculated using the formula 

                               Dimension= (input+1)*hidden + (hidden+1)*output                  (1) 

and the activation function used to calculate output for each neuron except input 
neuron. A sinusoidal function is used instead of sigmoid activation function because it 
leads to what has been termed a “Generalized Fourier Analysis”. The sine function 
takes the trigonometric sine of the input and cosine function takes the trigonometric 
cosine of the input. Consider a back propagation network with just one output, the 
learning procedure can be thought of as synthesizing a continuous function y = g(x) 
by showing it a discrete set of (x, y) pairs. The network configures itself to output a 
correct value (desired output) for each example input pair. When a previously unseen 
input pattern is presented to the network, the network in effect performs a non-linear 
interpolation and produce an output which a reasonable function value. When a sine 
or cosine function is used instead of a sigmoid, the learning procedure seems to 
perform a mode decomposition where it discovers the most important frequency 
components of the function described by discrete set of input output examples . The 
expression of this function is described as follows:                  

                                       f (net) = h(net)                                                          (2) 

where h is sine of cosine function and net is net input in a neuron. 
A particle is a complete set of weights. The architecture of the FNN is constant for 

each particle. A particle’s fitness is calculated in the following way. An artificial 
neural network is set up by using the particle’s weights in the FNN architecture. For 
each sample of the supervised training data, forward propagation of input through the 
neural network is done to obtain the output and the error of this output with the 
desired output is calculated. The error values of all training samples are accumulated 
after squaring and used as the particle’s fitness. Higher the error, lower the fitness of a 
particle. A forward propagation through the network is a computationally expensive 
task, so the aim is to find the best possible solution using a limited number of forward 
propagations through the network. 

For all problems the initial weights are randomly assigned within a range [0, 1] . 
The training accuracy of each FNN is measured in the terms of the Root Mean 
Squared Error (RMSE) according to the following equation: 
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  RMSE =
∑ ∑ ( , , )

                                                (3) 

Where p denotes the number of training patterns, m the number of FNN outputs, ,  
the target (or desired) value and ,  the actual value of the output. The index for 
patterns is i and that for output is j. For all problems the neural network had one input 
layer, one hidden layer and one output layer.  

4 Experiment and Result 

A. Experimental Setup 

In all experiments in this section, the values of the common parameters used in each 
algorithm such as population size and total evaluation number were chosen to be the 
same. Population size was 50 and the maximum number iteration was 100 for all 
functions. The other specific parameters of algorithms are given below: 

PSO Settings: Cognitive and social components ,  are constants that can be used 
to change the weighting between personal and population experience, respectively. In 
our experiments cognitive and social components were both set to 2. Inertia weight, 
which determines how the previous velocity of the particle influences the velocity in 
the next iteration, was 0.5. 

DE Settings: In DE, F is a real constant which affects the differential variation 
between two Solutions and set to F = 0.5*(1+ rand (0, 1)) where rand (0, 1) is a 
uniformly distributed random number within the range [0, 1] in our experiments. 
Value of crossover rate, which controls the change of the diversity of the population, 
was chosen to be = ( ) ( )/ where =1 and 

=0.5 are the maximum and minimum values of scale factor R, iter is the current 
iteration number and MAXIT is the maximum number of allowable iterations. 

TLBO Settings: For TLBO there is no such constant to set. 
 

B. Datasets used 

The neural network is tested on five different datasets. These are as follows: 

The 2 bit parity – This is a famous nonlinear benchmark which is defined by 4 
patterns of 2 inputs and one output. The output is set to one if the number of input bits 
set to 1 is odd and set to zero otherwise. This is also known as the XOR problem. 

The 4 bit parity – This is similar to the 2 bit parity problem. It is defined by 16 
patterns of 4 inputs and one output. The output is set to one if the number of input bits 
set to 1 is odd and set to zero otherwise. 

The iris data set - The data set contains 3 classes of 50 instances each, where each 
class refers to a type of iris plant. One class is linearly separable from the other 2; and 
these other 2 are not linearly separable from each other. There are a total of 150 
patterns and 4 input and 3 outputs (one for each class). 
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The lenses data set – This task consists of determining whether a patient should be 
given hard contact lenses, soft contact lenses or no contact lenses. There are a total of 
24 patterns of 4 input and 3 outputs. 

The Haberman's Survival data set – the data set contains 2 classes of 306 instances. 
So there are a total of 306 patterns of 3 input and 2 outputs. 

C. Simulation Strategy 

In this paper, while comparing the performance of algorithms, we focus on training 
accuracy is measured in the terms of the Root Mean Squared Error (RMSE) and 
convergence characteristics in terms of no.of fitness evaluation . Since the algorithms 
are stochastic in nature, the results of two successive runs usually do not match. 
Hence, we have taken 30 independent runs (with different seeds of the random 
number generator) of each algorithm. The results have been stated in terms of the 
mean values and standard deviations over the 30 runs in each case.  

Finally, we would like to point out that all the experiment codes are implemented 
in MATLAB. The experiments are conducted on a Pentium 4, 1GB memory desktop 
in Windows XP 2002 environment.   

D. Experimental Results 

To judge the accuracy of the PSONN, DENN and TLBONN, we let each of them run 
for a very long time over every benchmark data set, until the number of FEs exceeded 
5000. Then, we note the result as found in table 1 using sine activation function and in 
table 2 using cosine activation function. At the same time we have noted the RMSE 
value in different FEs in table 3 and 4 for sine activation function and in table 5 and 6 
for cosine activation function. 

Table 1. Results of the experiments for NN training (averaged over 30 runs) using SINE 
function 

Dataset  PSONN DENN TLBONN 

Mean Std Mean Std Mean Std 
2 bit parity 0.0053 0.0055 1.4923e-4 2.1642e-4 1.0063e-7 1.4024e-7 

4 bit parity 0.0012 0.0017 1.4083e-4 2.3486e-4 1.0857e-7 1.4963e-7 
iris data  8.3371e-5 2.1940e-6 1.9400e-4 1.5993e-4 8.6331e-6 8.5031e-6 

lenses data  5.2319e-4 2.2008e-6 0.0013 0.0012 3.1168e-5 1.9736e-5 
Survival ata  2.1759e-5 1.5728e-5 1.2067e-5 2.9850e-5 5.4443e-8 6.5821e-8 

 

Table 2. Results of the experiments for NN training (averaged over 30 runs) using COSINE 
function 

Dataset  PSONN DENN TLBONN 
Mean Std Mean Std Mean Std 

2 bit parity 0.0104 0.0110 1.6254e-4 3.2051e-4 2.0925e-7 3.9495e-7 
4 bit parity 8.8731e-4 0.0012 6.4093e-5 8.4232e-5 1.2081e-7 1.3946e-7 

 iris data  6.6081e-4 5.0269e-4 1.3935e-5 1.0141e-5 1.2506e-6 1.0034e-6 
lenses data  0.0044 0.0032 0.0010 0.0010 3.3741e-5 2.9101e-5 

Survival ta 5.8250e-5 5.0471e-5 7.5927e-6 9.8357e-6 3.5133e-8 4.4424e-8 
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Table 3. RMSE value in corresponding FEs using SINE activation function 

No. 
FEs  

2bit parity dataset 4bit parity dataset Iris dataset 
PSO DE TLBO PSO DE TLBO PSO DE TLBO 

1 0.0021 0.0016 1.9985e-4 0.0047 0.0013 2.7405e-5 5.4161e-4 4.3411e-4 5.1125e-4 
250 0.0021 0.0016 1.3000e-4 0.0047 5.3945e-4 1.3521e-5 5.4161e-4 4.3411e-4 3.5112e-4 
500 0.0021 0.0016 2.7668e-5 0.0047 5.3945e-4 3.8312e-6 5.4161e-4 3.8558e-4 1.1126e-4 
1000 0.0021 0.0016 2.7668e-5 0.0047 3.6125e-4 2.6865e-7 5.4161e-4 3.8558e-4 7.6619e-5 
1500 0.0021 1.0232e-4 5.9518e-6 0.0047 2.2348e-4 2.6865e-7 5.4161e-4 2.5650e-4 5.1103e-5 
2000 0.0021 4.7050e-5 3.3312e-6 0.0047 2.2348e-4 2.6865e-7 5.4161e-4 2.5650e-4 5.1103e-5 
2500 0.0021 4.7050e-5 2.0012e-7 0.0047 2.2348e-4 1.4360e-7 5.4161e-4 2.5650e-4 5.1123e-6 
3000 0.0021 4.7050e-5 1.2312e-7 0.0047 2.2348e-4 1.4360e-7 5.4161e-4 2.5650e-4 5.1123e-6 
3500 0.0021 4.7050e-5 1.2312e-7 0.0047 2.2348e-4 1.4360e-7 5.4161e-4 2.5650e-4 2.1126e-6 
4000 0.0021 4.7050e-5 1.0001e-7 0.0047 2.2348e-4 1.0092e-7 5.4161e-4 2.5650e-4 2.1126e-6 
4500 0.0021 4.7050e-5 1.0001e-7 0.0047 2.2348e-4 1.0092e-7 5.4161e-4 2.5650e-4 1.0019e-6 
5000 0.0021 4.7050e-5 1.0001e-7 0.0047 2.2348e-4 1.0092e-7 5.4161e-4 2.5650e-4 1.0019e-6 

Table 4. RMSE value in corresponding FEs using SINE activation function 

No. 
of 
FEs  

Haberman’s survival  Lenses  

PSO DE TLBO PSO DE TLBO 

1 3.3374e-5 1.2763e-6 2.0612e-4 5.2797e-4 5.3316e-4 0.0017 
250 3.3374e-5 3.0981e-5 1.6625e-4 5.2414e-4 5.3075e-4 8.6446e-4 
500 3.3374e-5 3.0981e-5 5.6624e-5 5.2414e-4 5.2506e-4  5.6979e-5 
1000 3.3374e-5 9.7380e-6 2.3312e-5 5.2414e-4 5.2506e-4 5.6979e-5 
1500 3.3374e-5 9.7380e-6 2.1991e-7 5.2363e-4 5.2364e-4 2.1630e-5 
2000 3.3374e-5 9.7380e-6 5.1126e-8 5.2357e-5 5.2358e-4 2.1630e-5 
2500 3.3374e-5 9.7380e-6 1.5107e-8 5.2357e-5 5.2357e-4 1.6651e-5 
3000 3.3374e-5 9.7380e-6 1.5907e-9 5.2357e-5 5.2357e-4 6.5612e-6 
3500 3.3374e-5 9.7380e-6 1.5907e-9 5.2357e-5 5.2357e-4 2.1162e-6 
4000 3.3374e-5 9.7380e-6 1.5907e-9 5.2357e-5 5.2357e-4 2.1162e-6 
4500 3.3374e-5 9.7380e-6 1.5907e-9 5.2357e-5 5.2357e-4 2.1162e-6 
5000 3.3374e-5 9.7380e-6 1.5907e-9 5.2357e-5 5.2357e-4 2.1162e-6 

Table 5. RMSE value in corresponding FEs using COSINE activation function 

No. 
FEs  

2bit parity dataset 4bit parity dataset Iris dataset 

PSO DE TLBO PSO DE TLBO PSO DE TLBO 

1 0.0038 5.3822e-4 2.3257e-5 1.4520e-4 2.3121e-5 1.9195e-4 4.4795e-4 1.1165e-4 2.1124e-4 
250 0.0038 5.3822e-4 2.3257e-5 1.4520e-4 2.3121e-5 5.1588e-5 4.4795e-4 1.1165e-4 2.1124e-4 
500 0.0038 5.3822e-4 2.3257e-5 1.4520e-4 2.3121e-5 7.0456e-6 4.4795e-4 1.1165e-4 2.1124e-4 
1000 0.0038 1.9971e-4 1.7198e-5 1.4520e-4 2.3121e-5 4.1669e-6 4.4795e-4 3.4132e-5 1.0560e-5 
1500 0.0038 6.6203e-5 8.4330e-6 1.4520e-4 2.3121e-5 4.1669e-6 4.4795e-4 3.4132e-5 1.0560e-5 
2000 0.0038 6.6203e-5 3.1771e-6 1.4520e-4 2.3121e-5 4.1669e-6 4.4795e-4 3.4132e-5 1.0560e-5 
2500 0.0038 6.6203e-5 1.0184e-7 1.4520e-4 2.3121e-5 1.2204e-7 4.4795e-4 3.4132e-5 7.8669e-6 
3000 0.0038 6.6203e-5 1.0441e-8 1.4520e-4 2.3121e-5 1.2204e-7 4.4795e-4 3.4132e-5 1.8769e-6 
3500 0.0038 6.6203e-5 6.4876e-9 1.4520e-4 2.3121e-5 1.2204e-7 4.4795e-4 3.4132e-5 1.2506e-6 
4000 0.0038 6.6203e-5 6.4876e-9 1.4520e-4 2.3121e-5 6.9832e-8 4.4795e-4 3.4132e-5 1.2506e-6 
4500 0.0038 6.6203e-5 6.4876e-9 1.4520e-4 2.3121e-5 6.9832e-8 4.4795e-4 3.4132e-5 1.2506e-6 
5000 0.0038 6.6203e-5 6.4876e-9 1.4520e-4 2.3121e-5 6.9832e-8 4.4795e-4 3.4132e-5 1.2506e-6 
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Table 6. RMSE value in corresponding FEs using COSINE activation function 

No. 
of 
FEs  

Haberman’s survival  Lenses  

PSO DE TLBO PSO DE TLBO 

1 2.6675 e-5 8.2352e-5 8.0296e-6 0.0088 0.0021 2.8358-4 
250 2.6675 e-5 1.7840e-5 3.6534e-6 0.0088 0.0021 1.3000e-4 
500 2.6675 e-5 1.5680e-5 3.6534e-6 0.0088 0.0021 8.7104e-5 
1000 2.6675 e-5 1.5680e-5 4.1600e-7 0.0088 0.0021 8.7104e-5 
1500 2.6675 e-5 1.5680e-5 2.6901e-7 0.0088 2.8519-4 8.7104e-5 
2000 2.6675 e-5 8.1262e-5 9.0791e-8 0.0088 0.0014 8.7104e-5 
2500 2.6675 e-5 8.1262e-5 7.4727e-8 0.0088 0.0014 8.7104e-5 
3000 2.6675 e-5 8.1262e-5 7.4727e-8 0.0088 0.0014 1.4521e-5 
3500 2.6675 e-5 8.1262e-5 7.4724e-8 0.0088 0.0014 1.4521e-5 
4000 2.6675 e-5 8.1262e-5 7.4724e-8 0.0088 0.0014 1.4521e-5 
4500 2.6675 e-5 8.1262e-5 7.4724e-8 0.0088 0.0014 1.4521e-5 
5000 2.6675 e-5 8.1262e-5 7.4724e-8 0.0088 0.0014 1.4521e-5 

 

                                    Fig. 1.                                                             Fig. 2. 

From table 1 and 2, we get that in all datasets the RMSE error for TLBONN is less 
than the RMSE error for both PSONN and DENN. 

From table 3,4, 5 and 6 it is clear that convergence rate of TLBONN  is slower in 
compared to PSONN and DENN but TLBONN is giving smaller error than PSONN 
and DENN in all the datasets. It is also marked that in how much no. of fitness 
evaluation other algorithms converges at the same no. of fitness evaluation also 
TLBONN is giving better result than other algorithm in almost all cases.   

Due to limited space we have taken only two figure to show the convergence 
behavior of all algorithms.. Fig. 1 shows for iris dataset with cosine activation 
function and fig. 2 for iris dataset with sine activation function. 

5 Conclusion 

This paper investigated the application of a new optimization algorithm known as 
teaching learning based optimization (TLBO) to enhance the learning in neural 
network. The TLBONN approach was compared against PSONN and DENN. From  
 

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0

1

2

x 10
-4 Iris dataset with Cosine activation function

No.of fitness evaluation

R
M

S
E

 v
al

ue

 

 

PSO

DE
TLBO

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0

1

2

3

4

5

6
x 10

-4 Iris dataset with Sine activation function

No.of fitness evaluation

R
M

S
E

 v
al

ue

 

 

PSO

DE
TLBO



768 S.C. Satapathy, A. Naik, and K. Parvathi 

the simulation results it is observed that TLBONN has better training accuracy in 
compared to other two algorithms. As further study some modification of TLBO can 
be done to improve the convergence characteristics. 
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Abstract. This work, named Large Scale Optimization based on co-ordinated 
Bacterial Dynamics and Opposite Numbers (LSCBO) presents a very fast 
algorithm to solve large scale optimization problems. The computational 
simplicity of the algorithm allows it to achieve admirable results.  There are 
only three searching agents in the population, one being the primary bacterium 
and the other two are secondary bacteria. The proposed algorithm is employed 
on 7 benchmark functions of CEC2008 and it gives better results compared to 
the other well known contemporary algorithms present in the literature. The 
main reason for this is that the computational burden of the algorithm is 
significantly reduced. 

Keywords: Evolutionary algorithms, large scale optimization, bacterial 
dynamics, quorum sensing. 

1 Introduction 

The main idea behind solving optimization problems is to maximize or minimize an 
objective function by choosing the values of input variables properly within a definite 
boundary and computing objective functional value. The domain of large scale 
optimization problems exists where the number of input variables is very high. There 
have been many attempts to perform this special kind of optimization using 
Evolutionary Algorithms (EAs). These methods are used to solve such high 
dimensional complex large scale optimization problems when classical optimization 
methods fail or are not adequate enough to perform the task efficiently. Due to the 
evolutionary nature of such methods, there is however a drawback which comes into 
being in certain cases. These algorithms may become computationally complex [1, 2]. 
Furthermore, the performance of EAs decreases if the dimensionality of optimization 
problems is increased. The optimization techniques which employ smart sampling and 
meta-modeling are some commonly used as shown in [3, 4] to solve such problems.  
The main reason for this is that such algorithms require the initialization of an input 
population of random solutions. As a result the complexity increases as the fitness of 
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each solution needs to be calculated repeatedly. In our algorithm, we completely do 
away with the concept of population as shown later. 

Existing EAs like Differential Evolution (DE) and Particle Swarm Optimization 
(PSO) have a drawback of high computational complexity [5,6].  As mentioned 
earlier, this is due to the large size of population used in these algorithms and the 
unnecessary computation undertaken by the individuals with poor fitness in large scale 
optimization problems.  

In this paper, Large Scale Optimization based on co-ordinated Bacterial Dynamics 
and Opposite Numbers (LSCBO) is derived from the bacterial foraging pattern. There 
exist only three bacteria in the entire population, one primary bacterium and two 
secondary bacteria. The primary bacterium forms the searching path which leads to the 
global optima by evolutionary process.  There are two secondary bacteria: one known 
as the associated bacterium and the other known as the opposite associated bacterium. 
These bacteria search randomly around the primary bacterium. If the secondary 
bacterium achieves a better fitness than the primary one, the primary bacteria gets a 
velocity towards the secondary bacterium which gives the better fitness. 

Experiments have been performed on the benchmark functions of CEC’08 to test 
the efficiency of the proposed method and the experimental results show that the 
LSCBO has ability to achieve  much better results than some recently developed EAs 
which also specialize in large scale optimization.  

2 Opposition-Based Bacterial Dynamics- An outline 

2.1 Dynamic Random Search 

The primary bacterium performs a random search to obtain the associated bacteria. 
This phenomenon is detailed in this section. In bacterial dynamics the primary 
bacterium occupies a position in the n dimensional space. The primary bacterium at the 
kth  iteration may be represented as, 

nk
n

kkkk RxxxxX ∈= ).,,.........,,( 321 ,               (1) 

where k
ix is the component of the kX on the ith dimension at kth iteration. Now an 

associated bacterium X
~

is generated from the primary bacterium by dynamic random 

search. X
~

is associated to X as a mutation of the primary bacterium. A dimension 
},.......,3,2,1{ nl ∈   is randomly chosen for the mutation where n is the number of 

dimensions of the primary as well as the associated bacterium. Then at kth iteration the 
associated bacterium is generated as 

                     kkk DXX δ+=~
,                           (2) 
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Where )0,.......,0,0,,......,0,0,0( k
l

k dD =δ  and k
ld  is randomly chosen between 

the lower and upper boundary on the lth dimension which is defined by  

               )(11 LBUBrcd k
l −=                             (3) 

where r1 is a random number chosen in the range between -1 to 1. So, r1є [-1, 1]. UB 
and LB denote the upper and lower boundary respectively. There is a point to be noted 
that in our proposed algorithm we use same l when the primary bacterium improves in 
objective functional value, but it does not improve we choose a new l randomly form 
the set },.......,3,2,1{ n . Searching Co-efficient c1 is a constant which plays a role 

equivalent to maintaining the diversity of the population, as adopted in conventional 
Evolutionary Algorithms like DA, PSO etc.  in our proposed algorithm, c1 is set at 
0.23.  

Similarly, the opposite associated bacterium *~
X  is expressed as, 

               * k kX X Dδ= −  .                 (4) 

2.2 Simplified Quorum Sensing 

The fittest bacterium among the present primary bacterium, the associated bacterium 
and opposite associated bacterium is sensed by the method of simplified quorum 
sensing. The primary bacterium is forced to move to the position of the fittest among 
the associated bacteria. We have implemented the jumping of the bacterium  by 
introducing a velocity to the primary bacterium.  

The velocity of the primary bacterium is denoted as 

).,,.........,,( 321
k
n

kkkk vvvvV =  where k
iv  is a component of the kV  on the ith 

dimension at kth iteration. 

Let kFP be the position of the fittest bacterium between the associated and 
opposite associated bacterium. Then the velocity of primary bacterium is updated at the 
kth iteration as, 

      k
i

k
i

k
i xFPv −=                                     (5) 

where, k
iFP and k

ix  are the components of the fittest position and primary bacterium 

on the ith dimension at kth iteration respectively. Thus, the position of the primary 
bacterium is updated as, 

kkk VXX +=+1                                      (6) 

2.3 Flowchart of LSCBO 

The flowchart of  LSCBO is given as shown: 
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3 Experimental Studies 

In this section we describe test functions on which we have applied our proposed 
algorithm and then describe some existing EAs like CCPSO[7] and sep-CMA[8] which 
are used in our comparative studies. 

3.1 Experimental Setup 

We have applied our proposed OCBD algorithm in 7 benchmark functions provided at 
CEC’08 special session on large scale global optimization. The global optimum of 
each function is shifted with different values in each dimension.  

In CEC’08 special session, proposed seven benchmark functions were  

a)  f1(Shifted Sphere) 
b) f2(Schwefel Problem) 
c) f3(Shifted Rosenbrock) 
d) f4(Shifted Rastrigin) 
e) f5(Shifted Griewank) 
f)  f6(Shifted Ackley) 
g) f7(Fast Fractal) 

f1, f4 and f7 are separable functions, and f2, f3, f5 and f7 are non-separable functions.  
These non-separable functions propose a formidable challenge to any EA. As these are 
large scale optimization problems, Shifted Griewank function f5 becomes easier to 
optimize as the product components of this function becomes insignificant due to its 
high dimension and negligible variable interaction. We have compared the results of 
our proposed algorithm with other existing Evolutionary Algorithms like CCPSO sep-
CMA-ES etc. by applying them on these benchmark functions. 

We have tested our algorithm on the above seven benchmark functions of 100, 500 
and 1000 dimensions. For each test functions, we have recorded the averaged results 
and standard deviations of 25 runs. For each run, the maximum number of fitness 
evaluations was set to 5000×n (where n is the number of dimension). 

3.2 Results and Comparative Studies  

Here, we how the opposition-based search and simplicity help to reach the global 
optimum. In the 3rd part of that section we compare the results of our proposed 
algorithm LSCBO with other EAs. 

• Effects of Opposition-based Search: 

The opposite associated bacterium is generated by moving the primary bacterium in 
the same dimension but in a direction opposite to the associated bacterium. The 
primary bacterium shifts to the position of whichever gives better fitness between the 
associated bacteria. Therefore, with the help of opposition-based search we can check 
the fitness value in both directions of a dimension of the primary bacterium. So if the 
associated bacterium does not give the better fitness, the opposite associated bacterium 
may give the better fitness in the opposite direction. Thus if we use the opposite 
associated bacterium along with associated bacterium we can achieve a better result. 
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• Effect of simplicity 

The proposed method is very simple in sense of computational analysis. Due to its 
simplicity, the function is evaluated twice per iteration. So the number of function 
evaluation (FE) is 2 per iteration. As the number of MAX_FEs is fixed during a run, 
therefore our algorithm can be made to iterate more times than the other contemporary 
algorithms. The conventional evolutionary algorithms like DA, PSO, GA deal with 
population of searching agents. So they require a larger number of FEs per iteration. 
As a result their algorithm cannot be iterated so many times. Due to the large number 
of iterations as well as its simplicity, the primary bacterium can improve its fitness 
value and thus obtain a better and a faster result. 

• Comparison of OCBD with Other EAs 

The results CCPSO2 and sep-CMA-ES were examined on the seven benchmark 
functions provided at CEC’08. We have compared the results of LSCBO with these 
two algorithms on those 7 benchmark functions. 

Table-1 shows the results of 7 test functions provided at CEC’08 on 100-D, 500-D 
and 1000-D. The results of CCPSO2 scaled very well on f1 and f6 compared to the 
results of LSCBO. But the LSCBO clearly outperforms the CCPSO2 on f2, f3, f4 and f7 
from 100-D to 1000-D. The LSCBO performs well on f5 at 100-D, but CCPSO2 
outperforms it on 500-D and 1000-D. On the other hand, sep-CMA gives better results 
on f1, f3 and f5 than LSCBO. But it is clear from the table LSCBO scaled much better 
on f2, f4, f6 and f7 compared to sep-CMA from 100-D to 1000-D. 

Table 1. Results of CCPSO2, sep-CMA and LSCBO on test functions of 100-D, 500-D and 
1000-D 

Test 
function 

Dimensions CCPSO2 sep-CMA LSCBO 

F1 100 
500 
1000 

7.73e-14 (3.23e-14) 
3.00e-13 (7.96e-14) 
5.18e-13 (9.16e-14) 

9.02e-15(5.53e-15) 
2.25e-14(6.10e-15) 
7.81e-15(1.52e-15)

1.64e-04(9.45e-05) 
8.24e-04(1.93e-04) 
3.15e-03(3.65e-04) 

F2 100 
500 
1000 

6.08e+00(7.83e+00) 
5.79e+01(4.21e+01) 
7.82e+01(4.25e+01) 

2.31e+01(1.39e+01) 
2.12e+02(1.74e+01) 
3.65e+02(9.02e+00) 

4.64e-01(2.93e-01) 
2.91e+00(1.82e-01) 
3.49e+00(3.26e-01) 

F3 100 
500 
1000 

4.23e+02(8.65e+02) 
7.24e+02(1.54e+02) 
1.33e+03(2.63e+02) 

4.31e+00(1.26e+01) 
2.93e+02(3.59e+01) 
9.10e+02(4.54e+01) 

2.49e+02(1.23e+01) 
4.23e+02(3.61e+01) 
9.95e+02(7.23e+01) 

F4 100 
500 
1000 

3.98e-02(1.99e-01) 
3.98e-02(1.99e-01) 
1.99e-01(4.06e-01) 

2.78e+02(3.43e+01) 
2.18e+03(1.51e+02) 
5.31e+03(2.48e+02) 

7.92e-04(4.23e-05) 
2.95e-03(1.74e-04) 
5.75e-03(3.48e-04) 

F5 100 
500 
1000 

3.45e-03(4.88e-03) 
1.18e-03(4.61e-03) 
1.18e-03(3.27e-03) 

2.96e-04(1.48e-03) 
7.88e-04(2.82e-03) 
3.94e-04(1.97e-03) 

3.12e-03(3.24e-04) 
3.98e-03(2.95e-04) 
6.42e-03(4.23e-04) 

F6 100 
500 
1000 

1.44e-13(3.06e-14) 
5.34e-13(8.61e-14) 
1.02e-12(1.68e-13)

2.12e+01(4.02e-01) 
2.15e+01(3.10e-01) 
2.15e+01(3.19e-01) 

5.12e-03(4.17e-04) 
1.87e-02(2.41e-03) 
3.42e-03(3.69e-04) 

F7 100 
500 
1000 

-1.50e+03(1.04e+01) 
-7.23e+03(4.61e+01) 
-1.43e+04(8.27e+01) 

-1.39e+03(2.64e+01) 
-6.37e+03(7.59e+01) 
-1.25e+04(9.36e+01) 

-1.57e+03(9.26e+00) 
-8.28e+03(1.23e+01) 
-1.50e+04(7.29e+01) 
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In f3, the LSCBO converges prematurely as soon as run started and gives a worse 
result than sep-CMA, but performs well compared to CCPSO2. In f4 and f5 also, 
LSCBO converges very fast and is seen to scale very well. In f2, LSCBO does not 
converge very fast, but gives better result gradually. 
 

 
                    (a)                                          (b)    

Fig. 1. Average objective functional values of OCBD on functions of CEC’08 of 100 
dimensions.  (a)f3(Shifted Rosenbrock), (b)f5(Shifted Griewank) 

  

Fig. 2. Average objective functional values of LSCBO on functions of CEC’08 of 1000 

dimensions.  (a)f2(Schwefel Problem), (b)f4(Shifted Rastrigins) 

So according to the overall result, it is evident that LSCBO is able to give more 
accurate solution of the test functions than the recently developed EAs as well it 
performs very fast due to its simplicity. 
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4 Conclusion 

A simple optimization algorithm LSCBO has been presented in this paper to solve 
large scale optimization problems. Due to the smaller number of searching agents in a 
population, it consumes much less time. Comparative studies of the performance of our 
algorithm LSCBO have been achieved by applying it on high dimensional uni-modal 
and multi-modal benchmark functions provided at CEC’08. From the experimental 
results we can conclude that the proposed algorithm can give better results with a 
higher convergence rate. Due to its simple dynamic opposition-based search, our 
proposed method becomes a highly competitive optimization algorithm for large scale 
optimization problems.  
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Abstract. This paper presents a Strategy adaptive Genetic Algorithm to address 
a wide range of sequencing discrete optimization problems. As for the 
performance analysis, we have applied our algorithm on the Travelling 
Salesman Problem(TSP).Here we present an innovative crossover scheme 
which selects a crossover strategy from a consortium of three such crossover 
strategies, the choice being decided partly by the ability of the strategy to 
produce fitter off springs and partly by chance. We have maintained an account 
of each such strategy in producing fit off springs by adopting a model similar to 
The Ant Colony Optimization. We also propose a new variant of the Order 
Crossover which retains some of the best edges during the inheritance process. 
Along with conventional mutation methods we have developed a greedy 
inversion mutation scheme which is incorporated only if the operation leads to a 
more economical traversal. This algorithm provides better results compared to 
other heuristics, which is evident from the experimental results and their 
comparisons with those obtained using other algorithms. 

Keywords: Genetic Algorithm, crossover, mutation, Travelling Salesman 
Problem; Ant Colony Optimization, pheromone, Roulette-Wheel Method, 
Minimum Spanning Tree. 

1 Introduction 

Evolutionary computation is a subfield of artificial intelligence (specifically 
computational intelligence) that involves combinatorial optimization problems. The 
evolutionary algorithms can be classified into i) Genetic Algorithms ii) Evolutionary 
Programming iii) Evolution Strategies and iv)Genetic Programming. In this paper we 
shall frame a new Strategy adaptive Genetic Algorithm (SaGA) that can efficiently 
solve the Travelling Salesman Problem (TSP) which is an NP-complete permutation 
problem.  

The objective of TSP is to find the shortest route for a travelling salesman who, 
starting from his home city has to visit every city on a given list exactly once before 
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returning to his starting city. Considering an n-city symmetric TSP, the search space 
will consist of (n-1)!/2 possible sequences of which we are to find the optimal 
sequence. For small values of n, the solution can be obtained easily but as the input 
size, n, increases, the run-time complexity increments exponentially. 

In this paper in section 2 we provide an overview of genetic algorithms. A formal 
definition of the TSP is given in section 3. An account of the different components of 
genetic algorithms along with our modifications are given in section 4. In section 5 
we present the results obtained for different TSP instances and compare them with 
other existing methods. Section 6 concludes the investigation. 

2 Overview 

Genetic algorithms are search algorithms inspired by evolutionary biology. Genetic 
algorithms are typically simulated as consisting of a population of abstract 
representations (chromosomes) of candidate solutions (individuals) to an optimization 
problem which evolves toward better solutions. The key steps of a standard genetic 
algorithm are:- 

a)  Initialization- Many individual candidate solutions are generated.  
b) Selection- During each transition from a generation to the next, a portion of the    
population is   selected to breed a new generation. 
c) Reproduction- New individuals are created from pairs of individuals in the current 
population using genetic operators such as mutation and crossover. 
d) Termination- The generational process is continued until a termination condition is 
satisfied.  

3 The Travelling Salesman Problem 

The Travelling Salesman Problem (TSP) is a well-known problem in the area of 
combinatorial optimization. The travelling salesman starts at one node, visits all other 
nodes successively only one time each, and finally returns to the starting node. i.e., 
given n cities, named {c1, c2,...,cn}, and permutations, π1, ..., πn, the objective is to 
choose a permutation πi of cities such that the sum of all Euclidean distances between 
each node and its successor is minimized. The Euclidean distance d, between any two 
cities with coordinate (x1, y1) and (x2,y2) is calculated by 

2

21

2

21
)()( yyxxd −+−=                          (1) 

4 Key Components of the Algorithm 

4.1 Fitness Function  

The fitness of an n-city traversal sequence S is represented by g(x)= 1/f(x), where    
f(x)=c(S(1),S(2))+c(S(2),S(3))+…...+c(S(n-1),S(n))+c(S(n),S(1)), (2) Here c is the 
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cost matrix (or the adjacency matrix) of the problem. Our task is to maximize g(x) 
and hence minimize the distance function f(x). 

4.2 Generation of the Initial Population 

The initial population for the n-city TSP problem can be generated in two ways:- 

1) Randomly generated. 
2) Generated as per a certain rule so as to guarantee rapid convergence to the 

optimal solution. 

In our algorithm we generate the initial population randomly to maintain a necessary 
diversity. 

4.3 Selection for Crossover 

Selection for crossover is done using the Roulette Wheel Method i.e. the members of 
the current population are crossed over with other members, whose fitness is adjacent 
to theirs.  

4.4 Crossover 

In this paper we propose a new, innovative crossover scheme which has the ability to 
select from a pool of three crossover operators maintaining an account of the success 
of the operators in producing fitter off springs. The majority of the current population 
converges to that crossover strategy which produces fitter off springs, as well as is 
probabilistically favoured. The operators competing are- 

1. Sequential Constructive Crossover (SCX)  
2. Cyclic Crossover(CX) 
3. Modified Branch Inherency Based Ordered Crossover (modified OX) 

Our algorithm aims to promote that crossover operator which produces fitter off 
springs for the members of the current population. To mathematically model this we 
have considered a model similar to the Ant Colony Optimization Model as proposed 
by Dorigo et.Al[1] where we have considered the three types of crossover as three 
distinct paths, one of which may be adopted by the pair undergoing crossover. This 
decision of choosing a path is made using two sets of continuously varying quantities- 
i) tauscx, tauox, taucx ii) scxrand, oxrand, cxrand ϵ(0,1). Every time a pair of parent 
chromosomes undergoes a certain crossover (say SCX), the pheromone on this path is 
updated as per the formula:  

( )xQ ftautau scxscxscx
×+= ,                          (3) 

 fscx(x) represents the fitness of the offspring obtained using the SCX operator. 
Likewise the off springs produced using the other two crossover schemes (OX and 
CX) also contribute to updating the pheromone on the respective paths using a similar 
formula. Now for every pair of members of the current population undergoing 
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crossover, the probability of a certain crossover scheme(say the modified OX) is 
given by Pox=(oxrand)

A*(tauox)
B, and likewise for SCX and CX. 

The crossover strategy with the greatest probability is chosen to operate to produce 
the off springs. The values of the constants Q, A and B are user defined.  

a) Sequential Constructive Cross-Over 
We have adopted the Sequential Constructive Cross-Over(SCX), as proposed by 
Zakir H. Ahmed[2] , in order to ensure an increased rate of convergence. We have 
used the SCX because it exploits one major property of path representation, i.e. the 
distance between two successive cities. Hence, it selects the better edges from the two 
parents and forms the offspring(s). 

b) Cyclic Crossover 
The Cyclic Crossover Operator, as proposed by Oliver et al.[3], is unique because the 
off springs obtained are a result of recombination under the constraint that each city 
name comes from one parent or the other. The distance of the fitter of the two 
probable path traversals is employed in updating taucx as stated in the previous 
section. 

c) Modified branch inherency based order crossover(modified OX) 
In our approach we use a modified variant of the Order Crossover technique which 
ensures a high degree of convergence for large number of cities. The order crossover 
operator was proposed by Davis et al.[4]. In our algorithm, we follow OX5. The 
modifications are illustrated as follows. For example consider the following two 
parent tours which represent a permutation of 12 cities 

p1= 1  4  7  3  11  6  9  10  5  2  8  12 
p2= 3  2  10  1  4  9 7  12  6  8  11  5 

Let the initial cut-points be randomly generated between positions 5 and 8. So the sub 
tours enclosed are copied into the corresponding off springs as shown below 

o1= * * * * 11 6 9 10 * * * * 
o2= * * * * 4 9 7 12 * * * * 

Let the shortest tour subsequence of three consecutive city traversals in the remainder 
parent p1 be (4-> 7-> 3). The first pair of cut-points is generated enclosing this 
subsequence. 

p1 = 1| 4 7 3| 11 6 9 10 5 2 8 12 

In the remaining subsequence let the shortest tour subsequence of two consecutive 
city traversals be (2->8).The second pair of cut-points is generated enclosing this 
subsequence. 

p1= 1 4 7 3 11 6 9 10 5| 2 8| 12 

Let the shortest tour sub-sequences determined for parent2 be (6->8->11) and (3->2). 

p2=| 3 2| 10 1 4 9 7 12 |6 8 11| 5 

The shortest possible tour sub-sequences thus determined are copied into the 
corresponding off springs o1 and o2. 
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p1= 1 |4 7 3| 11 6 9 10 5| 2 8| 12 

                          o1= *  4 7 3  11 6 9 10 * 2 8  * 

p2=| 3 2| 10 1 4 9 7 12 |6 8 11| 5 

 o2=  3 2 * *  4 9 7 12 6 8 11  *  

Starting from the end of the shortest tour sequence of three cities in p1,o1 is 
constructed preserving the order of cities in p2, starting from the end of the shortest 
subsequence of three cities in p2,omitting those which are already present in o1.When 
the end of the string p2 is reached we continue from its first position. 

p2=| 3 2| 10 1 4 9 7 12 |6 8 11| 5 

o1=  12 4  7 3  11 6 9 10 5 2 8 1  

Similarly the second offspring o2 can be constructed as 

p1= 1|4 7 3| 11 6 9 10 5| 2 8| 12 

o2= 3 2 5   1 4 9 7 12 6 8 11 10 

4.5 Mutation 

a) Displacement mutation 
Displacement Mutation selects a subsequence at random and inserts it at a random 
position outside the subsequence.  
b) Exchange Mutation 
Exchange mutation selects two positions at random and swaps the cities on these 
positions.  
c) Greedy Inversion Mutation 
We have developed a novel inversion mutation scheme influenced by certain 
minimum spanning tree algorithms. One such is that proposed by Jarnik, rediscovered 
by Dijkstra and Prim[5]. Let us consider a graph with N vertices and M edges. Let S 
be a spanning forest (a candidate solution). Let us assume a sub-tour of the solution  
s ϵ S where s contains n vertices. We consider this subsequence as a distinct ordered 
set in itself as inverting it would result in the same cost of traversal(valid for 
symmetric TSPs only). We now determine the cumulative cost c1(distance in this 
case) associated with the traversals of the edges across the cuts of the set s with the 
remainder of the spanning forest. We also determine the cumulative cost c2 associated 
with the traversals of the edges across the cuts of the inverted set s with the remainder 
of the spanning forest. If the algorithm detects c2 to be less than c1, it inverts the 
ordering in the set s, otherwise no inversion occurs.  

5 Experimental Setup and Results 

In our tests for TSP, the proposed SaGA algorithm is coded and complied in Matlab 
R2009b and the experiments are executed in a Core i3 3.0 GHz PC with 3 GB RAM. 
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Our results are compared with those obtained using S-CLPSO[6](Set-Based 
Particle Swarm Optimization), ACS[7](Ant Colony System), SWAP_GATSP[8], 
OX_SIM[9]( standard GA with order crossover and simple inversion mutation), 
MOC_SIM(modified order crossover and SIM).  

Table 1 summarizes the results obtained over 50 runs by running the SaGA, S-
CLPSO, ACS, SWAP_GATSP, OX_SIM and MOC_SIM.  

It is evident from the table that for majority of the different TSP instances, the 
error percentages are lowest for SaGA. Even the average results obtained using 
SaGA are more optimized than the ones obtained using S-CLPSO and ACS.  
 

Table 1. Comparison of The Results Obtained over 50 Runs Using SaGA, S-   CLPSO, ACS, 
SWAP_GATSP, OX_SIM and MOC_SIM for Different TSP Instances 

 
 

Algorithm 

     Instances 

Statistics SaGA ACS S-CLPSO SWAP_GATSP OX_SIM MOC_SIM 

      eil51 

51 

426 

Best 

Average 

Error 

426 

429 

0.7042 

429 

434.55 

2.007 

426 

427.3 

0.305 

439 

442 

3.7559 

493 

540 

26.7606 

444 

453 

6.3380 

KroA100 

100 

21282 

Best 

Average 

Error 

21282 

21285 

0.0141 

21355 

21790.65 

2.39 

21282 

21352.5 

0.3312 

21397 

21740 

2.1521 

21746 

22120 

3.9376 

21514 

21825 

2.5515 

eil76 

76 

538 

Best 

Average 

Error 

538 

544 

1.115 

548 

557 

3.5315 

538 

541.7 

0.6877 

548 

555 

3.1599 

597 

620 

15.2416 

562 

580 

7.8067 

St70 

70 

675 

Best 

Average 

Error 

675 

677 

0.2962 

677 

688.95 

2.0667 

675 

677.7 

0.4 

685 

701 

3.8519 

823 

920 

36.2963 

698 

748 

10.8148 

d198 

198 

15780 

Best 

Average 

Error 

15870 

15914 

0.8491 

  

15980 

16106 

2.0659 

16542 

17987 

13.9861 

16122 

16348 

3.5995 

pr299 

299 

48191 

Best 

Average 

Error 

48386 

48401 

0.4358 

48828 

49721.6 

3.1761 

48478 

49222.5 

2.1404 

   

lin318 

318 

42029 

Best 

Average 

Error 

42492 

42604 

1.3681 

43050 

43624.4 

3.7959 

42719 

43518.4 

3.5437 
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Comparing SaGA with other COP solving algorithms such as S-CLPSO and ACS, the 
average of the error percentages for SaGA is 0.6556 which is less than 1.2346 for the 
S-CLPSO and 2.8278 for ACS. On comparing with other GAs, SaGA, with an 
average error percentage of 0.5957 also outperforms SWAP_GATSP(2.997), 
OX_SIM(19.24) and MOC_SIM(6.22). 

6 Conclusion 

In this paper we have used GA in a different approach and investigated it’s suitability 
for the TSP problem. The algorithm has the liberty of choosing a crossover operator 
from a pool of three distinct such operators, the preference being determined by the 
ability of the chosen operator to produce fitter off springs. Such a competition among 
the operators is possible by using a model similar to the Ant Colony Optimization. 
We have also developed the Order Crossover operator so that the off springs inherit 
some of the best edges from their parents. At the same time to maintain better 
convergence speed we have introduced the greedy inversion mutation scheme which 
inverts a sequence in a candidate solution only if it results in a more economical 
traversal. This ensures a much faster convergence to the optimal solution. Thus using 
this algorithm helps in optimizing the speed and accuracy of the search process. 
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Abstract. We propose a novel and efficient way to design maximally 
decimated FIR cosine modulated filter banks, in which each analysis and 
synthesis filter has linear phase. We consider a class of near-perfect 
reconstruction CMFBs with the linear phase prototype filter, which structurally 
eliminates the amplitude overall distortion. The prototype filter design problem 
is then formulated into a multi-objective optimization problem (MOP), which 
aims at maximizing stop-band attenuation and minimizing reconstruction error 
simultaneously. We have modeled the design problem as a constrained multi-
objective optimization problem which is efficiently solved by using a recently 
proposed algorithm MOEA/DFD. Experiment shows that the performance of 
MOEA/DFD exceeds that of MOEA/D and NSGA-II. 

Keywords: Multi-rate filter, Cosine modulated filter bank, Prototype filter, 
Evolutionary multi-objective optimization.   

1 Introduction 

A substantial progress in the field of filter banks design and their applications have 
been made since the last two decade. Multirate filter banks are used in a variety of 
applications from data compression (speech, audio, image, and video) to 
communications (multicarrier modulation), and feature detection Among them, the 
cosine modulated filter banks(CMFB) have emerged as an attractive choice of filter 
banks with respect to implementation cost and design saving. In CMFBs, analysis and 
synthesis filter banks are derived by cosine modulating the low pass prototype filter. 
Hence the entire design of the filter banks is reduced to design the prototype filter. 
Therefore, during the design phase, it is required to optimize the coefficients of 
prototype filter only. This significantly reduces the complexities and computational 
overheads. 

In the past, lot of work has been reported in developing filter banks [1–5]. Initially, 
the research effort was focused on design of the two-channel QMF banks [6–8] and 
later on it was extended to multi-channel QMF banks that can be designed using three 
different approaches [1,9]: 
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• First approach is based on building the filter bank using a tree structure with two- 
channel filter banks as basic building blocks. 

• In second approach, all the analysis and synthesis filters are considered to be 
independent, and are simultaneously optimized to satisfy the perfect 
reconstruction or near perfect reconstruction property. 

• Last approach is based on cosine modulation or modified discrete Fourier 
transform (MDFT). In this technique, only the prototype filter needs to be 
designed, and all the analysis and synthesis filters are generated from this filter 
with the aid of cosine modulation or MDFT. 

As compared to other two approaches mentioned above, cosine modulated filter banks 
are superior [1,9,10]: 

 

Fig. 1. M-channel maximally decimated filter bank 

Cosine modulated filter banks are categorized in two ways: filter banks with 
approximate reconstruction and perfect reconstruction [1]. In CMFBs, first the 
analysis filters channelize the input signal to be processed. The extracted sub-band 
signals are then decimated and processed by a processing unit according to the 
application in hand. This is either stored or transmitted. In the receiver side, a 
synthesis filter bank reverses this process and reconstructs the original signal. The 
generalized parallel structure of cosine modulation is shown in Fig. 1. 

In this paper, we show a class of cosine-modulated QMF banks with a prototype 
filter which structurally cancels the overall amplitude distortion. Then, the filter bank 
design problem essentially reduces to designing the prototype filter which has a 
frequency response satisfying given specifications. Different from the conventional 
(local) nonlinear optimization based CMFB design, our design approach is recast a 
multi-objective optimization problem (MOP) which considers both design objectives, 
namely, stop-band attenuation and reconstruction error.  
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We use an evolutionary multi-objective framework to achieve reconstruction error 
minimization and stop-band attenuation maximization with some constraints. A 
decision maker is implemented every time to choose the solution with maximum stop-
band attenuation and with a fixed allowable reconstruction error, chosen according to 
the application requirement. We integrate the concept of a fuzzy dominance with 
original MOEA/D [12] and call the resulting algorithm MOEA/DFD (MOEA with 
Decomposition and Fuzzy Dominance), proposed by the authors in [13]. The 
performance of the algorithm in the present application context is compared with two 
state-of-the-art MOEAs, viz. NSGA - II (Non-dominated Sorting Genetic Algorithm) 
[14] and the original MOEA/D. 

2 Problem Definition 

In cosine-modulated QMF banks, all the analysis and synthesis filters can be 
generated by just modulating a linear phase low-pass prototype filter H(z) with cutoff 

frequency
2M

π as follows: 

( ) 2 ( )cos( ( 0.5)( ) )
2k k

N
h n h n k n

M

π θ= + − +  

( ) 2 ( )cos( ( 0.5)( ) )
2k k

N
f n h n k n

M

π θ= + − −  

for 0 , 0 1.n N k M≤ ≤ ≤ ≤ −  

where ( )kh n and ( )kf n represent the impulse responses of the kth channel analysis 

and synthesis filters, respectively. 
In the M-channel maximally decimated filter bank shown in Fig. 1, the 

reconstructed signal ( )Y z  can be expressed in z-domain as: 

1
2 /

0
1

( ) ( ) ( ) ( ) ( )
M

j l M
l

l

Y z X z T z X ze T zπ
−

−

=

= +       (1) 

where
1

2 /

0

1
( ) ( ) ( )

M
j l M

l k k
k

T z H ze F z
M

π
−

−

=

=  . 

Here 0 ( )T z is the overall distortion function and ( ), 0lT z l ≠ is the aliasing 

transfer function. To cancel aliasing and achieve perfect reconstruction, it is required 
that 

( ) 0lT z =    for 1, 2,..., 1l M= −   (2) 

                 0 ( ) ndT z cz −=  
 

As the analysis and synthesis filters have narrow transition bands and high stop-band 
attenuation, the overlap between nonadjacent filters is negligible. Moreover, it was  
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shown in [11] that significant aliasing terms from the overlap of the adjacent filters 
are cancelled by choosing ( 1) / 4k

kθ π= − . Under these circumstances, the overall 

distortion function is given by 

2 1 2( / /2 )
0

0

( ) ( )
j N M

j j k M M

k

e
T e H e

M

ω
ω ω π π

− −
− −

=
=     (3) 

It can be verified that 0 ( )jT e ω is periodic with period π/M, and so is approximated by 

2 2( / /2 ) ( ( 1) / /2 )
0 ( ) [ ( ) ( ) ],

j N
j j k M M j k M Me

T e H e H e
M

ω
ω ω π π ω π π

−
− − − + −≈ +

     
(4) 

for 
1 3

[( ) ,( ) ]
2 2

k k
M M

π πω ∈ + + . 

To eliminate amplitude distortion, 0 ( )jT e ω must be constant for all frequencies, 

i.e., 
2 2( / )( ) ( ) 1,j j MH e H eω ω π−+ =

   
(5)

                        
 

for [0, ]
M

πω ∈ . 

Now, let ( )jH e ω
be a lowpass filter with the passband and stopband edges 

( ), ( )
2 2p sM M

π πω ω= −∈ = + ∈ .   (6) 

where 0 < ∈< π/2M decides the transition bandwidth. Assuming that the filter has 
small ripples in the passband and high attenuation in the stopband, we have 

2 2( / )( ) ( ) 1,j j MH e H eω ω π−+ ≈
   

(7) 

for [0, ] [ , ]p s M

πω ω ω∈  . 

In the transition band, if 

( ) cos( ( )), [ , ]
4

j
p p sH e ω π ω ω ω ω ω= − ∈

∈
,  (8) 

then 
2 2( / ) 2 2( ) ( ) cos ( ( )) sin ( ( )) 1,

4 4
j j M

p pH e H eω ω π π πω ω ω ω−+ = − + − =
∈ ∈

     (9)
 

 
In summary, the overall amplitude distortion will be cancelled if the prototype filter 
has the following magnitude response 
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1 [0, ]

( ) cos( ( )) [ , ]
4

0 [ , ]

p

j
p p s

s

H e ω

ω ω
π ω ω ω ω ω

ω ω π

∈
= − ∈ ∈

∈                   

(10) 

For simplicity, we assume that the linear phase prototype filter have even order, i.e., N 
= 2L. Then 

/2( ) ( )j j N
RH e e Hω ω ω−=

          (11)
 

and the amplitude response is 

0

( ) cos( )
L

R k
k

H g kω ω
=

=                     (12) 

Here the variable vector g 0 1 2 1 2 0[ , , ,..., ] [ ,2 ,2 ,...,2 ]L L L Lg g g g h h h hΤ Τ
− −= =

 
represents the prototype filter coefficients. 

Now we have to maximize the stopband attenuation which is given as  

20logs sA δ= − ,where [ , ]max ( )j
s s

H e ω
ω ω πδ ∈= .           (13) 

Also we have to minimize the maximum peak to peak reconstruction error 

0 0max( ( )) min( ( ));j j
ppE MT e MT eω ω

ωω
= −

           
(14) 

Moreover, there are some constraints imposed on this optimization problem as 
follows: 

( ) 1 , [0, ],R p pH ω δ ω ω− ≤ ∈
 

( ) cos( ( )) , [ , ],
4R p t p sH
πω ω ω δ ω ω ω− − ≤ ∈
∈   (15) 

( ) , [ , ].R s sH ω δ ω ω π≤ ∈  

3 Multi-objective Optimization, MOEA/DFD –Brief 
Background 

A multi-objective optimization problem (MOP) can be formally stated as follows: 

  Minimize                                                    subject to        x ∈ Ω
,                    (16)                             

where Ω is the decision space, F : Ω → mR consists of  m real-valued objective 

functions and mR  is called the objective space. If x
 ∈ nR , all the objectives are 

continuous and Ω is described by },...,1,0)(|{ kjxhRx j
n =≤∈=Ω 

,                                             

where  jh  are continuous functions, we call (16) a continuous MOP[16],[17]. 

1( ) ( ( ),..., ( ))mF x f x f x=  
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3.1 MOEA/DFD: A Brief Discussion  

We have already proposed MOEA/DFD in [13] and have clearly discussed the detailed 
algorithm and reasons behind the better performance of it. The main difference 
between MOEA/D and MOEA/DFD lies in the updation strategy which is described in 
form of a pseudo code is short and the symbols have their usual meanings. 

Update of z: For each j=1,…,m, if jz > jf  ( y


), then set jz = jf  ( y


). 

Calculation of fuzzy dominance level:  
For each j∈P, 
 For each i∈{1,…,m} 

                     if )()( j
ii xfyf ≤

, 1=j
iμ  ; 

                    else 
))()(( j

ii xfyfAj
i e

 −−=μ ; end. 

             ∏
=

=∩=
m

i

j
i

j
i

j

1

ˆ μμμ ;end. 

0.1* / (m ax_ )gen genτ =  ;end. 

Update of solutions:  For each j∈P ; If τμ >jˆ , then x j = y, FV j = F( y


) 

else, if *)z , | y(g jte jλ
≤ *)z , | x(g jte jλ

 , then jx
  =  y


, FV j = F( y


); 

4 Experimental Results 

4.1 Experimental Setup 

Here a design example is considered to establish the efficiency of the proposed 
method experimentally. The result is compared to that of approaches based on two 
other evolutionary multi-objective optimization algorithms, namely, NSGA-II and 
MOEA/D. A 17-channel cosine modulated pseudo-QMF filter bank is to be designed 
with the prototype filter order of N=102. The other specifications are given as 
follows: 

• 
3.1176

, 0.0585 ,
10000p sω π ω π= =  

• peak passband ripple pδ =10-3 

• transition band peak error tδ =10-3 

• peak stopband ripple sδ =10-2 
 

For MO algorithms, population size (N) is kept at 300 with 50,000 function 
evaluations. The parameters of MOEA/DFD, MOEA/D and NSGA-II are used as 
recommended. In all those cases we have used uniform crossover and one bit flip 
mutation scheme to maintain uniformity. Other parameters of those algorithms are 
kept as recommended in respective literatures. 
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4.2 Result 

In a nutshell the objective is to maximize stopband attenuation while minimizing peak 
to peak reconstruction error. As the objectives are conflicting it is not possible to 
achieve their optimal values simultaneously. For this reason we have extracted the 
solution which attains some specific value of stopband attenuation and compared 
maximum peak to peak reconstruction error in our approach with that of two other 
algorithms in the set-up described in the previous sub-section. Results have taken 
from the values generated in 25 independent runs of each algorithm and the average 
values are reported. Figure 2 represents the Pareto optimal front of the multi-objective 
optimization problem of the design process. 

Table 1. Experimental results for Maximum Peak to Peak Reconstruction Error for Specific 
Values of Stopband Attenuation 

 
 
 

Maximum Peak to Peak Reconstruction Error 

Stopband 
Attenuation 

NSGAII MOEA/D MOEA/DFD 

-20 dB 1.867e-3 9.446e-4 8.793e-4 

-30 dB 3.315e-3 2.242e-3 1.953e-3 

-40 dB 4.040e-3 3.565e-3 2.993e-3 

-50 dB 6.063e-3 4.784e-3 4.276e-3 

From the results listed in Tables 1 or as shown in the Figure 2, it is quite evident 
that MOEA/DFD outperforms NSGA-II and MOEA/D. In other words, the maximum 
peak to peak reconstruction error is minimum for all given values of stopband 
attenuation. NSGA - II performs worst in all those aspects.   

 

Fig. 2. Pareto optimal fronts generated by different algorithms 

-50 -40 -30 -20 -10 0 10
0

1

2

3

4

5

6

7
x 10

-3

Stopband Attenuation (dB)

M
ax

im
um

 P
ea

k 
to

 P
ea

k 
R

ec
on

st
ru

ct
io

n 
E

rr
or

 

 

NSGA II
MOEA/D
MOEA/DFD



792 Md. Nasir, S. Sengupta, and S. Das 

5 Conclusion 

In this work, a multi-objective optimization based technique for design of prototype 
filter is presented. The simulation results show that the optimization algorithm 
effectively reduced the peak reconstruction error with comparable stopband 
attenuation. Not only that this multi-objective approach for cosine modulated filter 
bank is novel, but also the proposed framework based on MOEAD/DFD outperforms 
other evolutionary multi-objective algorithms. Much more simulation is under way to 
confirm the theoretical advantage of our method over other existing ones. This simple 
yet efficient approach can be used to many other filter design problems as well. 
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Abstract. Voltage stability has become an important issue in planning and 
operation of many power systems. Contingencies such as unexpected line 
outages in a stressed system may often result in voltage instability, which may 
lead to voltage collapse. This paper presents evolutionary algorithm techniques 
like Genetic Algorithm (GA) and Non-dominated Sorting Genetic Algorithm II 
(NSGA II) approach for solving the Voltage Stability Constrained Optimal 
Power Flow (VSC-OPF). Base-case generator power output, voltage magnitude 
of generator buses are taken as the control variables. Maximum L-index of load 
buses is used to specify the voltage stability level of the system. An improved 
GA which permits the control variables to be represented in their natural form is 
proposed to solve the Optimal Power Flow (OPF) problem and NSGA II is 
proposed to solve the VSC-OPF optimization problem. For effective genetic 
operation, crossover and mutation operators which can directly operate on 
floating point numbers and integers are used. The proposed approach has been 
evaluated on the IEEE 30-bus test system. Simulation results show the 
effectiveness of the proposed NSGA II approach than Multi-Objective Genetic 
Algorithm (MOGA) for improving the voltage security of the system. 

1 Introduction 

PTIMAL Power Flow (OPF) [1] is a nonlinear programming problem, and is used 
to determine optimal outputs of generators and bus voltage in power system, 

with an objective to minimize total production cost, while the system is operating 
within its security limit. Since OPF was introduced in 1968, several methods have 
been employed to solve this problem, e.g. Gradient base [9], Linear programming 
method [3] and Interior point method [12]. However all of these methods suffer from 
three main problems. Firstly, they may not be able to provide optimal solution and 
usually getting stuck at local optima [17]. Secondly, all these methods are based on   
assumption of continuity and differentiability of objective function which is not 
actually allowed in a practical system. Finally, all these methods cannot be applied 
with discrete variables, which are transformer taps. It seems that GA is an appropriate  

O
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method to solve this problem, which eliminates the above drawbacks [24, 22, and 11]. 
GA, invented by Holland in the early 1970s, is a stochastic global search method that 
mimics the metaphor of natural biological evaluation. 

Genetic Algorithms (GA) [8] operates on a population of candidate solutions 
encoded to finite bit string called chromosome. In order to obtain optimality, each 
chromosome exchanges the information using operators borrowed from natural 
genetic to produce the better solution.  

In the recent past, several voltage instability incidents have been reported all over 
the world. A system enters a state of voltage instability when a disturbance causes a 
progressive and uncontrollable decline in voltage. This change in voltage is so rapid 
that voltage control devices may not take corrective actions rapidly enough to prevent 
cascading outages. Voltage instability is typically associated with the presence of 
reactive power demands of loads not being met because of limitations on the 
production and transmission of reactive powers. Contingencies such as unexpected 
line outages in a stressed system may often result in voltage instability, which may 
lead to voltage collapse.  

This problem can only be exacerbated by the application of open-market principles 
to the operation of power systems, as stability margins will be reduced even further to 
respond to market pressures, which demands greater attention on reduced operating 
costs. This has necessitated the importance of incorporating the voltage stability limit 
in the power system operation and planning stage. Canizares [5] have proposed two 
different formulations to include the voltage stability in the OPF formulation. In the 
first approach, the problem was formulated as a single-objective optimization problem 
with cost minimization [7].In the second approach, called the voltage stability 
constraint OPF method, the problem was formulated as a multi-objective optimization 
problem with cost minimization as the objective function and the voltage stability 
limit as the second objective function . In the present paper, the voltage stability 
indicator is incorporated in the OPF formulation through the L-index value.    

In this paper three different cases are considered. In the first case base case OPF as 
a single objective optimization problem is solved using GA [7] . in the second case 
VSC-OPF problem is formulated in MOGA with minimization of fuel cost and L-
index value. In the third case VSC-OPF problem is considered as a multi-objective 
problem and is solved using the NSGA II approach in an IEEE 30 bus system. NSGA 
[19] is a popular non-domination based genetic algorithm for multi-objective 
optimization. It is a very effective algorithm but has been generally criticized for its 
computational complexity, lack of elitism and for choosing the optimal parameter 
value for sharing parameter share. A modified version, NSGA- II [14] was 
developed, which has a better sorting algorithm, incorporates elitism and no sharing 
parameter needs to be chosen a priori. 

2 Voltage Stability Index  

The voltage stability analysis involves determination of an index known as voltage 
collapse proximity indicator. This index is an approximate measure of the closeness 
of the system to voltage collapse. There are various methods of determining the  
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voltage collapse proximity indicator. One such method is the L-index method 
proposed in Kessel and Glavitsch (1986) [16]. It is based on load flow analysis. Its 
value ranges from 0 (no load condition) to 1 (voltage collapse). The bus with the 
highest L-index value will be the most vulnerable bus in the system. The L-index has 
the advantage of indicating voltage instability proximity of the current operating point 
without calculation of the information about the maximum loading point. 

3 Problem Formulation 

List of symbols 

N          Number of total buses 

NG            Number of generator buses 

NL                  Number of load buses 

Nl                   Number of transmission lines 

Pi,Qi            Real and reactive power injected at bus i. 

G
ij, 

B
ij
          Mutual conductance and susceptance between bus i and bus j 

    G
ii,

B
ii  

          Self-conductance and susceptance of bus i  | |               Voltage magnitude at bus i. 

Pgi,Qgi          Real and reactive power generation at bus. 

In general, the OPF problem is formulated as an optimisation problem in which a 
specific objective function is minimised while satisfying a number of equality and 
inequality constraints. The objectives of the OPF problem considered here are 
minimisation of fuel cost in the normal state and the minimisation of the voltage 

stability index L
max 

in the emergency state. Power flow equations are the equality 
constraints of the problem, while the inequality constraints include the limits on real 
and reactive power generation and bus voltage magnitude as follows.  ( ) = ∑                                                             (1)  

Where NG is the number of generation including the slack bus. Pgi is the generated 
active power at bus i. ai, bi and ci are the unit costs curve for ithgenerator. 

Subject to:  

• Load flow constraints  

 ∑ cos sin = 0               
                                          (2) ∑ sin cos = 0  
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• Generator real power generation limit 

Pgi
min ≤ Pgi ≤Pgi

max,         i=1.......,NG                          (3) 

• Generator reactive power generation limit 

Qgi
min  ≤  Qgi  ≤  Qgi

max,  i=1.......,NG                          (4) 

• Voltage constraint 

Vi
min ≤ Vi ≤ Vi

max,             i=1……NG                   (5) 

• Transmission line flow 

        Sl  <  Slmax                   lNl ∈    (6) 

The equality constraints given by the above equations are satisfied by running the 
power flow program. The active power generation (P

gi
) (except the generator at the 

slack bus) and generator terminal bus voltages (V
gi
) are the optimization variables and 

they are self-restricted by the optimization algorithm. 

4 Non-dominated Sorting Genetic Algorithm II (NSGA II) 

NSGA introduced by Srinivas and Deb [20], implements the idea of a selection method based 
on classes of dominance of all solutions. This algorithm identifies non-dominated 
solutions in the population, at each generation, to form non-dominated fronts, based 
on the concept of non-dominance of Pareto. After this, the usual selection, crossover, 
and mutation operators are performed.  

5 Simulation Results 

The proposed NSGA II approach has been applied to solve the VSC-OPF problem in 
an IEEE 30-bus test system. The system has six generator buses, 24 load buses and 41 
transmission lines .The generator cost coefficients and the transmission line 
parameters are taken from Alsac and Scott (1974) [1]. Three different cases were 
considered for simulation, one without considering the voltage stability i.e, base case 
OPF using GA, the next one to solve the VSC-OPF problem using MOGA and the 
third one to solve VSC-OPF problem using NSGA II .These simulations were 
implemented using the MATLAB program. The results of these simulations are 
presented below. 

5.1 Case (i): OPF with Cost Minimization Objective Using GA 

In this case, the GA-based algorithm was applied to identify the optimal control 
variables of the system under base-load condition, with cost minimisation objective 
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and without considering the voltage stability of the system. The optimal values of the 
control variables along with the minimum fuel cost obtained are given in Table 1. 
Corresponding to this control variable setting, it was found that there are no limit 
violations in any of the state variables. The minimum cost solution obtained by the 
proposed approach and the minimum cost reported in the literature are presented in 
Table 2. From this table it is found that the minimum cost obtained by the proposed 
method is less than the values reported in many papers. Figure 1 shows the graphical 
representation of selecting the fitness value.  

Table 1. Base Case OPF 

Control Variables Variable Setting 
P1(MW) 177.3771 
P2(MW) 48.4817 
P5(MW) 21.3846 
P8(MW) 21.7854 

P11(MW) 21.3842 
P13(MW) 12.3842 

V1(pu) 1.043 
V2(pu) 1.06 
V5(pu) 1.043 
V8(pu) 1.01 

V11(pu) 1.072 
V13(pu) 1.071 

Cost($/hr) 801.9697 
Loss(MW) 9.444 

 

Fig. 1. Base case OPF using GA 
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Table 2. Comparison of fuel cost 

Method Minimum Cost($/hr) 

Gradient approach [1] 802.43 
Refined GA [21] 804.019 

Hybrid  evolutionary programming [25] 802.62 

Evolutionary programming  [23] 802.40 

Proposed Method 801.9697 

5.2 Case (iii): VSC-OPF Using NSGA II 

The voltage stability index (L-index) is included as the second objective function of 
the VSC-OPF problem along with the base fuel cost. The NSGA II based algorithm 
was applied to solve this VSC-OPF problem. The optimal control variable setting 
obtained in this case is presented in Table 3 along with the L-index value.  Figure 2 
shows the pareto optimal front of generation cost and L-index .The solution is a set of 
non-dominated solutions. The comparison of the results obtained in multi-objective 
GA and NSGA II is shown in Table 4. From this table it is clear that the performance 
of NSGA II is better than MOGA in VSC-OPF problem. 

Table 3. Results of VSC-OPF using NSGA II 

Control Variables Variable Setting 

P1(MW) 170.5467 

P2(MW) 50.6320 

P5(MW) 22.3488 

P8(MW) 20.3435 

P11(MW) 14.0137 

P13(MW) 16.0340 

V1(pu) 1.0000 

V2(pu) 0.9999 

V5(pu) 1.0000 

V8(pu) 1.0000 

V11(pu) 1.0028 

V13(pu) 1.0000 

Cost($/hr) 808.1248 

Lmax 0.1104 
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Contingency analysis was conducted on the system by simulating the single line 
outage. In each case the maximum L-index value was evaluated. From the 
contingency analysis it was found that line outage 28-27 is the most severe one from 
the voltage security point of view during this contingency state. Table 5 gives the fuel 
cost, Lmax and minimum voltage value of the contingency constrained VSC-OPF 
using NSGA II. This reduction in Lmax

 
is obtained at the expense of increased fuel 

cost. Figure 3 shows the pareto optimal front of contingency constrained VSC-OPF.  

 

Fig. 2. Pareto optimal front for generation cost and L-index 

Table 4. Comparison of results obtained in multi-objective GA and NSGA II 

Method MOGA NSGA II 

Cost($/hr) 802.5989 802.128 

Lmax 0.1904 0.1106 

Table 5. Contingency constrained VSC-OPF using NSGA II Results 

Cost ($/hr) 818.0289 

Lmax 0.2951 

Vmin (pu) 0.9779 
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Fig. 3. Pareto optimal front of contingency constrained VSC-OPF 

6 Conclusion 

In this paper, the various aspects of single–objective optimal power flow and multi-
objective voltage stability constrained optimal power flow are studied. An efficient 
and diversified approach using NSGA II algorithm is identified to solve the above 
multi-objective optimisation problems. Several case studies have been employed 
separately for single and multi-objective optimization problem. Firstly, the results are 
obtained for single objective OPF and contingency constrained VSC-OPF using 
genetic algorithm for the optimisation of Fuel cost which are then compared with the 
optimal power flow results of other papers. The multi-objective VSC-OPF problem is 
formulated using NSGA II algorithm. The proposed algorithm occupies less memory 
space and takes less CPU time than conventional GA approach. Simulation results of 
the IEEE 30-bus system have been presented to illustrate the effectiveness of the 
proposed approach to solve the VSC-OPF problem. Simulation were carried out using 
NSGA II and are found that voltage stability is improved in the proposed approach 
than other approaches, the algorithm has helped to improve the voltage security level 
of the system. 

References 

1. Alsac, O., Scott, B.: Optimal load flow with steady state security. IEEE Transactions on 
Power Systems  PAS-93(3), 745–751 (1974) 

2. Adel, A., Ela, A.E.L., Spea, S.R.: Optimal Correction Actions for Power Systems using 
Multi-Objective Genetic Algorithm. Electric Power Systems Research 79, 722–733 (2009) 

3. Wood, A.J., Wollenberg, B.F.: Power Generation Operation and Control. John Wiley & 
Sons, Inc., NewYork (1996) 

810 820 830 840 850 860 870 880 890
0.288

0.289

0.29

0.291

0.292

0.293

0.294

0.295

0.296

0.297

0.298

Cost($/hr)

L-
In

de
x



 Voltage Stability Constrained Optimal Power Flow 801 

4. Baghaee, H.R., Jannati, M., Vahidi, B., Hosseinian, S.H., Rastegar, H.: Improment of 
Voltage Stability and Reduce Power System Losses by Optimal GA-Based Allocation of 
Multi–type FACTS Devices. In: IEEE Conference Publications, pp. 209–214 (2008) 

5. Canizares, C., et al.: Comparison of voltage security constrained optimal power flow 
techniques. In: Proc. 2001, IEEE-PES Summer Meeting, Vancouver, BC (2001) 

6. Devaraj, D., Yegnanarayana, B.: A combined genetic algorithm approach for optimal 
power flow. In: National Power Systems Conference, NPSC 2000, Bangalore, India, pp. 
1866–1876 (2000) 

7. Devaraj, D., Roselyn, J.P.: Improved genetic algorithm for voltage security constrained 
optimal power flow problem. Int. J. Energy Technology and Policy 5(4), 475–488 (2007) 

8. Goldberg, D.E.: Genetic Algorithms in Search, Optimization and MachineLearning. 
Addison Wesley Publishing Company, Inc., USA (1989) 

9. Dommel, H.W., Tinney, W.F.: Optimal power flow solutions. IEEE Transactions on 
Power Apparatus and Systems PAS-87(10), 1866–1876 (1968) 

10. Zitzler, E., Thiele, L.: Multiobjective Evolutionary Algorithms: A Comparative Case 
Study and the Strength Pareto Approach. IEEE Transactions on Evolutionary 
Computation 3(4) (November 1999) 

11. Sadat, H.: Power systems analysis. McGraw Hill Publication, New Delhi (1997) 
12. Stott, B., Hobson, E.: Power system security control calculations using linear Programming. 

IEEE Transactions on Power Apparatus and Systems, PAS 97, 1713–1931 (1978) 
13. Beyer, H.-G., Deb, K.: On Self-Adaptive Features in Real-Parameter Evolutionary 

Algorithm. IEEE Transactions on Evolutionary Computation 5(3), 250–270 (2001) 
14. Deb, K., Pratap, A., Agarwal, S., Meyarivan, T.: A Fast Elitist Multi-objective Genetic 

Algorithm: NSGA-II. IEEE Transactions on Evolutionary Computation 6(2), 182–197 (2002) 
15. Deb, K., Agarwal, R.B.: Simulated Binary Crossover for Continuous Search Space. 

Complex Systems 9, 115–148 (1995) 
16. Kessel, P., Glavitsch, H.: Estimating the voltage stability of power systems. IEEE 

Transactions on Power Delivery 1(3), 346–354 (1986) 
17. Lee, K.Y., Park, Y.M., Ortiz, J.L.: A United Approach to Optimal Real and Reactive 

Power Dispatch. IEEE Transactions on Power Systems 3, 104 (1986) 
18. Raghuwanshi, M.M., Kakde, O.G.: Survey on multiobjective evolutionary and real coded 

genetic algorithms. In: Proceedings of the 8th Asia Pacific Symposium on Intelligent and 
Evolutionary Systems, pp. 150–161 (2004) 

19. Srinivas, N., Deb, K.: Multiobjective Optimization Using Nondominated Sorting in 
Genetic Algorithms. Evolutionary Computation 2(3), 221–248 (1994) 

20. Srinivas, N., Deb, K.: Multiobjective optimization using nondominated sorting in genetic 
algorithms. Technical report, Department of Mechanical Engineering, Indian Institute of 
Technology, Kanpur, India (1993) 

21. Paranjothi, S.R., Anburaja, K.: Optimal power flow using refined genetic algorithm. 
Electric Power Components and Systems 30, 1055–1063 (2002) 

22. Fletcher, R.: Practical Methods of Optimisation. John Willey & Sons (1986) 
23. Somasundaram, P., Kuppusamy, K., Kumudini Devi, K.P.: Evolutionary programming 

based security constrained optimal power flow. Electric Power Systems Research 72, 137–
145 (2004) 

24. Bouktir, T., Belkacemi, M., Zehar, K.: Optimal power flow using modified gradient 
method. In: Proceeding ICEL 2000, U.S.T.Oran, Algeria, November 13-15, vol. 2, pp. 
436–442 (2000) 

25. Yuryevich, J., Wang, K.P.: Evolutionary programming based optimal power flow 
algorithms. IEEE Transactions on Power Systems 14(4), 1245–1250 (1999) 

26. Zhou, A., Qu, B.-Y., Li, H., Zhao, S.-Z., Suganthan, P.N., Zhang, Q.: Multiobjective 
Evolutionary Algorithms: A Survey of the State-of-the-art. Swarm and Evolutionary 
Computation 1(1), 32–49 (2011) 



Markov Random Field Model Based Graduated

Penalty Function for Reinforcing Ill-Defined
Edges in Color Image Segmentation

Panda Sucheta1 and P.K. Nanda2

1 Department of Computer Science and Engineering,
Padmanava College of Engineering Rourkela, Orissa, India

2 Dept. of Electronics and Communication Engineering I.T.E.R,Siksha ’O’
Anusandhan University, Jagmohan Nagar,Khandagiri Bhubaneswar, Orissa, India

{pknanda.nitrkl,pandasucheta06}@gmail.com

Abstract. In the color image segmentation, the usual approach is to
segment the image while attempting preserve strong edges. But often in
real world, many weak edges or poorly defined edges need to be preserved
in order to achieve meaningful segmentation. In this paper, we have pro-
posed a color image segmentation scheme in statistical framework, where
the weak edges have been reinforced together with the strong edges. In
this regard we have proposed the notion of graduated edge penalty func-
tion based bilevel line field to take care of strong as well as ill defined
edges in the a priori image modeling. We have also used our previously
proposed Double Constrained Compound MRF model as the image prior.
The image labels have been estimated using MAP estimation criterion
and the model parameters estimation problem has been formulated in
Maximum Conditional Pseudolikelihood (MCPL) framework. The Max-
imum a Posteriori(MAP) estimates of the labels have been obtained by
a hybrid algorithm consisting of Simulated Annealing(SA) and Iterated
Conditional Mode(ICM) algorithm. The proposed schemes, when com-
pared with Yu ’s method exhibited improved performance.

1 Introduction

The problem of object detection, shape analysis etc necessiates the first step of
image segmentation. In real world scenario, color image segmentation provides
adequate information for the above tasks. In such tasks, both image model and
color model play a vital role. Color models such as RGB,HSV, Y IQ,

Ohta(I1, I2, I3), CIE(XY Z,Luv, Lab) are used as color models for different
applications. Extensive use of HSV and I1, I2, I3 models have been reported
in literature. Specifically the linear model, i.e. Ohta model has been a very
appropriate model for image analysis [2].

In model based approach, the accuracy of the segmented image greatly de-
pends upon the use of appropriate image model. Stochastic models, particularly
MRF models, have been successfully used as the image model for image restora-
tion and segmentation [1,5,3,4]. Preservation of edges has been the important

B.K. Panigrahi et al. (Eds.): SEMCCO 2012, LNCS 7677, pp. 802–809, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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criterion in image segmentation. A Graduated Edge Penalty function has been
proposed [5] to preserve the weak edges together with the strong edges. Often,
the segmentation problem is cast using MAP criterion and the MAP estimates
are obtained by Simulated Annealing(SA) algorithm. The previously proposed
Double Constrained MRF model by Panda et al [10] has been used as the image
model. The model parameters can be estimated in both supervised and unsu-
pervised framework. Homotopy continuation methods are globally convergent
methods that have been used to trace the zeros of the map and hence to deter-
mine the solution of function [6,7]. In this work, attempts have been made to
segment color images in unsupervised framework while preserving both strong
as well as weak edges. The model parameters have been estimated by Homotopy
Continuation method while the MAP estimates of the image labels have been
estimated using hybrid algorithm. The hybrid algorithm consists of both SA and
ICM algorithm. Initially SA is run to localize the solution and thereafter ICM is
run to determine the solution. The hybrid algorithm is found to converge much
faster than SA algorithm.

2 Image Model

2.1 Compound MRF Model

The compound MRF model has been proposed by Panda et al [10] where the
model has been developed taking care of the (i) intra color-plane entities, and
(ii)inter color plane interactions among the color planes. In case of Ohta (I1, I2, I3)
color model, each color plane is modeled as MRF model and the inter color plane
interactions is also modeled as MRF thus resulting in Compound MRF model.
The proposed compound MRF model is based on the following notion: (i)Intra-
color-plane (I1 or I2 or I3) enities of each color plane are modeled as MRF model
(ii)Inter-color-plane interactions among color planes for e.g.(I1 and I2 and I3),
are also modeled as MRF.

We assume all images to be defined on discrete rectangular lattice M x N. In
the following the Compound MRF model is developed. Let the observed image
X be modeled as a random field and x is a realization which is the given image.
Let Z denote the label process associated with the segmented image. We have
considered the Ohta color space as our color model. Each color plane i.e.I1,I2
and I3 is modeled by a MRF model. Let L denote the number of labels. For
a given plane for example Z1, if the spatial interactions are modeled by MRF,
then the prior probability distribution P (Z1 = z1) is Gibbs distributed and

can be expressed as P (Z1 = z1|θ) = 1
Z′ e

−U(z1,θ), where, Z ′ =
∑

z1 e−U(z1,θ)

is the partition function, U(z1, θ) is called the energy function and is of the
form U(z1, θ) = Σc∈CVc(z

1, θ), with Vc(z
1, θ) being referred as the clique poten-

tial function and θ is the associated clique parameter vector. Analogously the
spatial interactions of I2 and I3 planes can be defined. This prior MRF model
taking care of all the three spatial planes would result in the energy function
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U(z, θ) =
∑

i,j Vc(z, θ), where, Vc(z, θ) denotes the clique potential function for
the three spatial planes I1,I2 and I3 respectively. However, the model is not
complete for the color model. We model Z as a compound MRF, where the spa-
tial interactions of individual color planes are taken care together with the inter
color plane interactions of pixels. If this inter color plane interactions need to be
modeled with the MRF prior, we can express P (Z2

i,j = z2i,j |Z1
k,l = z1k,l, (k, l) �=

(i, j), ∀(k, l) ∈ M ×N) = P (Z2
i,j = z2i,j|Z1

k,l = z1k,l, (k, l) �= (i, j), (k, l) ∈ η1i,j).
Let z denote the labels of pixels taking care of all three color planes. In

otherwords, z denotes the labels for pixels of the color image. For example, zi,j
corresponds to the (i, j)th pixel label consisting of three color components. The
prior probability of z has been contributed by the intra color plane interactions
and inter color plane interactions of pixels. Hence, the prior model of z consists
of the clique potential functions Vcs(z) and Vct(z) corresponding to intra color
plane interactions and inter color plane interactions respectively. The vertical
and horizontal line fields for different color planes (k = 1, 2, 3) are denoted as vk

and hk respectively.The model parameter θ has been estimated using Homotopy
Continuation method proposed by Panda et al [10].

2.2 Double Constrained Compound Markov Random Field
(DCCMRF) Model

The notions of the Constrained MRF model has been fused with the notion of
Compound Model to develop a new model known as Constrained Compound
Model [11]. The Constrained MRF model has been proposed by reinforcing on
the local neighbourhood. The energy function for the Constrained model is given
by

Usc(z) =
∑
i,j

Us(zsi,j ) + λc

⎧⎨
⎩zi,javg −

∑
zi,j∈L

zi,j
e−U(zi,j)∑

zi,j∈L e−U(zi,j)

⎫⎬
⎭

2

(1)

Where

Usc(zi,j) = Vcs(zi,j) + λc

⎧⎨
⎩zi,javg −

∑
zi,j∈L

zi,j
e−U(zi,j)∑

zi,j∈L e−U(zi,j)

⎫⎬
⎭

2

(2)

Where Usc denote the energy function corresponding to intra color plane inter-
actions. Where, zi,javg is the average of the neighouring pixels and λc is the
constrained model parameter. The energy function taking care of both intra-
color-plane and inter-color-plane interactions with intra plane constraints is given
by

U(z) = Usc(zi,j , θ) + Utc(zi,j , θ) (3)
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3 Graduated Edge Penalty Function with Bi-level Line
Field

3.1 MRF Model with Bi-level Line Field and Varying Edge Penalty
Function

Often, in practice, a given scene may have edges which are weak enough to be de-
tected by the single line field model. In such situations, it is required to reinforce
the weak edges together with the strong edges. Qiyao Yu and D.A.Clausi have
introduced the notion of Graduated Increased Edge Penalty (GIEP) to penalize
the strong edges more than the weak edges in the MRF modeling [5,9]. They
have proposed the edge penalty function to be any monotonically decreasing
function. In order to preserve the weak edges together with the strong edges,
we introduce a notion of multi-stage line fields in the a priori image modeling.
We model the weak edges as one binary random field and the strong edges as
another binary random field. Thus the image is modeled as MRF with two line
fields in it. The corresponding MRF model is given by equation (4). The Line
fields hi,j ,vi,j in equation (4) corresponds to the strong edges of the image and

h
′
i,j ,v

′
i,j corresponds to the weak edges of the image. The last term corresponds

to the Clique Potential function resulting due to intra-color-plane interactions.
The Two-stage Edge Penalty function is given as follows

U(z, h, v) =
∑
i,j

α
[‖ zi,j − zi,j−1 ‖2 (1 − vi,j)

(1− v
′
i,j)+ ‖ zi,j − zi−1,j ‖2 (1− hi,j)(1 − h

′
i,j)

]
+β1 [vi,j + hi,j ] + β2

[
v

′
i,j + h

′
i,j

]
(4)

The notion of Graduated Edge Penalty is introduced where the strong edges
are more penalized than the weak edges. The edge penalty function is Gaussian
Weighted as given by the following equation, where the strong edges are more
penalized than the weaker ones. In the above equation, hi,j ,vi,j corresponds to

the strong edges of the image and h
′
i,j ,v

′
i,j corresponds to the weak edges. The

threshold for the strong and weak edges are selected on trial and error basis.
This Gaussian Weighted penalty function could reinforce the weaker edges while
preserving the strong edges as well. The a posteriori energy function for Bi-level
Binary Field with Gaussian Weighted penalty function is expressed as
follows :

U(z, h, v) =
∑
i,j

α
[‖ zi,j − zi,j−1 ‖2

(1− vi,j)(1− v
′
i,j)+ ‖ zi,j − zi−1,j ‖2

(1− hi,j)(1 − h
′
i,j)

]
+ β1/

√
2πσ2

1{hi,j

exp−(Δz1)
2

/2σ2
1 +
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vi,jexp
−(Δz2)

2

/2σ2
2}+ β2/

√
2πσ2

2{h
′
i,j

exp−(Δz1)
2

/2σ2
1 + v

′
i,jexp

−(Δz2)
2

/2σ2
2} (5)

4 Color Image Segmentation

Given a color image, let Z denote the label process and z is a realization. Z
is modeled as the Double Constrained Compound MRF (CMRF) model and θ
denotes the associated model parameters. In supervised segmentation scheme,
by and large, the labels are the MAP estimates assuming the estimates of the
associated model parameter θ̂ to be available. In this scheme, the MAP esti-
mates of the labels and the estimates of the model parameters are carried out
concurrently in unsupervised framework. In this regard, an estimation strategy
need to be developed, which using the observed image, X ,will yield an optimal
pair (Zopt, θopt). We consider the following joint optimality criterion,

(Zopt, θopt) = arg max
z,θ

P (Z = z|X = x, θ) (6)

The estimated pair (Zopt, θopt) satisfying (6) is the global optima of P (Z =
z/X = x, θ) with respect to Z and θ. Since both Z and θ are unknown and
interdependent, the problem is a hard problem. Therefore, sub-optimal solution
could be an alternative. it is necessary to opt for strategies for suboptimal so-
lution. In (6), z, θ could be viewed as a set of parameter of the given function
P (Z = z/X = x, θ). For such kind of problems in deterministic framework,
Wendell and Horter[8] have proposed an alternate approach that would yield
suboptimal solutions instead of optimal solution. In [8] the variables have been
split and recursively estimated. The final estimate in this process is called as the
partial optimal solution. In our case, in stochastic framework, we in the same
spirit have split the original problem into estimation of labels(z) and estima-
tion of parameters θ to obtain the partial optimal solutions The splitting of the
variables is expressed as follows

(Z∗) = arg max
z

P (Z = z|X = x, θ∗) (7)

(θ∗) = arg max
θ

P (Z = z∗|X = x, θ∗) (8)

Where Z∗andθ∗ are the partial optimal solutions and are not global maxima,
rather they are almost always local optimal solutions [8]. But with θ = θ∗, the
estimate z∗ is global optimal satisfying equation (7) and analogously for z = z∗,
θ∗ is global optimal satisfying equation(8). Since neither θ∗ nor z∗ is known, this
is also hard to be solved. Towards this end, a recursive scheme is adopted where
the model parameter estimation and segmentation is alternated. Let at the kth

iteration θk = [αk, βk]T be the estimate of model parameters and zk be the
estimate of the labels of the observed image. We adopt the following recursion

(Zk+1) = arg max
z

P (Z = z|X = x, θk) (9)
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(θk+1) = arg max
θ

P (Z = zk+1|X = x, θ) (10)

The first problem of equation (9) is solved using Bayesian approach [3] and the
DCCMRF model. The optimal value of θk is obtained by the proposed Homotopy
Continuation method. The hybrid algorithm has been used to obtain the MAP
estimates. One estimate of zk and θk constitute one combined iteration. This
recursion is continued for finite number of steps to obtain z∗ and θ∗, the partial
optimal solutions.

5 Hybrid Algorithm

It is observed that SA algorithm takes substantial amount of time to converge
to the global optimum solution. SA algorithm has the attribute of coming out
of the local minima and converging to the global optimal solution. This feature
could be attributed to the acceptance criterion(acceptance with a probability).
We have exploited this feature, that is the proposed hybrid algorithm uses the
notion of acceptance criterion to come out of the local minima and to be near the
global optimal solution. Thus, in the hybrid algorithm, SA algorithm produces
an intermediate solution that can be local to the optimal solution. In order
to obtain the optimal solution, a local convergence based strategy is adopted
for quick convergence. Towards this end, we have used Iterated Conditional
Mode (ICM) algorithm as the locally convergent algorithm. Thus, the proposed
algorithm is a hybrid of both SA algorithm and ICM algorithm. The hybrid
algorithm’s working principle is as follows. Initially, a specific number of time
steps of SA algorithm, fixed by trial and error, are executed to achieve the near
optimal solution. Thereafter, ICM is run to converge to the desired optimal
solution.

6 Simulation

Two images having both weak and strong edges have been considered and are
shown in Fig. 1(a) and Fig. 2(a). The first image , the crow image, has been
taken from the Berkeley image Data Base for segmentation, where nonuniform
lighting and weak edges are prevalent. The corresponding ground truth images
have been constructed manually and are shown in Fig. 1(b). The estimated MRF
model parameters are α = 0.1023 and β = 2.25. However σ has been choosen
by trial and error and is fixed at 0.5. Fig. 1(c) corresponds to the MRF model
and it can be seen that the weak edges could not be preserved. As observed
from Fig. 1(d), the weak edges could be extracted properly. DCCMRF model
could segment the image and preserve the weak edges as well. As shown in Fig.
1 Yu ’s method has resulted in preservation of some strong edges but not all the
weak edges. The misclassification error in case of MRF and DCCMRF are 16.26
and 3.11 respectively. The misclassification error for Yu ’s method is 10.12. The
second image considered is a biomedical image i.e Liver Abscisa image as shown
in Fig. 2(a). In this image there are many weak edges together eith strong edges.
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As observed from Fig. 2 (c) and (e), the MRF model and Yu ’s method produced
results where the weak edges have been merged together with the strong edges.
But in case of DCCMRF model, the edges could be extracted, thus a small area
has been identified within an oval shaped portion. This observation has also been
reflected in the percentage of misclassification error. The MRF, DCCMRF and
Yu ’s method have misclassification error 15.27, 1.97 and 4.56 respectively. The
proposed DCCMRF based scheme outperformed the MRF based and Yu’s based
schemes.

(a) (b) (c) (d) (e)

Fig. 1. (a)Berkley Crow (670 x 448) (b)Ground Truth (c)MRF optimized using Hybrid
(d)DCCMRF optimized using Hybrid (e)Yu ’s method

(a) (b) (c) (d) (e)

Fig. 2. (a)Liver Abscess image(468 x 345) (b)Ground Truth (c)MRF optimized using
Hybrid (d)DCCMRF optimized using Hybrid (e)Yu ’s method

7 Conclusions

A color image segmentation scheme has been proposed to preserve the weak
edges together with the strong edges. The DCCMRF model with bi-level lne
field could produce segmentation preserving the ill defined edges. The model
parameters could also be estimated using unsupervised algorithm. The hybrid
algorithm has been used to speed up the process of MAP estimation. The only
limitation of the scheme is to choose a proper value of σ for the degradation
process. Current attempts are made for multilevel linefield based DCCMRF
model and estimation of the degradation parameter σ.
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