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Introduction

The recent improvements in isolation system

products have led to the design and construction

of an increasing number of seismically isolated

buildings worldwide (Ceccoli et al. 1999; Chopra

2001; Kelly 1986; Zou et al. 2010). Similarly,

seismic isolation has been extensively used for

seismic retrofitting of existing buildings

(De Luca et al. 2001; Mokha et al. 1996). In

addition, base isolation concepts are utilized for

the protection from shock and vibration of sensi-

tive components of critical facilities such as hos-

pitals, nuclear reactors, and industrial and data

center facilities. One of the difficulties in the

analysis and design of base-isolated systems has

been the explicit consideration of the nonlinear

behavior of the isolators. Another challenge has

been the efficient prediction of the dynamic

response under future ground motions consider-

ing their potential variability as well as compet-

ing objectives related to the protection of the

superstructure and the minimization of base dis-

placement. The objective of this work is to char-

acterize the performance of base-isolated systems

from a reliability point of view. In particular, the

case of large-scale building models is considered

here. Isolation systems composed by rubber bear-

ings are used in the present formulation. The

nonlinear behavior of these devices is character-

ized by a biaxial hysteretic model which is cali-

brated with experimental data (Yamamoto

et al. 2009). First excursion probabilities are

used as measures of the system reliability.

In this setting, reliability is quantified as the

probability that the response quantities of interest

(base displacement and superstructure response)

will not exceed acceptable performance bounds

within a particular reference period (Lutes and

Sarkani 2004). Such probabilities are estimated

by a stochastic simulation method (Au and Beck

2001). The variability of future excitations is

addressed by adopting a probabilistic approach

which belongs to the class of point-source models

(Boore 2003).

The organization of this entry is as follows:

Section “Structural Model” introduces the struc-

tural model for the superstructure and base plat-

form. The characterization of the isolation system

is presented in section “Isolation Model.”

Section “Excitation Model” deals with the
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stochastic model for the excitation. The reliabil-

ity assessment and the structural response of

base-isolated buildings are discussed in sections

“Reliability Measures” and “System Response,”

respectively. In section “Application Problem,”

the proposed characterization is illustrated

by means of a based-isolated finite element build-

ing model. The entry closes with some final

remarks.

Structural Model

Finite element building models with a relatively

large number of degrees of freedom are consid-

ered for modeling the superstructure, i.e., the

structure above the isolation system. For illustra-

tion purposes a schematic representation of

a base-isolated finite element building model

under ground motion is shown in Fig. 1. In

general, base-isolated buildings are designed

such that the superstructure remains elastic.

Hence, the superstructure is modeled as a

three-dimensional linear elastic system, while

the base is assumed to be rigid in plane and it is

modeled using 3 degrees of freedom. Let xs(t) be

the nth dimensional vector of relative displace-

ments of the superstructure with respect to

the base and Ms, Cs, Ks be the corresponding

mass, damping, and stiffness matrices. Also, let

xb(t) be the vector of base displacements with

three components and Gs be the matrix of earth-

quake influence coefficients of dimension n � 3,

that is, the matrix that couples the excitation

components of the vector €xg tð Þ to the degrees of

freedom of the superstructure. The equation of

motion of the superstructure is expressed in the

form

Ms€xs tð Þ þ Cs _xs tð Þ þ Ksxs tð Þ ¼ �MsGs €xb tð Þ þ €xg tð Þ� �
(1)

where €xb tð Þ is the vector of base accelerations

relative to the ground. To complete the formula-

tion of the combined model, the equation of

motion for the base platform is written as
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GT
sMsGs þMb

� �
€xb tð Þ þ €xg tð Þ� �þ GT

sMs€xs tð Þ
þ Cb _xb tð Þ þ Kbxb tð Þ þ fis tð Þ ¼ 0

(2)

where Mb is the mass matrix of the rigid base, Cb

is the resultant damping matrix of viscous isola-

tion components, Kb is the resultant stiffness

matrix of linear elastic isolation components,

and fis(t) is the vector containing the nonlinear

isolation elements forces.

Rewriting the previous equations, the

combined equation of motion of the base-

isolated structural system can be formulated in

the form

Ms MsGs

GT
sMs Mb þ GT

sMsGs

� �
€xs tð Þ
€xb tð Þ

� 	
þ Cs O

O Cb

� �
_xs tð Þ
_xb tð Þ

� 	
þ

Ks O

O Kb

� �
xs tð Þ
xb tð Þ

� 	
¼ � MsGs

Mb þ GT
sMsGs

� �
€xg tð Þ � 0

fis tð Þ

� 	 (3)

The above formulation can be extended to other

cases as well, for example, the consideration of

nonlinear models for the superstructure.

Isolation Model

Rubber bearings are considered for modeling the

isolation system. Such devices have been used

over many years in a number of seismically iso-

lated buildings worldwide (Kelly 1986; Su

et al. 1990; Makris and Chang 1998). They

require minimal initial cost and maintenance

compared to other passive, semi-active, and

active energy absorption devices. A rubber bear-

ing consists of layers of rubber and steel, with the

rubber being vulcanized to the steel plates. Rub-

ber bearing systems are able, in principle, to

support the superstructure vertically, to provide

the horizontal flexibility together with the restor-

ing force, and to supply the required hysteretic

damping. Figure 2 shows a schematic represen-

tation of a rubber bearing, where Dr represents

the external diameter of the isolator, Di indicates

the internal diameter, and Hr = trnr is the total

height of rubber in the device, where tr is the layer
thickness and nr is the number of rubber layers.

An analytical model that simulates measured

restoring forces under bidirectional loadings is

used in the present formulation. The model is

based on a series of experimental tests conducted

for real-size rubber bearings (Yamamoto

Steel Plate

Rubber Layer
(thickness: tr)

Dr

Di
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Fig. 2 Schematic

representation of a rubber

bearing

Base-Isolated Systems, Reliability-Based Characterization of 205

B



et al. 2009; Minewaki et al. 2009). The loading

tests of seven full-scale isolators were carried out

using the Caltrans Seismic Response Modifica-

tion Device Test Facility at the University of

California, San Diego. The specimens used in

the tests were made with high damping rubber

compounds. In particular, horizontal bidirec-

tional loading tests for isolators with a diameter

of 0.7 m and 1.3 m were conducted. On the basis

of the test results, the model assumes that the

restoring force on the rubber bearing is composed

of a force directed to the origin of the isolator and

another force approximately opposite to the

direction of the movement of the isolator. Such

decomposition of the restoring force is shown

schematically in Fig. 3.

According to the model, the direction of the

movement of the isolator d(t) is defined in terms

of the components in the x and y direction of the

base displacement vector xb(t) by means of the

nonlinear differential equation

_d tð Þ ¼ 1

a
k _u tð Þ k _̂u tð Þ� k d tð Þkbd̂ tð Þ

h i
,

u 0ð Þ ¼ 0, d 0ð Þ ¼ 0

(4)

where the components of the vector u(t) corre-

spond to the components in the x and y direction

of the base displacement vector xb(t); _u tð Þ is the
velocity vector; _̂u tð Þ and d̂ tð Þ are the unit direc-
tional vectors of _u tð Þ and d(t), respectively; and

|| � || indicates the Euclidean norm. The parame-

ters a = 0.2Hr and b = 0.7 are positive con-

stants that relate to the yield displacement and

smoothness of yielding, respectively. Once the

vector d(t) has been derived, the restoring force

f(t) on the isolator (in the x and y direction)

is expressed in terms of the unit directional

vector û tð Þ and the vector d(t) as

f tð Þ ¼ �û tð Þ f e tð Þ � d tð Þf s tð Þ , where fe(t) is the

nonlinear elastic component and fs(t) is the

elastoplastic component. The previous decom-

position of the restoring force to elastic and

dissipative components simplifies the restoring

force characteristics and results in a simple and

accurate model. These two forces have different

appearance mechanisms and different influenc-

ing factors. For example, the dependency of

these forces on factors such as temperature, ver-

tical pressure, and maximum experienced shear

strain would differ. Therefore, the previous

decomposition has the potential for more

general modeling of other dependencies. Based

on experimental results, the components of the

restoring force on the rubber bearing can be

approximated as

f e tð Þ ¼
0:35g tð ÞA if 0 � g tð Þ � 1:8

0:35g tð Þ þ 0:2 g tð Þ � 1:8ð Þ2

 �

A if g tð Þ � 1:8

(
(5)

Base-Isolated Systems, Reliability-Based Characterization of, Fig. 3 Schematic representation of the decompo-

sition of the restoring force
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and

f s tð Þ ¼ 0:125þ 0:015g tð Þ þ 0:012g tð Þ3

 �

A

(6)

where A is the cross-sectional area of the rubber

and g(t) = k u(t)k/Hr is the average shear strain.

Validation calculations have shown that the ana-

lytical model is able to accurately simulate the

test results for both bidirectional and unidirec-

tional loading. The reader is referred to Yama-

moto et al. (2009) and Minewaki et al. (2009) for

a detailed description of the analytical model

presented in this section.

Using the previous calibration of the analyti-

cal model by means of bidirectional loading tests,

the restoring forces and those calculated by the

model under unidirectional loading are compared

in Fig. 4 for a medium-size rubber bearing. The

test results were conducted for a maximum aver-

age shear strain of 150 %.

It is observed that the analytical model simu-

lates the test results very well. Additional valida-

tion calculations have shown that the analytical

model is also able to accurately simulate the test

results for bidirectional loadings.

Excitation Model

The uncertain earthquake excitation is modeled as

a non-stationary stochastic process. In particular,

a point source model characterized by the moment

magnitude M and epicentral distance r is consid-

ered in this work (Boore 2003; Atkinson and Silva

2000). The time history for a specific event

magnitudeM and epicentral distance r is obtained

by first generating a discrete white noise sequence

zT ¼<
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2p=Dt

p
zj, j ¼ 1, . . . , nT >, where

zj, j = 1, . . ., nT, are independent, identically dis-

tributed standard Gaussian random variables,Dt is
the sampling interval, and nT is the number of time

instants equal to the duration of the excitation

T divided by the sampling interval. The white

noise sequence is then modulated by an envelope

function h(t, M, r) at the discrete time instants.

Discrete Fourier transform is applied to the mod-

ulated white noise sequence. The resulting spec-

trum is normalized by the square root of the mean

square of the amplitude spectrum. Finally, the

normalized spectrum is multiplied by a ground

motion spectrum S(f, M, r) after which discrete

inverse Fourier transform is applied to transform

the sequence back to the time domain to yield

the desired ground acceleration time history.

The envelope function is represented by

h t,M, rð Þ ¼ a1
t

tn


 �a2

e�a3
t
tnð Þ (7)

where

a1 ¼ e

0:2


 �a2
, a2 ¼ �0:2ln 0:05ð Þ

1þ 0:2 ln 0:2ð Þ � 1ð Þ , a3 ¼
a2
0:2

(8)

On the other hand, the total spectrum of the

motion at a site S( f, M, r) is expressed as the

Base-Isolated Systems, Reliability-Based Character-
ization of, Fig. 4 Comparison of analytical and experi-

mental hysteresis loops for a medium-size rubber bearing.

Dr = 0.8 m, Hr = 0.16 m, Di = 0.15 m
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product of the contribution from the earthquake

source E( f,M), path P( f, r), siteG( f), and type of

motion I( f), i.e., S( f, M, r) = E( f, M) P( f, r)
G( f ) I( f ).

The source component is given by

E( f, M) = C M0(M) Sa( f, M), where C is

a constant, M0(M) = 101.5M + 10.7 is the seismic

moment, and the factor Sa is the displacement

source spectrum given by

Sa f ,Mð Þ ¼ 1� e

1þ f
f a


 �2 þ e

1þ f
f b


 �2 (9)

where the corner frequencies fa and fb, and

the weighting parameter e are defined, respec-

tively, as log( fa) = 2.181–0.496 M, log(fb) =
2.41–0.408 M, and log(e) = 0.605–0.255 M.

The constant C is given by C = URFVF/
4prsbs

3R0, where U is a unit-dependent factor

(10�20), RF is the radiation pattern, V represents

the partition of total shear-wave energy into hor-

izontal components, F is the effect of the free

surface amplification, rs and bs are the density

and shear-wave velocity in the vicinity of the

source, and R0 is a reference distance.

The path effect P( f,r) which is another com-

ponent of the process that affects the spectrum of

motion at a particular site is represented by func-

tions that account for geometrical spreading and

attenuation P(f, r) = Z(R(r)) e–pfR(r)/Q(f)bs, where
R(r) is the radial distance from the hypocenter

to the site given by R rð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ h2

p
, where

log(h) = 0.15 M–0.05. The attenuation quantity

Q( f ) is taken as Q( f ) = 180f 045, and the geo-

metrical spreading function is selected as

Z(R(r)) = 1/R(r) if R(r) < 70.0 km and

Z(R(r)) = 1/70.0 otherwise.

The modification of seismic waves by local

conditions, site effect G(f ), is expressed by the

multiplication of a diminution function D( f ) and

an amplification function A( f ). The diminution

function accounts for the path-independent loss

of high frequency in the ground motions and can

be accounted for a simple filter of the form

D( f ) = e–0.03pf. The amplification function

A( f ) is based on empirical curves given for

generic rock sites. An average constant value

equal to 2.0 is considered.

Finally, the filter that controls the type of

ground motion I(f ) is chosen as I(f ) = (2pf )2

for ground acceleration. The particular values of

the different parameters of the stochastic ground

acceleration model used in this work are given in

Table 1. For a detailed discussion of the point-

source model, the reader is referred to Anderson

and Hough (1984), Boore et al. (1997), Atkinson

and Silva (2000), and Boore (2003).

The previous excitation model is

complemented by considering the moment mag-

nitude M and epicentral distance r as uncertain.
The uncertainty in moment magnitude is

modeled by the Gutenberg-Richter relationship

truncated on the interval [6.0, 8.0], which leads

to the probability density function p(M) = b

e–bM/(e–6.0b–e–8.0b) where b = 1.8 is

a seismicity factor (Kramer 2003). For the uncer-

tainty in the epicentral distance r, a lognormal

distribution with mean value of 20 km and

coefficient of variation equal to 35 % is consid-

ered. For illustration purposes Fig. 5 shows a

typical envelope function, a ground motion spec-

trum, and a corresponding sample of ground

motion.

Reliability Measures

The performance of base-isolated structural sys-

tems is characterized by means of a set of

response functions hi(t, y, y), i � Ih, t � [0, T],

where y is the vector of controllable system

parameters; y is the vector of uncertain variables

that characterizes the stochastic excitation model,

i.e., the white noise sequence z and the

Base-Isolated Systems, Reliability-Based Character-
ization of, Table 1 Parameters for the stochastic ground

acceleration model

Parameter

Numerical

value Parameter

Numerical

value

rs (gm/cc) 2.8 bs (km/s) 3.5

V 1=
ffiffiffi
2

p
RF 0.55

F 2.0 R0 (km) 1.0
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seismological parameters M and r; and Ih is a set

of indices. The controllable system parameters

are taken as the external diameter and the total

height of rubber of the isolators, that is, yT =
< Dr, Hr >. The probability that performance

conditions are satisfied within a particular refer-

ence period T is used as a reliability measure.

In this context a failure event F is defined

in terms of a performance function g(y,y) as

F(y,y) = g(y,y) � 0, where

g y, yð Þ ¼ 1�maxi� Ih maxt� 0,T½ �
hi t, y, yð Þj j

h�i


 �
(10)

and hi
*, i � In are the corresponding acceptable

response levels. In particular, the probability of

failure events associated with the base drift and

superstructure absolute acceleration are consid-

ered in the present formulation. The probability

of failure PF(y) evaluated at some particular

value of the isolation system parameters y can

be expressed in terms of the probability integral

PF yð Þ ¼
ð
g y, yð Þ�0

p yð Þd yð Þ (11)

where p(y) is the multidimensional probability

density function that characterizes the parameters

involved in the excitation model. For systems

under stochastic excitation, the probability inte-

gral involves in general a large number of uncer-

tain parameters. Thus, the reliability estimation

constitutes a high-dimensional problem. This

problem is solved by applying an advanced sim-

ulation technique called subset simulation

(Au and Beck 2001). In the approach, the failure

probabilities are expressed as a product of condi-

tional probabilities of some chosen intermediate

failure events, the evaluation of which only

requires simulation of more frequent events.

Therefore, a rare event simulation problem is

converted into a sequence of more frequent

event simulation problems. Validation calcula-

tions have shown that subset simulation can be

applied efficiently to first excursion response

problems for a wide range of dynamical systems.

Base-Isolated Systems, Reliability-Based Characterization of, Fig. 5 Envelope function, ground motion spec-

trum, and a sample ground motion
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Details of this simulation procedure from the

theoretical and numerical viewpoint can be

found in Au and Beck (2001), Ching

et al. (2005), and Zuev et al. (2011).

System Response

The response of base-isolated structural systems

is obtained from the solution of the equation of

motion that characterizes the combined system,

that is, isolation system and superstructure

(Eq. 3). The solution of this equation is obtained

in an iterative manner due to the nonlinearity of

the isolators forces. The solution scheme is

implemented as follows:

(i) At the beginning of the iteration (l = 0)

within the time interval [t, t + Dt], it

is assumed that dj
(l)(t + Dt) = dj(t) and

uj
(l)(t + Dt) = uj(t), j = 1, . . ., nI where

dj(t) and uj(t) represent the direction of the

movement and displacement vector of iso-

lator number j, respectively, and nI is the

total number of isolators in the isolation

system.

(ii) The previous information and the character-

ization of the restoring force given in sec-

tion “Isolation Model,” allow the

characterization of the vector containing

all nonlinear isolators forces fis
(l)(t + Dt)

(in the right-hand side of Eq. 3) is obtained.

(iii) The solution of Eq. 3 is obtained by any

suitable step-by-step integration scheme.

Such solution gives the base responses

xb
(l + 1)(t + Dt) and _x

lþ1ð Þ
b tþ Dtð Þ . From

these quantities the isolator displacement

and velocity vectors uj
(l + 1)(t + Dt) and

_u
lþ1ð Þ
j tþ Dtð Þ, j ¼ 1, . . . , nI , respectively,

are computed.

(iv) The nonlinear differential Eq. 4 is integrated

to obtain a new estimate for dj (t +Dt), j = 1,

. . ., nI, i.e., dj
(l + 1)(t + Dt), and the nonlinear

forces in the isolation system fis(t + Dt)
(in the right-hand side in Eq. 3). The solution

of the equation for the evolution of the set of

variables dj(t), j = 1, . . ., nI is obtained by

a proper integration scheme such as the

Crank-Nicolson method (Burden and Faires

2011).

(v) The iteration starting with solving Eq. 3

needs to be repeated until the variation of

the quantities dj(t + Dt), j = 1, . . ., nI is

sufficiently small between two consecutive

iterations (Jensen and Sepulveda 2011).

Application Problem

The objective of the application problem is to

evaluate the effect of basic design isolator char-

acteristics such as the rubber diameter (Dr) and

the height of rubber (Hr) on the reliability of

a base-isolated structural system. To this end,

a three-dimensional reinforced concrete building

model with more than 7000 degrees of freedom is

considered for the analysis. The isometric view of

the finite element model is shown in Fig. 6. Mate-

rial properties of the reinforced concrete structure

have been assumed as follows: Young’s modulus

E = 2.5 � 1010 N/m2; and Poisson ratio n= 0.2.

The total mass of the first and second floor is

7.0 � 105 kg and 6.0 � 105 kg, respectively.

On the other hand, the total mass of the platform

is equal to 6.0 � 105 kg. The height of each floor

is 3.5 m, and the floors are modeled with shell

elements with a thickness of 0.25 m. Addition-

ally, beam and column elements are used in the

model. A 5 % of critical damping is added to the

structural system. For anti-seismic design pur-

poses, the structure is equipped with a total num-

ber of 20 rubber bearings in its isolation system.

The structural system is excited by a ground

acceleration in the x direction and modeled as

described in section “Excitation Model.” The

sampling interval and the duration of the excita-

tion are taken equal to Dt = 0.01 s and T = 30 s,

respectively. Thus, the generation of synthetic

ground motions involved more than 3000 random

variables in this case. The reliability of the base-

isolated system is evaluated in terms of the prob-

ability of failure events associated with the base

drift and superstructure absolute acceleration.

The failure event related to the base drift is

defined as

210 Base-Isolated Systems, Reliability-Based Characterization of



Fdrift y, yð Þ ¼ 1�maxt� 0, T½ �
xbx t, y, yð Þj j

xbx�
(12)

where xbx(t, y, y) represents the base displace-

ment in the x direction, x�bx is the critical thresh-
old level equal to 0.25 m, and yT = < z1, z2,. . .,

z3001, M, r > is the vector of random variables

that characterizes the excitation.

On the other hand, the failure event associated

with the superstructure absolute acceleration is

given by

Facceleration y,yð Þ¼ 1�maxi� I maxt� 0,T½ �
€x
absoluteð Þ
sxi t,y,yð Þ
��� ���

€x�

0@ 1A
(13)

where €x
absoluteð Þ
sxi t, y, yð Þ, i� I represent the

absolute acceleration of the degrees of freedom

of the superstructure in the x direction and €x�

is the acceptable level of response equal to

3.94 m/s2.

Figure 7 shows the probability of failure in

terms of the base drift response as a function of

the isolation system parameters. In this figure the

nominal values of the isolation parameters are

set equal to Dr = 0.75 m, Hr = 0.168 m, and

Di = 0.10 m. It is seen that there is a decrease

in the probability of failure as the rubber

diameter is increased. This is reasonable since

the base isolation system becomes stiffer in this

case. On the other hand, the probability of

failure increases as the height of the rubber

Base-Isolated Systems,
Reliability-Based
Characterization of,
Fig. 6 Building model

with base isolation system
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increases. In this case the isolation system

becomes more flexible.

The effects of the isolation system parameters

on the superstructure absolute acceleration are

shown in Fig. 8. In this figure the probability of

failure in terms of the absolute acceleration of

the superstructure is presented. The probability

of failure increases as the rubber diameter

increases. In contrast, as the height of the rubber

increases, the probability of failure is decreased.

Clearly these effects are opposite to the effects of

the isolation system parameters on the base

response. For example, the introduction of addi-

tional stiffness in the isolation system makes the

structural response ineffective. In other words,

this additional stiffness which controls the base

displacement makes the superstructure more vul-

nerable. This in turn affects the primary objec-

tive of the isolation system, namely, the

reduction of the superstructure response. The

previous results and observations show that

the protection of the superstructure and the

control of the base displacement are conflicting

objectives.

Summary

A reliability-based characterization of base-

isolated systems under stochastic excitation has

been proposed. The characterization allows to

evaluate the effect of important design isolator

characteristics on the reliability of such systems.

The results of the example problem indicate that

the minimization of the superstructure absolute

acceleration and the minimization of the base

displacement are conflicting goals. For example,

the provision of additional stiffness to the isola-

tion system decreases the superstructure reliabil-

ity. Contrarily, the flexibility of the isolators has

a positive impact on the reliability of the super-

structure. However, this flexibility may induce

undesirable effects on the base isolation system.

Therefore, the performance of the superstructure

as well as the response of the base isolation sys-

tem should be considered simultaneously for

a proper characterization of base-isolated sys-

tems. It is noted that additional considerations

such as the evaluation of the superstructure reli-

ability in terms of interstory drifts can also be

taken into account. This could lead to important

results and conclusions. Similarly, the explicit

consideration of near-field ground motions may

have important implications for flexible struc-

tures such as base-isolated systems. For these

systems near-field ground motions may lead to

excessive base deformations and superstructure

deformations with important implications for the

reliability of the combined structural system

(isolation system and superstructure). In sum-

mary, the proposed reliability-based characteri-

zation of base-isolated systems under stochastic

excitation provides a valuable basic tool for the

analyst and designer.
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Introduction

Operational modal analysis, or ambient modal

identification, aims at identifying the modal prop-

erties (natural frequency, damping ratio, mode

shape, etc.) of an instrumented structure using

only the (output) vibration response

(acceleration, velocity, etc.). The input excitation

to the structure is not measured but is assumed to

be broadband random, often referred to as “ambi-

ent.” This allows vibration data to be collected

when the structure is in its working or “operating”

condition without much intervention, therefore

implying significant economy over free-vibration

(initially excited but no input afterwards) or

forced-vibration tests (known input). The broad-

band random assumption essentially requires that

the spectral characteristics (shape) of the mea-

sured response reflect the properties of the

modes rather than those of the excitation, which

is assumed to be constant in the vicinity of the

natural frequencies.

In the absence of input loading, the uncer-

tainties associated with the identifiedmodal prop-

erties are often significantly higher than those

identified from free-vibration tests or forced-

vibration tests. The situation is aggravated by

the presence of “modeling errors” that can be

significant in field tests, i.e., the structure may

not obey the modeling assumptions used in iden-

tifying the modal properties.

A Bayesian system identification approach

provides a fundamental mathematical framework

for quantifying the uncertainties and their effects

on the identification results. This article describes

the basics of Bayesian operational modal analy-

sis, covering issues on formulation, efficient

computations, interpretation of results, the quan-

tification of identification uncertainties, and their

management.

The methods presented in this article make use

of the FFT (Fast Fourier transform) of measured

acceleration data on a selected frequency band

around the modes of interest. The modes are

assumed to be classically damped.

In theory, ambient modal identification can be

performed in either the time domain or the fre-

quency domain. In practice, however, a fre-

quency domain approach is preferable because

it allows a natural partitioning of information in

the data for identifying the modes of interest.

It significantly simplifies the identification

model because it only needs to model the modes

in the selected band. For well-separated modes,

one can select the band to cover one mode only,

so that it can be identified independently of other

modes. In general, the number of modes in the

identification model only needs to be equal to the

number of closely spaced modes, which rarely

exceeds three. In the Bayesian formulation, this

does not require any band-pass filtering because it

can be done by simply omitting the FFT data of

the excluded bands from the likelihood function.

Using only the FFT data within a selected

band also significantly reduces modeling error

risk because the identification results are invari-

ant to complexities in the excluded bands

containing other modes not of interest or even

dynamics that are difficult to model. Themechan-

ical response, excitation, and channel noise are

assumed to have a flat spectrum within the

selected frequency band only, rather than over

the whole sampling band from zero to the Nyquist

frequency (half of the sampling frequency). The

latter is inevitable in time-domain identification

approaches.

As a literature note, operational modal analy-

sis was first formulated using a Bayesian

approach in the Master’s Thesis of Yuen (1999).
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This led to the time-domain formulation in Yuen

and Katafygiotis (2001a), a spectral density for-

mulation in Yuen and Katafygiotis (2001b) and

later an FFT formulation in Yuen and

Katafygiotis (2003). As mentioned before, the

time-domain formulation is not preferred for its

assumption on the prediction error and modal

force. The spectral density formulation involves

statistical averaging and may not make full use of

the information contained in the data. The Bayes-

ian formulation based on FFT is therefore the

preferred choice. The above formulations are

only computationally feasible for a small number

of measured degrees of freedom (dofs). This

partly explains why the formulations did not

flourish and there were no applications for a

number of years after the formulations first

appeared. Based on the FFT formulation, fast

but equivalent formulations that allow

mathematical analysis and feasible implementa-

tion in general were developed in Au (2011) (see

also Zhang and Au 2013) for well-separated

modes, Au (2011, 2012a) for multiple (possibly

close) modes, and Au and Zhang (2012a) and

Zhang et al. (2015) for well-separated modes

but multiple setups. Application to field or exper-

imental data can be found in Au et al. (2012a, b),

Au and To (2012), Au and Zhang (2012b), and

Fan et al. (2012). See also Yuen and Kuok

(2010a, b) for application of the Bayesian spec-

tral density approach. Asymptotic uncertainty

laws that provide insights on the achievable

limits operational modal analysis have been

developed in Au (2014a, b). Recent overviews

can be found in Yuen and Kuok (2011) and Au

et al. (2013).

Context

The primary objective of ambient modal identifi-

cation is to identify the natural frequencies,

damping ratios, and mode shapes of a constructed

structure using (output) vibration response mea-

surement at a number of measured degrees

of freedom (dofs) under “ambient conditions.”

The latter is a notion relative to the mode of

interest. It refers specifically to the situation

where it is justified to assume that the modal

(not physical) force has a constant power spectral

density in the vicinity of the resonance band

dominated by the mode.

Following a Bayesian approach in the fre-

quency domain, use is made of the (scaled) FFT

of the measured acceleration response at a

number of dofs on the structure, denoted by

€̂xj �Rn : j ¼ 0, . . . ,N � 1
n o

and abbreviated as

€̂xj

n o
, where n is the number of measured dofs.

The (scaled) FFT of €̂xj

n o
is the complex-valued

sequence Fk �Cn : k ¼ 0, . . . ,N � 1f g where

Fk ¼
ffiffiffiffiffiffiffi
2Dt
N

r XN�1

j¼0

€̂xjexp �2pijk=Nð Þ

k ¼ 0, . . . ,N � 1

(1)

and i2 ¼ �1 and Dt is the sampling interval. For a

given k, the FFT Fk corresponds to frequency

fk ¼ k=NDt k ¼ 0, . . . , int N=2½ � (2)

where int[N/2] is the integer part of N/2 and is the
index corresponding to the Nyquist frequency.

The FFT Fk has been scaled so that

FkF
�
k �Cn�n gives the one-sided sample spectral

density (periodogram) matrix. Summing the i-th

diagonal element of FkF
�
k over k ¼ 0, . . . ,N � 1

and multiplying by the frequency resolution

Df ¼ 1=NDt gives twice the mean square value

of the i-th measured dof (Parseval equality).

For the purpose of identifying the modes of

interest, it is sufficient and preferable to make use

of the FFT data only on a selected frequency band

around the mode(s). This is because in reality, the

data contains a variety of dynamic (colored)

activities over its sampling spectrum (up to the

Nyquist frequency), most of which are irrelevant

to identifying the mode(s) or are difficult to

model.

Suppose there aremmodes within the selected

frequency band and let Fkf gdenote the collection
of FFT data within the band. It is modeled as a

sum of contributions from the structural vibration

(the target to be measured) and a prediction error

Bayesian Operational Modal Analysis 215

B



(noise) that accounts for the difference between

the theoretical and measured response:

Fk ¼
Xm
i¼1

Fi€�ik þ «k (3)

whereFi �Rn (i ¼ 1, . . . ,m) is the mode shape of

the i-th mode in the selected frequency band;

€�ik �C is the FFT at frequency fk of the i-th

modal acceleration response; and «k �Cn is the

FFT of the prediction error, which may arise due

to measure (channel) noise and modeling error

(e.g., unaccounted dynamics). Assuming classi-

cally damped modes, the time-domain counter-

part of �ik satisfies the uncoupled equation of

motion:

€�i tð Þ þ 2zioi _�i tð Þ þ o2
i �i tð Þ ¼ pi tð Þ (4)

where oi ¼ 2pfi; fi, zi, and pi(t) are, respectively,
the natural frequency (in Hz), damping ratio, and

modal force.

In the above context, the set of modal param-

eters to be identified from the FFT data Fkf g ,
denoted by u, consists of the parameters:

(1) Natural frequencies f1, . . . , fm �Rþ

(2) Damping ratios z1, . . . , zm � 0, 1ð Þ
(3) Mode shapes F1, . . . ,Fm �Rn

(4) PSD matrix of modal forces S�Cn�n

(assumed constant within the band)

(5) PSD of prediction error Se �Rþ (assumed

constant within the band)

Each mode shape Fi ¼ F1i,F2i, . . . ,Fni½ �T is

subjected to a unit norm constraint, i.e.,

jjFijj2 ¼ FT
i Fi ¼

Xn
j¼1

F2
ji ¼ 1 i ¼ 1, . . . ,m

(5)

Formulation from First Principle

In a Bayesian context, the information about the

set of modal parameters u that can be inferred

from the FFT data Fkf g is encapsulated in the

“posterior probability density function” (PDF) of

u, denoted by p uj Fkf gð Þ. Using Bayes’ theorem,

it is given by

p uj Fkf gð Þ ¼ p Fkf gð Þ�1p Fkf gjuð Þp uð Þ (6)

The first term on the RHS does not depend on u.

As far as the identification of u is concerned, it

can be ignored. The middle-term p Fkf gjuð Þ is

called the “likelihood function.” It is derived

based on modeling assumptions that relate the

response of the theoretical model for a given u

to the FFT data. The middle-term p(u) is the

“prior distribution” that reflects one’s knowledge

about u in the absence of data. In modal identifi-

cation problems with sufficient data, it can be

taken as a constant because it is slowly varying

compared to the likelihood function. As a result,

it is sufficient for modal identification problems

to use

p uj Fkf gð Þ / p Fkf gjuð Þ (7)

Deriving the likelihood function requires deriv-

ing the joint PDF of Fkf g for a given u. This PDF
is generally complicated, but it turns out to admit

an asymptotic closed form when the number of

data points N is large (Brillinger 1981). In partic-

ular, as N ! 1, Fkf g at different k’s are asymp-

totically independent. For a given k, the real and
imaginary parts of Fk are jointly Gaussian with

zero mean. Thus,

p uj Fkf gð Þ / p Fkf gjuð Þ ¼ 2pð Þ�nNf P
k
detCk

� ��1=2

exp � 1

2

X
k

ReFk

ImFk

� �T
C�1

k

ReFk

ImFk

� �( )
(8)

where the sum is overall frequency ordinates in

the selected band, whose number is equal to Nf;

Ck �R2n�2n is the covariance matrix of the aug-

mented vector ReFk; ImFk½ ��R2n ; and det �ð Þ
denotes the determinant of the argument matrix.

For high sampling rate, it can be shown using

random-vibration theory (Lutes and Sarkani

1997) that asymptotically
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Ck ¼ 1

2

F ReHkð ÞFT �F ImHkð ÞFT

F ImHkð ÞFT F ReHkð ÞFT

" #
þ Se

2
I2n

(9)

where F ¼ F1, . . . ,Fm½ ��Rn�m is the mode

shape matrix andHk �Cm�m is the modal transfer

matrix whose (i, j) entry is given by

Hk i, jð Þ ¼ Sijhikh
�
jk (10)

hik ¼ b2ik � 1
� �þ 2zibikð Þi� ��1

(11)

bik ¼ f i=fk (12)

and Sij is the (i, j) entry of the PSD matrix of

modal force, S�Cm�m . Note that Hk and S are

Hermitian (i.e., equal to its conjugate transpose);

Ck is real symmetric.

Posterior Most Probable Value and

Covariance Matrix

For convenience in analysis or computation, the

posterior PDF is written in terms of the NLLF

(negative log-likelihood function):

L uð Þ ¼ 1

2

X
k

lndetCk þ 1

2

X
k

ReFk

ImFk

� �T
C�1

k

ReFk

ImFk

� �
(13)

so that

p uj Fkf gð Þ / exp �L uð Þð Þ (14)

Note that the constant nNf ln(2p) has been omit-

ted from the NLLF.

With sufficient data often encountered in prac-

tice, the posterior PDF has a single peak in the

parameter space of u, which is the most probable

value (MPV) of the modal parameters given the

data. Equivalently, the NLLF has a unique mini-

mum at the MPV. Approximating the NLLF by a

second-order Taylor expansion about the MPV

leads to a Gaussian approximation of the posterior

PDF. The resulting Gaussian distribution has a

mean at theMPV, and its covariancematrix, called

the “posterior covariance matrix,” reflects the

remaining uncertainties of the modal parameters

in the presence of the data. Mathematically, the

posterior covariance matrix is equal to the inverse

of the Hessian of the NLLF at the MPV.

The above results can be reasoned as follows.

Given the data, let the MPV of the modal param-

eters be denoted by the vector û. Approximating

the NLLF by a second-order Taylor expansion

about û,

L uð Þ 	 L û

 �

þ ∇L û

 �

u� û

 �

þ 1

2
u� û

 �T

∇2L û

 �

u� û

 �

(15)

where ∇L û

 �

and ∇2L û

 �

denote, respectively,

the gradient (row) vector and Hessian matrix of

the NLLF at û. Since the NLLF is minimized at û,

∇L û

 �

¼ 0 (a zero vector) and ∇2L û

 �

are

positive definite matrix. Applying this on Eq. 15

and then substituting into Eq. 14 gives

p uj Fkf gð Þ/ exp �L û

 �

�1

2
u� û

 �T

∇2L û

 �

u� û

 �� �

/ exp �1

2
u� û

 �T

∇2L û

 �

u� û

 �� �

/ exp �1

2
u� û

 �T

Ĉ
�1

u� û

 �� �

(16)

where

Ĉ ¼ ∇2L û

 ��1

(17)

is a positive definite matrix. Eq. 16 is just the

variable part of a joint Gaussian PDF with zero

mean and covariance matrix equal to Ĉ. The

proportionality constant of the equation is

2pð Þ�ny=2 det Ĉ

 ��1=2

(ny is the number of

modal parameters), which can be obtained by

integration or by probability reasoning. Thus,

p uj Fkf gð Þ ¼ 2pð Þ�ny=2 det Ĉ

 ��1=2

exp � 1

2
u� û

 �T

Ĉ
�1

u� û

 �� � (18)

Computational Problems

The MPV of modal parameters cannot be

obtained analytically because the relationship
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between the NLLF and the modal parameters

is complicated. Brute-force numerical minimi-

zation of the NLLF with respect to the modal

parameters is prohibitive or not convergent,

primarily because the number of modal

parameters is typically large. The latter arises

primarily from the number of measured dofs

and secondarily from the number of modes.

Taking into account the Hermitian nature of

the PSD matrix of modal force, the number of

modal parameters in u is equal to

ny ¼ mþ 1ð Þ2 þ nm (19)

For example, a setup with 18 measured dofs

and a band with m ¼ 2 modes result in

2þ 1ð Þ2 þ 18ð Þ 2ð Þ ¼ 45 parameters.

Adding to the difficulty is the

ill-conditioned nature of the matrix Ck in

Eq. 9. For good quality data, it is close to

being rank deficient since it is then dominated

by the first term, which has a rank of at most

2m and is often less than 2n (the number of

modes m is often less than the number of

measured dofs n).

Fast Equivalent Formulation

Using linear algebra techniques, it is possible

to rewrite the NLLF in a form that facilitates

analysis and computations. In particular, the

NLLF can be written as a quadratic form of

the mode shape, thereby allowing the most

probable mode shape to be determined effi-

ciently when the remaining parameters are

given. Based on this, the MPV of all modal

parameters can be obtained by optimizing dif-

ferent groups of parameters in turn, iterating

until convergence.

Using the equivalent forms, analytical expres-

sions for the Hessian of the NLLF can also be

derived effectively. This allows the posterior

covariance matrix to be evaluated efficiently

and accurately, without resorting to finite differ-

ence method.

Single Mode

When there is only one mode in the selected

band, the set of modal parameters reduces to

u ¼ f , z, S, Se,Ff g (20)

where mode index has been dropped for simplic-

ity; S�Rþ is the PSD of modal force; F�Rn is

the mode shape.

It can be shown that the NLLF in Eq. 13 can be

rewritten as

L uð Þ ¼ �nNf ln2þ n� 1ð ÞNf ln Se

þ
X
k

ln SDk þ Seð Þ

þ S�1
e d �FTAF
� �

(21)

where

A ¼
X
k

1þ Se
SDk


 ��1

ReFkReF
T
k þ ImFkImFT

k

� �
�Rn�n

(22)

Dk ¼ b2k � 1
� �2 þ 2zbkð Þ2
h i�1

bk ¼ f=fk (23)

d ¼ ReFT
kReFk þ ImFT

k ImFk (24)

Note thatA depends on f, z, S, Se;Dk depends on

f, z. The significance of Eq. 21 in comparison to

Eq. 13 is that it no longer involves the inverse of

ill-conditioned matrix. More importantly, the

mode shape F only appears in the quadratic

form. Given the remaining parameters {f, z, S,
Se}, minimizing the NLLF with respect to F

subjected to the norm constraint FTF ¼ 1 gives

the most probable shape as the eigenvector of

A with the largest eigenvalue. This effectively

reduces the dimension of the optimization prob-

lem for MPV to only four (f, z, S, Se), which can

be readily performed numerically (Au 2011).

Multiple Modes

When there is more than one mode in the selected

band, the set of modal parameters u is given by

that stated in section Context, which is repeated

here:
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(1) Natural frequencies f1, . . . , fm �Rþ

(2) Damping ratios z1, . . . , zm � 0, 1ð Þ
(3) Mode shapes F1, . . . ,Fm �Rn

(4) PSD matrix of modal forces S�Cn�n

(assumed constant within the band)

(5) PSD of prediction error Se �Rþ (assumed

constant within the band)

Each mode shape Fi ¼ F1i,F2i, . . . ,Fni½ �T is

subjected to a unit norm constraint, i.e.,

jjFijj2 ¼ FT
i Fi ¼

Xn
j¼1

F2
ji ¼ 1 i ¼ 1, . . . ,m

(25)

In this case the most probable mode shape cannot

be obtained directly by solving a standard eigen-

value problem. The mathematical structure of the

optimization problem is more complex because

the mode shapes are not necessarily orthogonal to

each other. However, it is possible to reduce the

complexity by representing the mode shape via a

set of orthonormal basis and noting that the

dimension of the subspace spanned by such

basis does not exceed the number of modes. The

mode shape matrix F ¼ F1, . . . ,Fm½ ��Rn�m is

represented as

F ¼ B0a (26)

where

B0 ¼ B0
1, . . . ,B

0
m0

� �
�Rn�m0

(27)

contains in its columns a set of orthonormal

“mode shape basis” B0
i �Rn : i ¼ 1, . . . ,m0� �

spanning the “mode shape subspace;”

a�Rm0�m contains in its columns the coordinates

of each mode shape with respect to the mode

shape basis; m0 � min n,mð Þ is the dimension of

the mode shape subspace, which can be deter-

mined with the help of a singular-value spectrum.

The MPVs of B0 and a need to be determined in

the identification process.

Based on Eq. 26, it can be shown that the

NLLF can be rewritten as

L uð Þ ¼ � nNf ln2þ n� m0ð ÞNf lnSe

þ S�1
e d þ

X
k

lnjdetE0
kj

� S�1
e

X
k

F�
kB

0 Im0 � SeE
0�1
k


 �
B0TFk

(28)

where d is given by Eq. 24 as in the case of single
mode, and

E0
k ¼ aHka

T þ SeIm0 (29)

is an m0 -by- m0 Hermitian matrix. The signifi-

cance of Eq. 28 is that the mode shape basis B has

been segregated out in the last term, which is

quadratic in nature. The most probable basis

should therefore minimize the quadratic form

under orthonormal constraints. This does not

lead to a standard eigenvalue problem, but pro-

cedures have been developed that allow the most

probable basis to be determined efficiently by

Newton iteration. This resolves the potentially

high-dimensional optimization with respect to

the mode shape. Based on this, a strategy has

been developed for determining the MPV of dif-

ferent groups of parameters, iterating until con-

vergence (Au 2012a).

Modal Signal-to-Noise Ratio

The term “signal-to-noise ratio” (s/n ratio) is

often used to describe the quality of data to indi-

cate the contribution of the signal targeted to be

measured compared to the contribution of

“noise,” which inevitably arises from sensor,

cables transmitting the signal (especially for ana-

log signals), digitizing hardware, etc. The actual

quantitative definition differs depending on the

particular application, however. In ambient

modal identification, the s/n ratio that affects the

identification results is related to the spectral

contribution of the modal response compared to

the spectral contribution of the noise in the vicin-

ity of the resonance frequency band. In the case of

well-separated modes, a definition of the s/n ratio

that is found to govern fundamentally the
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characteristics of the identification results is the

PSD of the theoretical acceleration response at

resonance (SDk ¼ S=4z2) divided by the PSD of

the prediction error (Se):

g ¼ S

4Sez
2

(30)

Governing Factors

The modal s/n ratio in Eq. 30 depends on the

following factors:

(1) The prediction error PSD Se. This includes

contributions from the channel noise as well

as modeling errors, e.g., due to unaccounted

modes and colored nature of modal force.

(2) The damping ratio z. The smaller the damping,

the higher the modal s/n ratio, as a result of

higher modal response PSD at resonance.

(3) The modal force PSD S. This in turn depends

on the intensity of environmental excitation

and (less trivially) on the measured dofs.

Specifically, let j denote the “full” mode

shape of the structure containing all

(possibly an infinite number of) dofs, and it

is scaled to have unit norm, i.e., jTj ¼ 1 .

Then it can be reasoned that

S ¼ Sp
X
i

x2i

 !
(31)

where the sum is over the measured dofs, and

Sp ¼ jTSFj

jTMj
� �2 (32)

is the modal force PSD consistent with the scaling

of the global mode shape j;M is the mass matrix

of the structure. Note that in reality, the full mode

shape j and the mass matrix M can hardly be

identified and so is Sp. Instead, the measured

mode shape F and the modal force PSD

S consistent with the scaling FTF ¼ 1 is identi-

fied. Eq. 31 shows that the modal force PSD

S always increases with the number of measured

dofs, although the rate depends on the mode

shape of the dof incrementally added to the

existing set of measured dofs. As a result, the

modal s/n ratio in Eq. 30 always increases with

the number of measured dofs.

High s/n Asymptotics

It turns out that the Bayesian modal identification

results in terms of the MPV and posterior covari-

ance matrix reduce to intuitive forms when the

modal s/n ratio is large (theoretically infinity).

This is referred to as “high s/n asymptotics.”

Asymptotically for large modal s/n ratio, the

terms in the NLLF can be separated into two

terms: one quadratic term depending only on the

mode shape (and the prediction error PSD in a

multiplicative manner) and the other term

depending only on the remaining parameters

(natural frequency, damping ratio, modal force

PSD, prediction error PSD). The mode shapes are

therefore asymptotically uncoupled from the

remaining parameters. This has important impli-

cations on the behavior of the MPV and the pos-

terior covariance matrix. The former provides a

sound basis for setting initial guess and designing

fast algorithms for determining the MPV of modal

parameters. The latter leads to remarkably simple

closed-form formulas for the posterior variance of

the modal parameters. These are collectively

known as “uncertainty laws,” which govern the

achievable limits of operational modal analysis.

The asymptotic behavior of the most probable

mode shape is discussed in sections Single Mode

and Multiple Modes for a single mode and mul-

tiple modes in the selected frequency band,

respectively. The posterior covariance matrix is

discussed in the context of uncertainty laws in

section Uncertainty Laws.

Single Mode

For a single mode in the selected band, asymp-

totically the most probable mode shape F is

equal to the eigenvector with the largest eigen-

value of the following matrix:

A0 ¼
X
k

ReFkReF
T
k þ ImFk ImFT

k

� �
(33)

This matrix depends only on the data, and so the

most probable mode shape can be calculated

explicitly without optimization.
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The above result can be reasoned as follows.

Asymptotically the matrix A in the NLLF Eq. 21

becomes A0 in Eq. 33, and so the NLLF becomes

L uð Þ 
 �nNf ln2þ n� 1ð ÞNf lnSe

þ
X
k

ln SDk þ Seð Þ þ S�1
e d

� S�1
e FTA0F (34)

In the above expression, only the last term

depends on F, which is a quadratic form with a

constant coefficient matrixA0. Minimizing it with

respect to F and subjected to the norm constraint

FTF ¼ 1 gives the most probable mode shape as

the eigenvector of A0 with the largest eigenvalue.

Multiple Modes

When there is more than one mode in the selected

band, asymptotically themost probablemode shape

basis is given by the eigenvectors of A0 in Eq. 33

corresponding to the first m0 largest eigenvalues.
Note that this does not give directly the most prob-

able mode shapes because the MPV of the coordi-

nateswith respect to thebasis, i.e.,a inEq. 26, is not

known but its determination is still nontrivial.

The above can be reasoned as follows.

Asymptotically, the term Im0 � SeE
0
k

� �
in the

quadratic term of the NLLF in Eq. 28 becomes

the identity matrix Im0 and so

L uð Þ 
 �nNf ln2þ n� m0ð ÞNf lnSe

þ S�1
e d þ

X
k

lnjdetE0
kj

� S�1
e

X
k

F�
kB

0B0TFk (35)

This expression depends on the mode shape

basis B0 only through the sum in the last term,

which is quadratic in nature. Substituting

B0 ¼ B0
1, . . . ,B

0
m0

� �
, the sum can be rewritten as

X
k

F�
kB

0B0TFk ¼
Xm0

i¼1

B0
i
T
X
k

FkF
�
k

 !
B0
i

¼
Xm0

i¼1

B0
i
T
A0B

0
i (36)

Minimizing the NLLF is equivalent to maximiz-

ing the sum on the rightmost. Since it contains no

cross terms between Bi
0 and Bj

0 (i 6¼ j), maximiz-

ing it gives the most probable basis as the

eigenvectors of A0 corresponding to the first m0

largest eigenvalues.

Quantification of Identification
Uncertainty

Mode Shape Uncertainty

For scalar-valued modal parameters such as the

natural frequency and damping ratio, the poste-

rior uncertainty can be conveniently described in

terms of the posterior standard deviation or in a

nondimensional manner the posterior coefficient

of variation (c.o.v.), equal to the posterior stan-

dard deviation divided by theMPV. The posterior

standard deviation is equal to the square root of

the posterior variance, which can be obtained

from the corresponding diagonal entry of the

posterior covariance matrix.

The above quantification cannot be applied to

the mode shape because it is vector valued and is

subject to the norm constraint. One way to quan-

tify the uncertainty of the mode shape is through

the Expected modal assurance criterion (MAC),

defined analogously as in the deterministic case.

According to the posterior distribution, which

is approximated by a Gaussian distribution,

given the measured data, the mode shape is a

Gaussian vector with mean vector equal to the

most probable mode shape and a covariance

matrix CF �Rn�n . The latter is given by

the corresponding n� n partition of the full

covariance matrix (containing all modal parame-

ters). The Expected MAC is defined as the

expected value of the cosine of the hyper angle

between the random mode shape vector and the

most probable mode shape vector. This value

ranges between 0 and 1; the higher the value,

the smaller the mode shape uncertainty. An

exact closed-form expression for the Expected

MAC has not been developed, but an asymptotic

expression is available, which is adequate for

practical purposes. It can be shown that

asymptotically
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Expected MAC ¼ 1þ
Xn
i¼2

k2i

 !�1=2

(37)

where ki : i ¼ 1, . . . , nf g are the eigenvalues

(principal variances) of the posterior covariance

matrix of the mode shape, CF. This formula is

asymptotically correct for small {ki} or large n.
The sum does not contain k1 because it is theo-

retically equal to zero, resulting from the norm

constraint on the mode shape Au 2011.

In well-controlled ambient tests, the Expected

MAC is often close to 1. A complementary mea-

sure of the mode shape uncertainty is the

expected value of the hyper angle between

the random mode shape vector and the most

probable mode shape vector. It can be shown

that under the same asymptotic conditions in

Eq. 37, the expected value of the hyper angle is

given by

dF ¼
Xn
i¼2

k2i

 !1=2

(38)

and it is related to the Expected MAC by

Expected MAC ¼ 1� 1

2
d2F (39)

Bayesian Versus Non-Bayesian Measure

Bayesian Measure

In the context of Bayesian system identification,

the spread of the posterior PDF is a direct funda-

mental quantification of the remaining uncer-

tainty associated with the modal parameters for

a given assumed identification model and in the

presence of the measured data. Since the poste-

rior PDF is typically unimodal and it can be

approximated by a joint Gaussian PDF, the

uncertainty of the modal parameters can be quan-

tified by the covariance matrix, which is called

the “posterior covariance matrix.” The posterior

covariance matrix is the inverse of the Hessian

matrix of the NLLF, and it can be calculated for a

given set of data. Clearly it depends on the par-

ticular set of data.

Non-Bayesian Measure

In non-Bayesian identification methods, the iden-

tification results are often given in terms of the

“best” or “optimal” value calculated from an

accepted algorithm. This is analogous to the

MPV calculated in a Bayesian identification

method. In a non-Bayesian context, one conven-

tional quantification of the uncertainty of the

identified parameters is through the ensemble

variance (or more generally, the ensemble covari-

ance matrix) of the modal parameters. This can be

understood as the variance among the identified

(i.e., best) values calculated from a large

(theoretically infinite) number of repeated exper-

iments. This is a “frequentist” measure of the

uncertainty of the identified parameters. Unlike

the posterior variance that is defined for a given

set of data, the ensemble variance requires

(at least conceptually) the notion of repeated

experiments. Because of its ensemble nature, it

does not depend on a particular data set. If there

were no modeling error, i.e., the data in the

repeated experiments indeed results from a pro-

cess obeying the identification model assumed,

the variability of the identified values among

repeated experiments reflects the quality of the

identification algorithm and the amount of data

used. Otherwise, it reflects also the variability due

to other factors such as the changes in system

properties among the experiments and modeling

errors.

Connection

Due to their different definitions, the Bayesian

and frequentist measure of the identification

uncertainty of modal parameters need not coin-

cide, although intuition suggests that they should

be of similar order of magnitude when there is no

modeling error. It can be shown that when there is

no modeling error then in a weighted sense, the

expectation of the posterior covariance matrix

(Bayesian) is equal to the ensemble variance

of the most probable value among repeated

experiments (Au 2012b). In reality where

modeling error can exist and conditions can

change among the repeated experiments, the

Bayesian and frequentist measure can differ

significantly.
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The Bayesian and frequentist measure of iden-

tification uncertainty has different roles. The

Bayesian measure reflects fundamentally the

remaining uncertainty associated with the param-

eters for a given identification model and a given

set of data. It does not reflect what the identifica-

tion results would be if the experiment is

repeated, because modeling error can exist and

conditions of the next experiment can change. It

does not describe ensemble variability. On the

other hand, the frequentist measure is an aggre-

gate effect of identification uncertainty, modeling

error, and system changes over the repeated

experiments.

Uncertainty Laws

Under the Bayesian framework, the posterior

uncertainty of the modal parameters can be

calculated in terms of the posterior covariance

for a given set of measured data. This process

is computational and implicit in nature. It

does not yield much insight about how the

identification uncertainty depends on test

configurations.

In the case of a single mode in the selected

band, it has been possible to derive closed-form

analytical expressions for the posterior covari-

ance matrix under asymptotic conditions,

namely, small damping and long data duration,

which are typically met in applications. The

expressions are collectively referred as “uncer-

tainty laws” (Au 2014a, b). They provide insights

on the scientific nature of the ambient modal

identification problem and its fundamental limits

on identification uncertainty. The uncertainty

laws can also be used for drafting specifications

for ambient vibration tests.

Context

The uncertainty laws have been derived under the

following context:

(1) The damping ratio is small, z ! 0.

(2) The spectral information for identifying the

mode is large, in the sense that

Nf ¼ 2kzNc ! 1 where Nc ¼ Td=T , Td is

the data duration, and T is the natural period

of the target mode. Note that Nf ! 1 and

z ! 0 imply that Nc ! 1 as well.

(3) The selected frequency band is assumed to be

f 1� kzð Þ, where k is called the “bandwidth

factor.” The bandwidth factor is a trade-off

between identification information (the

larger, the better) and modeling error risk

(the smaller, the better). Typically it ranges

between 3 and 10.

(4) The FFT data Fkf g in the selected band is

assumed to indeed result from a process

obeying the identification model, i.e., no

modeling error. Note that prediction error is

still present because it is part of the identifi-

cation model.

The selected frequency bandwidth is assumed

to be proportional to the damping ratio because

the width of the resonance band around the natu-

ral frequency does, e.g., the half power band is

f 1� zð Þ, corresponding to k ¼ 1. An asymptoti-

cally small damping ratio implies that the modal

s/n ratio g ¼ S=4Sez
2 in Eq. 30 is asymptotically

high. It is therefore implied in the uncertainty

laws that the modal s/n ratio is high.

Main Results

The asymptotic expressions of the posterior coef-

ficient of variation of the modal parameters are

summarized in Table 1. In terms of correlation,

except for that between the damping ratio z and

the modal force PSD S, the correlation between

any pair of the modal parameters among {f, z, S,
Se, F} is asymptotically small, at most O(z).
The correlation between z and S is O k�1=2

� �
.

Implications

The following implications can be drawn from

the uncertainty laws:

(1) For small damping ratio, the posterior uncer-

tainties of the natural frequency and mode

shape are significantly smaller than those of

the damping ratio and the modal force PSD.

The former are O(z1/2) and the latter are

O z�1=2

 �

.
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(2) The damping ratio has the greatest uncer-

tainty in terms of posterior c.o.v. and is there-

fore expected to govern the accuracy

requirement in ambient vibration tests.

(3) The mode shape is the only modal property

whose leading order uncertainty is affected

by the modal s/n ratio. Its posterior uncer-

tainty is typically small. This implies that in

reality the quality of the mode shape is likely

to be governed by other sources such as sen-

sor alignment error.

(4) When the modal s/n ratio is high, reducing

the channel noise level (e.g., with better

equipment) or increasing the measured dofs

has little or no effect on reducing the poste-

rior c.o.v.s of modal parameters. It is because

these factors influence only the modal s/n

ratio, but the latter has no role in the

uncertainty laws.

(5) Assuming a damping ratio of 1 % and a band-

width factor of 6, the minimum data duration

to achieve a posterior of c.o.v. of 30 % in the

damping ratio is 300 natural periods.

Summary

A Bayesian approach for modal identification

provides a fundamental means for processing

the information contained in the data to make

inference on the modal parameters consistent

with probability logic and modeling assumptions.

This is especially relevant for ambient modal

identification where the input excitation is not

measured and where significant uncertainty can

exist in the identified modal parameters even in

the presence of data. A frequency domain

approach is preferred over a time-domain

approach because it significantly relaxes the

broadband assumption on the modal force and

prediction error. By making inference using the

FFT on a selected frequency band around the

mode of interest, the modal force and prediction

error only need to have a flat spectrum within the

band. The likelihood function can be formulated

from first principles using random-vibration the-

ory and signal processing asymptotics. The

resulting form, however, does not allow the pos-

terior statistics of the modal parameters to be

computed easily because its dependence on the

modal parameters is complicated and there are

typically a moderate to large number of parame-

ters. Using linear algebra techniques, fast equiv-

alent formulations have been developed that

allow efficient algorithms to be developed. The

Bayesian identification results are governed char-

acteristically by the modal signal-to-noise ratio.

The posterior covariance matrix also admits

remarkably simple closed form when the s/n

ratio is high, leading to a set of uncertainty laws

that govern the limit of ambient modal

identification.

Bayesian Operational Modal Analysis, Table 1 Summary of uncertainty laws

Parameter Uncertainty law Bandwidth factor

Frequency f Squared posterior c.o.v.

d2f ¼ z
2pNcBf kð Þ

Bf kð Þ ¼ 2
p tan �1k� k

k2þ1


 �
Damping z Squared posterior c.o.v.

d2z ¼ 1
2pzNcBz kð Þ

Bz kð Þ ¼ 2
p tan �1kþ k

k2þ1
� 2 tan �1kð Þ2

k

� �
Modal force PSD S Squared posterior c.o.v.

d2S ¼ 1
Nf BS kð Þ

BS kð Þ ¼ 1� 2
k tan �1kð Þ2 tan �1kþ k

k2þ1


 ��1

Prediction error PSD Se Squared posterior c.o.v.

d2Se ¼ 1
n�1ð ÞNf

–

Mode shape F Covariance matrix

CF ¼ nz
NcBF kð Þ In �FFT

� �
Expected hyper angle (squared)

d2F ¼ n�1ð Þnz
Nc tan �1k

BF kð Þ ¼ tan �1k
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Introduction

Bayesian statistics are related to Bayes’ rule after

Thomas Bayes, a Presbyterian minister, probably

born in 1701. Thomas Bayes’ fame rests in his

paper “An Essay Towards Solving a Problem in

the Doctrine of Chances” communicated to the

Royal Society in 1763, after his death in 1761, by

his friend Richard Price (1723–1791) (Bellhouse

2004). Bayes addresses the following question in

his essay: “Given the number of times in which an

unknown event has happened and failed: Required

the chance that the probability of its happening in a

single trial lies somewhere between any two

degrees of probability that can be named (Bayes

(1763), p. 376)” (Dale 1986; Edwards 1978). The

question is answered in its famous Bayes’ model

table problem (Bellhouse 2004).

Gillies (1987) calls this problem “Bayes’ bil-

liard table example.” The problem assumes a

unit-square table and two balls O and W. The

ball W is thrown across the table once, and its

rest point defines level pwith respect to one of the

sides of the table. The ball O is then thrown

n times, and it is said that if ball O stops below

level p, the event is a success. If we call the

number of successes r, then the probability that

ball O will stop between levels a and b is given by

ðb
a

xr 1� xð Þn�rdxð1
0

xr 1� xð Þn�rdx

:

As Bayes’ rule becomes popular in many fields of

science and engineering, earthquake engineering

problems began to be solved in the Bayesian

framework. One of the first Bayesian approaches

on site seismicity is proposed in Esteva (1969) for

the rate of seismic event occurrence and later in

Suzuki and Kiremidjian (1991). The Bayesian

framework is also used in other seismology-

related areas to update ground motion prediction

models’ parameters to new data in Wang and

Takada (2009 and Atkinson and Boore (2011).

Earthquake engineering also deals with the prob-

abilistic assessment of the structural response

under seismic loads. The probability of structural

response to exceed critical states is known as

seismic fragility. Early papers by Goodman

(1986) and Mosleh and Apostolakis (1986) deal

with failure and fragility analyses in a Bayesian

context. Recently, the Bayesian framework has

been used in a wide range of applications for

calculating fragility curves (Straub and

Kiureghian 2008; Koutsourelakis 2010).

Bayes’ rule stays at the basis of the Bayesian

framework and is a statement of conditional prob-

ability. It provides information on the probability

of unknown parameters Y ¼ y1, . . . , yn½ � given

some data x,

p Yjxð Þ / f Yð Þl Yjxð Þ; (1)

where f(Y) and p(Y | x) are referred to as the

prior and posterior probability density functions

ofY and l(x |Y) is called the likelihood function,

which accounts for the significance of the

observed data x on the distribution of Y
(Gelman et al. 2003). The prior probability den-

sity function f(Y) should contain all possible

values of Y. The probability associated with the

values of Y, i.e., f(Y), can be interpreted as the

current knowledge about Y. When all the values

of the unknown parameters Y are assumed to be

equally likely, we call the prior non-informative.

If the prior and the posterior densities have the

same functional form for the probability distribu-

tions, we refer to the prior as a conjugate prior.

Sampling from the posterior distribution of

Y may be challenging. Direct sampling from

p(Y | x) in the case of non-conjugate prior densi-

ties is even more difficult, and sampling tech-

niques have been developed. Makov Chain

Monte Carlo (MCMC) is a general algorithm of

drawing samples ofY from a random distribution

p(Y | x).

Applications of the Bayesian theory in earth-

quake engineering are shown in the next section.
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Bayesian Framework in Earthquake
Engineering

Seismic Hazard Analysis

Earthquake Probabilities

A seismic activity matrix is defined as a

two-dimensional histogram which gives the

probability of occurrence pJ of earthquakes char-

acterized by moment magnitudem and source-to-

site distance r, denoted by (m, r)J. Each point in

this matrix with coordinates (m, r)J is referred to

as a cell j = 1,. . .,nC, where nc is the total number

of cells. Note that
Xnc

j¼1
pj ¼ 1. Seismic activity

matrices can be calculated for each zip code in

the United States by using the earthquake proba-

bility tool available on the US Geological Survey

website (USGS 2009). Figure 1 shows the seis-

mic activity matrix for Los Angeles.

A Bayesian approach is used to update earth-

quake probabilities in light of new data. For this,

we seek a probabilistic parametric model with

parameters, the earthquake probabilities. Let ZJ

be a random variable which counts the number

of new earthquakes recorded in each cell j.

The vector Z ¼ Zj, j ¼ 1, . . . , nc
� �

has a

multinomial distribution with parameters

Y ¼ yj, j ¼ 1, . . . , nc
� �

, a random vector whose

coordinates yJ capture earthquake probabilities in

each cell j, such that
Xnc

j¼1
yj ¼ 1 . We call

NZ ¼
Xnc

j¼1
Zj the total number of newly

recorded earthquakes. The new records are used

in the Bayesian framework to update earthquake

probabilities pj.

Numerical example. For illustration, a hypo-

thetical example is considered. It is assumed that

at a site only three earthquakes j = 1, 2, 3 are

likely to occur with known probabilities

p1 = 0.2, p2 = 0.3, p3 = 0.5. The seismic activ-

ity matrix, shown in Fig. 3a, has nc = 3 cells. If

an earthquake of type j = 1 occurs at that site

and it is used for the update of the earthquake

probabilities p1, p2, p3, then NZ = 1 and

z ¼ z1 z2 z3½ � ¼ 1 0 0½ � , which is a

sample of Z.

The unknown parameters y1, . . . , yncf g are

assumed to have a Dirichlet distribution with

parameters a1, . . . , ancf g, that is,

f y1, . . . , ync
� � / ∏

nc

j¼1

yaj�1

j ,8yj � 0: (2)

Moreover, we impose that

 yj
� � ¼ aj

a0
¼ pj; (3)
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in order to reflect the prior knowledge from the

seismic activity matrix, where a0 ¼
Xnc

j¼1
aj. For

a given value of a0, parameters aj ¼ pja0 have

deterministic values, and they are known as

hyper-parameters. The value a0 can be

interpreted as the total number of recorded earth-

quakes to have occurred at the site until the new

earthquakes in Z were recorded.

Based on the assumption that Z has a multi-

nomial distribution, the likelihood function is

written as

l zjYð Þ ¼ ∏
nc

j¼1

yzjj : (4)

The posterior probability density of the unknown

parameters Y is calculated as shown in Eq. 1:

p Yjzð Þ ¼ ∏
nc

j¼1

yajþzj�1

j ; (5)

which is also a Dirichlet distribution with param-

eters aj þ zj, j ¼ 1, . . . , nc. Note that the Dirichlet

distribution is the conjugate prior of the multino-

mial distribution. The seismic activity matrix in

light of new data is, then, given by the expecta-

tion of Y:

 yj
� � ¼ ajpj þ zj

a0 þ nz
: (6)

For the hypothetical case presented above, the

prior density f(y1, y2, y3) and the posterior

density p y1, y2, y3jzð Þ are shown in Fig. 2 in

the form of f y1, y2, 1� y1 � y2ð Þ and

p y1, y2, 1� y1 � y2jzð Þ , respectively, since y1 +
y2 + y3 = 1. The results are shown for a0 = 10.

The updated seismic activity matrix with the

new data z, i.e.,  Yjz½ �, is shown in Fig. 3b.

Seismological Model Update

The specific barrier model (Halldorsson and

Papageorgiou 2005) is a source model which

characterizes the frequency content of the

ground motion process in the form of a function

g(n; (m, r)j) of (m, r)j, called power spectral

density. The specific barrier model is calibrated

to regional data and cannot provide information

about ground motions at particular sites.

For simplicity, the following notation

gj nð Þ :¼ g n; m, rð Þj

 �

is used.

A Bayesian framework is used to update the

spectral density model with site-specific records

(Radu and Grigoriu 2014). The power spectral

density function gj(n) is only available in
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algorithmic form. For the Bayesian approach, a

parametric model for gj(n) is sought, and it is

written as

gj v : Yð Þ ¼ y1’1, j þ y2’2, j þ y3’3, j (7)

using the singular value decomposition, where

yk ¼ 1, k ¼ 1, 2, 3f g are some global param-

eters and ’k,j, k = 1, 2, 3, are deterministic

functions which depend on (m, r)J. In the Bayes-

ian context, the vector Y ¼ yk k ¼ 1, 2, 3f g is

seen as a random vector with mean Y½ � ¼ 111½ �.
The range C of Y is defined such that it ensures

the existence of the spectral density, i.e.,

gj nð Þ � 0, 8j ¼ 1, . . . , nc , 8n � 0, and 8y�C .

A uniform prior f(Y) on C is assumed for the

vector of unknown parametersY. Figure 4 shows

the spectral density gj(n) for (m, r)J = (8, 200 km)

and its components ’k,j, k = 1, 2, 3.
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Let x ¼ xj, i, i ¼ 1, . . . , nj, j ¼ 1, . . . , nc
� �

be a

set of n ¼
Xnc

j¼1
nj ground motion records avail-

able at a site, where nj is the number of earth-

quakes with (m, r)J and nc is the number of cells in

the seismic activity matrix in Fig. 1. It is assumed

that xJ,I are the discrete versions of the records’

strong motion parts, i.e., the part of the earth-

quake where most of its energy is concentrated

(Trifunac 1971). Under the assumption that xJ,I
are samples of a zero-mean, stationary, Gaussian

process (Zerva 2009), Chap. 7; Rezaeian and

Kiureghian 2010), the logarithmic form of the

likelihood function is written as

ln l xjYð Þð Þ / � n

2
ln Cj Yð Þ�� ��� �

� 1

2

Xnc
i¼1

Xnj
j¼1

xTj, iCj Yð Þ�1xj, i; (8)

where ln denotes the natural logarithm and

|Cj (Y)| is the determinant of the covariance

matrix Cj(Y) of the ground motion process in

cell j. The components of the covariance matrix

can be calculated from the Fourier transform of

the spectral density function gj(n; Y) (Grigoriu

2012, Section 3.6).

The posterior probability density function

p(Y | x) follows directly from Eq. 1.

Numerical example. For numerical results,

n = 5,000 samples of zero-mean, stationary,

Gaussian processes with spectral densities gj(n),
j = 1,. . .,nc, were simulated in cells j according

to the multinomial distribution given by the seis-

mic activity matrix of Los Angeles (Fig. 1). The

marginal prior and posterior densities of the

unknown parameters yi, i = 1, 2, 3 are shown in

Fig. 5.

The resulting posterior 95 % confidence inter-

val for the spectral density gj(n; Y) shown in

Fig. 6, i.e., the interval [gj
lw(n), gj

up(n)] such that

ℙ gj n;Yð Þ� glwj nð Þ, gupj nð Þ
h in o

¼ 0:95 , is also

calculated based on the density p(Y | x).

0.6 0.8 1 1.2 1.4
0

2

4

6

8a b

c

Prior
Posterior

0.5 1 1.5
0

0.5

1

1.5

2
Prior
Posterior

0 0.5 1 1.5 2
0.2

0.3

0.4

0.5

0.6

Prior
Posterior

f(
θ 1

) 
vs

. p
(θ

1⏐
yj

*)
 

f(
θ 2

) 
vs

. p
(θ

2⏐
y j

*)
 

f(
θ 3

) 
vs

. p
(θ

3⏐
yj

*)
 

θ1 θ2

θ3

Bayesian Statistics:
Applications to
Earthquake Engineering,
Fig. 5 Marginal prior and

posterior densities for (a)
y1, (b) y2, and (c) y3

230 Bayesian Statistics: Applications to Earthquake Engineering



Seismic Fragility Analysis

Seismic fragility of a structural or nonstructural

system is the probability that the system’s

response exceeds a critical value under seismic

ground motions of specified intensities, e.g., peak

ground acceleration (PGA) or pseudo-spectral

acceleration (PSa) (Kafali and Grigoriu 2010).

Graphical representations of seismic fragilities

are called fragility curves.

Reliable fragility analyses require the use of

large numbers of seismic records, which are not

usually available. Thus, Monte Carlo simulations

of synthetic seismic motions or scaling of actual

records to common intensity measures are among

the most popular methods. The Bayesian frame-

work allows calculation of seismic fragility

curves using just the data available.

It is assumed that n ground motion records

xi(t), i = 1,. . ., n, are available at a site. The

response displacement yi(t) of a system to record

xi(t) is characterized by a second-order differen-

tial equation:

y00i ¼ D yi, y
0
i, xi

� �
; (9)

where D can be either a linear or a nonlinear

operator. For example, for a linear single-degree-

of-freedom system with frequency o0 and

damping ratio z0,

D yi, y
0
i, xi

� � ¼ � 2o0z0y
0
i þ o2

0yi þ xi
� �

: (10)

Two intensity measures for the ground motion

xi(t) are defined:

1. Peak ground acceleration (PGA)

xi ¼ max
0�t�t

xi tð Þj j (11)

2. Pseudo-spectral acceleration (PSa)

xi o; zð Þ ¼ max
0�t�t

yi t;o, Bð Þj j; (12)

where yi(t; o, z) is the solution of Eq. 10.

For illustration purposes, we present the meth-

odology for calculating fragility curves for the

single-degree-of-freedom system in Eq. 10. In

this context, we define the seismic fragility as

Pf x; ycrð Þ ¼ ℙ max
0�t�t

yi t;o0, B0ð Þj j > ycr xi ¼j x

 �

;

(13)

where ycr is a critical displacement imposed

for the system. Fragility curves can be calculated

for any other engineering design parameters,

e.g., the inter-story drift in the case of multi-

degree-of-freedom systems. For simplicity,

parameters ycr is dropped from notation

Pf (x; ycr).
In order to calculate fragility curves in a

Bayesian framework, a parametric model for Pf

(x) is sought. Fragility curves are increasing func-
tions plotted against positive ground motion

intensity measures x > 0 and left-bounded

at zero.

Therefore, it is common to assume that they

are well modeled by log-normal cumulative dis-

tribution functions F (x; m, s) with mean m and

standard deviation s. The log-normal cumulative

distribution function is defined as

F x; m,sð Þ ¼
ðx
0

fLN x; m,sð Þdx; (14)
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where

fLN x;m,sð Þ ¼ 1

xs
ffiffiffiffiffiffi
2p

p exp
� ln xð Þ � mð Þ2

2s2

( )
, x > 0,

(15)

and fLN(x; m, s) is the probability density func-

tion of the log-normal distribution with mean

m�ℝ and standard deviation s �0.

Themodel for the fragility curve in Eq. 13 is Pf

(x; Y): = F (x; m, s), where Y = (m, s) is the
vector of unknown parameters to be estimated

from the data. Parameters (m, s) define uniquely
the fragility curve.

A non-informative uniform prior f(Y) is

assumed forY = (m, s) in a custom range within

previously defined bounds, i.e., m�ℝ, s � 0.

Let s ¼ si, i ¼ 1, . . . , nf g be a vector with

values:

si ¼ 1 yi tð Þ > ycrf g; (16)

where 1 denotes the indicator function. The vec-

tor s is a sample of a binomial random vector with

parameters n, F xi; m,sð Þ, i ¼ 1, . . . , nf gð Þ. Then,
the likelihood function is defined as

l sjm,sð Þ ¼ ∏
n

i¼1

1� F x; m,sð Þð Þ1�siF x;m,sð Þsi :
(17)

Finally, the posterior density of parameters

Y is

p m,sjsð Þ / f m,sð Þl sjm, sð Þð Þ: (18)

Numerical examples Numerical examples are

shown for the linear single-degree-of-freedom

system in Eq. 10 with o0 ¼ prad=s , z0 = 2 %,
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and ycr = 2, for two sets of n = 10 and n = 50

ground motion records, respectively. The ground

motion samples used in the fragility analysis were

simulated as zero-mean, nonstationary Gaussian

processes with probability density functions gj(n)
from the specific barrier model in Halldorsson

and Papageorgiou (2005). Samples are generated

for various (m, r)J according to the seismic activ-

ity matrix of Los Angeles. Fragility curves are

constructed for both PGA and PSa intensity

measures.

Figures 7 and 9 show the posterior distribu-

tions of the unknown parametersY = (mPGA, sPGA)

and Y = (mPSA, sPSa), which define the fragility

curves for the PGA and PSa intensity measures,

respectively. Plots (a) and (c) of each figure show

the posterior of Y obtained for n = 10 records

and (b) and (d) for n = 50 records, respectively.

Fragility curves for PGA and their corresponding

90% confidence intervals calculated based on the

posterior densities ofY shown in Fig. 7a and c are

illustrated in Fig. 8a and b, respectively. Fragility

curves and their 90 % confidence intervals for the

PSa intensity measure are plotted in Fig. 10 for

the n = 10 and n = 50 ground motion sample

sets. The posterior densities are less spread on

the domain of Y as the number of samples

n increases. Consequently, the more data is used

in the analysis, the narrower the confidence inter-

vals for the fragility curves are.

Summary

The Bayesian framework, widely used in earth-

quake engineering, produces statistical infer-

ences about uncertain parameters of a

probabilistic model by combining observable

data with available prior information about the

parameters. The entry presents applications of

Bayes’ theorem for several concepts used in

earthquake engineering.

The data is usually composed of ground

motion records, which are used to develop prob-

abilistic parametric models for fragility curves or

to improve and update existent models on earth-

quake probabilities and frequency content of seis-

mic motions. The Bayesian framework also

facilitates the calculations of various statistics

by using limited amounts of data.
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Introduction

This entry provides a primer for earthquake-

related fragility, vulnerability, and risk. Many of

its concepts can be applied to other perils.

Section “Fragility” discusses fragility – the prob-

ability of an undesirable outcome as a function of

excitation. Vulnerability (the measure of loss as a

function of excitation) is discussed in section

“Vulnerability.” Section “Hazard” presents

enough information about seismic hazard for the

reader to understand risk, which is discussed in

section “Risk for a Single Asset.”

Section “Conclusions” provides brief conclu-

sions. For solved exercises, see Porter (2014).
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Fragility

Uncertain Values

Many of the terms used here involve uncertain

quantities, often called random variables.

“Uncertain” is used here because it applies to

quantities that change unpredictably (e.g.,

whether a tossed coin will land heads or tails

side up on the next toss) and to quantities that

do not vary but that are not known with certainty.

For example, a particular building’s capacity to

resist collapse in an earthquake may not vary

much over time, but one does not know that

capacity before the building collapses, so it is

uncertain. In this entry, uncertain variables are

denoted by capital letters, e.g., D; particular

values are denoted by lower case, e.g., d; proba-

bility is denoted by P[]; and conditional proba-

bility is denoted by P[A|B], that is, probability

that statement A is true given that statement

B is true.

Meaning and Form of a Fragility Function

The stage is now set to discuss fragility functions.

A fragility function expresses the probability that

an undesirable event will occur as a function of

the value of some (potentially uncertain) environ-

mental excitation. Let X denote the excitation.

A fragility function is usually shown on an x-y

chart with probability on the y-axis (bounded

by 0 and 1) and excitation X on the x-axis
(usually bounded below by 0 and above by infin-

ity). (The variable X is used more than once in

this entry. It may have different meanings in

different places.)

When the undesirable outcome has to do with

damage to a whole building, bridge, or other large

facilities, excitation is generally measured in

terms of ground motion. Common measures of

ground motion are addressed later. When the

undesirable outcome has to do with damage to a

building component, excitation is often measured

in terms of one of the following:

Peak floor acceleration (PFA). Maximum zero-

period acceleration in any direction at any

time during an earthquake at the base of

floor-mounted components or at the soffit of

the slab from which a component is

suspended.

Peak floor velocity (PFV). Like PFA, except

maximum velocity at the base of the

floor-mounted components or at the soffit of

the slab from which a component is

suspended.

Peak transient interstory drift ratio (PTD). This

is the maximum value at any time during seis-

mic excitation of the displacement of the floor

above relative to the floor below the story on

which a component is installed, divided by the

height difference of the two stories. The dis-

placements are commonly measured parallel

to a horizontal axis of the component, such as

along a column line.

Peak residual drift ratio (PRD). Like PTD,

except measures the displacement of the floor

above relative to the floor below after the

cessation of motion.

Some people use the term fragility curve to

mean the same thing as fragility function. Some

use fragility and vulnerability interchangeably.

This work will not do so and will not use the

expression “fragility curve” or “vulnerability

curve” at all. A function allows for a relationship

between loss and one, two, or more inputs,

whereas a curve only allows for one input.

The most common form of a seismic fragility

function is the lognormal cumulative distribution

function (CDF). It is of the form

Fd xð Þ ¼ P D � d X ¼ xj½ � d� 1, 2, . . . nDf g

¼ F
ln x=ydð Þ

bd


 �
(1)

P[A|B] = probability that A is true given that

B is true.

D = uncertain damage state of a particular asset

such as a building component or a building.

It can take on a value in {0,1, . . . nD}, where
D = 0 denotes the undamaged state,

D = 1 denotes the first damage state, etc.

d = a particular value of D, i.e., with no

uncertainty.

236 Beginner’s Guide to Fragility, Vulnerability, and Risk



nD = number of possible damage states, nD �
{1, 2, . . .}.

X = uncertain excitation, e.g., peak zero-period

acceleration at the base of the asset in ques-

tion. Here excitation is called demand param-

eter (DP), using the terminology of FEMA

P-58 (Applied Technology Council 2012).

FEMA P-58 builds upon work coordinated

by the Pacific Earthquake Engineering

Research (PEER) Center and others. PEER

researchers use the term engineering demand

parameter (EDP) to mean the same thing. Usu-

ally X� ℜ � 0f g but it does not have to

be. Note that X� ℜ � 0f g means that X is a

real, nonnegative number.

x = a particular value of X, i.e., with no

uncertainty.

Fd(x) = a fragility function for damage state

d evaluated at x.
F(s) = standard normal cumulative distribution

function (often called the Gaussian) evaluated

at s, e.g., normsdist(s) in Excel.

ln(s) = natural logarithm of s.

yd = median capacity of the asset to resist dam-

age state d measured in terms of X. Usually
yd � ℜ > 0f g but it could in principle have a

vector value and perhaps negative values. The

subscript d appears because a component can

sometimes have nD > 1.

bd= logarithmic standard deviation of the uncer-

tain capacity of the asset to resist damage

state d.

For example, see the PACT fragility database

at https://www.atcouncil.org/files/FEMAP-58-

3_2_ProvidedFragilityData.zip (Applied Tech-

nology Council 2012). See the tab PERFOR-

MANCE DATA, the line marked

C3011.002c. It employs the lognormal form to

propose two fragility functions forWall Partition,

Type: Gypsum + Ceramic Tile, Full Height,

Fixed Below, Slip Track Above w/ returns

(friction connection). The demand parameter is

“Story Drift Ratio,” meaning the time-maximum

absolute value of the peak transient drift ratio for

the story at which partition occurs. For that com-

ponent, nD = 2, which occur sequentially, mean-

ing that a component must enter damage state

1 before it can enter damage state 2. Damage

state 1 is defined as “minor cracked joints and

tile.” Damage state 2 is defined as “cracked joints

and tile.” y1 = 0.0020, b1 = 0.70, y2 = 0.0050,

and b2 = 0.40. The repair for D = 1 is described

as “carefully remove cracked tile and grout at

cracked joints, install new ceramic tile and

re-grout joints for 10 % of full 100 foot length

of wall. Existing wall board will remain in place.”

Repair for D= 2 is “install ceramic tile and grout

all joints for full 100 foot length of wall. Note:

gypsum wall board will also be removed and

replaced which means the removal of ceramic

tile will be part of the gypsum wall board

removal.”

The Lognormal Distribution

The lognormal is ubiquitous in probabilistic seis-

mic hazard analysis (PSHA) and probabilistic

seismic risk analysis (PSRA). To understand it,

consider first the normal (not the lognormal) dis-

tribution. If a quantity X is normally distributed

with mean m and standard deviation s, it can take
on any scalar value in –1 < X <1. Its cumula-

tive distribution function (CDF) can be expressed

as follows:

P X � x½ � ¼ F
x� m
s


 �
(2)

Note that:

m � {ℜ}, meaning that m is any real scalar value

s � {ℜ > 0}, meaning that s is any positive

scalar value.

One can also find the value x associated with a
specified nonexceedance probability, p.

x ¼ mþ s � F�1 pð Þ (3)

Now consider to the lognormal distribution. If a

variable is lognormally distributed, that means its

natural logarithm is normally distributed, which

means it must take on a positive real value and the

probability of it being zero or negative is zero.

One can write the CDF several different, equiva-

lent, ways:
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P X � x½ � ¼ F
lnx� lny

b


 �
¼ F

ln x=yð Þ
b


 �
¼ F

lnx� mlnX
slnX


 � (4)

where mlnX denotes the mean value of ln(X),

which is the same as the natural logarithm of the

median, ln(y). It is sometimes desirable to calcu-

late y and b in terms of m and s. Here are the

conversion equations. (The reader can learn more

about probability distributions from various

sources, such as the free online source NIST/

SEMATECH (2013) or Ang and Tang (1975).)

Let v denote the coefficient of variation of X.
Then

v ¼ s
m

(5)

b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln 1þ v2ð Þ

p
(6)

y ¼ mffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ v2

p (7)

Note well: there is nothing fundamental about

the lognormal distribution that makes it ideal

or exact for fragility functions, ground motion,

and so on. It is commonly used for several

reasons:

1. Simplicity. It only requires two parameter

values to completely define.

2. Precedent. The lognormal has been used for

fragility functions for decades.

3. Information-theory reasons. Given a median

and logarithmic standard deviation of some

uncertain positively valued quantity like com-

ponent capacity, the lognormal is the most

uncertain distribution, that is, it assumes the

least amount of information.

4. Sometimes it fits the data well.

But the lognormal may fit data badly, some-

times worse than other competing parametric and

nonparametric forms. Beware oversimplification,

and never confuse a mathematical simplification

or model with reality. Ideally one’s model

approximates reality, but the model is not the

thing itself.

Multiple Fragility Functions

Consider situations where a component, asset, or

person can experience multiple possible damage

states. This entry considers only discrete damage

states, meaning that one can number the damage

statesD= 1, 2, etc., but not 1.5. If a component is

damaged, one can number damage states in at

least one of three ways. First, let D = 0 denote

the undamaged state. If the component or asset is

damaged, let the damage state be denoted byD �
{1, 2, . . . nD}. The three kinds of fragility func-

tions dealt with here are:

1. Sequential damage states. A component must

enter damage state 1 before it can enter dam-

age state 2, and it must enter 2 before 3, and

so on.

2. Simultaneous damage states. A damaged

component can be in more than one damage

state at the same time. Order does not

matter.

3. Mutually exclusive and collectively exhaus-

tive (MECE) damage states. A damaged com-

ponent can be in one and only one damage

state. Order does not matter.

There are other ways to express fragility,

such as with a vector that combines numbers

of various types. For example, one might want

to talk about a scalar quantity Q of a compo-

nent that is in a particular sequential damage

state D, such as the fraction of a reinforced

concrete shear wall that has cracks of at least

3/8 in. width, which would be indicative of the

quantity of steel that has to be replaced. But

the present discussion is limited to the three

kinds noted above.

Sequential Damage States

In sequential damage states, the damage states are

ordered (D is therefore an ordinal number, sub-

ject to certain mathematical rules of ordinal num-

bers), so one can talk about lower damage states
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and higher ones. The probability of reaching or

exceeding a lower damage state is greater than or

equal to the probability of reaching or exceeding

a higher damage state.

P D ¼ djX ¼ x½ � ¼ 1� P D � 1 X ¼ xj½ � d ¼ 0

¼ P D � d X ¼ xj½ � � P D � d þ 1 X ¼ xj½ � 1 � d < nD

¼ P D � d X ¼ xj½ � d ¼ nD

(8)

The first line is the probability that the com-

ponent is undamaged. The next is the proba-

bility that the component is damaged, but not

in damage state nD, called the maximum dam-

age state. The last line is the probability that

the component is damaged in the maximum

damage state.

Simultaneous Damage States

With simultaneous damage states, one can eval-

uate the probability that a component is in each

damage state independently of the others.

Because order does not matter, damage states

D are nominal numbers, like the numbers on

football jerseys without any order, although

D = 0 is reserved for the undamaged state.

P D ¼ djX ¼ x½ � ¼ 1� P D � 1 X ¼ xj½ � d ¼ 0

¼ P D � 1 X ¼ xj½ � � P D ¼ d D � 1j½ � 1 � d � nD
(9)

where

P[D � 1 | X = x] = probability that the com-

ponent is damaged in some way, which can be

quantified just like any fragility function, such as

with a lognormal CDF:

P D � 1 X ¼ xj½ � ¼ F
ln x=yð Þ

b


 �
(10)

where there are only one value of y and only one

value of b – no subscripts as in Eq. 1 – that is, a

single median and logarithmic standard deviation

of capacity.Note that the fragility function does not

have to be a lognormal CDF, but that is common.

P[D= d |D� 1]= probability that, ifdamaged,

it is in damage state d. It can be in others as well.

Since under simultaneous damage states a

component can be in more than one damage state,

XND

d¼1

P D ¼ d D � 1j½ �
 !

> 1 (11)

How can one estimate the probability that a

component is in one and only one damage state?

Let di denote one particular value of D and

dj another particular value of D, but di 6¼ dj,

di 6¼ 0, and dj 6¼ 0. Let P[D = di & D 6¼ dj |

X = x] denote the probability that the

component is in damage state di and it is not in

any other damage state dj given that X = x. It is

given by

P D ¼ di & D 6¼ dj X ¼ xj� � ¼ P D � 1,D ¼ di X ¼ xj½ � �∏
j

1� P D ¼ dj D � 1,X ¼ xj� �� �
¼ P D � 1 X ¼ xj½ � � P D ¼ di D � 1,X ¼ xj½ � �∏

j
1� P D ¼ dj D � 1,X ¼ xj� �� �

¼ P D � 1 X ¼ xj½ � � P D ¼ di D � 1j½ � �∏
j

1� P D ¼ dj D � 1j� �� �
(12)
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Consider now the probability that the component

is in exactly two damage states. LetD1 denote the

first of two nonzero damage states that the com-

ponent is in and D2 the second. Let P[D1 = di &

D2 = dj & D 6¼ dk | X = x] denote the probability

that the component is in two damage states

D1 = di and D2 = dj but not any other damage

state dk (k 6¼ i, k 6¼ j, i 6¼ j, i 6¼ 0, j 6¼ 0, and k 6¼ 0)

given X = x. It is given by

P D1 ¼ di&D2 ¼ dj&D ¼ dk X ¼ xj� �
¼ P D � 1 X ¼ xj½ � � P D ¼ di D � 1j½ � � P D ¼ dj D � 1j� � �∏

k
1� P D ¼ dk D � 1j½ �ð Þ

(13)

One could repeat for three damage states i, j, and

k by repeating the pattern. It is the product of the

probabilities that the component is in each dam-

age state i, j, and k and the probabilities that it is

not in each remaining damage state l, m, n, etc.

MECE Damage States

Remember that MECE means that, if the compo-

nent is damaged (denoted by D � 1), it is in one

and only one nonzero damage state. One can

evaluate it by

P D ¼ d X ¼ xj½ � ¼ 1� P D � 1 X ¼ xj½ � d ¼ 0

¼ P D � 1 X ¼ xj½ � � P D ¼ d D � 1j½ � d� 1, 2, . . .NDf g (14)

P[D � 1 | X = x] = probability that the com-

ponent is damaged in some way, which one eval-

uates with a single fragility function. If the

fragility function is taken as a lognormal CDF,

see Eq. 10. Note that the fragility function does

not have to be a lognormal CDF, but that is

common.

P[D = d | D � 1] = probability that, if dam-

aged, it is damaged in damage state d (and not any
other value of D). Since under MECE damage

states a component can only be in one damage

state,

XND

d¼1

P D ¼ d D � 1j½ �
 !

¼ 1 (15)

Creating Fragility Functions

What to Know Before Trying to Derive a Fragility

Function

Consider now how fragility functions are made.

Much of this section is drawn from Porter

et al. (2007). Before trying to derive a fragility

function, the analyst should define failure in

unambiguous terms that do not require the exer-

cise of judgment, i.e., where two people observ-

ing the same specimen would reach the same

conclusion as to whether a specimen has failed

or not. Beware damage scales that do not meet

this test. Second, define the excitation to which

specimens are subjected (maximum base accel-

eration, peak transient drift ratio, etc.) in similarly

unambiguous terms. Third, select specimens

without bias with respect to failure or nonfailure.

That is, one cannot use data about specimens that

were observed because they were damaged or

because the damage was prominent or interesting

in someway. (Failure data gathered by reconnais-

sance surveys tend to be biased in this way.)

Fourth, ensure that specimens were subjected to

multiple levels of excitation.

Actual Failure Excitation

In the unusual case where specimens were all

tested in a laboratory to failure and the actual

excitation at which each specimen failed is

known, then one can fit a lognormal fragility
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function to the data as follows. This kind of data

is referred to here as type A data, A for actual

failure excitation. Before using the following

math, the analyst must clearly define “failure”

and should know both the means of observing

specimen excitation and failure, as well as a

clear definition of the component or other asset

category in question:

ni = number of specimens, ni � 2.

i = index to specimens, i � {1, 2, . . . ni}.

ri = excitation at which specimen i failed.

y ¼ 1

ni

Xni
i¼1

ln rið Þ (16)

b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ni � 1

Xni
i¼1

ln ri=yð Þð Þ2
s

(17)

Bounding-Failure Excitation

Suppose one possesses observations where at

least one specimen did not fail, at least one spec-

imen did fail, and one knows the peak excitation

to which each specimen was subjected, but not

the actual excitation at which each specimen

failed. These data are referred to here as

bounding, or type B, data. Specimens are grouped

by the maximum level of excitation to which each

specimen was subjected. Assume the fragility

function is reasonably like a lognormal cumula-

tive distribution function and find the parameter

values y (median) and b (logarithmic standard

deviation) as follows:

mi = numbers of levels of excitation among the

data, referred to here as bins, mi � 2.

i = bin index, i � {1, 2, . . . mi}.

ri = maximum excitation to which specimens in

bin i were subjected.
ni = number of specimens in bin i, ni � {1,

2, . . .}.

fi= number of specimens in bin i that failed, fi �
{0, 1, . . . ni}.

One proper way to estimate y and b is by the

maximum likelihood method, i.e., by finding the

values of y and b that have the highest likelihood

of producing the observed data. At any level of

excitation ri, there is a probability of any individ-
ual specimen failing that is given by the lognor-

mal CDF. Let pi denote this probability:

pi ¼ F
ln ri=yð Þ

b


 �
(18)

Assume that the failure of any two different spec-

imens is independent conditioned on excitation.

In that case, if one were to estimate the number of

failed specimens in bin i, it would be proper to

take that number as a random variable with a

binomial distribution. Let Fi denote that random

variable. The following equation gives the prob-

ability that one will observe fi failures among ni
specimens with the per-occurrence failure prob-

ability pi:

P Fi ¼ f i½ � ¼ ni!

f i! ni � f ið Þ! � p
f i
i

� 1� pið Þni�f i (19)

This is the binomial distribution. One finds the y
and b values that maximize the likelihood of

observing all the data {n1, f1, n2, f2, . . ..} given

excitations {r1, r2, . . .}. That likelihood is given

by the product of the probabilities in Eq. 19,

multiplied over all the bins. That is, find y and b
that maximize L(y, b) in:

L y,bð Þ ¼ ∏
mi

i¼1

P Fi ¼ f i½ � (20)

One can explicitly maximize L(y, b), but it is
easier to use Excel or similar MATLAB or other

software. Excel’s solver is straightforward.

It may be easier to remember a more approx-

imate approach of minimizing the weighted

squares of the difference between the observed

data and the idealized fragility function. That is,

find y and b that minimize the squared error term

e2(y, b) in:

e2 y,bð Þ ¼
Xmi

i¼1

ni � pi �
f i
ni


 �2

(21)
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The difference between the fragility functions

derived by these two different methods generally

appears to be small compared with the scatter

about the regression lines, so arguments about

what is more proper tend to be academic com-

pared with the choice of which one is easier.

There is at least one more reasonable approach,

called logistic regression, but again this approach

tends to produce roughly the same values of y and
b, with differences that are small compared with

data scatter.

Other Data Conditions

There are cases where none of the specimens

failed (type C, or capable, data), where failure is

derived by structural analysis (type D data),

where expert opinion is used (type E), or where

Bayesian updating is used to update an existing

fragility function with new evidence (type U).

For such situations, see Porter et al. (2007).

Dealing with Under-Representative Specimens

If the specimens used to create the fragility func-

tion are very few in number or unrepresentative

of the broader class whose fragility is desired, or

if the excitation to which they were subjected was

unlike real-world earthquake shaking, one can

reflect added uncertainty associated with

unrepresentative conditions by increasing the fra-

gility function’s logarithmic standard deviation.

The FEMA P-58 guidelines, for example, suggest

always increasing the logarithmic standard devi-

ation of a fragility function that is derived from

test data or observations, as follows:

b0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 þ b2u

q
(22)

where b0 is the new, increased value of the loga-

rithmic standard deviation of the fragility func-

tion, b is the value derived using the test or post-

earthquake observation data, and bu is a term to

reflect uncertainty that the tests represent real-

world conditions of installation and loading or

uncertainty that the available data are an adequate

sample size to accurately represent the true

variability.

FEMA P-58 recommends values of bu
depending on how under-representative are the

data. If any of the following is true, use a mini-

mum value of bu = 0.25; otherwise, use

bu = 0.10.

1. Data are available for five or fewer specimens.

2. In an actual building, a component can be

installed in a number of different configura-

tions, but all specimens were tested with the

same configuration.

3. All specimens were subjected to the same

loading protocol.

4. Actual behavior of the component is expected

to be dependent on two or more demand

parameters (e.g., simultaneous drift in two

orthogonal directions), but specimens were

loaded using only one demand parameter.

In the case of type B data, increasing b using

Eq. 22 introduces a bias in long-term failure prob-

ability and can cause the fragility function not to

pass through the actual failure data well. If the data

generally lie at excitation levels below the derived

median capacity y, which is common, then

increasing b without adjusting y will cause the

fragility function to move up (to higher probabil-

ities) relative to the data. To increase b while still

ensuring that the derived fragility function passes

through the data, one can adjust y as follows:

r ¼

XNi

i¼1

ri � ni
XNi

i¼1

ni

(23)

y0 ¼ r � r

y


 � �b0=bð Þ
(24)

In the case of type A data, use ni = 1 for all i in
Eq. 23. For example, imagine that 17 suspended

ceilings of identical construction are installed in a

large, stiff single-story building, a block away

from a 2-story building with three suspended

ceilings on the upper floor. A ceiling in the

1-story building and two ceilings in the 2-story

building collapse in a particular earthquake. The

estimated roof accelerations in the two buildings

are 0.25 and 0.45 g, respectively. These type
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B data are used to derive a fragility function in

terms of peak floor acceleration, with b= 0.3 and

y = 0.4 g. These conditions meet FEMA P-58’s

criteria 2 and 3, so bu = 0.25. Applying the

FEMA P-58-recommended value bu = 0.25 and

evaluating Eqs. 22, 23, and 24 yields

b0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:32 þ 0:252

p
¼ 0:39

r ¼ 17 � 0:25þ 3 � 0:45ð Þ
20

¼ 0:28

y0 ¼ 0:28 � 0:28

0:4


 � �0:39=0:30ð Þ
¼ 0:45

Figure 1 illustrates the data, the fragility function

before increasing b (the solid line) and the fragil-

ity function after increasing b. Note how the two

curves cross at r ¼ r and how y0 > y. The solid

curve passes through the data because there are

only two data points, but it passes over the first

data point and below the second, closer to the first

because the first represents more data.

Some Useful Sources of Component Fragility

Functions

FEMA P-58 produced a large suite of component

fragility functions. See https://www.atcouncil.

org/files/FEMAP-58-3_2_ProvidedFragilityData.

zip. “Component” means a building component,

like an RSMeans assembly such as glass curtain

walls. The component fragility functions in

FEMA P-58 mostly use as excitation measures

the peak transient interstory drift ratio to which a

drift-sensitive specimen is subjected or the peak

absolute acceleration of the floor or roof to which

the specimen is attached, for acceleration-

sensitive components. In some cases peak resid-

ual drift is used (e.g., doors getting jammed shut).

There are other measures of excitation as well.

FEMA P-58 failure modes are defined with symp-

toms of physical damage or nonfunctionality

requiring particular, predefined repair measures.

They are never vague qualitative states such as

“minor damage” that require judgment to inter-

pret. Most of the FEMA P-58 fragility functions

are derived from post-earthquake observations or

laboratory experiments. Some are based on struc-

tural analysis and some are derived from expert

opinion. All were peer reviewed. Johnson et al.

(1999) also offer a large library of component

fragility functions, many based on post-

earthquake observations of standard mechanical,

electrical, and plumbing equipment in power

facilities.

The HAZUS-MH technical manual (NIBS and

FEMA 2009) offers a number of whole-building

fragility functions, defining for instance probabi-

listic damage to all the drift-sensitive

nonstructural components in the building in four

qualitative damage states (slight, moderate,

extensive, complete) as a function of a whole-

building measure of structural response (spectral

acceleration response or spectral displacement

response of the equivalent nonlinear SDOF oscil-

lator that represents the whole building).

Vulnerability

Vulnerability Terminology

So far, this entry has discussed damageability in

terms of the occurrence of some undesirable

event such as a building collapse that either

occurs or does not occur. Damageability is also

measured in terms of the degree of the
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undesirable outcome, called loss here, in terms of

repair costs, life-safety impacts, and loss of func-

tionality (dollars, deaths, and downtime) or in

terms of environmental degradation, quality of

life, historical value, and other measures. When

loss is depicted as a function of environmental

excitation, the function can be called a vulnera-

bility function. A seismic vulnerability function

relates uncertain loss to a measure of seismic

excitation, such as spectral acceleration response

at some damping ratio and period. A seismic

vulnerability function usually applies to a partic-

ular asset class.

Vulnerability is not fragility. Vulnerability

measures loss; fragility measures probability.

Vulnerability functions are referred to many

ways: damage functions, loss functions, vulnera-

bility curves, and probably others.

When a vulnerability function measures repair

cost, it is commonly normalized by replacement

cost new (RCN), a term which here means the

cost of a similar new property having the nearest

equivalent utility as the property being appraised,

as of a specific date (American Society of

Appraisers 2013). RCN excludes land value and

usually refers to part or all of the fixed compo-

nents of a building or other assets (structural,

architectural, mechanical, electrical, and plumb-

ing components) or to its contents. Repair cost

divided by RCN is referred to here as damage

factor (DF). Some authors call it damage ratio,

fractional loss, or other terms. The expected

value of DF conditioned on excitation is com-

monly called mean damage factor (MDF). Some-

times it is assumed that if DF exceeds some

threshold value such as 0.6, the property is not

worth repairing and is a total loss, so repair-cost

vulnerability functions can jump abruptly from

0.6 (or other threshold value) to 1.0 with increas-

ing excitation. In principle DF can exceed 1.0

because it can cost more to repair a building

than to replace it.

When a vulnerability function measures life-

safety impacts, it commonly measures the frac-

tion of indoor occupants who become casualties

(that is, they are killed or experience a nonfatal

injury to some specified degree) as a function of

excitation. There are a variety of human-injury

scales, some used by civil engineers and others

used by public health professionals. Before using

a terms such as minor injury, one should be sure

its meaning is entirely clear andmeaningful to the

intended user of the vulnerability information.

Civil engineers sometimes use casualty scales

that are ambiguous or not useful to public health

professionals.

Downtime is commonly measured in terms of

days or fractions of a year during which the asset

cannot be used for its intended purposes. Some-

times it measures the time from the environmen-

tal shock (the earthquake, in the case of a seismic

vulnerability function) to the time when all

repairs are completed, which includes both the

time required to perform the repairs and a previ-

ous period during which damage is assessed,

repairs are designed, financing is arranged,

repairs are bid out, and the repair contractor

mobilizes to the site.

Many vulnerability functions are expressed

with conditional probability distributions that

give a probability that loss will not exceed some

specified value given the excitation, for a partic-

ular asset class. The distribution is often assigned

a parametric form such as lognormal or beta, in

which case the parameters of the distribution are

all required, some or all of them conditioned on

excitation. Figure 2 presents a sample probabilis-

tic vulnerability function.

Brief Summary of Vulnerability Derivation

Methods

While this entry does not provide guidance on

how to derive vulnerability functions, it is worth-

while to understand the different approaches to

doing so and some of the relevant history. There

are three distinct approaches – sometimes

referred to as empirical, analytical, and expert

opinion – and some hybrids that combine aspects

of two or more approaches. They are briefly

explained here.

An empirical vulnerability function is one

derived by regression analysis of observations

of pairs of excitation and loss for specimens of

an asset class. Professional users of vulnerability

functions such as insurance loss estimators tend

to prefer empirical vulnerability functions over
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other approaches, because they are known to be

based on real-world observations. One of the best

examples of an empirical vulnerability function

is the one derived by Wesson et al. (2004), who

performed regression analysis of losses to single-

family housing from ground motion in the 1994

Northridge earthquake. Among the challenges to

deriving empirical vulnerability functions are the

scarcity of nearby ground motion observations,

the difficulty getting reliable loss information,

and relatively few observations at high levels of

ground motion.

Analytical methods are useful when empirical

data are lacking and one has the time and other

resources to create and analyze a model. An ana-

lytical approach generally involves defining one

or more specimens to represent the class, creating

and analyzing a structural model to estimate

structural response as a function of ground

motion, estimating component-level damage

given structural response, and then estimating

loss given component damage. The interested

reader is referred to FEMA P-58 (ATC 2012)

for the current state of the practice for individual

buildings and to Porter et al. (2009a, b; 2010,

2014) for building classes. Analytical methods

offer the advantage of being able to distinguish

the effect of any feature of interest and any asset

class the analyst can model, but the disadvantages

of cost and often a lack of data to validate the

results.

Expert opinion can quickly provide vulnera-

bility functions where empirical data are missing

and the analyst lacks the resources for an analyt-

ical model. Briefly, one convenes a group of

experts familiar with the performance of the

asset class of interest and with a structured inter-

view process elicits their judgment of the perfor-

mance of the class at each of many levels of

excitation. ATC-13 (1985) represents one of the

earliest and most thorough expert-opinion

models of the seismic vulnerability of buildings

and other asset classes. Jaiswal et al. (2012) offers

a more recent example.

Hazard

Probabilistic Seismic Hazard Analysis

Seismic hazard refers here to an uncertain rela-

tionship between the level of some measure of

seismic excitation and the frequency or probabil-

ity of a particular location experiencing at least

that level of excitation. It is not the measure of

excitation, the occurrence of an earthquake, nor

the probability or frequency of excitation. These

terms are not to be used interchangeably.

Seismic hazard is quantified many ways. One

is through a hazard curve, commonly depicted on

an x-y chart where the x-axis measures shaking

intensity at a site and the y-axis measures either

exceedance probability in a specified period of

time or exceedance rate in events per unit time.

See Fig. 3 for an example Cornell (1968) applied

the theorem of total probability to create a hazard

curve. What follows here is a summary of current

procedures to perform probabilistic seismic haz-

ard analysis (PSHA), but is conceptually identi-

cal to Cornell’s work.

Engineers sometimes refer to the quantity by

which intensity is measured as the intensity mea-

sure. Earth scientists call it ground motion. The

present work uses the term intensitymeasure (IM).
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Some authors distinguish between the intensity

measure type (IMT), such as 5 % damped spectral

acceleration response at 0.2 s period, and the inten-

sity measure level (IML), a particular value of the

IM such as 0.4 g. In any case, IMT must be

completely specified. If using damped elastic

spectral acceleration response, one states the

period, damping ratio, andwhether one is referring

to the geometric mean of two orthogonal direc-

tions or the maximum direction or other direc-

tional references.

To estimate seismic hazard, one applies the

theorem of total probability to combine the

uncertain shaking at the site caused by a particu-

lar fault rupture and the occurrence frequency or

probability of that rupture. Earth scientists create

models called earthquake rupture forecasts that

specify the locations and rates at which various

fault produce earthquakes of various sizes, e.g.,

the Uniform California Earthquake Rupture

Forecast version 2 (UCERF2, Field et al. 2007).

The uncertain shaking given a fault rupture is

quantified using a relationship variously called

an attenuation relationship or a ground-motion

prediction equation, such as the next-generation

attenuation (NGA) relationships presented in the

February 2008 issue of Earthquake Spectra.
Mathematically, a hazard curve is created as fol-

lows. Let:

H = uncertain severity of ground motion at the

building site, e.g., Sa(T, 5 %).

h = a particular value of H.

G(h) = frequency (events per unit time) with

which H > h, i.e., the number of events per

unit time in which at least once during the

event, H > h.

nE = number of earthquake rupture forecast

models to consider, nE � {1, 2, . . .}. For

example, in UCERF2, there were 480 discrete

combinations of fault model, rupture model,

magnitude-area relationship, and several

other modeling choices that together are

represented by a logic tree that begins with

fault model, branches to rupture model, then

to magnitude-area relationship, etc. For

UCERF2, nE = 480.

E = the “correct” earthquake rupture forecast,

which is uncertain. E � {1, 2, . . . nE}.

e = an index to a particular earthquake rupture

forecast, e � {1, 2, . . . nE}.

P[E = e] = Bayesian probability assigned to

earthquake rupture forecast e. In UCERF2,

this would be the product of the conditional

probabilities (weights) of the individual

branches in the logic tree that represents

UCERF2. Conditional probability means that

each branch’s probability can (though only

sometimes do) depend on which choices

came before it.

nA = number of attenuation relationships (also

called ground motion prediction equations) to

be employed, nA � {1, 2, . . .}

A = the “correct” ground-motion-prediction

equation, i.e., the one that expresses the true

state of nature, which is uncertain.

a = an index to ground-motion prediction

equations.

P[A = a] = Bayesian probability assigned to

ground-motion-prediction equation a, i.e., the

probability that ground-motion-prediction

equation a actually reflects the true state of

nature and is therefore the correct ground-

motion-prediction equation.
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nF(e) = number of fault sections in earthquake

rupture forecast e, nF(e) � {1, 2, . . .}.
f = an index to faults section, f � {1, 2, . . .

nF(e)}.

m0 = minimum magnitude to consider.

Dm= an increment of magnitude, say, Dm= 0.1.

Mmax(f|E = e) = maximum magnitude of

which fault f is deemed capable under earth-

quake rupture forecast e, Mmax(f|E = e) �
{m0+ ½ � Dm, m0 + 3/2 � Dm, . . .}.

no(f,m)= number of locations within fault section

f that can generate a rupture of magnitude m,

no(f,m) � {1, 2, . . .}.
o= an index to locations on fault section f, in o �

{1, 2, . . . no(f,m)}.

G(f,m,o|E= e)= frequency (events per unit time)

with which fault section f ruptures at location o

producing earthquake of magnitude m � ½ �
Dm given earthquake rupture forecast e.

VS = uncertain site soil, potentially measured by

NEHRP site soil classification or shearwave

velocity in the top 30 m of soil (Vs30) or

something else. To find Vs30, see the site

data application at www.opensha.org/apps

for U.S. locations or Google the USGS’s

Global Vs30 map server for other locations

v = a particular value of V.

P[H> h | m,r,v,a]= probability that H> h given

earthquake magnitude m at distance r on soil

with soil type v using ground-motion predic-

tion equation a. Note that, given a known site

location, fault segment f, and location along the
fault segment o, distance r from the site to the

fault is known. Note that ground-motion pre-

diction equations use a variety of distance mea-

sures. As of this writing, most ground-motion

prediction equations give an equation for the

mean of the natural logarithm of H given m, r,

and v, for the logarithmic standard deviation of

H (i.e., the standard deviation of the natural

logarithm of H), and assume a lognormal dis-

tribution of H conditioned on m, r, and v. Let

mlnH and slnH denote the mean of ln(H) and the
standard deviation of ln(H), respectively, given

m, r, and v, assuming ground-motion-

prediction equation a. Under these conditions,

P H > h m, r, v, aj½ � ¼ 1� F
ln hð Þ � mlnH

slnH


 �
(25)

One can now estimate the hazard curve by apply-

ing the theorem of total probability. Suppose one

always knew soil conditions Vwith certainty. Then

G hð Þ ¼
XnE
e¼1

XnA
a¼1

Xnf eð Þ

f¼1

X
m

Xno f ,mð Þ

o¼1

P H > h m, r, v, aj½ � � G m, f, o E ¼ ejð Þ � P A ¼ a½ � � P E ¼ e½ � (26)

where the summation over m means that one

considers each m � {m0 + ½ � Dm, m0 + 3/2 �
Dm. . . Mmax(f|E = e)}.

Hazard Rate Versus Probability

Seismic hazard is often expressed in terms of

exceedance probability, rather than in terms of

exceedance rate. The distinction is this: exceed-

ance probability is the probability that shaking of

H> hwill occur at least once in a given period of

time. That means that it is the probability that it

H > h will occur exactly once, plus the probabil-
ity that it will occur exactly twice, etc. For some

calculations, the analyst wants rate (number of

events per unit time) not probability (chance that

it occurs one or more times in a given time

period).

The two can be related using a concept

called a Poisson process. From the Wikipedia’s

article on the Poisson Process: “In probability

theory, a Poisson process is a stochastic pro-

cess which counts the number of events and the

time that these events occur in a given time

interval. The time between each pair of con-

secutive events has an exponential distribution

with parameter G [the parameter is the occur-

rence rate per unit time] and each of these

inter-arrival times is . . . independent of other

Beginner’s Guide to Fragility, Vulnerability, and Risk 247

B

www.opensha.org/apps


inter-arrival times [meaning that the time

between the second and third occurrence is

independent of the time between the first and

second occurrence – knowing one tells you

nothing about the other, so a Poisson process

is called memoryless]. The process is named

after the French mathematician Siméon-Denis

Poisson and is a good model of radioactive

decay, telephone calls, and requests for a par-

ticular document on a web server, among many

other phenomena.”

Modeling earthquakes as Poisson arrivals is

convenient in part because in a Poisson process,

arrival rate and occurrence probability have this

relationship:

G ¼ �ln 1� Pð Þ
t

(27)

where

G = occurrence rate, i.e., events per unit time,

P = probability that at least one event will occur

in time t.

So if a hazard curve were represented as P(h),

the probability that H > h at least once in a

particular period of time t, one could use Eq. 27

to estimate the occurrence rate G(h), the average

number of times thatH� h per unit time. One can

also rearrange Eq. 27 to give probability as a

function of rate:

P ¼ 1� e�G�t (28)

So with the occurrence rate G(h) of earthquakes
causing H > h, one can calculate the probability

that at least one earthquake with H> hwill occur

in a given time t.

Measures of Seismic Excitation

These are many common measures of seismic

excitation. Some measure ground motion and

some measure structural response or excitation

to which the components of a building, bridge,

or other structural systems are subjected. This

section introduces common ones.

Some Commonly Used Measures of Ground

Motion

Peak ground acceleration (PGA). This is the

maximum value of acceleration of a particular

point on the ground at any time during an earth-

quake. Often PGA is estimated as the geometric

mean (the square root of the product) of the

maximum values of PGA parallel to each of two

orthogonal horizontal axes. PGA is sometimes

called zero-period acceleration (ZPA), meaning

the spectral acceleration response of a single-

degree-of-freedom elastic oscillator with

zero, or near-zero, period. Before using a PGA

value, be sure you know whether it refers to

geometric mean, maximum-direction value, or

something else.

Peak ground velocity (PGV). This is like

PGA, except maximum velocity of a point on

the ground rather than acceleration.

Peak ground displacement (PGD). This is

like PGA, except maximum displacement rela-

tive to a fixed datum.

Spectral acceleration response (Sa(T,z)). This

usually refers to damped elastic spectral acceler-

ation response at some specified index period

such as T = 0.3 s, 1.0 s, 3.0 s, etc., and specified

damping ratio such as z = 5 %, at a particular

point on the ground. To be precise, Sa(T,z) is the

absolute value of the maximum acceleration rel-

ative to a fixed datum of a damped elastic single-

degree-of-freedom harmonic oscillator with

period T and damping ratio z when subjected to

a particular one-degree-of-freedom ground-

motion time history at its base. In practice, it

typically refers to the geometric mean of spectral

acceleration response parallel to each of two

orthogonal horizontal axes. It is so often measured

for z = 5 % that damping ratio is often not men-

tioned. Before using Sa(T,z), be sure you know T,
z, and whether it is a geometric mean value or the

maximum-direction value or something else.

Spectral displacement response (Sd(T,z)).

This is like Sa(T,z) but for relative spectral dis-

placement (displacement of the oscillator relative

to its base, not relative to a fixed datum) rather

than absolute acceleration of the oscillator.

Pseudoacceleration response (PSA(T,z)).

PSA(T,z) is defined as Sd(T,z) � o2, where o is
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angular frequency, 2 � p/T. Some authors prefer to

use PSA(T,z) rather than Sa(T,z), but for values of

z less than about 20 %, the two measures are

virtually identical.

Modified Mercalli Intensity (MMI) and

European Macroseismic Scale (EMS). These

are macroseismic intensity measures, meaning

that they measure seismic excitation over a

large area, not at a particular point on the ground.

They are measured with an integer scale in

Roman numerals from I to XII. They measure

whether and how people in a region such as a

neighborhood or city felt and reacted to earth-

quake motion (did they run outside?) and what

they observed to happen to the ground, buildings,

and contents around them, such as plates rattling

and weak masonry being damaged. They are sub-

jective and generally easier for nontechnical

audiences to understand than instrumental mea-

sures. On the MMI scale, building damage begins

around MMI VI and it is rare for an earthquake to

produce shaking of MMI � X. EMS is similar to

MMI, but building-damage observations are

related to common European building types.

A version of EMS defined in 1998 is often

referred to as EMS-98. For detail see Table 1,

Wood and Neumann (1931) and European

Seismic Commission Working Group—

Macroseismic Scales (1998).

JapanMeteorological Agency (JMA) seismic

intensity scale. This is like MMI, but with a 0–7

scale. It has both a macroseismic sense (observed

effects of people and objects) and an instrumental

sense (in terms of ranges of PGA). See http://en.

wikipedia.org/wiki/Japan_Meteorological_Agency_

seismic_intensity_scale for details.

Instrumental intensity measure (IMM). This

is a positively valued measure of intensity

that can take on fractional values, e.g., 6.4. This

is an estimate of MMI using functions of instru-

mental ground-motion measures such as PGA

and PGV.

Conversion Between Instrumental and

Macroseismic Intensity

It is often desirable to convert between

instrumental ground-motion measures such as

PGA or PGV and macroseismic intensity

measures, especially MMI. One reason is that

MMI observations can be made by people

exposed to shaking or who make post-earthquake

observations, whereas instrumental measures

require an instrument.

Ground motion to intensity conversion equa-

tions (GMICE). These estimate macroseismic

intensity as a function of instrumental measures

of ground motion. There are several leading

GMICEs. When selecting among them, try to

match the region, magnitude range, and distance

range closest to the conditions where the GMICE

will be applied. More data for conditions like the

ones in question are generally better than less

data, all other things being equal. When consid-

ering building response, GMICEs that convert

from Sa(T,z) to macroseismic intensity are gen-

erally better than those that use PGA or PGV,

which do not reflect anything building-specific.

Two recent GMICEs for the United States are as

follows:

As of this writing, Worden et al.’s (2012)

relationships in Eqs. 29 and 30 seem to be the

best choice for estimating MMI from ground

motion and vice versa for California earthquakes.

The reason is they employ a very large dataset of

California (ground motion, MMI) observations.

The dataset includes 2092 PGA-MMI observa-

tions and 2074 PGV-MMI observations from

1207 California earthquakes M = 3.0–7.3, MMI

2.0–8.6, R = 4–500 km. It includes no observa-

tions from continental interior. It includes regres-

sions for Sa(0.3 s, 5 %), Sa(1.0 s, 5 %), Sa(3.0 s,

5 %), PGA, and PGV that operate in both direc-

tions, meaning that one can rearrange the rela-

tionships to estimate instrumental measures in

terms of MMI, as well as MMI in terms of instru-

mental measures. The reason that the relation-

ships are bidirectional is that Worden

et al. (2012) used a total least-squares data model-

ing technique in which observational errors on

both dependent and independent variables are

taken into account. Equation 30 includes the

option to account for the apparent effects of mag-

nitude M and distance R. The columns for resid-

ual standard deviations show a modest reduction

in uncertainty when accounting for M and

R (Table 2).
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Beginner’s Guide to Fragility, Vulnerability, and Risk, Table 1 MMI and EMS-98 macroseismic intensity scales

(abridged)

MMI Brief description EMS-98 Brief description

I. Instrumental Generally not felt by people unless

in favorable conditions

I. Not felt Not felt by anyone

II. Weak Felt only by a couple people that are

sensitive, especially on the upper

floors of buildings. Delicately

suspended objects (including

chandeliers) may swing slightly

II. Scarcely felt Vibration is felt only by individual

people at rest in houses, especially

on upper floors of buildings

III. Slight Felt quite noticeably by people

indoors, especially on the upper

floors of buildings. Standing

automobiles may rock slightly.

Vibration similar to the passing of a

truck. Indoor objects may shake

III. Weak The vibration is weak and is felt

indoors by a few people. People at

rest feel swaying or light trembling.

Noticeable shaking of many objects

IV. Moderate Felt indoors by many people,

outdoors by few. Some awakened.

Dishes, windows, and doors

disturbed, and walls make cracking

sounds. Chandeliers and indoor

objects shake noticeably. Like a

heavy truck striking building.

Standing automobiles rock. Dishes

and windows rattle

IV. Largely

observed

The earthquake is felt indoors by

many people and outdoors by few.

A few people are awakened. The

level of vibration is possibly

frightening. Windows, doors, and

dishes rattle. Hanging objects

swing. No damage to buildings

V. Rather strong Felt inside by most or all and

outside. Dishes and windows may

break. Vibrations like a train

passing close. Possible slight

damage to buildings. Liquids may

spill out of glasses or open

containers. None to a few people are

frightened and run outdoors

V. Strong Felt indoors by most, outdoors by

many.Many sleeping people awake.

A few run outdoors. China and

glasses clatter. Top-heavy objects

topple. Doors and windows swing

VI. Strong Felt by everyone; many frightened

and run outdoors, walk unsteadily.

Windows, dishes, glassware

broken; books fall off shelves; some

heavy furniture moved or

overturned; a few instances of fallen

plaster. Damage slight to moderate

to poorly designed buildings; all

others receive none to slight damage

VI. Slightly

damaging

Felt by everyone indoors and by

many outdoors. Many people in

buildings are frightened and run

outdoors. Objects on walls fall.

Slight damage to buildings; for

example, fine cracks in plaster and

small pieces of plaster fall

VII. Very strong Difficult to stand. Furniture broken.

Damage light in buildings of good

design and construction; slight to

moderate in ordinarily built

structures; considerable damage in

poorly built or badly designed

structures; some chimneys broken

or heavily damaged. Noticed by

people driving automobiles

VII. Damaging Most people are frightened and run

outdoors. Furniture is shifted and

many objects fall from shelves.

Many buildings suffer slight to

moderate damage. Cracks in walls;

partial collapse of chimneys

(continued)
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Beginner’s Guide to Fragility, Vulnerability, and Risk, Table 2 Parameter values forWorden et al. (2012) GMICE

for California

Y c1 c2 c3 c4 c5 c6 c7 t1 t2

Eq. 29 Eq. 30

sMMI slog10Y sMMI slog10Y

PGA 1.78 1.55 �1.60 3.7 �0.91 1.02 �0.17 1.57 4.22 0.73 0.39 0.66 0.35

PGV 3.78 1.47 2.89 3.16 0.90 0.00 �0.18 0.53 4.56 0.65 0.40 0.63 0.38

PSA

(0.3 s)

1.26 1.69 �4.15 4.14 �1.05 0.60 0.00 2.21 4.99 0.84 0.46 0.82 0.44

PSA

(1.0 s)

2.50 1.51 0.20 2.90 2.27 �0.49 �0.29 1.65 4.98 0.80 0.51 0.75 0.47

PSA

(3.0 s)

3.81 1.17 1.99 3.01 1.91 �0.57 �0.21 0.99 4.96 0.95 0.69 0.89 0.64

Beginner’s Guide to Fragility, Vulnerability, and Risk, Table 1 (continued)

MMI Brief description EMS-98 Brief description

VIII. Destructive Damage slight in structures of good

design, considerable in normal

buildings with possible partial

collapse. Damage great in poorly

built structures. Brick buildings

moderately to extremely heavily

damaged. Possible fall of chimneys,

monuments, walls, etc. Heavy

furniture moved

VIII. Heavily

damaging

Furniture may be overturned. Many

to most buildings suffer damage:

chimneys fall; large cracks appear

in walls and a few buildings may

partially collapse. Can be noticed by

people driving cars

IX. Violent General panic. Damage slight to

heavy in well-designed structures.

Well-designed structures thrown

out of plumb. Damage moderate to

great in substantial buildings, with a

possible partial collapse. Some

buildings may be shifted off

foundations. Walls can collapse

IX. Destructive Monuments and columns fall or are

twisted. Many ordinary buildings

partially collapse and a few collapse

completely. Windows shatter

X. Intense Many well-built structures

destroyed, collapsed, or moderately

damaged. Most other structures

destroyed or off foundation. Large

landslides

X. Very

destructive

Many buildings collapse. Cracks

and landslides can be seen

XI. Extreme Few if any structures remain

standing. Numerous landslides,

cracks, and deformation of the

ground

XI. Devastating Most buildings collapse

XII. Catastrophic Total destruction. Objects thrown

into the air. Landscape altered.

Routes of rivers can change

XII. Completely

devastating

All structures are destroyed. The

ground changes
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MMI ¼ c1 þ c2 � log10 Yð Þ log10 Yð Þ � t1

¼ c3 þ c4 � log10 Yð Þ log10 Yð Þ > t1

(29)

MMI ¼ c1 þ c2 � log10 Yð Þ þ c5 þ c6 � log10 Rð Þ
þ c7 �M MMI � t2

¼ c3 þ c4 � log10 Yð Þ þ c5 þ c6 � log10 Rð Þ
þ c7 �M MMI > t2

(30)

Units of Y are cm/s or cm/s, 5 % damping. Units

of R are km. Columns labeled s show residual

standard deviation and depend on whether the

M and R adjustment is used or not. Use slog10Y

with rearranged equations to give log10Y in terms

of MMI.

Atkinson and Kaka’s (2007) relationships,

shown in Eqs. 31 and 32, employ smaller dataset

of California observations than Worden

et al. (2012), but they reflect data from central

and eastern and US observations. There are

986 observations: 710 from 21 California earth-

quakes, M = 3.5–7.1, R = 4–445 km,

MMI = II–IX, and 276 central and eastern US

observations from 29 earthquakes M = 1.8–4.6

R = 18–799 km. They include regression for Sa

(0.3 s, 5 %), Sa(1.0 s, 5 %), Sa(3.0 s, 5 %), PGA,

and PGV. Equation 32 accounts for the apparent

effects of magnitude M and distance R. As

suggested by the difference between the columns

for residual standard deviation, the information

added by M and R only modestly reduces uncer-

tainty. The Atkinson and Kaka (2007) relation-

ships are not bidirectional, meaning that one

cannot rearrange them to estimate ground motion

as a function of MMI.

MMI ¼ c1 þ c2log10 Yð Þ MMI � 5

¼ c3 þ c4 � log10 Yð Þ MMI > 5
(31)

MMI ¼ c1 þ c2 � log10 Yð Þ þ c5 þ c6 �M
þ c7 � log10 Rð Þ MMI � 5

¼ c3 þ c4 � log10 Yð Þ þ c5 þ c6 �M
þ c7 � log10 Rð Þ MMI > 5

(32)

Units of Y are cm/s or cm/s2, 5 % damping.

Units of R are km. Columns labeled s show

residual standard deviation and depend on

whether the M and R adjustment is used or not

(Table 3).

Other GMICEs of potential interest include

the following. Wald et al.’s (1999) relationship

draws on 342 (PGA, PGV, MMI) observations

from eight California earthquakes. Kaestli and

Faeh (2006) offer a PGA-PGV-MMI relationship

for Switzerland, Italy, and France. Tselentis and

Danciu (2008) offer relationships for MMI as

functions of PGA, PGV, Arias intensity, cumula-

tive absolute velocity, magnitude, distance, and

soil conditions for Greece. Kaka and Atkinson

(2004) offer GMICEs relating MMI to PGV and

three periods of PSA for eastern North America.

Sørensen et al. (2007) offer a GMICE relating

EMS-98 to PGA and PGV for Vrancea, Romania.

For relationships that give ground motion as a

function of MMI (intensity to ground-motion

conversion equations, IGMCE), consider Faenza

and Michelini (2010) for Italy, Murphy, and

O’Brien (1977) for anywhere in the world and

Trifunac and Brady (1975) for the western

United States. Unless explicitly stated,

GMICE and IGMCE relationships are not

Beginner’s Guide to Fragility, Vulnerability, and Risk, Table 3 Parameter values for Atkinson and Kaka (2007)

GMICE for the United States

Y c1 c2 c3 c4 c5 c6 c7

sMMI

Eq. 31 Eq. 32

PGA 4.37 1.32 3.54 3.03 0.47 �0.19 0.26 0.80 0.76

PGV 2.65 1.39 �1.91 4.09 �1.96 0.02 0.98 1.01 0.89

PSA(0.3 s) 2.40 1.36 �1.83 3.56 �0.11 �0.20 0.64 0.88 0.79

PSA(1.0 s) 3.23 1.18 0.57 2.95 1.92 �0.39 0.04 0.84 0.73

PSA(2.0 s) 3.72 1.29 1.99 3.00 2.24 �0.33 �0.31 0.86 0.72
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interchangeable – it is inappropriate to simply

rearrange terms of a GMICE to produce an

IGMCE. The reason is that both GMICE and

IGMCE are derived by regression analysis.

Given (x,y) data, a least-squares regression of

y as a function of x will generally produce a

different curve than a least-squares regression of

x as a function of y.

Hazard Deaggregation

When evaluating the risk to an asset, it is often

desirable to perform nonlinear dynamic structural

analyses at one or more intensity measure levels.

To do so, one needs a suite of ground-motion time

histories scaled to the desired intensity. The

ground-motion time histories should be consis-

tent with the seismic environment. That is, they

should reflect the earthquake magnitudes m and

distances r that would likely cause that level of

excitation in that particular place. The reason is

that magnitude and distance affect the duration

and frequency content of the ground-motion time

history, which in turn affects structural response.

See McGuire (1995) or Bazzurro and Cornell

(1999) for more information.

There is another term (commonly denoted

by e) that also matters. It relates to how the

spectral acceleration response at a specified

period in a particular ground-motion time history

differs from its expected value, given magnitude

and distance. Let y denote the natural logarithm

of the intensity measure level, e.g., the natural

logarithm of the spectral acceleration response at

the building’s estimated small-amplitude funda-

mental period of vibration. Let m and s denote the

expected value and standard deviation of the nat-

ural logarithm of the intensity measure level,

respectively, calculated from a ground-motion

prediction equation. The e term is a normalized

value of y, as follows:

e ¼ y� m
s

(33)

When calculating the motion y0 that has a speci-

fied exceedance probability p0, one labels the e
from a specific source and this particular value of

motion y0 as e0. The equation is the same as

Eq. 33, except with the subscript 0 on y and e.
It is practical to calculate for a given location,

intensity measure type, and intensity measure

level, the contribution of each fault segment,

magnitude, rupture location, and value of e0 to

the frequency with which the site is expected

to experience ground motion of at least the

specified intensity measure level. In fact, Eq. 26

shows that the site hazard is summed from

such values. (For simplicity that equation

omits mention of e, but the extension is modest.)

See Baker and Cornell (2005) for more

information.

Rather than leading the reader through the

math, suffice it to say that there are online tools

to do that hazard deaggregation, and an example

is given here. The USGS offers a website that

does interactive hazard deaggregation for the

United States. As of this writing, the URL

includes the year associated with the hazard

model, so it will change over time. The most

recent tool at this writing is https://geohazards.

usgs.gov/deaggint/2008/. When that site

becomes obsolete, the reader should be able to

find the current one by googling “interactive haz-

ard deaggregation USGS.”

Consider an imaginary 12-story building in

San Diego, California at 1126 Pacific Hwy, San

Diego CA, whose geographic coordinates are

32.7166 N -117.1713 E (North America has neg-

ative east longitude). Suppose its small-

amplitude fundamental period of vibration is

1.0 s, its Vs30 is 325 m/s, and its depth to bedrock

(defined as having a shearwave velocity of

2,500 m/s) is 1.0 km. One wishes to select several

ground-motion time histories with geometric

mean Sa(1.0 s, 5 %) equal to that of the motion

with 10 % exceedance probability in 50 years.

The input data look like Fig. 4. The results look

like Fig. 5, which shows that 10%/50-year motion

at this site tends to result from earthquakes with

Mw 6.6 at 1.8 km distance and a value of

e0 = �1.22. One can then draw sample ground-

motion time histories with approximately these

values of magnitude, distance, and e0 from a

database such as PEER’s strong motion database,

currently located at http://peer.berkeley.edu/

peer_ground_motion_database.
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Convenient Sources of Hazard Data

For California sites, see www.OpenSHA.org/

apps for a very powerful hazard curve calculator.

See http://earthquake.usgs.gov/hazards/products/

for several sets of gridded hazard data from the

National Seismic Hazard Mapping Program. For

example, for the 2008 NSHMP hazard curves for

Sa(1.0 s, 5 %), see http://earthquake.usgs.gov/

hazards/products/conterminous/2008/data/ and

look for the data file labeled “Hazard curve data

1 Hz (1.0 s).” If you use NHSMP’s hazard curves

(as opposed to uniform seismic hazard maps), the

data will reflect hazard on site class B, so adjust

for other site classes. A good way to do that is by

multiplying by the site coefficient Fa (for the

3.33 Hz or 5 Hz curves) or Fv (for the 1 Hz

curves) from ASCE 7-10 Tables 11.4-1 and

11.4-2, respectively. You will also find at the

same location gridded uniform seismic hazard

data such as the values of Sa(1.0 s, 5 %) with

2 % exceedance probability in 50 years (the

so-called MCEG map). For that map, see the

data file labeled “Gridded Hazard Map 1 Hz

(1.0 s) 2 % in 50 Years” at http://earthquake.

usgs.gov/hazards/products/conterminous/2008/

data/. For elsewhere in the world, see www.

globalquakemodel.org.

The risk analyst typically also needs a conve-

nient and authoritative source of soil information.

As of this writing, the USGS offers a global map

of estimated average shearwave velocity in the

upper 30 m of soil (Vs30 in ASCE 7-10 notation).

See http://earthquake.usgs.gov/hazards/apps/

vs30/ or Google “Global Vs30 Map Server” for

this useful resource. Find your latitude and lon-

gitude using Google Earth, then look up your

Beginner’s Guide to Fragility, Vulnerability, and Risk, Fig. 4 USGS interactive hazard deaggregation website
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location at the USGS site by centering a grid

around it, adding and subtracting 0.01 degrees

of latitude and longitude for a Vs30 map about

2km � 2km grid centered at your location. See

Wald and Allen (2007) for its technical basis.

In the United States, the site data app at www.

OpenSHA.org/apps is more powerful and easier

to use. It offers the Wald-Allen Vs30 along with

other sources, such as the Wills and Clahan

(2006) map of Vs30 in California.

Risk for a Single Asset

Risk

This entry has dealt so far with fragility, vulner-

ability, and seismic hazard. Risk is analogous to

hazard, but as used here it refers to the relation-

ship between probability or frequency of the

undesirable outcome and a measure of the degree

of that undesirable outcome. If there are only two

possible values of that undesirable outcome – it

occurs or it does not occur – one can apply the

theorem of total probability, combining fragility

and hazard, to estimate the mean frequency with

which it occurs or the probability that it will occur

in a specified period of time. If the undesirable

outcome is measured in terms of loss, then one

can apply the theorem of total probability, com-

bining vulnerability and hazard, to estimate the

mean annualized loss or the probability that at

least a specified degree of loss will occur in a

specified period of time. This entry deals with

risk only for a single asset.

Expected Failure Rate for a Single Asset

Let F(s) denote a fragility function for a compo-

nent with a single damage state and let G(s)

denote the mean rate of shaking S � s (mean

number of events per year in which the shaking

is at least s at the site of interest). Themean rate of

failures (number of times per year that the

Beginner’s Guide to Fragility, Vulnerability, and Risk, Fig. 5 Sample output of the USGS’ interactive hazard

deaggregation website
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component reaches or exceeds the specified dam-

age state) is given by

l ¼
ð1
s¼0

�F sð Þ dG sð Þ
ds

ds (34)

where G(s) = mean annual frequency of shaking

exceeding intensity s. One can also use integra-

tion by parts and show that

l ¼
ð1
s¼0

dF sð Þ
ds

G sð Þds (35)

If, for example, F(s) is taken as a cumulate log-

normal distribution function, dF(s)/ds is the log-

normal probability density function, i.e.,

F sð Þ ¼ F
ln s=yð Þ

b


 �
dF sð Þ
ds

¼ f
ln s=yð Þ

b


 � (36)

Equation 34 only rarely can be evaluated in

closed form. More commonly, G(s) is available
only at discrete values of s. If one has n + 1 values

of s, at which both F(s) and G(s) are available,

and these are denoted by si, Fi, and Gi: i = 0, 1,

2, . . . n, respectively, then Eq. 34 can be evalu-

ated numerically by

l ¼
Xn
i¼1

 
Fi�1Gi�1 1� exp miDsið Þð Þ

� DFi

Dsi
Gi�1 exp miDsið Þ Dsi � 1

mi


 �
þ 1

mi


 �!

¼
Xn
i¼1

Fi�1ai � DFibið Þ

(37)

where

Dsi ¼ si � si�1 DFi ¼ F
i
� Fi�1

mi ¼ ln Gi=Gi�1ð Þ=Dsi for i ¼ 1, 2, . . . n

ai ¼ Gi�1 1� exp miDsið Þð Þ

bi ¼ Gi�1

Dsi
exp miDsið Þ Dsi � 1

mi


 �
þ 1

mi


 �
Equation 37 is exact for piecewise linear F and

piecewise loglinear G.

Probability of Failure During a Specified

Period of Time

If one assumes that hazard and fragility are

memoryless and do not vary over time, then fail-

ure is called a Poisson process, and the probabil-

ity that failure will occur at least once in time t is

given by

Pf ¼ 1� exp �l � tð Þ (38)

where l is the expected value of failure rate,

calculated for example using Eq. 37.

Expected Annualized Loss for a Single Asset

Now consider risk in terms of degree of loss to

a single asset. There are many risk measures in

common use. First, consider the expected

annualized loss (EAL). It is analogous to

mean rate of failures as calculated in Eq. 34.

If loss is measured in terms of repair cost, EAL
is the average quantity that would be spent to

repair the building every year. It can be calcu-

lated as

EAL ¼ V

ð1
0

y sð Þ�dG sð Þ
ds

ds (39)

where V refers to the replacement value of the

asset and y(s) is the expected value of loss given

shaking s as a fraction of V. Equation 39 can only

rarely be evaluated in closed form. More com-

monly, y(s) and G(s) are available at discrete

values of s. If one has n + 1 values of s, at

which both y(s) and G(s) are available, and

these are denoted by si, yi, and Gi: i = 0, 1,

2, . . . n, respectively, then EAL in Eq. 39 can be

replaced by
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EAL ¼ V
Xn
i¼1

 
yi�1Gi�1 1� exp miDsið Þð Þ

� Dyi
Dsi

Gi�1 exp miDsið Þ Dsi � 1

mi


 �
þ 1

mi


 �!

¼ V
Xn
i¼1

yi�1ai � Dyibið Þ

(40)

where

Dsi ¼ si � si�1 Dyi ¼ yi � yi�1

mi ¼ ln Gi=Gi�1ð Þ=Dsi for i ¼ 1, 2, . . . n

ai ¼ Gi�1 1� exp miDsið Þð Þ

bi ¼ Gi�1

Dsi
exp miDsið Þ Dsi � 1

mi


 �
þ 1

mi


 �
Risk Curve for a Single Asset

It is often desirable to know the probability that

loss will exceed a particular value during a given

time period t as a function of loss. Here, that

function is called a risk curve or a loss-

exceedance curve. It is like the hazard curve,

except that the x-axis measures loss instead of

excitation. Suppose one knows the hazard

curve and the uncertain vulnerability function

for a single asset. Figure 6 shows an example.

The risk curve for a single asset can be

calculated as

R xð Þ ¼
ð1
s¼0

� 1� P X � x S ¼ sj½ �ð Þ dG sð Þ
ds

ds

(41)

where

X = uncertain degree of loss to an asset, such as

the uncertain damage factor,

x = a particular value of X,
s = a particular value of the excitation, such as

the shaking intensity in terms of the 5 %

damped spectral acceleration response at

some index period of vibration,

R(x) = annual frequency with which loss of

degree x is exceeded,

G(s) = the mean annual frequency of shaking

exceeding intensity s,
P[X � x | S = s] = cumulative distribution func-

tion of X evaluated at x, given shaking s

If X is lognormally distributed at S = s, then

P X � x S ¼ sj½ � ¼ F
ln x=y sð Þð Þ

b sð Þ

 �

(42)

where

y(s) = median vulnerability function, i.e., the

value of the damage factor with 50 % exceed-

ance probability when the asset is exposed to

excitation s,

v(s) = coefficient of variation of vulnerability,

i.e., the coefficient of variation of the damage

factor of the asset exposed to excitation s,

b(s) = logarithmic standard deviation of the

vulnerability function, i.e., the standard devi-

ation of the natural logarithm of the damage

factor when the asset is exposed to

excitation s.
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Beginner’s Guide to Fragility, Vulnerability, and
Risk, Fig. 6 Sample risk curve. The solid line is the risk
curve; the dotted line shows that the asset experiences a

damage factor of 0.13 with an average exceedance rate of

0.004
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If one has the mean vulnerability function y(s)
and coefficient of variation of loss as a function

of shaking v(s), use Eqs. 6 and 7 to evaluate y(s)
and b(s).

Suppose the analyst has y(s), v(s), andG(s) at a

number n of discrete values of s, denoted here by
si, where i is an index i � {1, 2, . . . n}. One can

numerically integrate Eq. 41 by

R xð Þ ¼
Xn
i¼1

 
pi�1 xð ÞGi�1 1� exp miDsið Þð Þ

�Dpi xð Þ
Dsi

Gi�1 exp miDsið Þ Dsi� 1

mi


 �
þ 1

mi


 �!

¼
Xn
i¼1

pi�1 xð Þ �ai�Dpi xð Þ �bið Þ

(43)

where

pi xð Þ ¼ P X � x S ¼ sij½ �

¼ 1� F
ln x=y sið Þð Þ

b sið Þ

 �

(44)

Dpi xð Þ ¼ pi xð Þ � pi�1 xð Þ (45)

Dsi ¼ si � si�1 mi ¼ ln Gi=Gi�1ð Þ=Dsi for i
¼ 1, 2, . . . n

ai ¼ Gi�1 1� exp miDsið Þð Þ

bi ¼ Gi�1

Dsi
exp miDsið Þ Dsi � 1

mi


 �
þ 1

mi


 �

Equation 43 is exact if p(x) and lnG(s) vary line-

arly between values of si.

Probable Maximum Loss for a Single Asset

There is no universally accepted definition of

probable maximum loss (PML) for purposes of

earthquake risk analysis, but it is often under-

stood to mean the loss with 90 % nonexceedance

probability given shaking with 10 % exceedance

probability in 50 years. For a single asset, PML

can be calculated from the seismic vulnerability

function by inverting the conditional distribution

of loss at 0.90, when conditioned on shaking with

10 % exceedance probability in 50 years.

For example, assume that loss is lognormally

distributed conditioned on shaking s, with

median y(s) and logarithmic standard deviation

b(s) as described near Eq. 42, which are related to
the mean vulnerability function y(s) and coeffi-

cient of variation v(s) as in Eqs. 6 and 7. Under

the assumption of Poisson arrives of earthquakes,

shaking with 10 % exceedance probability in

50 years is the shaking with exceedance rate

G(sPML) = 0.00211 per year, so PML can be

estimated as a fraction of value exposed by

PML ¼ y sPMLð Þ � exp 1:28 � b sPMLð Þð Þ (46)

where sPML = G�1(0.00211 year�1), that is, the

hazard curve (events per year) inverted at

0.00211.

Conclusions

This entry has provided a primer on fragility,

vulnerability, and risk for the student or profes-

sional who is new to the topic. It briefly intro-

duced basic concepts of fragility, vulnerability,

hazard, and risk. Fragility is used to relate exci-

tation, such as ground motion, to the probability

that some undesirable event will occur, such as

the probability that a component will become

nonfunctional or that a building will be damaged.

In some situations, multiple fragility functions

can apply to the same asset; the entry presented

three distinct situations and presented several

approaches to deriving fragility functions and

some useful sources of fragility functions. Vul-

nerability relates excitation to the degree of loss,

such as the uncertain repair cost to a building.

Three distinct approaches exist to deriving vul-

nerability functions: empirical, analytical, and

expert opinion, each with its advantages and dis-

advantages. This entry briefly summarized the

approaches, though it did not provide detail.

Hazard relates the exceedance probability or

exceedance frequency to various levels of exci-

tation, such as the rate at which earthquakes occur

causing or exceeding various levels of spectral
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acceleration response. The entry introduced

probabilistic seismic hazard analysis, distin-

guished probability from exceedance rate, sum-

marized some leading measures of excitation and

conversion between them, explained hazard

deaggregation, and offered some convenient

sources of hazard data. Risk relates the degree

of loss to its rate of exceedance, or it can express

long-term average loss. This entry presented

methods for estimating and depicting risk for a

single asset.
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Synonyms

Behaviour factor; Damage; Ductility; Inelastic

design; Reinforced concrete; Response spectrum;

Seismic design

An Introduction: Evolution of Inelastic
Design and Justification for Using a
Behavior Factor for Extreme
Transient Load Designs

The force-based design philosophy adopted by

current design codes prescribes that the design

of the structural system and the sizing and

reinforcing of its structural elements are devel-

oped under prescribed equivalent statically

applied forces. Structural design against seismic

loads follows an ultimate limit state (ULS)

design, since the excitation levels considered

have very low probabilities of being exceeded.

In this context, limit analysis of the structures is

enforced possibly using a load factor and

unfactored resistance approach or, in most

cases, a partial factor – load and resistance

factor – design approach (e.g., EC8 2004). His-

torically, earlier generations of seismic design

codes adopted throughout the world a service-

ability level approach, whereby the prescribed

seismic loads were applied to the structure

unfactored and the corresponding verification at

the member level was evaluated using linear

elastic analysis – including cracking, for

reinforced concrete (RC) structures – and code

prescribed allowable stress for the structural

materials (concrete, reinforcement, structural

steel or timber). These allowable stress limits

were a factored percentage of the actual material

strength and represented the safety factor built in

the design inequality, since the loads were

unfactored, thereby justifying linear elastic anal-

ysis. Such an allowable (working) stress force-

based design has been the traditional design

approach up until the 1970s in most seismically

affected countries.

Direct inelastic design through limit analysis

through the relaxation of the prevailing design

assumption of an elastic response, accepting the

fact that the structure can survive an extreme

transient action by entering into the inelastic

range in a controlled damage response, is traced

in protective civilian designs against military

action duringWorld War II in England. Although

plasticity theory, namely, the mathematical for-

mulation of the ideal plastic flow of metal-type
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materials, was well developed in the early nine-

teenth century, it was at this time that through the

formulation of the plasticity theorems that limit

analysis design methods for reduced loading

capacity were adopted, for the design of simple

steel structures for civilian protection under

extreme blast loads (Fig. 1). Specifically for seis-

mic loading and following the observation/eval-

uation of the response of simple structures

following severe earthquakes in California in

the 1950s, it was demonstrated by Housner

(1956) that a sufficient inelastic deformation sup-

ply by the structure through controlled

(hierarchical) underdesign of the elements and

local detailing resulted in these structures behav-

ing in an acceptable manner during the extreme

earthquake event.

Taking therefore into account the transient

time-varying nature of the loading and of the

response, the type of the loading and inertia

effects, and the extreme magnitude of the load

intensity, a reduction factor was proposed to be

used in order to reduce the design force (therefore

resistance) of the structure to levels (often con-

siderably) lower than those required for full elas-

tic response, at the expense of increased inelastic

global (structural) and local (element, section)

deformations of a controlled magnitude and dis-

tribution. This reduction is enforced through

recognizing (and thereby enforcing) the fact that

such an intentionally (or accidentally)

underdesigned structure with adequate ductility

capacity will survive the extreme loading event

scenario with tolerable inelastic deformations, to

a level that is acceptable for the safety of its

occupants and equipment. As an extension of

this initial collapse limitation design approach

adopted in the 1970s, additional intermediate

performance requirements for occupants and

equipment have been adopted, leading to a com-

plete performance-based design (PBD) philoso-

phy for the safety and/or operability of the

structure, occupants, and equipment.

In order to reduce the design load for elastic

response, a factor greater than 1.0 is adopted,

which, depending on the code, is denoted as: the

behavior factor q (Europe), the response reduction

coefficient or response modification factor

R (United States and the Americas), the structural

performance factor Sp (NewZealand), or the struc-

tural characteristic factor Ds (Japan), all these fac-

tors denoted as the behavior factor q herein, for

simplicity. The magnitude of q, obtained for

(design) or by (assessment) the quantification of

the limiting structural resistance versus the mag-

nitude of the corresponding inelastic global or

local element, section, or material inelastic defor-

mations (axial or shear strains, flexural rotations,

Behavior Factor and Ductility, Fig. 1 (a) Baron

J. Baker demonstrating the effectiveness of a model Mor-

rison shelter to survive a collapsed building floor follow-

ing a bomb hit, with controlled inelastic deformation in

order to ensure survival of its occupants (http://en.

wikipedia.org/wiki/ Baron_Baker, also: http://www-g.

eng.cam.ac.uk/125/1925-1950/baker6.html). (b) Picture

of a Morrison shelter deployed inside a house for

civilian protection (http://en.wikipedia.org/wiki/Morrison_

shelter#cite_note-21)
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and so on) – expressed as the corresponding duc-

tilities m – and the interrelation of these two, is the

topic of discussion of this entry.

The Behavior Factor: Its Types,
Definitions, and Uses in Seismic Design

Behavior Factor for Ductility qm of SDOF

Equivalent Structural Systems

The behavior factor for ductility (denoted as qm)

of an inelastic SDOF system is defined, for a

particular base excitation g(t), as the ratio of its

yield resistances Ry in order to develop two duc-

tility levels, a prescribed ductility level m= mi and
a ductility m = 1.0, namely, entirely elastic

response (Eq. 1):

qm T0, x, f R,mð Þ, g tð Þ, mið Þ

¼ Ry max mj j ¼ 1:0ð Þ
Ry max mj j ¼ mið Þ (1)

where qm, besides g(t), depends on the initial

elastic response parameters, namely, elastic

period T0 and critical damping ratio x, and on

the parameters characterizing the inelastic

response, namely, Ry and the cyclic hysteretic

response shape f(R, m).
Both terms of the fraction above are evaluated

from time history integration of the equation of

motion under the base excitation g(t). Solution of

the equation over a range of periods T0 yields the
ductility spectrum for the given earthquake exci-

tation, also denoted as the qm–m–T spectrum of

this excitation. For design applications, such

spectra are evaluated for an ensemble of base

excitation inputs characterizing the local seismic-

ity of the region and local soil effects; the

resulting average plus percent fractile qm–m–T
spectrum is obtained for the design and evalua-

tion of structures in the region exhibiting com-

patible hysteretic response characteristics and

initial damping. The definition of qm and its

dependence on structural and excitation parame-

ters is discussed in section “Evaluation of the

Behaviour Factor Due to Ductility qm of SDOF

Systems” herein.

Behavior Factors for Seismic Design or

Evaluation and Redesign of Structural

Systems, qd and qs
The earliest use of a ductility reduction coeffi-

cient can be traced to the seismic design regula-

tions in California, in which a force reduction

coefficient was adopted depending on the build-

ing properties, namely, seismic resisting system

and construction material. The 1959 edition of

the Structural Engineers Association of Califor-

nia (SEAOC) Blue Book and its successive edi-

tions (e.g., SEAOC 1974) used this horizontal

force factor K, in the context of an allowable

stress design procedure, for the estimation of the

design base shear. ATC (1978) was the first seis-

mic design code that adopted an R factor greater

than 1.00 as a divisor of the elastic design

response spectrum (EDRS) forces, which

depended on the type of structural system but

was, as yet, independent of the building period.

The early uses of Rwere based not only on SDOF

analysis but, primarily, on consensus values

through the earthquake engineering design com-

munity, with typical values of R and comparisons

among different codes given in ATC (1995).

Since then, the reduction coefficient R – initially

as Rw, for codes based on working stress design

methods such as UBC (1988) – has been adopted

in all ultimate level design codes (e.g., NEHRP

1985; FEMA-356 2000; ASCE 2013). In Europe,

Eurocode 8, from the initial stages of develop-

ment (EC8 ENV 1988) up to the final completion

(EC8 2004), also adopted the behavior factor q.
To date, most modern force-based seismic design

codes adopt the behavior factor approach for

quantifying the seismic design forces, with dif-

ferent levels of rationalization for the magnitude

of q (R) (see, for instance, an overview of

R factors adopted in South American seismic

design codes in Chavez et al. 2012).

Based on the way the behavior factor is

applied in seismic design, one can identify two

uses of q, namely: (i) qd – specified for the design

of new buildings in order to control the ductility

demand (and thus damage level) for a given site

seismicity and performance level. This is speci-

fied in the seismic codes as the maximum allowed

behavior factor for the design of modern

262 Behavior Factor and Ductility



structures. (ii) qs – supplied (also called avail-

able) behavior factor of a given building

(new or existing), corresponding to an anticipated

elastic demand defined by the building period

and the local EDRS, for a given ductility capacity

and therefore damage level at specified

performance levels (I–IV, Fig. 2) of this structure;

for existing structures designed by past code

generations, this behavior factor is usually

below the currently enforced design qd due to de

facto underdesign coupled with insufficient or

complete lack of ductile response of such

structures.

Behavior Factor qd for Seismic Design of New

Structures

In the context of force-based seismic design,

the design behavior factor qd is a design force

reduction coefficient greater than 1.0 by which

the EDRS-specified base shear Ved of the struc-

ture’s equivalent SDOF system representation

(Fig. 2) is divided, in order to establish the

seismic design base shear level Vd of this struc-

ture (Eq. 2), expressed as the product of the

seismic coefficient Csd times the inertial weight

W of the structure for the seismic load

combination:

Vyd ¼ Ved

qd
¼ CsdW

qd
(2)

where the EDRS is representative of the local

seismicity, earthquake return period, and system

equivalent damping. Modern design typically

codes specify for RC buildings the 5 % EDRS,

giving suitable adjustment multipliers for

systems with other damping coefficients such as

steel, timber, or prestressed concrete (e.g.,

the EDRS modification coefficient

� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10= 5þ xð Þp � 0, 55 in EC8 (2004), where

x is the percent critical damping).

Considering the typical base shear versus roof

deformation response under increasing lateral

load in Fig. 2, it can be seen that qd can be

expressed (Uang 1991; Whittaker et al. 1999) as

the product of four behavior factors that relate the

elastic base shear demand of the EDRS to the

design base shear force as follows (Eq. 3):

qd ¼ qm � qO � qx � qm orqwf g (3)

where:

(i) qm is the behavior factor for ductility of the

equivalent SDOF system, qm=Ved/Vud: this

×1/qΩ

×1/qμ

×1/qm

×1/qw

×1/qd,s
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Behavior Factor and Ductility, Fig. 2 Definition of the

design and supplied (available) behavior factors qd and qs
and the contributing q, for non-base-isolated structures:

(i) q for ductility (qm), (ii) q for structural overstrength

(qO), and (iii) q for material strength reduction (qm or qw).

In the context of PBD, qs,d are no longer unique and

depend on the local (and therefore global) ductility

demands mI to mIV for different performance levels I to
IV, respectively
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factor relates the elastic spectral base shear

demand Ved to the equivalent SDOF bilinear

yield strength Vud, obtained by assuming an

elastoplastic equal area approximation of

the inelastic base shear–roof displacement

response under a given lateral load profile,

up to the ultimate deformation du. The

value of this factor varies with the base

excitation(s), the dynamic and inelastic hys-

teretic characteristics of the system

(including structural damping), and its duc-

tility. It corresponds to the basic design

behavior qs in EC8 (2004): for concrete

structures qs takes values between

1.5 < qs < 3.0 and 2.0 < qs < 4.5, for

ductility classes medium and high, respec-

tively. qm is established from SDOF analy-

sis, as described in section “Evaluation of

the Behaviour Factor Due to Ductility qm of
SDOF Systems” of this work.

(ii) qO is the behavior factor for structural

overstrength, qO = Vud/Vyd, relating Vud to

the base shear Vyd at incipient onset of yield

within the structural elements, at a roof

deformation dy. The value of this factor,

which in EC8 (2004) is defined as the ratio

au/a1, accounts for the overstrength of the

structure and depends on the type of struc-

tural system and the degree of redundancy

built in the system: for instance, for a typical

soft ground story pilotis structure with lim-

ited redistribution of inelastic actions in the

members of the upper stories, this factor is

close to 1.0. For medium-rise RC frame

buildings, however, where seismic loads

govern the design and members exhibit suf-

ficient local ductility for redistribution, qO is

of the order of 1.5–1.8, while for fully

infilled RC frames with good-quality

masonry construction, qO can easily reach

values of 2.50 and higher (Repapis

et al. 2006b). For low-rise RC frame build-

ings, overstrengths of 4.0 have been

reported. This factor can be quantified

through static or dynamic inelastic analysis

of the structure. Its magnitude and mode of

evaluation are discussed in section “Build-

ing Behaviour Factor qs” herein.

(iii) qx is the behavior factor contribution due to

increased critical damping x; this contribut-
ing factor is meaningful for base-isolated or

artificially damped systems, since the con-

tribution of the initial mass proportional

damping (rather than the hysteretic

damping, which is included in qu) is not as
significant in non-base-isolated structures.

This factor is therefore not considered fur-

ther herein.

(iv) qm (or qw) is the behavior factor due to

material strength qm = Vyd/Vd or qw = Vyd/

Vdw, relating the base shear at incipient

member yield Vyd to the design base shear

level specified by the code Vd (for ULS

design) or Vd,w (for working stress design).

This factor is practically the ratio of the

material strength partial factor in load and

resistance factor design, in order to relate

the design material stress level (for EC2

2004, the characteristic strength fyk) to the

yield strength (fyd) of the material control-

ling the response, namely, the steel rein-

forcement in modern structural RC

designs; for EC2 (2004), qm = fyk/fyd =
1.15. For buildings in Greece constructed

during the 1970s using reinforcement with

a yield strength of 400 MPa and designed

for an allowable stress in flexural design

calculations of 230 MPa with a 20 %

increase for the seismic load combination,

qm ¼ 400=1:2 � 230 ¼ 1:45 (Repapis

et al. 2006a). It has been proposed that the

factor qmmay also include strength gain due

to strain rate effects, although this increase

is not a factor to take into account since it is

counterbalanced by strength reduction by

cyclic degradation.

This behavior factor is implicitly taken into

account in the design of new buildings and is

of primary importance since it defines the
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transition from allowable design level to peak

member resistance in the assessment of

existing buildings, in which their members

may behave in a brittle manner with very little

deformability reserves.

Behavior Factor qs Supplied by an Existing

Structure Under a Given EDRS

In the context of performance-based design

(PBD), the available behavior factor qs supplied

by an existing structure can also be established

for a given EDRS demand and at specific perfor-

mance limits of damage. The structure may have

been designed using a prescribed design behavior

factor qd (different than qs) or none at all, as the
case is for older existing buildings which have

been designed using past force-based design phi-

losophies (e.g., working stress).

The available behavior factor qs of the struc-

ture as is (often reevaluated after strengthening

and/or rehabilitation of the structure at hand) is

evaluated (i) through dynamic analyses of the

structure until the establishment of a collapse

base excitation, which is then compared to the

design base excitation of the currently enforced

EDRS for this type of structural system, or

(ii) through static inelastic analyses of the struc-

ture, using an often idealized bilinear approxima-

tion of the resulting base shear resistance–roof

deformation capacity curve under an imposed

lateral deformation. Following an initial

idealization of the structure as an equivalent

SDOF system, with a yield resistance equal to

the base shear at the onset of yielding in the

building and an effective period equal to the

initial secant stiffness from the lateral pushover

curve, qs is the behavior factor which results in a

ductility demand equal to the ductility actually

supplied by the system equivalent SDOF

system. Contributions to qs in this case are

accounted from the structure overstrength or the

member overstrength due to material qm, relating
the yield strength (also obtained from in situ

evaluation of material capacity) to the design

strength.

Evaluation of the Behavior Factor Due to
Ductility qm of SDOF Systems

The response of nonlinear SDOF systems under

seismic excitation has traditionally been formu-

lated in the form of qm–m–T (or Rm–m–T) spectra,
representing an extension of earlier uses of such

spectra, relating the ratio of yield to elastic resis-

tance of the SDOF system (qm) to the

corresponding displacement ductility m, under

blast-type loads (Biggs 1964). Such inelastic

response spectra (also known as shock spectra)

have been formulated for different time-varying

forcing shapes, such as impulse, triangular, or

half sine, and are widely used in military and

protective designs for blast. As discussed in the

introduction, the use of such design load reduc-

tions has been well established in the design of

protective structures against blast, where the

introduction of a factored elastic design for

controlled inelastic deformation was initially

introduced.

The mathematics for the evaluation of the

dynamic response of SDOF systems under seis-

mic excitation is well established in textbooks of

structural dynamics (Clough and Penzien 1975)

and is not covered herein. The peak ductility

demand m of a given inelastic system under a

certain type of base (or force) excitation is

obtained by step-by-step integration using

explicit or implicit time integration procedures,

depending on the duration of the forcing function.

From the way the problem is posed in Eq. 1, given

the SDOF characteristics (Ry, T0, x, f, g), only the
peak ductility can readily be estimated. Conse-

quently, the numerical estimation of the qm–m–T
for a prescribed ductility m = mi is necessarily an

iterative process, involving successive iterative

estimates of Ry and solution of the equation of

motion to establish Ry max mj j ¼ mið Þ , for which
the SDOF system attains a peak ductility m = mi,
e.g., using a variable bound bisection iterative

solution scheme, to within a user-specified toler-

ance. Subsequent application of the procedure for

m = 1 as well (elastic response) will establish
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Ry max mj j ¼ 1ð Þ and qm. It should be noted that in
the case of strongly softening systems which are

representative of structures with severe second-

order effects or strength degradation, such an

iterative solution may not converge, implying

that the SDOF system may never attain this target

ductility.

Indirect Evaluation Methods

For seismic design, the evaluation of the behavior

factor through the formulation of an inelastic

design response spectrum (IDRS) shape for a

given seismicity condition – expressed in the

form of a peak ground acceleration (PGA),

ground velocity (PGV), and ground displacement

(PGD) at the site – has initially been based on

indirect methods. Such methods specified ampli-

fication factors for the establishment of an EDRS

and subsequent spectral reduction factors (i.e.,

period-dependent behavior factors) for

constructing the IDRS. This approach was ini-

tially recognized by Veletsos and Newmark

(1960), yet, later on, Newmark and Hall (1973)

formulated the procedure for the construction of

the IDRS. Such indirect methods essentially pro-

vide qm(m, T) relations, as a function of target mi,
for an assumed damping and form of inelastic

hysteretic response (initially an elastic perfectly

plastic (EPP) oscillator was considered).

Following estimations of SDOF inelastic

response assuming EPP behavior and using lim-

ited accelerogram data available at the time,

Newmark and Hall (1973) observed that (Fig. 3)

(i) elastic and inelastic SDOF systems with suffi-

ciently medium-to-long periods (medium-to-low

frequencies) tend to displace equally and, conse-

quently, the behavior factor is equal to the

required ductility, (ii) elastic and inelastic

SDOF systems with very short period (very high

frequency) have spectral accelerations (and thus

force demands) equal to the PGA and should be

designed to remain elastic, and (iii) in between,

the energy absorbed by an inelastic system hav-

ing a yield strength 1/qm of the elastic demand

and, as a consequence, deforming to a target mi is
nearly equal to the kinetic energy absorbed by the

elastic SDOF system, thereby leading to an equal

energy criterion between qm and mi (Fig. 3).
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methods: Variation of
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mi = 4 from the

construction of the EDRS

and the IDRS spectrum of

the design base shear

coefficient Cy according to

the graphic methodology

by Newmark and Hall

(1973)
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They therefore proposed the indirect construction

of an IDRS from an EDRS, for a given target

ductility mi, using the following period-dependent
response reduction coefficients qm (Eq. 4):

0 � T < T1=10 qm ¼ 1

T1=10 � T < T1=4 qm ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mi � 1

p T1

4T

� �2:513log 1ffiffiffiffiffiffiffi
2mi�1

p

 �

T1=4 � T < T 0
1 qm ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2mi � 1
p

T0
1 � T < T1 qm ¼ mi

T

T1
T1 � T < T2, T2 � T < 10 s qm ¼ mi

(4)

where T1, T
0
1, and T2 are the characteristic corner

periods of the EDRS, defined from the peak

ground response parameters (Newmark and Hall

1973):

T1 ¼ 2p
fevPGV

feaPGA
, T2 ¼ 2p

fedPGD

fevPGV
,

T0
1 ¼ T1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mi � 1

p
mi

(5)

where fea, fev, fed are the amplification factors

defining the EDRS acceleration, velocity, and

displacement from the corresponding PGA,

PGV, and PGD for the site, defined by local

seismicity considerations. Thus, in a log–log for-

mat, the Newmark and Hall qm–m–T relation

consisted of two constant qm regions (Eq. 4)

followed by intermediate linear transitions, as

shown in Fig. 3. Based on a statistical parameter

evaluation, they recommended averaged rela-

tions of PGV/PGA (48 in/s/g) and PGD/PGV2

(6 s/in.) and fea, fev, fed equal to 2.6, 1.9, and

1.4, respectively, for the construction of the

EDRS at 5 % damping; different amplification

values were given for stiff or soft soil or, in

addition to the average values above, for

average plus or minus one standard deviation.

Successive improvements of the indirect qm–m–T
construction model were proposed by

Newmark and colleagues (for a review of the

literature, see Miranda and Bertero 1994)

(i) using additional ground motions and including

the vertical excitation, (ii) for wider sets of criti-

cal damping ratios x (2–10 %) and target ductil-

ities mi (1–10), and (iii) for different hysteretic

shapes f(u,t).

Riddell (1995) extended the indirect method

of evaluating qm for different soil classification

conditions, by considering 72 accelerograms

which were obtained during the 1985 Chile earth-

quake, initially classified according to the

prevailing soil conditions as records on rock (I),

firm (II), and medium stiffness (III) soil sites.

Following statistical analysis, soil-dependent

corner frequencies and amplification values Cm

were proposed for obtaining the 5 % damping

EDRS and the ductility-dependent IDRS, given

the site PGA, PGV, and PGD, following the

Newmark and Hall (1973) procedure. Based on

the amplification factors reported, typical qm,

evaluated as qm = Cm=1/Cm for mi = 1.5, 2.0,

and 5.0, are given below for the constant dis-

placement (D), velocity (V), and acceleration

(A) regions of the EDRS (Table 1):

Behavior Factor and Ductility, Table 1 Period dependent response reduction coefficients qm following the

Newmarka and Hall (1973) procedure

Soil class I II III

EDRS region D V A D V A D V A

mi = 1.5 1.62 1.70 1.44 1.58 1.66 1.50 1.78 1.94 1.47

mi = 2.0 2.28 2.21 1.76 2.16 2.19 1.83 2.46 2.70 1.79

mi = 5.0 5.63 4.59 2.84 5.04 4.63 2.91 5.82 5.96 2.85
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Direct Evaluation Methods of qm
Since the indirect evaluation of the behavior fac-

tor intrinsically included the uncertainty of both

the elastic spectral amplification as well as the

inelastic reduction, the scatter between target and

actual ductilities or strength demands was high.

Furthermore, use of a constant qm over a period

range or over the entire period range, as originally

adopted in ATC (1978), was shown to be inade-

quate to limit the inelastic demands of SDOF

systems, particularly for near-field earthquake

events with severe velocity pulses (Mahin and

Bertero 1981).

Consequently, direct methods of evaluating

the behavior factor variation with period and

ductility have been proposed, through statistical

evaluation of SDOF time history analysis results.

According to the direct estimation methodology,

the elastic and inelastic response of a set of

nonlinear SDOF oscillators over a period range

was evaluated under a set of earthquake excita-

tions and given oscillator characteristics, and the

ratio of the required resistance of the system to

remain elastic over that to develop a given duc-

tility, as defined in Eq. 1, was evaluated in each

case. The resulting variation of this ratio (qm) over

the period range considered was statistically

processed in order to establish qm–m–T functional

relations that directly fitted the corresponding

spectra for the specific record(s) and oscillator

characteristics. Although average prediction

functions were often reported, several studies

also gave sensitivity analyses or even additional

equations to obtain the mean plus standard devi-

ation approximation of the data.

An examination of the indirect method above

for the construction of the EDRS and IDRS

reveals the physical requirements for the varia-

tion of qm with period for a given ductility mi
(Newmark and Hall 1973):

(i) For very stiff systems, the SDOF

system cannot develop any ductility and is

therefore elastic; consequently, any func-

tional describing a qm–m–T variation must

satisfy:

lim
T!0

qm ¼ 1

(ii) For flexible long-period systems, the SDOF

deformation of the elastic and the inelastic

systems is equal to the imposed ground dis-

placement; consequently qm is equal to the

SDOF ductility:

lim
T!1

qm ¼ m

(iii) In between, in the so-called constant veloc-

ity region, energies of the elastic and the

inelastic systems are comparable. Direct

and indirect methods of establishing qm
yield different requirements in this range.

Therefore, functional relations describing qm
in terms of period and ductility should satisfy

these requirements. Such statistical estimations

of qm have shown that the latter limit is actually

approached asymptotically from above (Nassar

and Krawinkler 1991); however, the constraint

imposed by the first limit has been relaxed in

certain statistical studies in order to obtain better

statistical correlations of qm–m–T in the short

period (Riddell 1995). A brief description of sev-

eral such functional relations and the

corresponding parametric studies involved are

given herein; a graphical comparison of the dif-

ferent qm–m–T spectral models for target ductil-

ities mi= 4 and 6 is given in Fig. 4, as proposed by

these studies.

Influence of the SDOF oscillator inelastic

characteristics. One of the earliest proposed

qm–m–T expression that satisfied the functional

limitations of the reduction factor spectrum by

Newmark and Hall (1973) was the exponential

function proposed by Nassar and Krawinkler

(1991). In their statistical study, they considered

36 records to establish the attenuation of the

ground motion parameters and 15 records from

Western US earthquakes on firm-to-medium

stiffness soils (plus 10 records from the Whittier

Narrows earthquake, for verification) to establish

qm. Two hysteretic shapes were considered to
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model the hysteresis curve of the SDOF oscilla-

tor, namely, an EPP and a bilinear stiffness

degrading model. The qm–m–T expression pro-

posed is given in Eq. 6:

qm T,m, að Þ ¼ c � mi � 1ð Þ þ 1ð Þ1=c

Elastoplastic systems a ¼ 0ð Þ c Tð Þ ¼ T

T þ 1
þ 0:42

T

Elasto-hardening systems a ¼ 0:02ð Þ c Tð Þ ¼ T1:01

T1:01 þ 1
þ 0:37

T

Elasto-hardening systems a ¼ 0:10ð Þ c Tð Þ ¼ T0:8

T0:8 þ 1
þ 0:29

T

(6)

The authors concluded that, with the exception of

the short-period range, the stiffness degrading

models with no hardening exhibited a 20 %

higher behavior factor compared to the EPP sys-

tem, with the effect diminishing for the 10 %

hardening slope EPP and degrading oscillators.

Furthermore, in addition to the quantification of

the oscillator bias and based on the attenuation

studies and the evaluation of the corresponding

qm for the subject datasets, they further

established that qm of SDOF systems for given

mi is not sensitive to the epicentral distance of the
earthquake and the ground motion; this observa-

tion, however, is considered in more detail

further on.

Lee and Han (1999) developed direct expres-

sions of qm for stiff soil and rock sites only,

namely, soils exhibiting a shear-wave velocity

larger than 750 m/s. In order to evaluate the

influence of the hysteretic response, they

performed a statistical analysis of qm–m–T
using 40 ground motion records taking into

account five different SDOF oscillator hyster-

etic shapes, namely, (i) EPP oscillator,

(ii) bilinear hysteretic oscillator, (iii) degrading

strength hysteretic oscillator, (iv) degrading

stiffness oscillator (centered upon reversal),

and (v) pinching hysteretic oscillator (in all

cases initial damping of 5 % was assumed).

They concluded that in the absence of the soil

bias, additional factors that affect the qm
demand (given target ductility and period) are

the hardening slope and the form and extent of

pinching of the oscillator cyclic characteristic,

in a statistically independent manner to each

other. They subsequently proposed a qm–m–T
functional in terms of the hysteretic parameters

a1, a2, a3, and a4 (Eq. 7):

Behavior Factor and Ductility, Fig. 4 Comparison of different qm–m–Tmodels for evaluating the behavior factor, for

target ductilities of (a) mi = 4 and (b) mi = 6
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qm ¼ 0:99 � mþ 0:15ð Þ 1� e�23:69�T�m�0:83

 �

� Ca1 � Ca2 � Ca3 � Ca4, with :

Ca1 ¼ 1:0þ 2:07 � ln mð Þ � 0:28ð Þ � a1 � 10:55 � ln mð Þ � 5:21ð Þ � a12

Ca2 ¼ 1

0:2 � mþ 0:42ð Þ � a2 þ 0:005 � mþ 0:98

Ca3 ¼ 0:85þ 0:03 � mþ 1:02ð Þ � a3
1þ 0:03 � mþ 0:99ð Þ � a3 þ 0:001 � a23
Ca4 ¼ 1

1þ 0:11 � e 1:4�ln mð Þ�6:6ð Þ�a4

(7)

where a1 measures the hardening slope, a2 mea-

sures the strength degradation upon reversal, a3
measures the stiffness degradation, and a4 mea-

sures the pinching response.

Influence of the local soil conditions.

Miranda (1993) and Miranda and Bertero (1994)

considered a wide dataset of ground motion exci-

tations which had been previously classified

according to the relevant earthquake parameters

(magnitude, distance from the fault) and the local

soil conditions prevalent at the site. Statistical

equations of qm in terms of the local soil condi-

tions were subsequently obtained, proposing the

following qm–m–T evaluation function for differ-

ent soil classifications (Eq. 8):

qm ¼ 1þmi�1

F Tð Þ
Rock sites F Tð Þ¼ 1þ 1

10T�miT
� 1

2T
e
�3
2
� lnT�3=5ð Þ2

Alluvium sites F Tð Þ¼ 1þ 1

12T�miT
� 2

5T
e
�2� lnT�1=5ð Þ2

Soft soil sites F T,Tsð Þ¼ 1þ Ts

3T
�3Ts

4T
e
�3� ln T

Tsð Þ�1=4ð Þ2

(8)

where, apart from the parameters defined already,

the dominant soil period Tswas introduced for the

soft soil sites. The analysis showed that there is a

distinct trend in the shape of the qm–m curves for

(primarily soft) soils that exhibit a predominant

period, whereby in the vicinity of the oscillator

resonance with the soil dominant period

Ts (T/Ts~1), the behavior factor qm is much larger

than the target ductility (e.g., qmi=3 = 8.5 or

qmi=5 = 18.0 was obtained); this effect led to

conservative designs based on the qm–m–T rela-

tions obtained on firm ground or alluvia proposed

by other studies, while for lower T/Ts values, the
opposite was observed, with the reduction factors

in this case being lower than mi (e.g., qmi=3 = 2 or

qmi=5 = 2.8 at T/Ts=0.5). Finally, for normalized

periods above Ts (T/Ts > 2), the behavior factor

was close to the target ductility, as for stiff soils

and rock, yielding similar or conservative designs

compared to the use of rock spectra.

In order to investigate the influence of stiff-

ness degradation on soft soils, Miranda and Ruiz-

Garcia (2002) extended this study by expressing

qm in terms of the structural period normalized

by the predominant soil period Ts (namely,

qm–m–T/Ts), using a set of 116 ground motions

on soft-to-medium soils and two hysteretic sys-

tems, a bilinear EPP and a stiffness degrading. It

was shown that the influence of stiffness degra-

dation was significant for soft soil excitations,

since for period ratios lower than soil resonance,

in the range of T/Ts~2/3 (also depending on mi),
the average qm of stiffness degrading systems was

about 25% lower than qm of EPP systems, leading

to unconservative designs based on the qm–m–T
relations obtained on firm ground for EPP sys-

tems. On the contrary, qm of stiffness degrading

systems at soil resonant periods and above was

higher than that for EPP systems, indicating that

the earlier onset of nonlinearity in these struc-

tures induced a drop in the required Ry for a

given target ductility compared to EPP structures.

Vidiç et al. (1994) expressed qm versus ductil-
ity relations in site-specific form, expressed in
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terms of the accelerogram’s frequency parameter

T1, obtained at the period of change in slope of

the idealized bilinear approximation of the

pseudovelocity response spectrum PSv(T, x) of

the accelerogram. For their analyses they

considered 24 records from California, Chile,

Italy, Montenegro, and the 1985 Mexico City

earthquake, analyzing SDOF oscillators with

either EPP or stiffness degrading characteristics,

yielding the more general qm–m–T exponential

expression of Eq. 9 (a tangent stiffness propor-

tional damping equal to 5 % critical was used):

T < T0 qm ¼ c1 mi � 1ð ÞcR � T
T0

þ 1 � 1, 0

T0 � T qm ¼ c1 mi � 1ð ÞcR þ 1

where : T0 ¼ c2 � mcTT1

and : c1 c2 cR cT
stiffness degrading SDOF : 0, 75 1, 0 0, 65 0, 30

elastoplastic SDOF : 1, 10 0, 95 0, 75 0, 20

(9)

In the context of PBD, Fajfar (1999) proposed

more simplified conservative design envelopes

for the estimation of the required target ductility

at a given qm (Eq. 10), by adapting the statistical

qm–m–T estimations by Vidiç et al. (1994) above

in the N2 method:

T < T0 qm ¼ mi � 1ð Þ � T
T0

þ 1 � 1, 0

T0 � T qm ¼ mi
where : T0 ¼ 0, 65 � m0, 3Tc � Tc

or, in a simplified form : T0 ¼ Tc

(10)

This expression has been adoptedwith refinements

(soil effect, softening or hardening oscillator char-

acteristics) as the displacement coefficient method

(DCM) for PBD (NEHRP 1985; FEMA-356

2000), where qm is equal to the coefficient C1 in

the target roof estimation equation.

Riddell (1995) examined the influence of local

soil conditions on qm using 72 records obtained

during the Magnitude 7.8 1985 Chile earthquake

and aftershocks on rock (I), hard (II), or medium

soil (III), as also previously described in the indi-

rect evaluation method for qm: following the indi-

rect method analysis and recognizing that the

variation in qm was high, direct evaluation

expressions for spectral amplification factors C
(T, m) and therefore qm in terms of ductility and

period were also proposed, as being more reliable

and less prone to statistical scatter than the former

indirect method. The function proposed was of the

exponential form given in Eq. 11 using

five statistical parameters (a1–a5) – although a

dominant soil period was not explicitly considered

(type IV soft soil records were not available).

qm ¼ Sa T, m ¼ 1ð Þ
Sa T,m ¼ mið Þ , where

C T,m ¼ mið Þ ¼ a1 þ a2 � Ta3

1þ a4 � Ta5
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Soil Type mi ¼ 2 mi ¼ 5

a1 a2 a3 a4 a5 a1 a2 a3 a4 a5
I 0, 45 5, 81 0, 66 18, 0 2, 04 0, 60 4, 75 0, 86 37, 3 2, 03

II 0, 88 7, 77 1, 39 24, 2 2, 79 0, 84 1, 41 1, 44 13, 6 2, 52

III �33, 96 35, 65 0, 005 1, 4 2, 62 0, 86 0, 06 2, 967 2, 303 2, 72

(11)

The parameters were obtained from

regression analysis after relaxing, for the sake of

improved statistical correlation, the requirement

that C(T,m) should be equal to 1.0 for rigid

structures.

Ordaz and Pérez-Rocha (1998) considered

the direct evaluation of qm as a force reduction

parameter from the elastic relative displace-

ment spectrum Sd, since both the inelastic

and elastic displacements of the SDOF system

are related to the ductility and qm, the varia-

tion of Sd with period being the controlling

factor for the variation of qm, and also Sd

includes local soil effects. They therefore pro-

posed a functional for qm in terms of the

spectral displacement amplification Sd/PGD

instead of T (Eq. 12) since, implicitly, it is

a function of the period T. For their statistical
analysis, they considered 445 records over a

wide range of magnitudes, epicentral distance,

and local soft soil to rock conditions.

qm ¼ 1þ mi � 1ð Þ � Sd Tð Þ
PGD


 �b mð Þ
, where

b mð Þ ¼ 0:388 � m� 1ð Þ0, 173

Soil Type mi ¼ 2 mi ¼ 4 mi ¼ 6

a b c a b c a b c
I 1, 29 2, 77 0, 0218 1, 12 2, 18 0, 0777 2, 35 1, 69 0, 0080

II 1, 12 2, 18 0, 0416 , 989 1, 62 0, 2037 1, 52 1, 05 0, 1334

III 2, 35 1, 69 0, 0418 1, 03 1, 24 0, 2707 1, 85 , 821 0, 1184

(12)

Their expression qm–m–Sd(T)/PGD yielded

similar results as the proposed direct qm–m–T
relations by other investigators (e.g., Nassar and

Krawinkler (1991) or Miranda (1993)), for either

firm or soft soil, yet, unlike previous studies, is of

a more general applicability over the entire range

of soil types considered.

Watanabe and Kawashima (2002) investi-

gated in detail the scattering of qm from the

mean value as well as the influence of initial

damping under elastic and EPP inelastic

response, using 70 free-field records from a rela-

tively large dataset from Japanese earthquakes:

ground motions were classified according to dif-

ferent soil conditions with predominant soil

period Tg, following the Japanese seismic design

code classification. They showed that their pre-

dictions of the average qm approach reasonably

well the equal energy and equal displacement

approximation (Fig. 3). However, the average

minus one standard deviation sqm

 �

values differ

significantly from this simplification and on the

unconservative side, since sqm

 �

increases dis-

proportionately, and therefore, the use of qm for

design may be unconservative, especially for

larger target ductilities. They then proposed an

exponential qm–m–T relation and the

corresponding expression for sqm in Eq. 13:

qm ¼ 1þ mi � 1ð Þ �C Tð Þ, where

C Tð Þ ¼ 1þ c � T � a

eb T�að Þ , c ¼
1

a � eabð Þ
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Soil Type mi ¼ 2 mi ¼ 4 mi ¼ 6

a b c a b c a b c
I
�
Tg < 0:2s 1, 29 2, 77 0, 0218 1, 12 2, 18 0, 0777 2, 35 1, 69 0, 0080

II
�
Tg < 0:6s 1, 12 2, 18 0, 0416 , 989 1, 62 0, 2037 1, 52 1, 05 0, 1334

III
�
Tg > 0:6s 2, 35 1, 69 0, 0418 1, 03 1, 24 0, 2707 1, 85 0, 821 0, 1184

(13)

and sqm 
 0:4 � mi � 0:3 all soil classesð Þ

Additional soil-dependent qm–m–T functions

were proposed by Genshu and Yongfeng (2007)

with a range of application of mi between 1.0 and
6.0 and a period range between 0.1 and 6.0 s.

A dataset of 370 records was used, divided

according to the prevailing soil conditions at the

site and classified in accordance with the four

soil-type classifications adopted in the Chinese

seismic code. Four different hysteretic oscillator

characteristics were considered, namely, (i) an

EPP model, (ii) a bilinear with hardening (5 %,

10 %, and 20 % hardening stiffness) and pinching

hysteresis, (iii) a shear slip model, and (iv) a

bilinear elastic oscillator, in order to establish

the influence of energy absorption. Three critical

damping ratios were considered, namely,

undamped, 3.5 % critical, and 5 % critical. Fol-

lowing a sensitivity study, the resulting qm–m–T
spectra were correlated to the ratio of T/Tg, where

Tg is the characteristic ground motion period of

each record, defined as the period at which qmwas

maximized. They therefore proposed expressions

with T for the estimation of qm with 90 % confi-

dence, qm,90 (Eq. 14):

qm, 90 ¼¼

1þ 0:36 � 2:5 � mi � 2ð Þ0:75 � 1
h i

� T
Tg


 � 0, 6�T=Tgð Þ
, 0 < T � 0:6Tg

1þ 2:5 � mi � 2ð Þ0:75 � 1
h i

� T
Tg


 �2
, 0:6Tg < T � Tg

2:5mi � 2ð Þ0:75 � 2:5mi � 2ð Þ0:75 � 0:5� 0:6mi
h i T

Tg
�1

w�1


 �2=mi
, Tg < T � wTg

0:5þ 0:6 � m , w � Tg < T

8>>>>>>><>>>>>>>:
Soil Type A B C D

w 1:5 2:1 2:5 3:0
(14)

where w is a coefficient depending on the soil

class. Their statistical analysis confirmed that

expressing qm in terms of the ratio T/Tg reduced

the statistical scatter, making the governing

parameter the target ductility; little influence of

the critical damping and the hysteretic shape,

apart from the short-period range, was observed

on the magnitude of qm.
Influence of seismological and ground

motion characteristics for near-field excita-

tions. So far, the overall consensus of the SDOF

studies reported has been (and the statistics

proved it so) that the earthquake magnitude was

not a governing parameter for the quantification

of qm, thereby the effort for parameter identifica-

tion concentrated on the target ductility, the oscil-

lator hysteretic shape, the damping, and,

primarily, the soil characteristics and its predom-

inant period.

Mavroeidis et al. (2004) investigated further

the seismicity bias by considering the pulse

duration Tp of near-field ground motions and
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its effect on the strength demands for a given mi
of EPP systems. The pulse duration observed in

near-field records was shown on geophysical

(source mechanism) terms to be about twice

the rise time of the rupture process generating

the earthquake, namely, the time it takes for a

point on the fault to reach the maximum fault

displacement, which, therefore, was well

correlated to the earthquake moment magni-

tude Mw. Subsequent inelastic SDOF analyses

using near-field pulses demonstrated that Tp
was an important parameter for near-field

events, particularly through the establishment

of amplification factors along the lines of a

modified Eq. 4 (Newmark and Hall 1973), in

terms of T/Tp (Eq. 15):

qm ¼

1
T

Tp
<

T

Tp


 �
affiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2mi � 1
p

T
Tp


 �
b
<

T

Tp
<

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mi � 1

p
mi

T

Tp


 �
c

mi
T

Tp
>

T

Tp


 �
c

8>>>>>>><>>>>>>>:
where:

Mw
T
Tp


 �
a

T
Tp


 �
b

T
Tp


 �
c

fev fea

5:6� 6:3 0:035 0:35 0:75 2:10 0:95
6:4� 6:7 0:010 0:2 0:75 2:0 0:75
6:8� 7:6 0:002 0:055 0:75 1:55 0:43

(15)

Gillie at al. (2010) also considered the sensi-

tivity of the qm–m–T relations of EPP systems on

the fault directivity effects in near-field earth-

quake motions, namely, the content of a strong

velocity pulse. Their study was based on a dataset

of 82 near-field acceleration records with velocity

pulse content due to fault directivity effects. They

demonstrated that, in the near-field case, unlike

the prevailing notions on published qm–m–T func-

tionals from statistical analysis of both near- and

far-field events, there was a much stronger depen-

dence of qm on the earthquake magnitude and a

much smaller dependence on the local soil con-

ditions. Recognizing this dependence, they there-

fore examined the dependence of qm to the

predominant period Tp of the velocity pulse con-

tent or, equivalently, to TRSV, the period at the

peak velocity of the elastic velocity spectrum,

which was found to be the influencing parameter

for the magnitude of qm. Overall, near-field events
were proven to demand by the SDOF oscillators

lower qm than those with no directivity effects,

such as those considered by previous qm–m–T
relations proposed so far in the literature. They

therefore also proposed qm relations for near-field

seismic events in terms ofMw (range of 6.0–7.5),

since both Tp and TRSV are not known a priori for

a given earthquake; however, they are adequately

correlated with the earthquake magnitude.

Building Behavior Factor qs

In addition to the development of IDRS and

ductility-dependent behavior factors of SDOF

systems, considerable interest has been given to

the evaluation of the available behavior factor

supplied by entire structural systems (qs) follow-
ing different performance criteria, also compared

to the behavior factor specified by modern build-

ing codes for design (qd) following allowable

stress, ULS, or PBD design procedures. Such

studies have been specifically related to typical

RC or steel building construction, either modern

designs according to a particular seismic design

code or existing structures, designed using past

regulations. The purpose of such studies aimed

for the evaluation, calibration, or reliability anal-

ysis (often using stochastic analysis procedures)

of the behavior factor(s) specified by the subject
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code or structural system under scrutiny.

Although most studies (especially related to

code design parameter calibration and reliability

analysis) have been aimed toward the evaluation

of the overall design behavior factor qs, studies of
specific structural systems (e.g., RC shear wall or

steel braced frame structures) have also been

concerned with the evaluation of the behavior

factor due to overstrength qO.

Generally, the evaluation of qs of a new or an

existing structure is based on either static push-

over (SPO) or time history inelastic analyses

under an earthquake excitation set. The resulting

q is particular to the building type and structural

material under scrutiny, the EDRS, and the per-

formance level criteria adopted, as well as the

entire set of underlying code-specific design

requirements inherent in the seismic design of

the structure. Such requirements include, among

others, the design load level during earthquake,

the relative magnitude of gravity and seismic

loads under the seismic load combination, limit-

ing section geometry or reinforcement require-

ments, the degree of conservatism in the design,

the code prescribed detailing rules, and so

on. Hence, these behavior factors can only be

used for the corresponding design environment

over which they have been calibrated for.

Evaluation of the Behavior Factor

Using SPO Analysis

The evaluation of qs using SPOmethods involves

the estimation of the capacity curve of the struc-

ture under a prescribed lateral load and/or dis-

placement profile (modal, triangular, constant,

adaptive) and crucial modeling assumptions

(among others) of the strength and stiffness

dependence of the member characteristics (also

the finite element formulation itself), of the foun-

dation and the joint models, including or not the

second-order effects at the global and local ele-

ment level. Following the definition of a set of

local and global failure criteria (the damage indi-

ces), the available global ductility of the struc-

tural model is evaluated at the minimum roof

deformation at incipient satisfaction of any of

these indices, over the onset of yield roof defor-

mation. Repapis et al. (2006a) have adopted SPO

procedures in order to evaluate the available qs
and also qO of existing RC plane irregular frames,

typical of structural designs between the 1960s

and 1990s in Greece (Fig. 5). Their results were
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compared to dynamic analysis estimates of qs, as
described in the next section.

Evaluation of the Behavior Factor Using

Dynamic Analysis

Several analytical estimations of qs based on

dynamic analysis have been published, in order

to calibrate or verify the reliability of the behav-

ior factor as a static analysis parameter in force-

based seismic design, against local or global

damage predictions. Two methods, the direct

and the indirect method, have been proposed for

evaluating qs of a building using dynamic analy-

sis (EC8 ENV 1988). Recently, in FEMA P-695

(2009), the procedure is formalized for a uniform

reliability of evaluating qs and qO in PBD.

(a) Indirect evaluation of qs. A building ini-

tially designed for a given EDRS (shape,

PGA equal to Ad, critical damping, and a

design behavior factor qd) is analyzed in the

time domain under a base excitation whose

response spectrum matches the EDRS

entirely or locally in the vicinity of the initial

period of the structure for the same critical

damping. The PGA is linearly increased until

incipient violation of any of a set of failure

criteria, at the nominal collapse value of Ac.

The behavior factor qs is equal to

qs ¼ qd �
Ac

Ad
(16)

The process is repeated for different earth-

quake input sets, and a statistical estimate of

qs is established for this type of building,

design procedure, and performance criteria.

The method suffers from the drawback that

the performance indices do not depend line-

arly on the PGA (Kappos 1991); however, it

has been commonly used since qs is obtained

at the expense of only one initial structural

design and model formulation. This method

falls closely with the application of the incre-

mental dynamic analysis method (IDA) pro-

posed by Vamvatsikos and Cornell (2003) for

evaluating existing structural systems.

(b) Direct evaluation of qs. A set of collapse

criteria is adopted together with an EDRS

(shape, PGA, and damping) and a set of base

excitation records matching the specific EDR-

S. The structure is designed for the assumed

EDRS in a repetitive manner, initially assum-

ing a design qd as proposed by the code and,

subsequently, for increasing (or possibly

decreasing) values of qid for each ith design

iteration; decreasing values may need to be

considered in irregular or non-ductile struc-

tures in regions of high seismicity. For each

ith design, an inelastic model of the structure is

formulated and analyzed over the design

earthquake set. This design – analysis

procedure – is repeated until any of the preset

collapse criteria is incipiently violated: this

limiting qid is the behavior factor qs.

qs ¼ max orminð Þqid (17)

In this case, a direct redesign method is

adopted for qs at the expense of several structural

(re)designs. As before, the resulting behavior

factor is a function of the design assumptions as

well as the performance level evaluation criteria

and the design record set.

Kappos (1991) applied the direct method for

the evaluation of qs for two typical RC plane

frames, namely, a moment frame and a dual

frame-wall system, designed according to EC8

ENV (1988) for medium ductility class using a

qd of 3.50 and 2.10, respectively. Using perfor-

mance limits of total and interstory drift, member

shear capacity, and local curvature ductility m’,
the resulting available qswere evaluated to be 4.9

and 3.4 of the bare frame and the dual system,

respectively. Different criteria governed for each

structure and base excitation: for the bare frame

system, the story drift limit governed, while for

the dual system, member failure governed the

response (the ground story columns). Zeris

et al. (1992) applied the direct method to

medium-height RC frames with a relatively taller

ground story designed according to EC8 ENV

(1988) for ductility class II and a qd of 3.50,

observing design code limitations (e.g., member
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geometry, reinforcement detailing). Adopting

failure limits in interstory drift and m’ as a func-

tion of confinement, it was shown that for a m’ of
5 and 10, the qs of the regular RC frame was 4.4

and 7.1, while the tall first-story frame was mar-

ginally able to satisfy the m’ limit of 5.0 at

qs = qd = 3.5, supplying a qs = 4.6 for

m’ = 10 (Fig. 6).

For the case of modern building designs,

Kappos (1999) and Borzi and Elnashai (2000)

evaluated the ductility and qs of typical low- to
medium-rise RC buildings designed according to

the CEB model seismic code or EC8, using both

SPO and dynamic analysis SPO. In addition to

comparisons of SDOF qm predictions of their

record datasets with those available in the litera-

ture (e.g., by Miranda and Bertero 1994), the

problems associated with comparing qm of entire

structural systems (after excluding qO) with

SDOF analysis were considered in detail.

The studies concluded that the design behavior

factor in EC8 was conservative for the cases

considered, although their results were

conflicting (proving the fact that the design and

building bias affects the end result), attributing

the conservatism of qs to either the structural

overstrength or the ductility supply or both.

Ιn order to establish qs of typical existing

irregular buildings in Greece constructed in the

1960s and 1970s, Zeris et al. (2005) applied IDA

analysis methods for evaluating qs using the indi-

rect method of evaluation; these values were

compared with values obtained from SPO analy-

sis by Repapis et al. (2006b), taking into account

both interstory drift and local critical region rota-

tional ductility limits comparable to the previous

study. The resulting estimates are compared in

Table 2, showing that (i) the available behavior

Behavior Factor and Ductility, Fig. 6 Variation of the structural behavior factor qs of a tall first-story building with
base excitation amplitude (Zeris et al. 1992)

Behavior Factor and Ductility, Table 2 Comparison of building qs using static and dynamic analysis for three

excitations (minimum value, mean, and standard deviation) (Zeris et al. 2005)

Frame building type q (SPO) q (IDA)

q qmin sq
Nonconforming ordinary frame, Zone I 2.03 2.18 1.92 0.33

Nonconforming ordinary frame, Zone II 1.77 3.15 2.43 1.25

Nonconforming frame with tall first story 2.34 2.82 2.41 0.70

Nonconforming frame with a recess 1.55 2.78 2.36 0.39

Nonconforming frame with discontinuous column 1.98 4.31 2.87 2.48

Nonconforming frame with discontinuous beam 2.14 2.12 1.81 0.43

Conforming ordinary frame, Zone I 5.44 6.78 5.22 1.84

Behavior Factor and Ductility 277

B



factors are well below currently adopted and

(ii) dynamic analysis predictions of qs for irregu-

lar buildings tend to be more conservative

than those using dynamic analysis, being closer

to the minimum predictions obtained in the

latter case.

Chryssanthopoulos et al. (2000) evaluated the

reliability of the design behavior factor qd
adopted by the Eurocode for the case of a regular

ten-story RC frame designed for ductility class

M. Using the indirect method of evaluation of the

available qs, they assumed a statistical variation

of the structural material properties (concrete and

steel yield strength and ultimate failure strain of

the reinforcement), the uncertainty in confine-

ment (and therefore supplied m’ in the critical

regions), and a set of spectrum compatible base

excitation records, in order to evaluate the reli-

ability of ULS design following EC8 recommen-

dations for the subject building. At the same time,

they established the variation of the available qs
of the subject frame under the base input set.

They concluded that for a seismic hazard model

with a return period of 475 years for Southern

Europe, the violation of the initial design value

(qd) of 3.75 was to be expected in 0.6 % of the

frames exhibiting this type of building and design

characteristics and the material property variabil-

ity assumed.

Summary and Conclusions

It should be noted at the outset that such an

intentional underdesign approach (i.e., using a

behavior factor) is by no means a socially irre-

sponsible approach from the point of view of the

engineers’ role to the society. It is well accepted

that economic limitations and design feasibility

will define the intensity level that is socially

acceptable for the design of structures for the

extreme earthquake; furthermore, it is well

known that the gradual increase of records

through more dense earthquake monitoring

grids of digital instruments has proven more and

more often that the actual seismic load intensity

at a site will surprise us, when an extreme

earthquake event happens. Consequently, until

sufficient seismic data are available, structures

will continue to be constructed in regions in

which, historically or otherwise, a fault was not

known to exist or the existing faults’ ability to

induce a given seismic magnitude has been

underestimated. Such famous examples, among

others, were (i) the unexpected 1983 Coalinga

earthquake in a quiet region in California;

(ii) the 1971 Sylmar earthquake with its surpris-

ing (at the time) Pacoima Dam record exceeding

1.0 g; (iii) the numerous strong motion records

since then that have well exceeded 1.0 g in Chile,

New Zealand, Taiwan, and elsewhere; and

(iv) for Greece, the 1999 Athens earthquake that

ruptured an unknown extension of a known fault

in a low- to medium-seismicity zone with a

design effective PGA of 0.16 g, yielding esti-

mated PGAs of 0.5 g, and the 2014 earthquakes

in a well-known seismically active region in

Kefallinia, exceeding the design effective PGA

by as high as 200 %. Such consistent overshoots

of our impression of the expected level of shaking

in a seismically affected region demonstrate the

need for introducing to our designs reasonable

reduction factors coupled with excess ductility

capacity and structural redundancy, rather than

adopting qd = 1.0-type designs with no built-in

ductility.

Extensive statistical studies have demon-

strated that the q(or R) factors of SDOF systems

are not sensitive to the earthquake magnitude

unless near the causative fault, while they show

a reasonable similarity (in terms of the estimated

qm–m–T relations) between earthquake faults of

similar tectonic characteristics. Furthermore,

they do not seem to be sensitive to the hysteretic

shape of the system, for EPP and hardening sys-

tems of conventional new buildings. They are

sensitive, however, to softening cyclic response,

such as the case of structures with excessively

softening or brittle failure mechanisms, such as

existing RC frame or frame-wall structures,

buildings with strong P-d effects, or infilled RC

frames with weak infills. They also depend

strongly on the EDRS (de)amplification in the

case of a resonant (or not) structural period near
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the predominant period of the local soil condi-

tions, in soft soil sites. These observations make

the specification in earlier codes of constant

system-dependent qm for design unconservative.

Can the behavior factor qm be increased to 1.0

(elastic response) at the gain of lack of

implementing ductility into the system (i.e.,

qs = qO)? Although the incorporation of ductility

was initially imperative in seismic designs, this is

no longer the case, and the codes are coming at

the end of closed circle situation at this point,

where one may (at the national level) relax this

compulsory requirement. In this context, EC8

(2004), for instance, accounts for the case of a

low ductility class (DCL) design, whereby a con-

temporary seismic design may for all practical

purposes ignore all seismic detailing provisions

for ductility, provided that a qd close to 1.0–1.50

is adopted; in fact, the New Greek Code for

Concrete Works still in effect in parallel usage

with EC8 (2004) during the publication of

this work allows for such a non-ductile design,

even though the Greek National Annex of EC8

(2004) wisely, in the authors’ opinion, precludes

the use of DCL buildings in Greece. Given the

performance of non-ductile structures in

strong earthquakes and the possibly increased

cost of introducing ductility detailing into the

structure, it is believed that the practice of

neglecting to incorporate ductility may lead to

unsafe designs; therefore, adequate behavior fac-

tors with ductile detailing should be introduced,

so that incorporating ductility is financially

feasible.

Cross-References

▶Assessment of Existing Structures Using

Inelastic Static Analysis

▶Equivalent Static Analysis of Structures

Subjected to Seismic Actions

▶Nonlinear Finite Element Analysis

▶Numerical Modeling of Masonry Infilled

Reinforced Concrete Frame Buildings

▶ Seismic Vulnerability Assessment: Reinforced

Concrete Structures

References

ASCE (2013) Minimum design loads for buildings and

other structures. Standards SEI/ASCE 7-10. American

Society of Civil Engineers, Reston

ATC (1978) Tentative provisions for the development of

seismic regulations for buildings. Report ATC 3-06.

Applied Technology Council, Redwood City

ATC (1995) Structural response modification factors.

Report ATC-19. Applied Technology Council,

Redwood City

Biggs J (1964) Introduction to structural dynamics.

McGraw-Hill, New York

Borzi A, Elnashai AS (2000) Refined force reduction

factors for seismic design. Eng Struct

22(10):1244–1260

Chavez J, Khemici O, Khater M, Keshishian P (2012)

Building codes and relative seismic vulnerability in

Latin American Countries. In: Proceedings of 15th

world conference of earthquake engineering, Lisbon

Chryssanthopoulos MK, Dymiotis C, Kappos AJ

(2000) Probabilistic evaluation of behaviour factors

in EC8-designed R/C frames. Eng Struct

22(8):1028–1041

Clough RW, Penzien J (1975) Dynamics of structures. Mc

Graw Hill, New York

EC2 (2004) Eurocode No. 2, design of concrete structures

- part 1–1: general rules and rules for buildings, EN-

1992-1-1. European Committee for Standardization,

Brussels

EC8 (2004) Eurocode No. 8, design of structures for

earthquake resistance – part 1: general rules, seismic

actions and rules for buildings, EN-1998-1. European

Committee for Standardization, Brussels

EC8 ENV (1988) Background documents for Eurocode

8, Part 1. Vol. 2 – Design rules. Commission of the

European Communities, Brussels

Fajfar P (1999). Capacity spectrum method based on

inelastic demand spectra. Earthq Eng Struct Dyn

28(9):979–993

FEMA-356 (2000) Prestandard and commentary for

the seismic rehabilitation of buildings. FEMA,

Washington, DC

FEMA-695 (2009) Quantification of building seismic per-

formance factors. FEMA, Washington, DC

Genshu T, Yongfeng Z (2007) Seismic force modification

factors for modified-Clough hysteretic model. Eng

Struct 29(11):3053–3070

Gillie J, Rodriguez-Marek A,McDaniel C (2010) Strength

reduction factors for near-fault forward-directivity

ground motions. Eng Struct 32(1):273–285

Housner G (1956) Limit design of structures to resist

earthquakes. In: Proceedings, world conference of

earthquake engineering. Earthquake Engineering

research Institute, Berkeley

Kappos A (1991) Analytical prediction of the collapse

earthquake for R/C buildings: case studies. Earthq

Eng Struct Dyn 20(2):177–190

Behavior Factor and Ductility 279

B

http://dx.doi.org/10.1007/978-3-642-35344-4_201
http://dx.doi.org/10.1007/978-3-642-35344-4_201
http://dx.doi.org/10.1007/978-3-642-35344-4_169
http://dx.doi.org/10.1007/978-3-642-35344-4_169
http://dx.doi.org/10.1007/978-3-642-35344-4_138
http://dx.doi.org/10.1007/978-3-642-35344-4_123
http://dx.doi.org/10.1007/978-3-642-35344-4_123
http://dx.doi.org/10.1007/978-3-642-35344-4_252
http://dx.doi.org/10.1007/978-3-642-35344-4_252


Kappos A (1999) Evaluation of behaviour factors on the

basis of ductility and overstrength studies. Eng Struct

21(9):823–835

Lee LH, Han SW (1999) Determination of ductility factor

considering different hysteretic models. Earthq Eng

Struct Dyn 28(9):957–977

Mahin SA, Bertero VVB (1981) An evaluation of inelastic

seismic design spectra. J Struct Div ASCE

107(9):1777–1795

Mavroeidis GP, Dong G, Papageorgiou AS (2004) Near-

fault ground motions, and the response of elastic and

inelastic single-degree-of-freedom (SDOF) systems.

Earthq Eng Struct Dyn 33(9):1023–1049

Miranda E (1993) Site-dependent strength reduction fac-

tors. J Struct Eng ASCE 119(12):3503–3519

Miranda E, Bertero VVB (1994) Evaluation of strength

reduction factors for earthquake-resistant design.

Spectra 10(2):357–379

Miranda E, Ruiz-Garcia J (2002) Influence of stiffness

degradation on strength demands of structures built

on soft soil sites. Eng Struct 24(10):1271–1281

Nassar AA, Krawinkler H (1991) Seismic demands for

SDOF and MDOF systems, TR 95, The J. Blume

Earthquake Engineering Center, Stanford University,

Palo Alto

NEHRP (1985) NEHRP Recommended provisions

for the development of seismic regulations for

new buildings. Building Seismic Safety Council,

Washington, DC

Newmark NM, Hall WJ (1973) Seismic design criteria for

nuclear reactor facilities. Report No. 46, Building

Practices for Disaster Mitigation, National Bureau of

Standards, US Department of Commerce, pp 209–236
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Introduction

Traditional model-based structural modal analy-

sis and damage identification methods are typi-

cally parametric and user involved; as such, they

are usually associated with demanding computa-

tional resources and require quite a lot of

prior knowledge of structures. For practical
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applications, it would be useful to seek efficient

structural identification methods that may be able

to extract the salient information directly from

the measured structural signals. The recently

widely deployed advanced structural health mon-

itoring (SHM) systems in structures with dense

sensors also support such an effort: the massive

recorded data especially call for efficient data-

driven algorithms (Yang and Nagarajaiah

2014c, d) for further structural assessment.

Recently, blind source separation (BSS) has

emerged as a new unsupervised machine learning

tool (Hyvärinen and Oja 2000) and has been

extensively studied in structural dynamics and

output-only modal identification (Antoni 2005;

Kerschen et al. 2007; Yang and Nagarajaiah

2013a, b, c, 2014a, b; Poncelet et al. 2007; Zhou

and Chelidze 2007; McNeill and Zimmerman

2008; Hazra et al. 2010; Hazra and Narasimhan

2010; Sadhu et al. 2011, 2012; Abazarsa

et al. 2013; Antoni and Chuahan 2013; Ghahari

et al. 2013). Essentially, BSS techniques are able

to recover the hidden source signals and their

underlying factors using only the observed mix-

tures; it is thus suitable to perform output-only

structural identification when structural input or

excitation is usually extremely difficult or expen-

sive to obtain.

This entry presents the authors’ recent work

on data-driven output-only modal identification

and damage detection of structures. It is found

that exploiting the sparse essences of modal

expansion and damage information can effi-

ciently and effectively address some challenging

problems in output-only modal identification

and damage detection via BSS. A series of

novel algorithms are developed with experimen-

tal and real-world structure examples for

demonstrations.

Blind Identification of Damage via
Sparse Indepdent Component
Analysis (ICA)

The sparse damage features hidden in the struc-

tural information can be blindly extracted via a

BSS technique called independent component

analysis (ICA), as detailed in the following.

ICA is popularly used to estimate the blind

source separation (BSS) model (Hyvärinen and

Oja 2000),

x tð Þ ¼ As tð Þ ¼
Xn
i¼1

aisi tð Þ (1)

using only the observed mixture vector

x tð Þ ¼ x1 tð Þ, x2 tð Þ, . . . , xm tð Þ½ �T ; s tð Þ ¼ s1 tð Þ,½
s2 tð Þ, . . . , sn tð Þ�T and A denote the latent source

vector and the unknown constant m� n linear

mixing matrix, respectively, to be simultaneously

estimated. ai is the ith column of A and is associ-

ated with the corresponding source si(t). The

assumption of m ¼ n is imposed herein, i.e., the

number of mixtures equals that of the sources and

A is square. With only x(t) known, Eq. 1 may not

be mathematically solved by classical methods;

additional assumption is thus needed to estimate

the BSS model.

The principle of ICA estimation is based on

the classical central limit theorem (CLT), which

states that a sum of independent random variables

tends to distribute toward Gaussian, i.e., a mix-

ture of independent random variables is always

more Gaussian than any one of the original vari-

ables (except that the mixture only contains one

random variable). As seen in Eq. 1, mixtures

are expressed as a weighted sum of

the sources themselves; they are thus always

more or equally Gaussian than the sources. ICA

therefore searches for proper demixing matrix

W such that the recovered independent compo-

nents (ICs) y tð Þ ¼ y1 tð Þ, y2 tð Þ, . . . , yn tð Þ½ �T
obtained by

y tð Þ ¼ Wx tð Þ (2)

are as non-Gausssian as possible and thus approx-

imate s(t). Each IC yi(t) is computed by

yi tð Þ ¼ wix tð Þ (3)

with wi denoting the ith row of W. By seeking

those ICs which maximize non-Gaussianity, the
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sources (and simultaneously the mixing matrix)

can therefore be recovered by ICA.

Non-Gaussianity of a random variable can be

measured by some contrast function, e.g.,

negentropy. The entropy of a discrete random

variable u ¼ u1, u2, . . . , ui, . . .
� �

is defined by

H uð Þ ¼ �
X
i

p u ¼ ui
� � � logp u ¼ ui

� �
(4)

where p �ð Þ is the probability mass operator.

Entropy measures the uncertainty or randomness

of a random variable. For example, for a random

variable with impulse probability mass function,

its entropy is zero, i.e., it is completely determined.

The Gaussian random variable has the largest

entropy among all other random variables with

equal variance (Hyvärinen and Oja 2000), i.e., it

is the most random or uncertain one. On the other

hand, a random variable with sparse representa-

tion has small entropy as it is less random or

easier to be predicted. This conclusion yields

the definition of negentropy as a measure of

non-Gaussianity given by

J uð Þ ¼ H ugau
� �� H uð Þ (5)

in which ugau is a standardized Gaussian random

variable (zero mean and unit variance); it quanti-

tatively evaluates the entropy distance of a

(standardized) random variable from a Gaussian

variable. Finding the ICs that maximize the

negentropy by ICA thus yields random variables

with sparse representation (Yang and

Nagarajaiah 2014a). This finding turns out very

useful for damage identification, as subsequently

described.

A simplified approximation to the negentropy

is the classical kurtosis, which is defined by

kurt uð Þ ¼ E u4
� �� 3 E u2

� �� �2
(6)

where E �½ � denotes the expectation operator. The

kurtosis of a Gaussian random variable is zero,

and that of a non-Gaussian random variable is

nonzero. It is easy to estimate and computation-

ally efficient. The FastICA is one of the most

efficient algorithms implementing ICA estima-

tion and is adopted in this study.

Damage may behave as pulse-like information

hidden in the structural vibration response signals

once they are processed further such as in the

wavelet domain. The pulse-like feature containing

damage information may be buried in the noisy

wavelet-domain signals on a certain scale. Because

ICA biases to extract sparse components from the

observations, feed the wavelet-domain responses

xl(t) at the lth scale as mixtures into theBSSmodel,

xl tð Þ ¼ As tð Þ (7)

If there is any pulse-like feature hidden in xl(t),

then ICA will extract it, which is to be revealed in

the recovered sparse component yj(t) with sharp

spikes indicating damage

y tð Þ ¼ Wxl tð Þ (8)

Such yj(t) is proposed as the “interesting” source

within the damage identification framework.

Note that xl(t) inherits the temporal information

of the responses; this implies that the recovered

“interesting” source yj(t) retains temporal signa-

tures of the inflicted damage, which is indicated

by the time instant location of the sharp spike.

Expanding the WT-BSS model Eq. 7 as

xl tð Þ ¼
Xn
i¼1

aisi tð Þ

xl1 ¼
Xn
i¼1

a1isi tð Þ ¼ a11s1 tð Þ þ a12s2 tð Þ þ . . .þ a1nsn tð Þ

xlj ¼
Xn
i¼1

ajisi tð Þ ¼ aj1s1 tð Þ þ aj2s2 tð Þ þ . . .þ ajnsn tð Þ

xln ¼
Xn
i¼1

anisi tð Þ ¼ an1s1 tð Þ þ an2s2 tð Þ þ . . .þ annsn tð Þ

(9)

Observe that the mixing coefficient aji locates the
mixture and the source by its indices j and i,

respectively, and the columnwise vector

ai ¼ a1i, a2i, . . . , aji, . . . , ani
� �T

contains the spa-

tial signature of the corresponding source si(t).

Herein, ai and its element aji are proposed as the
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source distribution vector (SDV) and source dis-

tribution factor (SDF), respectively; they

describe how source si(t) is distributed among

n mixtures. Specifically, if aji has the largest

(absolute) value among ai ¼ a1i, a2i, . . . ;½
aji, . . . , ani�T, then xj(t) contains most si(t) compo-

nents among all the mixtures (Yang and

Nagarajaiah 2014a).

The proposed concepts of SDV and SDF are

readily extended to damage localization issues.

As the structural response in the vicinity of dam-

age naturally contains most spike-like features,

damage can be localized by tracking the spike in

the SDV of the recovered impulse-like IC, which

is the “interesting” source. Figure 1 shows an

experimental structure application of WT-ICA

Blind Identification of Output-Only Systems and
Structural Damage via Sparse Representations,
Fig. 1 Sparse ICA simultaneous identification of both

structural damage instant and damage location: (a) the

experimental structure with four sensors embedded sub-

ject to white noise excitation at the base and (b) the

WT-ICA identification results
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in simultaneous identification of both damage

instant (at the 10th second) and damage location

(the second sensor, left column in the first floor)

by the spike feature in the recovered “interesting”

source and the corresponding spatial signature,

respectively; the detail of this experiment is

referred to Yang and Nagarajaiah (2014a).

Output-Only Modal Identification by
Sparse Time-Frequency ICA

In the above section, the sparse wavelet ICA is

introduced for identification of the hidden spike-

like features that typically indicate structural

damage information. In the following, the sparse

properties of modal expansion are further

exploited and lead to a new output-only modal

identification method STFT-ICA within the BSS

framework which can handle even highly

damped structures, as detailed in the following.

For a linear time-invariant system with

n degrees-of-freedom (DOF), the governing

equation of motion is

M€x tð Þ þ C _x tð Þ þKx tð Þ ¼ f tð Þ (10)

where M, C, and K are the symmetric mass,

(diagonalizable) damping, and stiffness matrices,

respectively, and f(t) is the external force.

The system responses x tð Þ ¼ x1 tð Þ, . . . ,½
xn tð Þ�T can be expressed using the modal

expansion

x tð Þ ¼ Fq tð Þ ¼
Xn
i¼1

’iqi tð Þ (11)

where F�ℝn�n denotes the inherent vibration

mode matrix (real-valued normal modes) with

its ith column (modeshape), and ’i �ℝn is the

modal response (real-valued).

The output-only identification issue pursues to

identify the modal parameters by solely relying

on the knowledge of x(t) without any excitation

or input information to the system, such like

identification of both F and q(t) only from x(t)
in Eq. 11. Such is an ill-posed problem and may

not be solved mathematically. Traditional output-

only modal identification methods usually pre-

sume a parametric model (e.g., a stochastic state

space model) to proceed with the identification;

however, they have a serious drawback of the

model order determination problem. Other

methods may suffer from sensitivity to noise,

dependence on expert experience, and heavy

computational burden. The BSS technique pro-

vides a straightforward and efficient algorithm

for output-only modal identification, as detailed

in the following.

The BSS problem has a similar pursuit with

the output-only modal identification issue. The

close similarity is implied between the modal

expansion Eq. 11 and the BSS model Eq. 1.

If the system responses are fed as mixtures into

the BSS model, then the target of output-only

identifying F and q(t) in Eq. 11 can be solved

by blind recovery of A and s(t) using those BSS

techniques dependent on the independence

assumption since q(t) typically with incommen-

surable frequencies are independent on the modal

coordinates.

It has been shown, however, that such direct

extraction of time-domain modal responses by

ICA has failed for higher-damped structures

(only within 1 %) (Kerschen et al. 2007; Yang

and Nagarajaiah 2013a, b, 2014a, Brewick and

Smyth 2015). The primary reason lies in that ICA

ignores the temporal information of signals,

while the targeted modal responses possess sig-

nificant time structure – exponentially decaying

monotone sinusoids.

To address the aforementioned issues of ICA,

it is proposed by Yang and Nagarajaiah (2013a)

to transform the time-domain modal expansion

Eq. 11 to the time-frequency domain where the

target modal responses have sparse representa-

tions, using the short-time Fourier transform

(STFT) prior to the ICA estimation,

Xf t ¼ FQf t ¼
Xn
i¼1

’iQf t, i (12)

where f and t are the frequency and window

indices, respectively. ICA then extracts the most
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independent (sparse) components that are the

time-frequency representation of the modal

responses,

~Qf t ¼ ~WXf t (13)

The recovered independent sources

~Qf t ¼ ~Q1, f t, . . . , ~Qn, f t
� �T

are supposed to be as

sparse as possible and approximate the targeted

sparse time-frequency representations of the

monotone modal responses. The obtained mixing

matrix is therefore the estimated normal mode,

i.e., eF ¼ ~A ¼ ~W
�1
. Once the normal modes are

estimated, the time-domain modal responses can

be recovered using the demixing matrix

~q tð Þ ¼ ~Wx tð Þ (14)

whereby readily estimating the modal frequen-

cies and damping ratios in free vibration are

readily estimated by Fourier transform (FT) and

Hilbert transform (HT) or logarithm-decrement

technique (LT) (Nagarajaiah and Basu 2009;

Basu et al. 2008; Nagarajaiah and Li 2004;

Dharap et al. 2006; Koh et al. 2005a, b; Li

et al. 2007).

Figures 2, 3, 4, and 5 as well as Tables 1 and 2

present the successful application of STFT-ICA

in identification of the modal parameters of an

experimental structure (Fig. 2) and a real-world

structure subject to the Northridge Earthquake

1994 (Nagarajaiah and Dharap 2003;

Nagarajaiah and Sun 2000, 2001), both of which

are highly damped. The details are referred to

Yang and Nagarajaiah (2013a).

Complexity Pursuit on “Independent”
Modal Coordinates

Exploiting the properties of the system responses

and modal responses can lead to an efficient

output-only modal identification method (Yang

and Nagarajaiah 2013b) that enjoys even wider

success based on a new BSS learning rule

complexity pursuit (Stone 2001), which states

that the complexity of any mixture signal

(system response) always lies between that of

the simplest source (simplest modal response)

and most complicated source (most complex

modal response).

In statistics, the complexity of a signal, say,

yi ¼ wix (the temporal index is made implicit), is

rigorously measured by Kolmogorov complexity.

Given that Kolmogorov complexity is not intui-

tive and difficult to approximate in practice,

Stone (2001, 2004) provided a simple yet robust

complexity measure of a signal, temporal predict-

ability, which is defined by

F yið Þ ¼ log
V yið Þ
U yið Þ ¼ log

XN
t¼1

yi tð Þ � yi tð Þð Þ2

XN
t¼1

ŷi tð Þ � yi tð Þð Þ2

(15)

where the long-term predictor yi tð Þ and short-

term predictor ŷi(t) are given, respectively, by

Blind Identification of Output-Only Systems and
Structural Damage via Sparse Representations,
Fig. 2 The experimental highly-damped 3-story steel

frame and the zoomed fluid damper
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yi tð Þ¼ lLyi t�1ð Þþ 1�lLð Þyi t�1ð Þ 0� lL � 1

ŷi tð Þ¼ lSŷi t�1ð Þþ 1�lSð Þyi t�1ð Þ 0� lS � 1

(16)

The parameter l is defined by the half-life

parameter h as

l ¼ 2�1=h (17)

where hS ¼ 1 and hL is arbitrarily set (say,

900, 000) as long as hL � hS (Stone 2001, 2004).
Incorporate yi ¼ wix into Eq. 15,
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F yið Þ ¼ F wi, xð Þ ¼ log
V wi, xð Þ
wi, xð Þ ¼ log

wiRw
T
i

wiR̂w
T
i

(18)

where R and R̂ are the n� n long-term and

short-term covariance matrix between the

mixtures, respectively; their elements are

defined as

rij ¼
XN
t¼1

xi tð Þ � xi tð Þ
� ðxj tð Þ � xj tð Þ

� �
r̂ij ¼

XN
t¼1

xi tð Þ � x̂i tð Þ
� ðxj tð Þ � x̂j tð Þ

� � (19)

Therefore, given a set of mixtures x(t), the CP

learning rule is formulated to search for the

demixing vector wi which maximizes the tempo-

ral predictability contrast function F �ð Þ; this can

be solved by the classic gradient ascent technique

as described in the following.

Following Eq. 18, the derivative of F with

respect to wi is

∇wi
, F ¼ 2wi

Vi
R� 2wi

Ui
R̂ (20)

By iteratively updating wi, a maximum of

F is guaranteed to be found; the extracted

component yi ¼ wix with maximum temporal

predictability is the least complex signal and

thus approaches the simplest source hidden in the

mixtures, according to Stone’s theorem in the CP

learning rule.

Restricted to Stone’s theorem (Xie et al.

2005), however, the sources can only be extracted

one by one by maximizing the temporal
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SENSOR LOCATIONSLos Angeles -7-story University Hospital
   (CSMIP Station No. 24605)

Steel Braced
Perimeter Frame

15

Roof

6th

4 th

2 nd
Ground
Lower Level
Foundation Level

North Elevation

15
’

214’

76.5’2627

25
Free
Field

12
6.

5’

5’

25
’

30
3’

15
1.

5’

50’

8

3 7
5

6

1

Elastomeric
Isolators

Lead-Rubber
Isolators

253’
126.5’

15
’

6 
@

 1
4.

5’

13

14

12

4 211

9

10

Lower Level
(Above Isolators)

Foundation Level
18

Structure Reference
Orientation: N = 5°

6th Floor Plan

17

19

Nref

20

22

21

23

24

Roof Plan4th Floor Plan

Blind Identification of Output-Only Systems and Structural Damage via Sparse Representations,
Fig. 4 Sensor outline of the highly-damped USC hospital building

Blind Identification of Output-Only Systems and Structural Damage via Sparse Representations 287

B



predictability using the gradient ascent tech-

nique. Stone (2001) proposed a more elegant

algorithm that can efficiently extract all the hid-

den sources simultaneously, described as

follows.

The gradient of F reaches zero in the solution,

where

∇wi
F ¼ 2wi

Vi
R� 2wi

Ui
R̂ ¼ 0 (21)
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Rewriting as

wiR ¼ Vi

Ui
wiR̂ (22)

yields a well-defined generalized eigenproblem

(Stone 2001); the solution for wi can thus be

obtained as the eigenvector of the matrix R̂
�1
R,

with the eigenvalue gi ¼ Vi=Ui. The sources can

then be efficiently extracted simultaneously by

s tð Þ ¼ y tð Þ ¼ Wx tð Þ (23)

where the eigenvector matrixW, withwi as its ith

row, is the target demixing matrix such that

A ¼ W�1 and y tð Þ ¼ y1 tð Þ, . . . , yn tð Þ½ �T is the

recovered component vector which approaches

the source vector s(t).

The aforementioned CP framework can then

be cast into the modal identification whose phys-

ical interpretation is based on a new concept of

“independent physical system on modal coordi-

nates” (Yang and Nagarajaiah 2013b). The CP

method is successful as shown in Figs. 6, 7, 8, and

9 and Tables 3 and 4 in identification of closely

spaced couples with high-damped modes and in

the presence of nonstationary seismic excitation.

Sparse Component Analysis of Modal
Expansion

Existing BSS-based output-only modal identifi-

cation methods may not be applied to the

underdetermined problem where m<n (i.e., only

partial observations are available), which also

often arises; e.g., for a large-scale structure, com-

pared to its complexity with quite a few active

modes, the measurement sensors may be limited.

In this situation, the SCA method (Gribonval and

Lesage 2006; Yang and Nagarajaiah 2013c) is

used to tackle both the determined and

underdetermined problem by exploiting the spar-

sity essence of the modal response. The targeted

modal responses, which are viewed as sources in

the BSS framework, are monotone, implying that

they are active at only one distinct frequency,

respectively. Therefore, they are most sparsely

and disjointly distributed in the frequency

domain and naturally satisfy the source sparsity

assumption of SCA. Hence, transform the modal

expansion Eq. 11 into the sparse frequency

domain to incorporate modal identification to

the SCA framework

x fð Þ ¼ eFq fð Þ ¼
Xn
i¼1

’iqi fð Þ (24)

with

x fð Þ ¼ F x tð Þð Þ ¼
ð1
�1

x tð Þe�j2pf tdt

q fð Þ ¼ F q tð Þð Þ ¼
ð1
�1

q tð Þe�j2pf tdt

(25)

where F , f, and j denote the Fourier transform

operator, frequency index, and the imaginary

operator, respectively. Note that F is an invert-

ible linear transform; it holds the form of the

modal expansion such that Eq. 24 is valid and F

remains invariant.

To avoid complex elements in Eq. 24, it is

more practical to use the cosine transform F c

(also linear) to yield real-valued x(f), simply

replacing the Fourier basis e�j2pf t with the cosine

Blind Identification of Output-Only Systems and
Structural Damage via Sparse Representations,
Table 1 Identified results of the experimental model

Mode

Frequency (Hz)

Damping ratio

(%)

MACERA

STFT-

ICA ERA

STFT-

ICA

1 1.649 1.800 12.9 11.7 0.99

2 4.226 4.126 16.8 16.5 0.69

3 5.999 5.869 5.0 5.1 0.91

Blind Identification of Output-Only Systems and
Structural Damage via Sparse Representations,
Table 2 Identified results of the USC building

Mode

Frequency (Hz)

MACAnalytical STFT-ICA

1 0.746 0.766 0.98

2 1.786 1.907 0.93

3 3.704 3.941 0.30
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basis cos 2pft in Eq. 24. The DCT is adopted in

the proposed SCA method, then x(f) and q(f) are
understood as real-valued cosine transform

coefficients.

Using the disjoint sparsity property of

modal responses with distinct frequencies, at

some fk where only one modal response

qj j ¼ 1, . . . , nð Þ is active and qi ¼ 0 for i 6¼ j ,

Eq. 24 becomes

x f kð Þ ¼ ’iqj f kð Þ (26)

Therefore, the points of x(f) will cluster to the

direction of the jth modeshape ’j j ¼ 1, . . . , nð Þ

Blind Identification of
Output-Only Systems
and Structural Damage
via Sparse
Representations,
Fig. 6 (a) The system
responses of a 3-DOF

numerical model and (b)
the modal responses

recovered by CP in free

vibration (closely-spaced

coupled with high-damped

modes)
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such that the estimated vibration mode matrix eF
can be extracted by the automatic fuzzy C-means

clustering algorithm.

For determined cases, eF is square, and the

time-domain modal responses can be recovered

directly by

~q tð Þ ¼ eF�1
x tð Þ (27)

from which the frequency and damping ratio can

be estimated by straightforward Fourier trans-

form and logarithm decrement, respectively. In

underdetermined cases, eF is rectangular. The

frequency-domain modal sources ~q fð Þ can first

be recovered using ‘1-minimization (P1): at each

f �O,

~q fð Þ ¼ arg min q fð Þk k‘1 subject to eFq fð Þ
¼ x fð Þ

(28)

where q fð Þk k‘1 ¼
Xn
i¼1

qi fð Þj . The validity of this

strategy resides in the ability of the ‘1-

minimization to recover the sparsest solution to

Eq. 28, which is exactly the desired monotone

frequency-domain modal responses since they

are the sparsest solution among all feasible solu-

tions to Eq. 28.

Using the inverse cosine transform, the

time-domain modal responses can be readily

recovered by

~q tð Þ ¼ F c�1 ~q fð Þð Þ (29)

thereby estimating the frequency and damping

ratio.

For demonstrations, Fig. 10 shows that

SCA is able to recover the close modes

coupled with high damping using only two

sensors of the 3-DOF numerical model.

Blind Identification of Output-Only Systems and Structural Damage via Sparse Representations, Fig. 7 (a)
The experimental 3-story structure, (b) the modeshapes estimated by CP, and (c) the modeshapes estimated by SCA
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Figures 7c, 11, 12, and 13 and Table 5 show

that SCA works very well even with limited

sensors in the three-story experimental struc-

ture. Details are referred to Yang and

Nagarajaiah (2013c).

Summary

This study shows that properly exploiting

the sparse essences of modal expansion and

damage information could efficiently and

Blind Identification of
Output-Only Systems
and Structural Damage
via Sparse
Representations,
Fig. 8 (a) The measured

system responses and (b)
the modal responses

recovered by CP of the

experimental model subject

to white noise excitation
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Blind Identification of
Output-Only Systems
and Structural Damage
via Sparse
Representations,
Fig. 9 (a) The measured

system responses and (b)
the modal responses

recovered by CP of the

USC hospital building in

the Northridge

earthquake 1994

Blind Identification of Output-Only Systems and
Structural Damage via Sparse Representations,
Table 3 CP identified results of the experimental model

Frequency (Hz)

MACMode Peak picking CP

1 2.550 2.600 1.0000

2 7.330 7.395 0.9993

3 10.460 10.720 0.9997

Blind Identification of Output-Only Systems and
Structural Damage via Sparse Representations,
Table 4 CP identified results of the USC building

Frequency (Hz)

MACMode Analytical CP

1 0.746 0.768 0.9751

2 1.786 1.907 0.9054

3 3.704 3.941 0.7874
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effectively address some challenging prob-

lems in output-only modal identification and

damage detection via the unsupervised blind

source separation (BSS) method. Sparse ICA

is first introduced to simultaneously identify

both damage time instants and damage loca-

tions and then further employed to exploit the

sparse nature of modal expansion to handle

the problem of identification of highly

damped structures. What is more, two new

Blind Identification of
Output-Only Systems
and Structural Damage
via Sparse
Representations,
Fig. 10 The modal

responses recovered by

SCA using only two sensors

(close modes coupled with

high damping case)
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output-only modal identification methods are

presented: the time-domain CP method and

the SCA method which can handle the

underdetermined problems with limited

sensors. The interpretations of CP and SCA

in output-only modal identification are

presented, and the successful implementations

are also demonstrated using both

Blind Identification of
Output-Only Systems
and Structural Damage
via Sparse
Representations,
Fig. 11 The free-vibration

system responses of the 3-

story experimental model

(Fig. 7a)

Blind Identification of Output-Only Systems and
Structural Damage via Sparse Representations,
Fig. 12 The scatter plot in frequency domain of the

system responses of (a) all three sensors; (b) Sensor

1 and 2 in the 3-story experimental model (shown in

Fig. 7a)
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experimental and real-world structure exam-

ples. The established data-driven output-only

modal identification and damage identification

framework is nonparametric and enjoys

efficient computation and little user involve-

ment, which is expected to have potential for

real-time structural identification and health

monitoring.

Blind Identification of
Output-Only Systems
and Structural Damage
via Sparse
Representations,
Fig. 13 The modal

responses recovered by

SCA (a) using all the three

sensors and (b) using
Sensor 1 and 2 of the

experimental model

Blind Identification of Output-Only Systems and Structural Damage via Sparse Representations,
Table 5 Identified modal parameters by SCA of the experimental system

Frequency (Hz) Damping ratio (%) MAC

Mode PP Determined Under- Determined Under- Determined Under-

1 2.55 2.66 2.66 1.12 1.04 0.9997 0.9995

2 7.33 7.51 7.51 1.08 1.03 0.9997 0.9996

3 10.46 10.80 10.80 0.68 0.67 0.9988 1.0000
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Introduction

The poor performance of bridges during the 1971

San Fernando earthquake has urged the engineer-

ing community to further investigate methods of

analysis and evaluation of seismic loads and their

effects on these structures. Later, earthquakes

such as Northridge, 1994, and Kobe, 1995, have

further increased engineers’ awareness of the

effects of earthquakes on bridges. The past two

decades have witnessed a great evolution in seis-

mic design codes, advance modeling, and analy-

sis. Moreover, the importance of the interaction

between the structure and the surrounding soil on

the seismic response of bridge structures during

earthquakes has been fully realized.

Past performance of foundations was satisfac-

tory in moderate earthquakes and poor in large

earthquakes with magnitudes greater than seven.

Examples include the 1964 M9.2 Alaskan Earth-

quake, the 1991 M7.6 Costa Rica Earthquake, the

1999 M7.8 Izmit-Turkey Earthquake, the 2010

M8.8 Chile Earthquake, the 2011 M9.0 Tohoku-

Oki Earthquake in Japan, and the 2012 M7.4

Guatemala Earthquake. In all these earthquakes,

spread footings failures were due to loss of bear-

ing capacity and lateral spreading due to soil

liquefaction. Figure 1 depicts photo of a col-

lapsed bridge during the Limon Province, Costa

Rica Earthquake. The piers have disappeared in

the river a result of liquefaction and both bridge

spans have collapsed during the earthquake.

The seismic response of bridge foundations

depends on: the type, geometry, and embedment

of the foundation; the characteristics of the sur-

rounding soil; and the interaction between the

foundation and the surrounding soil.

Soil–structure interaction is the influence of the

soil and structure both on each other simulta-

neously. Seismic ground motions that are not

influenced by the presence of the structure are

known as free-field motions. If the structure

exists, the deformations of the foundations devi-

ate from the deformations of the free-field motion

and the dynamic response of the structure induces

deformation of the supporting soil. The process in

which the response of the soil influences the

motion of the structure and the motion of the

structure influences the response of the soil is

known as soil–structure interaction (SSI). There

are two approaches used to incorporate the effect

of SSI in seismic analyses of structures, direct

methods and simplified methods. In the direct

approach, the entire soil-foundation-structure

system is modeled and analyzed simultaneously

in one step using finite element or finite differ-

ence methods with the seismic waves applied at

the model boundaries. This approach requires

specific programs that can idealize the nonlinear

behavior of the soil and large CPU time for anal-

ysis. Although it is conceptually very attractive, it

is fairly complex and very seldom been applied

for practical bridge problems. Simplified

methods include the substructure approach and

theWinkler approach. The substructure approach

includes subdividing the structure into two
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substructures, foundation and superstructure,

with a convenient interface between the two.

First, the stiffness and damping properties of the

foundation system, for each degree of freedom,

are first evaluated and then applied to the bridge

superstructure in the form of springs and dashpots

at the point of interface. The Winkler spring

model (Winkler 1867) acts in conjunction with

the foundation to eliminate rotational springs.

The p-y curve method, which was developed for

off-shore structures and used for analysis of deep

foundations, originates from the Winkler spring

method.

The most common types of bridge foundations

are: (i) spread footings for sites of rock and stiff

soil; (ii) pile-supported cap foundations for sites

with soft soil or for sites with soil layers vulner-

able to liquefaction; (iii) drilled shafts for cohe-

sive soils, especially with deep groundwater or

when construction of new foundations requires a

small footprint wherein, a single drilled shaft

under a single column can avoid the large foot-

print that would be necessary with a group of

piles; and (iv) large gravity caissons for complex

bridges such as cable supported bridges.

The subsequent sections of this chapter dis-

cuss the procedures for modeling bridge founda-

tions for analysis including effects of SSI.

Methods for designing these foundations to resist

seismically induced forces and displacements are

also explained.

Spread Footings

Spread footings are usually suitable for sites of

rock and firm soils. The stability of these founda-

tions under seismic loads can be evaluated using

a pseudostatic bearing capacity procedure. The

applied loads for this analysis can be taken

directly from the results of a global dynamic

response analysis of the bridge with the soil-

foundation-interaction effects represented in the

structural model.

Spread Footing Stiffness

A method to be selected for evaluating the foun-

dation stiffness must adequately reflect the shape

of the foundation–soil interface; the amount of

embedment; the nature of the soil profile; and the

mode of vibration and frequencies of excitation.

The uncoupled spring approach satisfies all these

conditions. It is accomplished through determin-

ing the dynamic impedance functions for the

foundation. This method is adequate if the seis-

mic foundation loads are not expected to exceed

twice the ultimate foundation capacities. As illus-

trated in Fig. 2, the dynamic impedance model is

an uncoupled single node model that represents

the foundation element. An upper and lower

bound approach to evaluating the foundation

stiffness is often used because of the uncertainties

in the soil properties and the static loads on the

foundations. As a general rule of thumb, a factor

Bridge Foundations,
Fig. 1 A bridge collapse

due to foundation failure

Costa Rica

Earthquake 1993
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of 4 is taken between the upper and lower bound

(ATC-1995).

The dynamic impedance model is based on

earlier studies on machine foundation vibrations,

in which, it is assumed that the response of rigid

foundations excited by harmonic external forces

can be characterized by the impedance or

dynamic stiffness matrix for the foundation. The

impedance matrix depends on the frequency of

excitation, the geometry of foundation and the

properties of the underlying soil deposit.

The evaluation of the impedance functions for a

foundationwith an arbitrary shape has been solved

mathematically using a mixed boundary-value

problem approach or discrete variation problem

approach. Currently, there are two commonly

used approaches for evaluating the dynamic

impedance functions for a shallow foundation.

The first is based on the approximate solution for

a circular footing rigidly connected to the surface

of isotropic homogeneous elastic half space. The

second approach is more general and is applicable

to a foundation with an arbitrary shape.

In the equivalent circular base approach the

impedance function of a foundation is obtained

from the elastic solution of a rigid massless cir-

cular base resting on the surface of the soil for

each degree of freedom independently. The

impedance function for each degree of freedom

is a frequency dependent complex expression,

where its real part represents the elastic stiffness

(spring constant) of the soil-foundation system

and its imaginary part represents the damping in

the soil-foundation system. The impedance func-

tion is expressed as:

kj ¼ kj a0, nð Þ þ iocj a0, nð Þ (1)

where, kj is the real part represent the dynamic

stiffness for a specific degree of freedom j, cj is
the imaginary part represent the damping for a

degree of freedom j, n is Poisson’s ratio of the

soil medium, a0 is a dimensionless frequency

expressed as:

a0 ¼ orj
Vs

(2)

in which,o is the circular frequency of excitation

in rad/s, rj is equivalent radius for a specific

degree of freedom, and VS is the shear wave

velocity of the soil medium. Both the dynamic

stiffness kj and the damping cj are obtained in

terms of the static stiffness Kj as:

kj ¼ ajKj and cj ¼ bj
Kjrj
VS

(3)

where aj and bj are dynamic modifiers are evalu-

ated as function of the dimensionless frequency

a0 and Poisson’s ratio n.

Evaluation of the static stiffness coefficients

can be obtained using the equivalent circular

footing, wherein it is assumed that the footing is

rigid and founded on top of a semi-infinite elastic

half space. The rectangular footing is converted

to an equivalent circular footing for each degree

of freedom. The stiffness coefficients are evalu-

ated for the circular footing and then multiplied

Bridge Foundations, Fig. 2 Analysis model for spread

footings
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by shape and embedment factors to obtain the

solution for the rectangular base. The solution is

carried out in five steps as follows:

Step 1: Determine the equivalent radius for each

degree of freedom, which is the radius of a

circular footing with the same area as the

rectangular footing as shown in Fig. 3.

Step 2: Calculate the stiffness coefficients K0 for

the transformed circular footing (Table 1),

where, G and n in the table are the shear

modulus and Poisson’s ratio for the soil-

foundation system.

Step 3: Multiply each of the stiffness coefficients

values obtained in step 2 by the appropriate

shape correction factor a from Fig. 4 (Lam and

Martin 1986). This figure provides the shape

RECTANGULAR
FOOTING

1
3

2

2

2L

3

R

D
2B

2B

EQUIVALENT
CIRCULAR
FOOTING

EQUIVALENT RADIUS:

TRANSLATIONAL: Ro =

R1 =

4BL

(2B) (2L)3

π

3π
ROTATIONAL: (x−AXIS ROCKING)

(y−AXIS ROCKING)

(z−AXIS TORSION)

1/4

R2 =

R3 =

(2B)3 (2L)

4BL (4B2+ 4L2)

3π

6π

1/4

1/4

Bridge Foundations,
Fig. 3 Procedure for

evaluating equivalent

radius of a rectangular

footing

Bridge Foundations, Table 1 Static stiffness coeffi-

cients for a circular footing resting on the surface of soil

Displacement degree-of-freedom k0

Vertical translation 4Gr
1�u

Horizontal translation 8Gr
2�u

Torsional rotation 16
3
Gr3

Rocking rotation 8Gr3

3 1�uð Þ
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factors for different aspect ratios L/B for the

foundation.

Step 4: Multiply the values obtained from step 3

by the embedment factor b using Fig. 5. D in

these figures is the footing thickness.

Step 5: Calculate the dynamic stiffness and the

damping coefficients using Eq. 3 and the

charts displayed in Figs. 6, 7, and 8 (Veletsos

and Verbic 1973),

The static stiffness can be calculated using the

second approach for calculating the impedance

functions for the soil-foundation system (Gazetas

1991). Using Fig. 9, a two-step calculation pro-

cess is required. First, the stiffness terms are

calculated for a foundation at the surface. Then,

an embedment correction factor is calculated for

each stiffness term. The stiffness of the embed-

ded foundation is the product of these two terms.

According to Gazetas, the height of effective

sidewall contact, d, in Fig. 9 should be taken as

the average height of the sidewall that is in good

contact with the surrounding soil.

Considering the range of frequencies and

amplitudes in earthquake ground motions com-

pared to machine foundations, it is reasonably to

ignore the frequency dependence of the stiffness

as well as the damping parameters.

Based upon the results of the dynamic analy-

sis, the peak dynamic loads and deformations of

the foundation are determined and compared to

acceptable values. The foundation must be eval-

uated for bearing capacity and sliding resistance

due to the seismic loads.

Seismic Design of Spread Footings

Earthquakes will induce moments and horizontal

loads in addition to the traditional vertical loads

applied to a spread footing. In low seismic hazard

areas, spread footings may be proportioned to

resist overturning, sliding, flexure, and shear

due to forces obtained from the seismic analysis

of the bridge. In high seismic regions, the flexural

and shear demands are those associated with the

over-strength plastic moment capacity of the col-

umn or pier attached to the footing. To represent

the combined effect of the seismic forces and

moments a resultant load that may have to be

inclined and applied eccentrically can be applied

in lieu of the seismic vertical forces, seismic

horizontal forces, and seismic moments. There-

fore, a procedure is established to account for

load inclination and load eccentricity of footing

through which the general bearing capacity equa-

tion of shallow footing is adjusted to account for

these effects. This procedure is carried out in

three steps as follows:

Step 1: Compute the seismic vertical loads, seis-

mic horizontal loads, and seismic moments
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Bridge Foundations,
Fig. 4 Shape factors for

rectangular footings (Lam

and Martin 1986)
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imposed to the footing. These seismic loads

and moments can be taken directly from the

results of a global dynamic response analysis

of the structure with the soil–foundation inter-

action SFI effects represented in the structural

model. For each direction, these forces are

then combined into a single resultant force

with an inclination angle b with respect to

the vertical.

Step 2: Calculate the equivalent dimensions for

the footing to account for the load eccentricity,

which is caused by the seismic moments

applied to the foundation in both directions.

The vertical load can be transferred to an

eccentric position defined by eb = Mb/Q and

el = Ml/Q, whereQ is the central vertical load

due to seismic load plus other service loads;

Mb andMl = seismic moments about the short

and long axes of the footing; and eb and el =
eccentricities of the loadQ about the centroid

of the footing in the direction of the short and

long axes respectively.

It is known from basic principles of

strength of materials that if the eccentricity

in one direction is less than 1/6 of the founda-

tion’s length in that direction, the footing is in

compression throughout. As eccentricity

exceeds this value, a loss of contact occurs.

The concept of effective width was introduced

by Meyerhof (1953) who proposed that at the

ultimate bearing capacity of the foundation, it

could be assumed that the contact pressure is

identical to that for a centrally loaded founda-

tion but of reduced width. The reduced
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dimensions as indicated in AASHTO-LRFD

(AASHTO 2012) for a footing subjected to

two-way eccentricity can be adopted as illus-

trated in Fig. 10.

Step 3: Adjust the static bearing capacity equa-

tion for inclination and eccentricity. Load

inclination factors may be calculated as

Vesic 1970 and added to the static bearing

capacity equation to count for load inclination.

The sliding resistance of a spread footing

should be evaluated independently of the bear-

ing capacity, wherein, the unit adhesion and/or

frictional resistance of the footing’s base to

sliding are multiplied by the area of the base

to obtain the sliding resistance.

Spread footings are not allowed to be

located in soils that are susceptible to lique-

faction unless the footing is below the

maximum depth of liquefaction. Soil densifi-

cations or other acceptable methods for miti-

gating the potential for liquefaction may be

used. Spread footings can be used in this case

only if verification studies confirm that lique-

faction potential has been mitigated.

Pile Footings

Pile footings generally consist of pile groups

connected to a pile cap with pile diameters usu-

ally less than or equal to 24 in. They are preferred

if the upper soil layers are weak or susceptible to

liquefaction. Essentially, the seismic response of

piles requires consideration of six degrees of

freedom; that is, three translational components

and three rotational components. The lateral soil
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reactions are usually mobilized along the top

5–10 pile diameters. The axial soil resistances,

however, develop at greater depths. Hence, the

axial and lateral capacities of piles are considered

to be uncoupled.

In general, seismic design of pile foundations

is evaluated by the substructure method. First, the

total structure is divided into two substructure

models with a convenient interface between the

two at the pile cap level. Next, the stiffness matrix

of the pile group, which implies soil effects, is

established using the foundation substructure

model or simple methods. The stiffness matrix

is then implemented in the superstructure model

and seismic analysis is conducted using the

superstructure model to determine the demands

at the interface point. Finally, capacities of indi-

vidual piles are evaluated and compared to the

demands by back substitution in the substructure

model. For a proper determination of the seismic

demand, it is imperative to estimate precisely the

foundation stiffness to be included in the overall

structural model for determination of the

demands.

Pile Foundation Stiffness

Soils are inherently nonlinear, starting from

incredibly small load levels. Lateral loads on

piles are resisted by the surrounding soil. There-

fore, piles exhibit nonlinear load deflection char-

acteristics. This behavior is represented assuming

the pile as a beam supported on Winkler springs

that are characterized by nonlinear p-y curves for

lateral loading, or t-z and q-z for vertical loading.

These curves characterize the lateral soil resis-

tance per unit length of pile as a function of the

displacement. These relationships are generally

developed on the basis of semiempirical curves,

which reflect the nonlinear resistance of the

local soil surrounding the pile at a certain depth.
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The two most commonly used p-y models are

those proposed by Matlock (1970) for soft clay

and by Reese et al. (1974) for sand. The most

commonly used t-z and q-z models are those

developed by McVay et al. (1998).

There are two methods for modeling the

behavior of pile groups for seismic response stud-

ies, the soil-pile stiffness as will be explained in

the following subsections.

Coupled Pile Foundation Stiffness Matrix

In this method, a quasi-dynamic analysis for the

pile group is conducted by applying loading

(either as forces or displacements) at the interface

node between the superstructure and foundation

model using linearized properties for the soils.

Linearized properties for a single pile can be

achieved by assuming secant foundation stiffness

at 0.5–0.65 of peak deflection (Lam et al. 1998).

A stiffness matrix can be obtained by prescribing

a unit deformation vector for each degree of the

six degrees of freedom, while keeping the other

five degrees zero. The resultant force vector

corresponding to each unit deformation vector

can be used to form the corresponding column

vector in the stiffness matrix. The stiffness matrix

must be positive definite otherwise, numerical

problems may be expected when the stiffness

matrix is implemented in the overall structural

model. One way to ensure that the stiffness

matrix is positive definite is to invert it and

check that the diagonal elements in the inverted

(compliance) matrix are positive values. Pro-

grams such as LPILE (2010), FLPIER (Hoit and

McVay 2010), and SWM (Ashour and Norris

2000) may be used to establish the foundation
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Bridge Foundations, Fig. 9 Static stiffness coefficients (Gazetas 1991)

Bridge Foundations,
Fig. 10 Effective footing

dimensions due to eccentric

loads (After AASHTO

LRFD 2012)
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stiffness matrix of the pile group through an iter-

ative process.

Simplified Procedure for Pile Group Stiffness

Matrix

The simplified method assumes coupling only

between shear and overturning moment for the

single pile. The general form of a single pile

stiffness matrix can take the form:

Kxx 0 0 0 �Kxyy 0

0 Kyy 0 Kyyx 0 0

0 0 Kzz 0 0 0

0 Kyxy 0 Kyx 0 0

�Kyyx 0 0 0 Kyy 0

0 0 0 0 0 Kyz

26666664

37777775
(4)

in which, Kxx, Kyy are the lateral stiffnesses; Kzz is

the axial stiffness; and Kxyy and Kyyx are

corresponding coupled stiffnesses between shear

and overturning moment.

The simplified method involves five basic

steps (Lam et al. 1991) as follows:

1. Determine the stiffness coefficient of a single

pile under lateral loading.

2. Determine the stiffness coefficient of a single

pile under axial loading.

3. Superimpose the stiffness of individual piles

to obtain the pile group stiffness.

4. Solve for the stiffness contribution of the

pile cap.

5. Superimpose the stiffness of the pile cap to the

pile group.

These steps are described herein.

Step 1: Single Pile Under Lateral Load Lam

and Martin (1986) came to a realization that lat-

eral load-deflection characteristics representing

the overall stiffness of the soil pile system are

dominated by the elastic pile stiffness over the

nonlinear soil behavior. Moreover, the localized

zone of influence is limited to the upper 5–10 pile

diameters. Hence, they concluded that linear solu-

tions may be adequate for pile stiffness evalua-

tions. They developed single-layer, pile-head

stiffness design charts for lateral loading as

presented in Figs. 11, 12, and 13. These charts

are applicable for piles up to 24 in. Two parame-

ters are required to define the soil-pile system: the

pile bending stiffness, EI, and the coefficient of

variation f of soil reaction modulus Es with depth.

The coefficient f has units of force/unit volume.

Step 2: Single Pile Under Axial Load The

recommended LRFD guidelines for the seismic

design of highway bridges proposed the follow-

ing simple equation for the determination of the

axial stiffness of the pile:

Kv ¼ 1:25
EpA

L
(5)

Wherein, Ep is the modulus of elasticity of pile

material; A is cross sectional area of pile; and L is

length of pile.

Step 3: Pile Group Stiffness The stiffness of

the single pile can be used to establish the pile

group stiffness matrix. If the pile group consists

of vertical piles, the stiffness summation proce-

dure is relatively straight forward. The stiffness

for the translational displacement terms (the two

horizontal and the vertical displacements) and the

cross-coupling terms can be obtained by multi-

plying the corresponding stiffness components of

an individual pile by the number of piles.

In general, the axial stiffness of the piles will

dominate the rotational stiffness of the group.

Therefore, the rotational stiffness terms require

consideration of this additional stiffness compo-

nent. Similarly, there is an interaction between

the translational stiffness of piles and the tor-

sional stiffness of the group. The following equa-

tion (Lam et al. 1991) can be used to develop the

rotational terms of a pile group:

KRG ¼ NKRP þ
XN
n¼1

Kdn S2n (6)

In which, KRG and KRP are the rotational stiffness

of the pile group and an individual pile respec-

tively; N is the number of piles in the pile group;

308 Bridge Foundations



Kdn is the translational stiffness coefficient of an

individual pile (axial for group rocking stiffness

and lateral for group torsional stiffness); and Sn is
the distance between the nth pile and the axis of

rotation.

Step 4: Stiffness Contribution of the Pile

Cap In addition to the component of soil resis-

tance acting on piles, the passive pressure soil

resistance on the vertical pile cap face can be

added to the stiffness and resistance obtained

from the pile members. This is contingent on

stable level ground conditions. The pile cap stiff-

ness can be estimated as the ultimate soil capacity

divided by an estimated displacement to mobilize

this capacity. Centrifuge tests (Gadre 1997)

showed that the deflection level to reach the ulti-

mate pile cap capacity occurs at about 0.02 times

the embedment depth. This equivalent linear

secant stiffness can be added to the stiffness of

the piles.

Step 5: Superimpose the Stiffness of the Pile

Cap to the Pile Group The resultant pile cap

stiffness obtained from step 4 can be added to the

diagonal lateral translational stiffness coeffi-

cients in the pile group stiffness matrix for the

total pile group–pile cap stiffness matrix.

The above procedure does not account for

group effects which relate to the influence of the

adjacent piles in affecting the soil support char-

acteristics. Full-scale tests by a number of inves-

tigators demonstrate that the lateral capacity of a

pile in a pile group may be less than that of a

single pile due to the interaction between closely

spaced piles in the group (group efficiency). As

the pile spacing reduced, the reduction in lateral

capacity becomes more pronounced. In general,

pile spacing of less than 3–5 pile diameters are

necessary before the effects of pile interaction

becomes significant in practical terms. Type and

strength of soil, number of piles, and loading

level are other factors that may affect the
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efficiency and lateral stiffness of the pile. More-

over, in addition to group effect, gapping, and

potential cyclic degradation were also subject of

many investigations (e.g., Brown et al. 1987;

McVay et al. 1995). It has been shown that a

concept based on p-multiplier applied on the

standard stiffness matrix can work reasonably to

account for pile group and cyclic degradation

effects.

Seismic Design of Pile Footings

Design of pile footings for seismic effects is often

relatively a complex process. The strategy of the

seismic design is to determine capacity and

deflection of the piles under the action of the

seismic lateral loads and ensure the integrity of

the pile group against liquefaction.

Moment Capacity of Pile Groups

Typically, the foundation system is designed to

be capacity protected, which ensures that damage

occurs above ground, where it can be accessed

and repaired. The seismic moment capacity of the

pile group will govern the design. For a fixed-

head pile group, the piles must be designed for the

plastic hinging moment capacity of the column/

pier connected to the pile cap. The maximum

negative moment occurs at the base of the pile

cap while the maximum positive moments occur

in the pile at a short depth below the base. In this

regard, the pile cap has to be designed to behave

rigidly. The rigid response of the footing may be

assumed if the following equation is satisfied

(AASHTO 2011):

L

D
� 2:5 (7)

where, L is the cantilever overhang length mea-

sured from the face of pier or column to the

outside edge of the pile cap and D is the depth

of the pile cap. Due to the interaction between the

rocking response and the vertical response of a

pile group, the axial demands on an individual

pile can be estimated as:
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F ¼ P

N
�Mcol

Y CXI

Ipgy
�Mcol

X CYI

Ipgx
(8)

in which, P is the total axial load due to dead load,

footing weight, and seismic load; N is the total

number of piles in a group; CXi and CYi are the

distances from neutral axis of pile group to ith

row of piles measured parallel to the x and y axes
respectively; MX

col and MY
col are the plastic

moment capacities of the pier or column

connected to the footing about the x and y axes

respectively; and Ipgx and Ipgy are the effective

moment of inertia of pile group about the x and y

axes evaluated as:

Ipgx ¼
XNx

i¼1

nxc
2
yi and Ipgy ¼

XNy

i¼1

nyc
2
xi (9)

where nx and ny are the number of piles in a single

row parallel to the x and y axes.

For a foundation protected design strategy, the

connection of pile to cap should be designed such

that its moment capacity exceeds that of the pile.

Pile-to-Cap Connection

The moment capacity at the connection depends

on both the depth of embedment of the pile into

the cap and the reinforcement arrangement.

Driven precast piles should be constructed with

considerable spiral confining steel to ensure good

shear strength and tolerance of yield curvatures

that may be exerted during the seismic event.

Parametric studies (Harris and Petrou 2001)

with prestressed piles suggest that the embed-

ment length should be taken as the larger of the

pile diameter or 12 in.. Experimental studies

(Shama and Mander 2004) have showed that an

embedment of one pile diameter of a timber pile

into a pile cap was sufficient to develop the full

moment capacity of the pile and provide a ductile

response. Experimental studies (Rollins and

Stenlund 2011) also showed that steel pipe piles
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embedded 24 in. into a pile cap can produce a

sufficient moment capacity for the connection

without the need for a reinforcement detail.

These observations agree with the results of

cyclic tests on steel HP piles (Shama et al. 2002).

Lateral Capacity of Pile Footings

The lateral capacity of piles requires compiling of

both geotechnical and structural engineering prin-

ciples. For a successful design, it is important to

get the soil resistance mobilized before structural

failure of the pile. The relative importance of the

pile cap lateral capacity to the individual piles

needs to be considered. Therefore, the lateral

capacity evaluation must include the resistance

developed by the pile cap in addition to the lateral

shear resistance of the piles. Including the lateral

capacity of the pile cap is contingent upon efficient

compaction of the soils around the pile cap to

improve the cap resistance. The lateral capacity

of the pile cap must include the passive pressure

mobilized at the front face of the cap perpendicular

to the seismic load and the interface shear resis-

tance developed along the sides of the cap parallel

to the application of the seismic load.

Drilled Shafts

Drilled shafts are large diameter piles that are

designed to sustain high axial loads and

overturning moments. They are constructed

using drilling (excavating) equipment capable of

auguring or coring 3000 to 12000 diameter excava-

tions into soil and rock. After the excavation is

completed, a reinforcing cage is placed in the

excavation and the excavation is filled with high

slump concrete. Drilled shafts are usually

constructed with steel shells.

Drilled shafts are attached to the superstruc-

ture in two configurations as illustrated in Fig. 14.

In the first configuration a group of drilled shafts,

usually 4–6 are connected to a cap that supports

the bridge pier or column. In the second configu-

ration, a large diameter shaft is extended as a

structural unit to support the bridge superstruc-

ture. The second configuration comes in two

alternatives as illustrated in Fig. 15 (Priestley

et al. 1996). In the first alternative, the section

of the column above the ground is similar to that

of the shaft. The maximum moment forms at a

depth of typically 1.5–2.5 shaft diameter.

A disadvantage of this alternative is that the

extent of damage to the plastic hinge region will

be below ground after an earthquake and needs

excavation of the soil material for inspection.

With the alternative detail of Fig. 15b, the

moment capacity of the shaft below ground is

increased above that of the column above ground

to ensure that hinging occurs at the base of the

column and damage can be expected after an

earthquake. The disadvantage of this detail is

that it is more expensive with respect to the alter-

native of Fig. 15a.

Drilled Shafts

Shaft Cap Configuration

a b

Shaft Extension

Bridge Foundations,
Fig. 14 Drilled shafts

configuration
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Stiffness of Drilled Shaft Foundations

The most common methods for modeling drilled

shaft behavior in a global bridge model for seis-

mic response analysis are categorized to three

classes:

(a) Beam supported on nonlinear Winkler

springs

(b) Equivalent cantilever model

(c) Coupled foundation stiffness matrix

Beam Supported on Nonlinear Winker Model

The beam supported on nonlinear Winkler

springs method can be implemented in the struc-

tural model without any difficulty as the number

of large diameter drilled shafts for a typical

bridge is limited. This model, as illustrated in

Fig. 16, is based on representing the soil by a

series of nonlinear springs. It provides a complete

representation of the soil–structure interaction.

Furthermore, nonlinear behavior as plastic hing-

ing of the shaft cross-section can be included as

well as soil yielding. This approach is usually

required for bridges located in highly active seis-

mic regions. Two analytical methods are avail-

able to establish the nonlinear springs. These are

the p-y method and the strain wedge method. The

p-y model, as described in section “Pile

Foundation Stiffness,” simply describes the

force displacement relationship of a soil spring,

in which p is the soil reaction per unit length at a

certain location along the embedment length of

the pile into soil and y is the corresponding

deflection of the pile. A major shortage of this

method is that the p-y curves are semiempirical

relationships and were developed based on a lim-

ited number of full-scale lateral load tests on piles

of diameters ranging from 12 to 24 in.. Hence,

they might underestimate the soil stiffness for

larger diameter drilled shafts. Also, the p-y

method uses a P-multiplier to account for group

effects. Selection of values of this parameter is

still controversial as treated by different codes

and specifications. The strain wedge method

(Ashour and Norris 1998), on the other hand,

fills all these gaps. The nonlinear springs,

obtained using this method, are based on model-

ing the three-dimensional interaction between the

surrounding soil and the shaft. The method con-

siders the alternative effects of the pile properties

(stiffness and cross-section) and soil properties in

developing the p-y curve. Furthermore, there is

no need to use P-multipliers to the strain wedge

method because this method accounts for the

group effects through an assessment of the over-

lap of the passive wedges that develop due to

P
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pushing the shaft in the lateral direction. For a

group, the strain wedges for different shafts will

interfere together, depending on the spacing,

diameter, and location of the shaft within the

group leading to strength reduction and

softening.

The nonlinear spring modeling technique can

include the Masing hysteretic behavior of the

soil, which when implemented includes automat-

ically in the model the energy dissipation associ-

ated with material damping. The radiation

damping component can be included by attaching

additional viscous dashpots. Recent studies

(Wang et al. 1998) showed that placing the

viscous dashpots (representing radiation damping

in the far field) in series with the hysteretic

component of the soil–structure element

(representing the nonlinear soil-pile response in

the near field) is technically preferable to a par-

allel arrangement of the viscous and hysteretic

damping components.

Equivalent Cantilever Model

The equivalent cantilever model is the simplest

approach to represent the effects of the surround-

ing soil, wherein the sectional properties of the

cantilever are the same as that of the shaft, but its

length (depth to fixity) is adjusted to provide the

same maximum bending moment as in the actual

soil-pile system. The effective length of the shaft

shall be equal to the laterally unsupported length

LC plus an embedded depth to fixity LF. The depth

to fixity below the ground in ft. may be taken as

(AASHTO-LRFD 2012):

For clays:

1:4
EPlw
Es

� �0:25
(10)

and for sands:

1:8
Eplw
nh

� �0:20
(11)

Where Ep is the modulus of elasticity of the

shaft material; lw is the weak axis moment of

inertia for the shaft; Es is the soil modulus for

clays; Su is the undrained shear strength of clay;

and nh is the rate of increase of soil modulus with

depth for sand.

Coupled Foundation Stiffness Matrix

This approach is usually employed in regions of

low to moderate seismicity. As illustrated in

Fig. 16, a 6 � 6 can be determined for a single

shaft at the ground line. As indicated in section

“Coupled Pile Foundation Stiffness Matrix,”

Bridge Foundations,
Fig. 16 Methods of

representing shaft

foundation stiffness
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linearization of p-y curves is required for the

development of a 6 � 6 coupled stiffness matrix.

Seismic Design of Drilled Shafts

The following design requirements shall apply

(ATC-32 1996) to bridges on drilled shaft

foundations:

(I) Seismic lateral foundation design forces

shall be based on either plastic hinging of

the bridge column or pier; linear dynamic

analysis; or more advanced nonlinear

dynamic response analysis.

(II) Foundation stiffness must be accounted for

in the dynamic response analysis of the

overall bridge.

(III) The capacity of shaft foundations and their

individual components shall be based on

the safety evaluation earthquake.

(IV) Earth pressures generated by lateral ground

displacements due to liquefaction shall be

accounted for at poor soil sites.

(V) Strong connection details shall be evaluated

at poor soil sites.

Large Gravity Caissons

Large caissons are very large concrete boxes that

are excavated or sunk to a predetermined depth.

They are usually used for the construction of

bridge piers or other heavy waterfront structures,

and they often become advantageous where water

depths exceed 30–36 ft. Caissons are divided into

three major types: (1) open caissons, (2) box cais-

sons (or closed caissons), and (3) pneumatic cais-

sons. A common feature of large caissons

produced by the three methods is that they are

massive structures that respond to seismic loads

in a primarily rocking mode about the base plus

some translations.

Seismic Evaluation of Large Caissons

The behavior of caissons under lateral seismic

loads is essentially nonlinear. Geometric

nonlinearity dominates this behavior due to

rocking of the caisson and gapping at the

soil–caisson interface. The weight of caissons

constitutes the major portion of the entire struc-

ture due to its large volume. Hence, the funda-

mental natural period of vibration of the large

caisson is short and very different from the long

period response of the bridge. This difference in

the two modes of vibrations enables uncoupled

seismic analyses of the two structures. However,

when evaluating the bridge structural response,

the caisson as an element must be included in the

total bridge model. Two approaches are usually

used for representing large caissons for seismic

design.

The uncoupled spring approach represents the

caisson as a lumped mass and establishes

the interaction between the caisson and soil by

the impedance approach. Figure 17a displays a

Bridge Foundations, Fig. 17 Modeling techniques of caisson foundations: (a) Uncoupled spring approach; and (b)
Winkler approach
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schematic of the caisson model using this

approach, wherein a rigid link is established

between the node located at the center of mass

of the caisson where its mass is lumped and

another node at the bottom where a set of springs

is attached. This method has been presented in

section “Spread Footing Stiffness.” This method

overlooks the propensity of gapping at the base

and at the embedded sides of the caisson during

the seismic event and may lead to irrelevant

results in the large displacement range of loading.

Hence, it is only recommended for regions of low

seismicity.

The nonlinear spring Winkler approach

(Fig. 17b), as mentioned earlier, treats the soil

supporting the foundation as a series of springs. It

represents linear and nonlinear soil properties and

hence favorable for life safety performance based

design. It also accounts for the separation and

gapping between the caisson walls and the sur-

rounding soils. The properties of these nonlinear

springs are established through static pushover

analyses of three dimensional finite element con-

tinuum models as. Figure 18 depicts an example

of such continuum model, where both the caisson

and surrounding soil are modeled by three dimen-

sional brick elements. The detailed 3-D finite

element shall include constitutive relationships

for the nonlinear behavior of the soil and special

interface elements that can capture gapping

between the soil and the caisson at the base and

side walls. Nonlinear static pushover analyses

shall be carried out to establish the soil–structure

interaction behaviors for implementation in the

global model. Pushover analyses of the local

model shall be performed by applying a point

load at the center of gravity of the rigid caisson

for each mode of soil resistance. The soil

response results from the different pushover ana-

lyses of the local model in each direction shall be

extracted and distributed to the soil spring ele-

ments at various nodal points in accordance with

the discretization scheme of the global model.

The behavior of the caissons under seismic

loads shall be assessed through nonlinear time

history analysis of the global model. The perfor-

mance of the caissons is evaluated by comparing

the maximum drifts from the results of the time

history analysis to the permissible levels

according to the performance based design

criteria of the project.

Cross-References

▶Dynamic Soil Properties: In Situ Characteriza-

tion Using Penetration Tests

▶ Seismic Analysis of Masonry Buildings:

Numerical Modeling

▶ Soil-Structure Interaction

Bridge Foundations,
Fig. 18 Continuum

models of caissons
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Introduction

For a structural engineer, selection of the lateral

load-resisting system for a building is a critical

decision. While it is easy to understand the

requirement to select beams and columns to sup-

port the gravity loads (i.e., self-weight of the

building itself and the live loads related to build-

ing occupancy), a lateral system is required for

any building to resist horizontal loading. Lateral

loads routinely considered in design are wind and

earthquake, although blast, flood, and tsunami are

also possible. The lateral system can be espe-

cially critical when the building is to be

constructed in a region where significant seismic

activity is expected. In the case of a steel build-

ing, a wide variety of lateral resisting systems are

available. These tested and approved lateral sys-

tems have the capability to maintain structural

integrity in the face of significant lateral loads

and inelastic behavior. One of the key elements to

steel structures resisting seismic loads is a prop-

erly designed energy-dissipating fuse element.

This critical element yields and subsequently dis-

sipates energy during an earthquake without

causing instability or collapse of the structure.

In moment-resisting frames, the beams and col-

umns resist both gravity and lateral loads

although typically only the perimeter frames

resist lateral forces. In this case, the beam ele-

ments are the fuse where inelastic behavior is

expected. The challenge with these systems is

that repairing or replacing beams after an earth-

quake is extremely difficult and costly. The other

common lateral resisting system for steel build-

ings is a braced frame. The three most common

braced frame systems are concentrically braced

frames (CBF), eccentrically braced frames

(EBF), and buckling-restrained braced frames

(BRBF). Representative schematics for all three

steel brace systems are shown in Fig. 1. Buckling-

restrained braces (BRB) are a somewhat recently

developed structural device that has a balanced

force-deformation behavior (i.e., nearly equal

strength in tension and compression) and are

one of the few manufactured, rather than fabri-

cated, products in common use in the structural

steel construction industry. This entry will briefly

explore the three common types of braced frames

and then discuss in greater depth the mechanics,

performance, and design of BRBs and the BRBF

system.

Steel Braced Frame Lateral Resisting
Systems

The basic premise of braced frame systems is that

diagonal braces are placed in certain bays creat-

ing a vertical truss system to resist lateral loads.

This results in primarily axial forces and axial

deformations to control response of the lateral

force-resisting system. The most common type

of braced frame is the concentrically braced

frame (CBF) (Fig. 1a). For CBFs, the centerline

of the braces, beams, and columns is concentric at

beam-column-brace joints and beam-brace inter-

sections so that axial forces are induced in the

braces, beams, and columns and significant

moments are not developed in the members.

The braces are the fuse elements, and the stiffness

and strength of the system are controlled by the

geometric and material properties of the braces.

There are several drawbacks to this system, the

first being the asymmetry of the system due to the

braces yielding in tension and buckling in com-

pression. This unbalance results in a significant

difference in brace forces as well as degradation

in both strength and stiffness during an earth-

quake. In addition, the potential exists for brace

fracture due to multiple cycles of compression

buckling and tension yielding. The benefit of

this system is that typically the system is stiff

resulting in small interstory drifts. CBFs have

been extensively studied and tested experimen-

tally such that if proper detailing methods are

followed, the structure will be safe and the braces

can be replaced following a significant

earthquake.

A second type of braced frame is the eccentri-

cally braced frame (EBF) (Fig. 1c). For these

systems, the braces are intentionally eccentric

relative to the element joints resulting in a com-

bination of axial, shear, and moment in certain

structural elements. The fuse element in this case

is typically a link beam. The case shown in
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Fig. 1c shows a link in the middle of the beam

span although it is also commonly adjacent to the

column. The diagonal braces used in EBFs are

designed to remain elastic for the maximum

forces and moments that can develop in the link

beam. An EBF system is more flexible than a

CBF and has a symmetric response as the yield-

ing under shear and flexure is symmetric. The

primary drawback for EBFs is that replacing the

link beam is more difficult and costly than

replacing a diagonal brace. There has been recent

work in developing and testing replaceable link

beams to overcome this problem (Mansour

et al. 2011).

The third type of braced frame system is the

buckling-restrained braced frame, which is a type

of concentrically braced system. The BRB is the

primary structural element in the BRBF provid-

ing the necessary ductile energy dissipation. The

difference between a typical fabricated steel

brace and the BRB is the symmetry of the

response. A BRB is specially designed to prevent

buckling during the compression cycle. This

results in highly ductile behavior in both tension

and compression and prevents the force unbal-

ance present in other brace configurations due to

the significantly lower buckling strength as com-

pared to the tension yield (see Fig. 1b). Brace

fracture is not a problem due to the fact that the

large stresses in the core are primarily axial.

There is no strength or stiffness degradation for

BRBs that are detailed correctly. The stiffness of

a BRBF is less than a CBF as the BRB strength is

directly related to the tension strength, whereas in

a CBF the area generally must be increased to get

the required capacity in compression. Buckling-

restrained braces are unique in that they are a

manufactured device rather than a fabricated

steel section. Since their development and intro-

duction into the industry, BRBs have taken a

Concentrically Braced
Frame (CBF)

Buckling-Restrained
Braced Frame (BRBF)

Eccentrically Braced
Frame (EBF)

Link
Beam

Buckling-
Restrained BraceConcentric Brace

Yielding
Link

BRBs Yielding
in Tension and
Compression

Yielding
Brace

a b c

Buckling
Brace

Buckling-Restrained Braces and Their Implementation in Structural Design of Steel Buildings, Fig. 1 Types

of steel braced frames
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large market share in braced steel frame systems

due to their cost competitiveness and their reli-

able, resilient performance in seismic events.

Buckling-Restrained Brace Description

Because braced frames have very beneficial char-

acteristics, significant work was undertaken to

determine ways to overcome the negative aspects

of brace buckling. The early beginnings of a

brace restrained against buckling were in the

1970s in Japan where steel plates were encased

in a precast concrete wall (Wakabayashi

et al. 1973). Since then, significant improvements

and modifications have been made to the original

configuration that has enabled the reliable and

ductile BRB commonly used today (Black

et al. 2004; Fahnestock et al. 2006; Xie 2005).

The key to the mechanism is the axial load going

through the steel core while sufficient buckling

resistance (flexural rigidity) is provided in

another component. This has been accomplished

in several ways although the most common is

shown in Fig. 2. The basic premise of the BRB

is that the core steel element has a cross section

designed to yield in tension and compression. In

order for this to occur, sufficient flexural rigidity

must be provided so the overall buckling load of

the composite device is greater than the ultimate

strength of the steel core. This is accomplished

through the use of a steel tube which is most

commonly square or circular. The core steel

runs through the center of the tube which is then

filled with a mortar paste to fill the space allowing

the steel tube to provide the required flexural

resistance to brace the core. It is not desirable

for any axial load to go through the mortar or

the steel outer tube. This is accomplished by

providing a bond breaker between the mortar

and the steel core. Several different options

have been used for this including a lubricant or

a material wrapped around the steel core prior to

filling the outer tube. In addition to the BRB

shown in Fig. 2, several other systems have

been developed by researchers to create a BRB

system for lower cost, to simplify manufacturing,

or to replace damaged cores more simply after an

event. Several of the BRB systems developed

through these research efforts are shown in

Fig. 3, although this is a sample of the different

variations that have been investigated. Figure 4

shows a photograph of a building retrofitted with

BRBs.

The geometry and yield strength of the core

section play an important role in the performance

of BRBs. From a material specification, it is

desirable to have a known value or at least a

small range where yielding will occur. An A36

material with controlled yield is commonly used

for this purpose. The yielding core section can be

fabricated to any area specified by the structural

engineer. The area of the yielding core is the

prime cross-sectional characteristic used to deter-

mine strength. There are two primary shapes

for the core region, flat plate or cruciform.

Outer Steel Restraining
Tube

Mortar Fill Inside
Restraining Tube

Yielding Core Section

Connection to Gusset
Plate (Bolted Option Shown)

Bond Breaker at Interface
of Core and Mortar

Buckling-Restrained Braces and Their Implementation in Structural Design of Steel Buildings,
Fig. 2 Isometric cutaway of buckling-restrained brace
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In addition, some BRBs use multiple cores within

the restraining tube to achieve the desired core

area. The length of the yielding core is an impor-

tant part in determination of the stiffness of the

brace. Figure 5 shows the breakdown of a typical

core with the flat plate yielding core, transition

region, and connection region. The flexural stiff-

ness of the transition region and connection

region is important as the flexural rigidity of

these regions must be sufficient to sustain the

core axial strength. The equation for the equiva-

lent elastic stiffness of the brace is shown in Fig. 4

and is based on a combination of springs in series

representing the axial stiffness of each segment.

The overall stiffness of the brace is important for

accurate analysis of the frame with BRBs and can

be modified if the brace stiffness is too low. This

modification is typically done by shortening the

yielding core length (i.e., increasing the transition

length) which is the most flexible segment.

Restraining
Member Restraining

Member

Bolted
Connection

Lateral
Restraint

Guide Plate

Steel Tube

Steel Core Steel Channel

Mortar
Confinement

Steel Core

Steel Core

Steel Bar
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Connection

Steel Core

Filler Plate

Restraining
Member

High-Strenth
Threaded

Rod

Mortar
Confinement

Non-cohesive
Confinement
Material

Steel Core

Buckling-Restrained Braces and Their Implementation in Structural Design of Steel Buildings, Fig. 3 Various

BRB cross sections

Buckling-Restrained
Braces and Their
Implementation in
Structural Design of
Steel Buildings,
Fig. 4 Photograph of

building retrofitted with

BRBs (Courtesy of Core

Brace, LLC)

Buckling-Restrained Braces and Their Implementation in Structural Design of Steel Buildings 321

B



However, it is important to recognize that a shorter

yielding length results in higher inelastic strains in

the core which will result in higher forces in the

braces, an important design criterion.

The overall representative hysteretic behavior

of a BRB and a concentric brace is shown in

Fig. 6. The BRB has full hysteresis loops in

both tension and compression including strain

hardening. The capacity for significant deforma-

tion ductility in both directions is apparent where

deformation ductility is defined as the total

deformation divided by the yield deformation.

There is a small increase in strength on the com-

pression side, typically about 10% larger than the

brace tension strength. This is due to friction

between the core and the mortar. Even with a

bond breaker, the core will dilate under compres-

sion resulting in greater frictional force and some

axial load transfer. By contrast, a concentric

brace performs well in tension but experiences

buckling in compression which typically results

in formation of a flexural plastic hinge near the

Yielding Core RegionTransition
Region

Connection
Region

keff

kYC kTR kCR
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Li
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Buckling-Restrained Braces and Their Implementation in Structural Design of Steel Buildings,
Fig. 5 Stiffness calculation and different regions of BRB steel core
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Fig. 6 Hysteresis plot for

buckling-restrained brace

and concentric brace
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center of the brace. Once the brace has buckled

one time, it quickly loses strength in compression

upon subsequent cycles. The formation of the

hinge can result in brace fracture in tension due

to the damage occurring during compression

buckling. The lower compression capacity and

potential brace fracture significantly limit the

energy dissipation and deformation ductility

capacity of CBFs when compared to BRBs.

As was stated previously, BRBs are a

manufactured product. In the United States there

are three primary brace producers, Core Brace

(http://www.corebrace.com/), Star Seismic

(http://www.starseismic.net/), and Unbonded

Brace (http://www.unbondedbrace.com/). Each

of these companies has tested their braces to

meet the requirements put forth in the applicable

building codes and reference documents. In addi-

tion to the braces, they provide design and engi-

neering guidance associated with their products.

While the basic premise of the BRB is the same

for each manufacturer, many specific details of

the various brace manufacturers differ as they

compete based on price and performance in the

marketplace.

BRBs, as manufactured products, have a high

degree of quality control requirement placed on

them in the American Institute of Steel Construc-

tion (AISC) Seismic Provisions for Structural

Steel Buildings Section K3 (AISC 2010), which

is a reference standard in the United States (USA)

governing the design of steel buildings for seis-

mic loads. The requirements include testing

which includes both axial demands on the brace

and the consideration of rotations at the connec-

tions due to frame deformations. The primary

requirements of the testing are to show (1) the

required ductility, both for a single cycle and

cumulatively; (2) repeatable stable hysteresis

with positive post-yield slope; and (3) avoidance

of core rupture, brace instability, and connection

failure. The required testing for a wide variety of

brace sizes has been completed by the three pri-

mary producers. The specification however

allows for these tests to be run on a project-

specific basis if a new or unique brace configura-

tion is specified.

Buckling-Restrained Brace Design

Buckling-restrained braces were first used in the

USA in 1999, over a decade after the first usage in

Japan in 1987 (UBB 2014). Part of the motivation

for this new system was due to the failure of steel

moment frames that occurred in the 1994

Northridge, California, and the 1995 Kobe,

Japan, earthquakes. As with other new develop-

ments in structural engineering practice, it was

implemented in building practice in the USA

prior to inclusion in building codes or reference

standards. The first inclusion of BRB design pro-

visions was in the NEHRP Recommended Pro-

visions for Seismic Regulations for New

Buildings and Other Structures (FEMA 2003),

FEMA 450. The information included in FEMA

450 was developed by a joint committee includ-

ing AISC and the Structural Engineers Associa-

tion of California (SEAOC). FEMA 450 is not a

building code or reference standard, but inclusion

is typically the first step in the process. The

buckling-restrained braced frame was included

in the 2005 version of ASCE/SEI 7, Minimum

Standard for Design Loads for Buildings and
Other Structures (2005), as an acceptable seismic

force-resisting system. In ASCE/SEI 7-05, a

BRBF had the following seismic performance

factors (SPF): R = 7, Oo = 2, Cd = 5.5. A dual

system with BRBs and moment-resisting connec-

tions at the beam-column joints without a bracing

connection had slightly different SPFs: R = 8,

Oo = 2.5, Cd = 5. One change of note that

appeared in ASCE 7-10 was that the SPFs for

BRBs with and without moment frames were

made the same as the dual system based on

research that had taken place in the interim. In

addition to ASCE 7, BRB provisions were

included in AISC Standard 341-05, Seismic Pro-
visions for Structural Steel Buildings (2005). This

document deals with more detailed requirements

for design of not only the BRBs but also the other

elements of the lateral force-resisting system.

This document also lists the required testing pro-

tocol for BRBs. The subsequent versions of the

ASCE/SEI 7 and AISC 341 standards continued

to include provisions for BRBs with
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modifications based on continuing research. An

early and still applicable reference for the design

of BRBs is by Lopez and Sabelli (2004) which

has detailed examples of design provisions.

A more recent textbook (Bruneau et al. 2011)

also has a chapter on BRBFs.

From the design perspective, sizing of BRBs is

a very straightforward process. The size of the

core is based on the maximum axial demand

according to the limit state of yielding based on

the load combinations from the applicable build-

ing code. Equation 1 shows the basic premise

where Pysc is the nominal axial yield strength,

Asc is the area of the steel core, and Fysc is either

the minimum specified yield stress or the actual

yield stress from a coupon test. If the manufac-

turer provides coupon tests from the steel used to

fabricate the core, this value can be used in

design. Otherwise, a range of values should be

used to determine the upper and lower limits that

could occur.

Pysc ¼ FyscAsc (1)

Once determined, the nominal yield strength

value is then modified by a resistance factor of

0.9 for LRFD design to determine the design

axial strength. One of the benefits of BRBs is

that any cross-sectional area can be provided so

each floor can have a BRB sized to the demand.

Typically the area will be rounded to some degree

based on the manufacturer’s practice, but this is

not generally a significant change. In addition to

nominal yield, the adjusted brace strength must

also be established as part of the design. The

adjusted brace strength has two components, the

tension (oRyPysc) and compression adjusted

brace strength (boRyPysc), where o is the strain

hardening adjustment factor, b is the compres-

sion strength adjustment factor, and Ry is the ratio

of expected to specified minimum yield stress. Ry

can be set to 1 if coupon tests are used to deter-

mine the yield strength. The values for b and o
are taken from coupon tests that are carried out to

the strain equivalent to that occurring in the brace

at the expected deformation. The expected defor-

mation is defined as the larger of 2% story drift or

two times the design story drift. Figure 7 shows a

plot of how these values would be determined.

This is one of several items that will require input

from a brace manufacturer. The adjusted brace

strength is used to ensure that the beams, col-

umns, and connections in the frame have the

required strength to remain elastic through the

expected strength of the BRB. The design of

brace connections must be designed to 1.1 times

the adjusted brace strength in compression.

The other component of design that is impor-

tant is accurate modeling of brace stiffness. As

discussed previously, the stiffness of the brace

represents a combination of the stiffness of the

different segments. This versatility provides

additional mechanisms to control response by

modifying the stiffness of the brace. For example,

if the brace is too flexible, the yield length could

be shortened. However, this will have an effect on

other components as the inelastic strains in the

brace for the same deformation will increase

which will also increase the adjusted brace

strengths. Brace manufacturers will provide

assistance to create the appropriate balance of

stiffness and required strength.

One of the final design considerations is that of

the connection of the BRB to the framing. There

are three typical options for connecting BRBs to

gusset plates although the specific details of the

connections vary based on the different manufac-

turer’s brace geometry. The three options are

bolted, welded, and pinned connections. Exam-

ple details are shown in Fig. 8 although many

variations can be found and have been used. As

opposed to CBFs where the gusset plate is

designed to allow for the out-of-plane rotation

due to brace buckling, BRBs can sustain signifi-

cant moments. These large moments are devel-

oped based on the large deformations in the frame

inducing rotations in the beam and columns. The

pin allows for these rotations to occur in the

connection rather than the structural element.

This allowance for rotation can also be developed

using welded and bolted gusset connections by

providing a beam stub off the column with a

hinge connection to the remainder of the beam

as shown in Fig. 8c. It is also of critical impor-

tance to ensure that the connection (gusset

place and end section of BRB) has sufficient
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out-of-plane flexural resistance to resist buckling

up to the full strength of the core section. Typical

gussets for BRBFs are markedly smaller than

those used in CBFs.

In addition to typical frame structures, BRBs

can be used anywhere a ductile fuse element is

required. Examples include bridges as ductile

connections between the superstructure and the

substructure, stadiums as part of the lateral

resisting systems, and dam intake towers to pre-

vent lateral motion while limiting the forces

imparted to the dam. They have also been used

more recently in the San Francisco Airport Air

Traffic Control Tower which is a self-centering

system where the BRBs provide hysteretic

energy dissipation (Muthukumar and Sabelli

2013).

It is interesting to note that the design for

BRBs in Japan is different from the USA. In

Japan, braced frames are designed to higher

force levels than moment frames (i.e., the equiv-

alent of the R value penalizes braced frames) due

to the potential for buckling. Because of this fact,

most low-rise construction in Japan is designed

with moment frames. However, for taller build-

ings, BRBs are used significantly due to the

increased stiffness. In order to use BRBs for

their stiffness and energy dissipation without the

force penalty, they are used as hysteretic energy-

dissipating devices as part of a dual system with

moment-resisting frames (Xie 2005). The first

reported use of a BRB in Europe was in 2006 at

the University of Ancona in Italy. Use of BRBs in

Europe is much less than in Japan and the USA

(Della Corte et al. 2011).

Buckling-Restrained Brace Innovations

Buckling-restrained braces are one of the more

impactful developments in earthquake engineer-

ing. They are considered today a standard option

for both new designs and retrofits of existing

buildings in significant seismic hazards. How-

ever, as with any innovation, additional improve-

ments are constantly explored to further improve

on the existing concept. One of the biggest weak-

nesses of BRBs that has been identified in ana-

lytical and experimental research is residual

displacements following significant earthquakes.

The modifications and/or additions to BRBs have

primarily aimed to reduce residual deformations

in BRBFs. This movement is also centered on a

larger goal of providing a higher performance

standard than life safety in buildings for major

earthquakes. Since BRBs are an effective lateral

system, additions and modifications to a high-

performance seismic system represent an ideal

way to move toward damage reduction in addi-

tion to life safety.

The first of these innovations is called the

hybrid passive control device (HPCD). The

HPCD consists of a BRB in series with a visco-

elastic damping device. For small deformations,

only the viscoelastic damper is active. After a

specified displacement, the viscoelastic device

locks out and the BRB becomes active. The

device was tested in the laboratory and

implemented in analytical models of a nine-

story structure. Experimental testing showed the

concept worked as designed. The building

response to a suite of earthquakes was improved,

and residual displacements were reduced when

compared to a BRB frame (Marshall and Charney

2010a, b).

One of the ways that has been explored to

improve building response and reduce damage

is through the use of self-centering systems. The

idea of these systems is to provide an element that

remains elastic while a fuse element yields and

dissipates energy. Analytical and experimental

research was completed on a self-centering

buckling-restrained brace (SC-BRB) using

nickel-titanium-based shape memory alloys.

The shape memory alloy’s unique properties pro-

vide the capacity to self-center in addition to

providing additional energy dissipation. The

SC-BRB consists of typical BRB with two addi-

tional outer concentric tubes and free-floating end

plates so the shape memory alloy rods were

always loaded in tension. The experimental test-

ing showed significant capacity for energy
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dissipation, deformation ductility, and self-

centering which would result in a lateral system

with the ability to reduce structural response and

limit residual damage in the event of a large

earthquake (Miller et al. 2012).

An additional innovation associated with

BRBs is the use of a multi-core BRB with differ-

ent steel grades, called a hybrid BRB (HBRB).

The idea of using a low yield stress steel core

(100 MPa/14.5 ksi) in combination with a typical

or higher yield stress steel presents a unique

option. Since the modulus of elasticity is the

same for the two steels, the low yield stress steel

will yield earlier and begin to dissipate energy

while the structure still has significant stiffness.

The system can be optimized based on the ratio

between the area of low yield point steel and the

other steel in the BRB. The idea here is to dissi-

pate significant energy before the structure

reaches a state where the stiffness has decreased

significantly. This concept has been shown to

reduce residual displacement and decrease the

number of simulated collapses when compared

to typical BRBFs (Atlayan and Charney 2012).

Summary

Buckling-restrained braced frames are a resilient

lateral system for structural steel buildings. The

ability to control both the stiffness and strength,

nearly independently of each other, and the large,

full hysteresis loops makes a BRBF an effective

seismic system that can be designed for many

different hazards. BRBs are versatile and can be

used in many different types of structures includ-

ing both new construction and seismic retrofits.

This has been demonstrated by both the increase

in usage for construction projects and the contin-

ued worldwide experimental research, both com-

pleted and ongoing. As with any lateral resisting

system, there are weaknesses which need to be

resolved. Continued improvement through

research and development will continue to

improve performance of this ductile lateral resis-

tance system.

Cross-References

▶Buildings and Bridges Equipped with Passive

Dampers Under Seismic Actions: Modeling

and Analysis

▶Cast Fuse Braces: Design and Implementation

▶Earthquake Protection of Essential Facilities

▶ Friction Dampers for Seismic Protections of

Steel Buildings Subjected to Earthquakes:

Emphasis on Structural Design

▶ Passive Control Techniques for Retrofitting of

Existing Structures

▶ Seismic Analysis of Steel Buildings: Numeri-

cal Modeling

▶ Steel Structures

References

AISC (2005) ANSI/AISC 341–05 Seismic Provisions for

Structural Steel Buildings, American Institute of Steel

Construction, Chicago, IL

AISC (2010) ANSI/AISC 341–10 Seismic Provisions for

Structural Steel Buildings, American Institute of Steel

Construction, Chicago, IL

Atlayan O, Charney FA (2012) Hybrid steel frames.

In: 15th World conference on earthquake engineering.

International Association for Earthquake Engineering,

Lisbon, Sept 24–28

Black CJ, Makris N, Aiken ID (2004) Component

testing, seismic evaluation and characterization of

buckling-restrained braces. J Struct Eng 130(6):

880–894

BruneauM, Uang C-M, Sabelli R (2011) Ductile design of

steel structures, 2nd edn. McGraw Hill, New York

Della Corte G, D’Aniello M, Landolfo R, Mazzonlani FM

(2011) Review of steel buckling-restrained braces.

Steel Constr 4(2):85–93

Fahnestock LA, Ricles JM, Sause R (2006) Experimental

study of a large-scale buckling restrained braced frame

using the pseudo-dynamic testing method. In: 8th US

National conference on earthquake engineering, Earth-

quake Engineering Research Institute, San Francisco

Lopez WA, Sabelli R (2004) Seismic design of buckling-

restrained braced frames. Structural Steel Educational

Council, Moraga

Mansour N, Christopoulos C, Tremblay R (2011) Exper-

imental validation of replaceable shear links for

eccentrically braced steel frames. J Struct Eng

137(10):1141–1152

Marshall JD, Charney FA (2010a) A hybrid passive con-

trol device for steel structures I: development and

analysis. J Constr Steel Res 66(10):1278–1286

Buckling-Restrained Braces and Their Implementation in Structural Design of Steel Buildings 327

B

http://dx.doi.org/10.1007/978-3-642-35344-4_147
http://dx.doi.org/10.1007/978-3-642-35344-4_147
http://dx.doi.org/10.1007/978-3-642-35344-4_147
http://dx.doi.org/10.1007/978-3-642-35344-4_314
http://dx.doi.org/10.1007/978-3-642-35344-4_397
http://dx.doi.org/10.1007/978-3-642-35344-4_312
http://dx.doi.org/10.1007/978-3-642-35344-4_312
http://dx.doi.org/10.1007/978-3-642-35344-4_312
http://dx.doi.org/10.1007/978-3-642-35344-4_212
http://dx.doi.org/10.1007/978-3-642-35344-4_212
http://dx.doi.org/10.1007/978-3-642-35344-4_124
http://dx.doi.org/10.1007/978-3-642-35344-4_124
http://dx.doi.org/10.1007/978-3-642-35344-4_109


Marshall JD, Charney FA (2010b) A hybrid passive con-

trol device for steel structures II: physical testing.

J Constr Steel Res 66(10):1287–1294

Miller DJ, Fahnestock LA, EathertonMR (2012) Develop-

ment and experimental validation of a nickel-titanium

shapememory alloy self-centering buckling-restrained

brace. Eng Struct 40:288–298

Muthukumar S, Sabelli R (2013) Nonlinear seismic anal-

ysis of a round concrete tower with a post-tensioned

self-centering system. ASCE/SEI Structures Congress

2013, American Society of Civil Engineers, Pitts-

burgh, 2–4 May 2013

UBB (2014) http://www.unbondedbrace.com/facts.htm.

Accessed Jan 2014

Wakabayashi M, Nakamura T, Kashibara A, Morizono T,

Yokoyama H (1973) Experimental study of elasto-

plastic properties of precast concrete wall panels with

built-in insulating braces. Summaries of technical

papers of annual meeting, Architectural Institute of

Japan, pp 1041–1044 (in Japanese)

Xie Q (2005) State of the art of buckling-restrained braces

in Asia. J Constr Steel Res 61(6):727–748

“Build Back Better” Principles for
Reconstruction

Sandeeka Mannakkara, Suzanne Wilkinson and

Tinu Rose Francis

Department of Civil and Environmental

Engineering, The University of Auckland,

Auckland, New Zealand

Synonyms

BBB; Reconstruction; Recovery

Introduction

“Build Back Better” signifies an ideal reconstruc-

tion and recovery process that delivers resilient,

sustainable, and efficient recovery solutions to

disaster-affected communities. The motivation

behind the Build Back Better concept is to make

communities stronger and more resilient follow-

ing a disaster event. Statistics from the United

Nations Environment Programme in 2008 show

an increase in the number of natural disasters

over time attributing to growing populations,

urban growth in risk-prone areas due to scarcity

of land, and global warming. Along with increas-

ing frequency, recent disasters show an increase

in magnitude and resulting destruction according

to studies by the Red Cross. Both natural and

technological/man-made disasters have seen

nearly exponential rises in the number of disas-

ters over time.

Despite the increasing number of disaster

experiences, post-disaster activities remain inef-

ficient and poorly managed and need to be

improved according to Halvorson and Hamilton

(2010). Traditionally, post-disaster reconstruc-

tion consisted of simply repairing the physical

damage that has been induced by a disaster. How-

ever, Kennedy et al. (2008) pointed out that

rebuilding the built environment and infrastruc-

ture exactly as they were prior to a disaster often

re-creates the same vulnerabilities that existed

earlier. If restored to pre-disaster standards,

disaster-affected communities would face the

same difficulties if exposed to another disaster

event in the future. The reconstruction and recov-

ery period following a disaster poses an opportu-

nity to address and rectify vulnerability issues

found in communities.

As a result of witnessing the ongoing impacts

of disasters on communities, a concept started to

emerge where post-disaster reconstruction was to

be taken as an opportunity to not only reconstruct

what was damaged and return the community to

its pre-disaster state but to also seize the oppor-

tunity to improve its physical, social, environ-

mental, and economic conditions to create

a new state of normalcy that is more “resilient”

(Boano 2009). This concept was termed “Build

Back Better,” suggesting that successful recovery

of communities following disasters needs to

amalgamate the rehabilitation and enhancement

of the built environment along with the psycho-

logical, social, and economic climates in

a holistic manner to improve overall community

resilience. The phrase “Building Back Better”

became popular during the large-scale recon-

struction effort following the Indian Ocean Tsu-

nami disaster in 2004 after which it became more

officially embraced with the creation of sets of

BBB Guidelines to steer recovery and

328 “Build Back Better” Principles for Reconstruction

http://www.unbondedbrace.com/facts.htm


reconstruction activities toward achieving this

goal (Clinton 2006).

This chapter reviews what BBB entails and

presents the key elements required to improve

post-disaster reconstruction and recovery prac-

tices to build back better. First, existing guide-

lines and reports providing recommendations for

BBB are introduced. Key information from the

guidelines and reports is used to then identify the

key concepts which represent Building Back Bet-

ter. Finally, each concept and its importance for

building back better are reviewed.

The Need for Building Back Better

The South Asia Disaster Report (DNS and PA

2005) states that disasters are produced due to the

weaknesses and vulnerabilities of communities,

countries, and structures to withstand encoun-

tered hazards. Wisner et al. (2004) defines vul-

nerability as the lack of capacity to anticipate,

cope with, resist, and recover from the impact of

a hazard. The destruction and loss of human lives

from the 2005 Kashmir Earthquake in Pakistan

was primarily due to the collapse of inappropri-

ately built structures constructed on earthquake-

prone land using substandard building materials

and designed with little earthquake resistance.

Poorly planned and sometimes illegal develop-

ments and their resulting impacts on the environ-

ment worsened the damage from the Mumbai

Floods in 2005. A similar situation was seen in

Sri Lanka after the Indian Ocean Tsunami.

Restoration of the damaged physical, social,

economic, and environmental impacts of disas-

ters is a complicated and drawn-out process.

Reconstruction and recovery projects often

focus on quick restoration of affected communi-

ties which can replicate and worsen existing vul-

nerabilities faced by the community. The

Tsunami Evaluation Commission Synthesis

Report in 2007 provided examples where esca-

lated pressures and the need for fast rebuilding

and recovery processes following a disaster can

further increase the vulnerability of a community.

Examples include: nonadherence to design and

construction policies for buildings and

infrastructure, insufficient focus given to certain

aspects of the recovery process such as livelihood

development programs and small business sup-

port programs, overruling of local government

agencies, and neglecting vulnerable groups of

people in the community.

Complete recovery requires attention to many

different elements. BBB was defined by

Khasalamwa (2009) as a way to utilize the recon-

struction process to improve a community’s

physical, social, environmental, and economic

conditions to create a more resilient community,

where resilience is defined as “the capacity to

recover or ‘bounce back’ after an event” (Twigg

2007). Therefore, what the concept of BBB pro-

poses is a broad holistic approach to post-disaster

reconstruction in order to address the wide range

of prevalent issues including those mentioned

above and ensure that affected communities are

regenerated in a resilient manner for the future.

Existing Guidelines for Building
Back Better

Clinton’s (2006) “Key Propositions for Building

Back Better” was the earliest known official

document to be published which attempted

to provide a comprehensive guideline for

implementing BBB practices in post-disaster

environments. The report was based on and

aimed at the Indian Ocean Tsunami disaster. He

introduced ten propositions for building back

better.

Clinton’s propositions were:

• Proposition 1: Governments, donors and aid

agencies must recognize that families and

communities drive their own recovery.

• Proposition 2: Recovery must promote fair-

ness and equity.

• Proposition 3: Governments must enhance

preparedness for future disasters.

• Proposition 4: Local Governments must be

empowered to manage recovery efforts, and

donors must devote greater resources to

strengthening Government recovery institu-

tions, especially at the local level.
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• Proposition 5: Good recovery planning and

effective coordination depend on good

information.

• Proposition 6: The UN,World Bank, and other

multilateral agencies must clarify their roles

and relationships, especially in addressing the

early stages of a recovery process.

• Proposition 7: The expanding role of NGOs

and the Red Cross/Red Crescent Movement

carries greater responsibilities for quality in

recovery efforts.

• Proposition 8: From the start of recovery oper-

ations, Governments and aid agencies must cre-

ate the conditions for entrepreneurs to flourish.

• Proposition 9: Beneficiaries deserve the kind

of agency partnerships that move beyond

rivalry and unhealthy competition.

• Proposition 10: Good recovery must leave

communities safer by reducing risks and

building resilience.

Several other guidelines directly and indi-

rectly proposing BBB-based recovery and recon-

struction operations include:

• United Nations Disaster Relief Organization’s

“Principles for Settlement and Shelter” in

1982 which addresses stakeholder role alloca-

tion, needs-based provision of resources to the

community, and risk reduction

• The Government of Sri Lanka’s “Post-

Tsunami Recovery and Reconstruction Strat-

egy” and “Build Back Better Guiding Princi-

ples” in 2005 which include needs-based

resource allocation and provision of locally

appropriate solutions, community participa-

tion and consultation in recovery activities,

equity, transparency between stakeholders,

risk reduction and consideration of future sus-

tainability, and livelihood support

• Federal Emergency Management Agency’s

“Rebuilding for a More Sustainable Future:

An Operational Framework” in 2005 which

mentions role allocation and coordination of

stakeholders, community-centered recovery

operations, and hazard-based sustainable risk

reduction practices

• Monday’s “Holistic Recovery Framework” in

2002 which addresses enhancing the quality of

life in the community, economic vitality, and

the quality of the environment, risk reduction,

and participatory decision-making in recovery

activities

• Bam’s Reconstruction Supreme Supervisory

and Policymaking Association’s “Bam’s

Reconstruction Charter” in 2010 which

includes policies for reconstruction manage-

ment; community participation, employing

suitable construction technology and

materials; preserving cultural and architec-

tural heritage; and ensuring stability of

construction

• Victorian Bushfire Reconstruction and

Recovery Authority’s “Recovery and Recon-

struction Framework” in 2011 which focuses

on the safety and well-being of the commu-

nity, needs-based resource allocation,

community engagement, equity, and tailored

solutions

• Canterbury Earthquake Recovery Authority’s

“Recovery Strategy” in 2013 which entails

leadership and integration to manage recovery

activities using a participatory approach,

regenerating the economy, restoring and

enhancing the community, reconstruction of

the built environment, and restoring natural

and healthy ecosystems

Key Concepts

The concepts proposed to achieve BBB during

reconstruction and recovery in the various guide-

lines in the previous section feature similarities.

Aspects such as role allocation of stakeholders,

community participation, and risk reduction

appeared in most of the guidelines. The key con-

cepts introduced in the guidelines for improving

reconstruction and recovery efforts and building

back better include: risk reduction, psychosocial

recovery, economic recovery, effective imple-

mentation, and monitoring and evaluation. The

next few subsections describe these key concepts

in further detail.
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Risk Reduction

Risk reduction identifies all actions taken toward

reducing disaster risks in communities to

improve the physical resilience in the built envi-

ronment. Previous post-disaster experiences have

emphasized the need to identify prevalent haz-

ards and determine solutions to be undertaken to

reduce risks imposed on people. The Red Cross’s

World Disaster Report in 2010 disclosed that the

risks seen in cities are due to a number of reasons

such as: growth in informal or illegal settlements,

inadequate infrastructure, and building on sites at

risk from hazards. The report also stated that

many past disasters could have been anticipated

and avoided with proper planning, design, and

construction methods. The Victorian Bushfires

Royal Commission Final Report in 2010

recommended the amendment of the Australian

Building Code following the Victorian Bushfires

ensuring greater safety standards. The Royal

Commission suggested identifying bushfire-

prone areas and adopting suitable building and

planning controls.

The National Mitigation Strategy produced

in Turkey following the Kocaeli and Duzce

earthquakes of 1999 also stated the need for

site-specific hazard identification before recon-

struction as well as retrofitting and updating

structural codes and the use of tax incentives to

encourage mitigation work (Bakir 2004). The

2008 South Asia Disaster Report by the

nongovernmental organizations Duryog Nivaran

and Practical Action recommended producing

hazard and vulnerability maps and enforcing

building codes to avoid development-related

disasters in the future. The two primary ways of

risk reduction are through improving structural

designs and through better land-use planning.

The importance of reviewing and changing

building designs and codes to improve the struc-

tural integrity of buildings and infrastructure fol-

lowing a disaster is widely understood but is

however less frequently attained successfully in

practice due to a range of common issues. Poor

regulative powers and the lack of strict enforce-

ment can lead to building code changes being

disregarded resulting in substandard structures

in the rebuild. When the Indian Ocean Tsunami

struck, enforcement of building codes was

mainly restricted to urban and suburban areas in

Sri Lanka. The rural and coastal areas were the

main victims of the disaster, where the lack of

strict structural standards resulted in magnified

damage (Pathiraja and Tombesi 2009). Extra

costs incurred by adopting new technologies

and materials to improve structural resilience

also discourage compliance of new building

codes worldwide (Batteate 2006).

The experiences of post-disaster reconstruc-

tion efforts worldwide have provided lessons

which can be adopted when implementing

structural changes to avoid the above

mentioned issues and build back better. BBB

theory suggests that hazard-based building reg-

ulations should be created using multi-hazard

assessments in areas chosen for redevelopment

and reconstruction. Consistent regulations and

a strong legal framework are necessary to assist

the adoption of building codes and regulations

and ensure that structural changes improve the

built environment (Clinton 2006). As structural

improvements are expensive and unaffordable

especially in post-disaster settings, long-term

funding needs to be made available to cover

extra costs for structural improvements and

promote adoption. Quality of reconstruction

can be maintained by arranging inspections

during construction by local governmental

authorities. Stakeholders involved in the

rebuild such as builders, engineers, and archi-

tects should be trained on revised building

codes and other specific requirements to avoid

inconsistencies and produce good quality

results in order to build back better.

A land-use planning strategy was used in the

post-disaster recovery efforts following the

Indian Ocean Tsunami and the Samoan Tsunami,

resulting in the relocation of coastal communities

further inland to prevent future impacts of coastal

hazards (Kennedy et al. 2008). The mandatory

resettlement operations in Sri Lanka and Samoa

were problematic due to the lack of consideration

given to the lifestyles of the local people which

led to the loss of their sea-dependent livelihoods,
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dissatisfaction with their new settlements, and

illegal return of people to the original coastal

lands (Kennedy et al. 2008). A recurring issue

with relocation is the focus given to moving com-

munities away from a certain hazard resulting in

exposing communities to new unanticipated haz-

ards. Well-intended land-use planning measures

can also fail due to the lack of knowledge and

awareness of local people who do not conform to

new regulations and the lack of experience

and knowledge of local governing authorities

who do not enforce new regulations (Kennedy

et al. 2008).

Therefore, it was recommended by Baradan

(2006) that hazard assessments of current land

sites and possible new land sites should be car-

ried out, after which risk zone maps are to be

created which divide the land into zones based

on the level of risk. Appropriate land uses and

new planning and building regulations based on

the risk zone maps are to be created. The risk

zone maps should be legislated and included

in council development plans and approval

permit procedures to ensure compliance.

Examples, such as Taiwan’s Mitigation Plans,

the Philippines Municipal Maps, and the

Christchurch City Plan in New Zealand follow-

ing the Canterbury earthquakes, display suc-

cessful application of BBB measures to create

safer developments. If resettlement to lower-

risk lands is opted for, Mannakkara and Wilkin-

son (2012b) recommend that a comprehensive

resettlement strategy should be created with

community consent which takes into account

risk levels of new lands, community prefer-

ences, and livelihood and lifestyle opportunities

offered in the new locations for resettlement to

be a success.

DN and PA (2008) encourage educating com-

munities about risks and the importance of risk

reduction measures and engaging them in collec-

tive risk reduction efforts. The Participatory

Flood Risk Communication Support System

(Pafrics) developed in Japan to educate locals

and other stakeholders including NGOs and

local governments on flood risks and risk

management strategies is an example of

a participatory tool.

Psychosocial Recovery

Supporting psychosocial recovery of affected

communities has been identified as essential for

building back better (Davidson et al. 2007). Post-

disaster recovery often focuses on providing fast

solutions in an attempt to reestablish a sense of

normality in affected communities as soon as

possible (Khasalamwa 2009). The focus on

speed results in overlooking the real needs of

communities. The community is often not

consulted to provide their input on reconstruction

and recovery (Boano 2009). The lack of commu-

nity consultation and participation leads to the

provision of recovery solutions that are not suit-

able. For example, some of the new houses

constructed in Sri Lanka by humanitarian agen-

cies during the Indian Ocean Tsunami rebuild

featured bathrooms made with half-heighted

walls and shared bathrooms for males and

females which were culturally unacceptable

(Ruwanpura 2009). Locals were unhappy with

the reconstruction of homes following the 1999

Marmara Earthquake in Turkey as their local life,

culture, and aesthetics were not considered.

Khasalamwa (2009) stated that insufficient atten-

tion to social, cultural, and ethnic facets of com-

munities during recovery can exacerbate

preexisting vulnerabilities. Separation during

disasters and resettlement operations disrupt

community cohesion and psychological recovery

(Florian 2007).

Social issues arising in post-disaster environ-

ments are primarily related to social/cultural/reli-

gious/ethnic factors, and psychological factors.

Reconstruction is a chaotic and stressful time

for individuals who are also experiencing trauma.

These communities require various forms of

assistance as part of building back better. Person-

alized advice and one-on-one support provided to

families in Columbia during the 1999 earthquake

recovery were a success. Similar forms of per-

sonal assistance were provided during the Victo-

rian Bushfire recovery in Australia as well. James

Lee Witt Associates (2005) recommended

arranging specialized assistance for vulnerable

communities. Providing psychological support

and counseling are essential during recovery.

The establishment of information centers which
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offer easy access to recovery-related information

for the community is also recommended.

Upholding a sense of community spirit and

improving community cohesion through organiz-

ing group activities are recommended for social

recovery. The Canterbury Earthquake Recovery

in Christchurch proposed sports, recreation, arts,

and cultural programs to engage the community

and provide a sense of normality.

One of the first steps to be taken in post-

disaster recovery efforts in order to build back

better is to understand the local context of the

affected community through needs assessments

and surveys in order to provide appropriate assis-

tance to satisfy the community (Khasalamwa

2009). The reconstruction and recovery policies

must then be developed based on local require-

ments to support and preserve the local culture

and heritage. Batteate (2006) stated that

maintaining community involvement throughout

recovery is integral for BBB success. The impor-

tance of decentralization to empower disaster-

affected communities by enabling them to take

responsibility of the recovery effort and become

involved in decision-making has been stressed by

literature. The establishment of community

consultation groups is an effective way to com-

municate with the community. Community con-

sultation groups consisting of community leaders

from preexisting community groups and reputed

members of the community to liaise between the

wider community and governmental authorities

have been successful in Sri Lanka and India.

Existing community groups can also be called

upon to assist with recovery activities.

Economic Recovery

Supporting economic recovery of the community

and supporting livelihood regeneration and entre-

preneurship are also an important part of recov-

ery. Disasters cause damage to the economy of

communities with the disruption of businesses

and income-generating industries leading to

issues such as high inflation rates and poverty.

The adverse effects of disasters on the economy

can also impede the overall recovery of a city.

Hurricane Katrina displayed a disaster’s long-

term impacts on higher education and health

care in New Orleans, which were the foundations

of the city’s economy, eventually leading to

a decline in population numbers as people

moved away in search of better opportunities.

Post-disaster recovery efforts to date have

shown support for economic recovery with strat-

egies such as: “cash-for-work” programs, provi-

sion of business grants, “asset replacement”

programs to provide industries with necessary

resources, and training programs to up-skill

locals and help them find work. In Aceh, Indone-

sia, tsunami-affected people were trained and

employed in reconstruction to provide them

with a source of income alongside the opportu-

nity to become involved in their own recovery

(Kennedy et al. 2008). In Japan following the

2011 earthquake and tsunami, the government

decided to consolidate smaller fishing markets

into large fishing centers to enable fishermen to

support each other (Okuda et al. 2011). The

Christchurch City Council’s Central City Plan

proposes fast-tracking of building consents for

businesses to allow faster repair and construction

work. Despite the implementation of such initia-

tives, post-disaster economic recovery is report-

edly slow and below pre-disaster levels. The lack

of success in economic recovery initiatives can

be attributed to insufficient backing from policies

and legislation for employment creation and lack

of consideration given to the needs of affected

communities.

Clinton (2006) said in his BBB propositions

that “a sustainable recovery process depends on

reviving and expanding private economic activity

and employment and securing diverse livelihood

opportunities for affected populations.” Thus, the

uniqueness of BBB comes from the integrated

approach it proposes by giving economic recov-

ery as much importance as reconstruction and

aiming to provide solutions to suit local dynamics

and preferences.

Monday (2002) stated that one of the first steps

needed for effective economic recovery is to

obtain accurate information about the local pop-

ulation through data collection and consultation

with local governmental authorities, and

a comprehensive economic recovery strategy

must be created that is tailor-made to suit each
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different community based on data obtained.

Where applicable, attractive and flexible

low-interest loan packages, business grants, and

resources should be provided to support the live-

lihoods of the disaster-affected. Training pro-

grams should be held to support people in

improving their existing livelihoods or acquire

new skills. Mannakkara and Wilkinson (2012a)

propose that business support and counseling ser-

vices should be provided to assist with the eco-

nomic recovery. Rebuilding of businesses must

also be facilitated through special fast-tracked

permit procedures. Incentives such as subsidized

accommodation must be provided to attract

builders from other areas to participate in

rebuilding.

Effective Implementation

A successful recovery effort requires effective

and efficient recovery solutions as part of build-

ing back better. Two ways in which the efficiency

and effectiveness of post-disaster recovery can be

improved are through better management of

stakeholders and through the use of appropriate

post-disaster legislation and regulation.

One of the most common issues with post-

disaster environments is the difficulty in coordi-

nating between stakeholders to produce a unified

outcome. Initially, there is often no organization

in charge of the overall recovery effort. The lack

of guidance leads different stakeholders to par-

ticipate disjointedly promoting personal agendas

which conflict with the interests of the local

community (Batteate 2006). For example,

nongovernmental organizations (NGOs) who

operated in Sri Lanka following the Indian

Ocean Tsunami constructed homes which were

unsuitable for locals and were largely abandoned.

The pressure for fast results during recovery also

prevents well-intentioned stakeholders from con-

sidering community needs. Ambiguity about the

roles of different stakeholders is another issue.

The Victorian Bushfires Royal Commission

report, 2010, stated that the roles of personnel

involved in the recovery effort were unclear

which led to the duplication of some activities.

Many stakeholders involved in recovery have

no previous experience in post-disaster

environments leading to ad hoc responses

(Kennedy 2009). Often post-disaster interven-

tions are governed by the national government

without sufficient consultation or power given to

local councils (Clinton 2006). Local-level orga-

nizations with useful local knowledge lack the

capacity to operate to their full extent when

impacted by disasters and are therefore excluded

from recovery efforts. The lack of proper role

allocation, coordination, and involvement of

local-level stakeholders is a common issue

found in post-disaster reconstruction

environments.

A step taken to improve the management of

large numbers of stakeholders in major disasters

in order to build back better is the creation of

a separate body to act as a recovery authority.

Examples of recovery authorities created to man-

age reconstruction include: the Bureau of Reha-

bilitation and Reconstruction (BRR) in Indonesia

following the Indian Ocean Tsunami, Bam’s

Reconstruction Supreme Supervisory and

Policymaking Association (BRSSPA) in Iran fol-

lowing the 2003 Bam Earthquake, the Victorian

Bushfire Reconstruction and Recovery Authority

(VBRRA) in Australia following the 2009 Victo-

rian Bushfires, and the Canterbury Earthquake

Recovery Authority (CERA) following the 2010

and 2011 Canterbury earthquakes in New

Zealand. The recovery agencies contributed to

the success of recovery to differing extents. Clin-

ton (2006) said that stakeholders must operate

with a common set of standards, approaches,

and goals in order for recovery to be a success.

Twigg (2007) proposes that the recovery author-

ity should be responsible for establishing clear

roles and responsibilities for the different stake-

holders to divide recovery tasks based on

resources and skills and avoid duplication.

Functional partnerships and linkages

established between organizations can enhance

reconstruction projects. Post-disaster recovery is

a unique environment which requires deviation

from normal procedures. Information sharing

between organizations is one such deviation.

The Federal Emergency Management Agency in

the United States advocates the sharing of infor-

mation, contacts, resources, and technical
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knowledge between organizations to help recov-

ery activities (FEMA 2000). Knowledge from

past disasters should be retained and transferred

to the government and other relevant organiza-

tions who will be involved in future post-disaster

efforts. Twigg (2007) recommends that local

government should be included as a key stake-

holder in the recovery effort and also given the

responsibility to manage local-level activities.

Another obstacle preventing successful

BBB-centered recovery is the absence of proper

controls to enforce BBB principles. Having BBB

knowledge and producing recovery plans in-line

with these principles are futile without proper

legislation and regulations in place to ensure

they are implemented. A common challenge in

post-disaster environments is the sudden

increased work load, especially in the building

industry, along with a drop in the workforce

across local organizations which slow down and

impede recovery activities. Post-disaster recon-

struction requires time-consuming activities such

as hazard analysis, land selection, infrastructure

development, and rebuilding to be done in

a relatively short period of time. It is important

to facilitate recovery-related activities by simpli-

fying, fast-tracking, and exempting certain rules

and regulations using special legislation.

Post-disaster legislation can be used to ensure

compliance with BBB-based activities as well as

to facilitate normal operations to improve the

efficiency of recovery efforts. The lack of

enforcement of hazard-related laws and adequate

risk-based building controls contributed to the

large-scale devastation caused by the 2004 Indian

Ocean Tsunami (DNS and PA 2005). The same

was seen in countries like Pakistan, Turkey,

Samoa, and Haiti. Enforcing updated risk-based

building design standards through the use of com-

pulsory building codes and maintaining construc-

tion standards through careful inspections is an

important regulatory requirement in reconstruc-

tion (James Lee Witt Associates 2005). Lack of

awareness and understanding of new legislation

can also lead to noncompliance. In the post-

tsunami recovery effort in Sri Lanka, external

nongovernmental organizations (NGOs) who

took part did not comply with local standards

due to unawareness (Boano 2009). The National

Post-Tsunami Lessons Learned and Best Prac-

tices Workshop held in Sri Lanka in 2005

highlighted the importance of training stake-

holders (especially external NGOs) about

existing and newly introduced legislation and

regulations. The community’s support can also

be obtained by educating them about legislation

and regulations that must be adhered to in recon-

struction and recovery.

Post-disaster legislation can also be used to

simplify and assist recovery activities to speed

up the recovery process. Legislation that is cus-

tomarily used to impose security and safety con-

trols (such as building consents) can become an

obstacle in high-pressure post-disaster environ-

ments. Time-consuming procedures, insufficient

resources to process permits, and the lack of fast-

tracked methods delay reconstruction. Delays in

permits were a major reason for the holdup in

housing repair and rebuilding following the 2005

Bay of Plenty storm in New Zealand (Middleton

2008). Fast-tracked consenting procedures, col-

laboration with other local councils, and open

access to information between stakeholders can

help speed up recovery.

Legislation can be used to remove unneces-

sary red tape to facilitate recovery activities.

Meese III et al. (2005) reported a good example

in the recovery following the 1994 Northridge

Earthquake, USA, where legislative suspensions

and emergency powers greatly reduced highway

reconstruction time. The construction work pro-

vided employment and opening up the highways

soon after the disaster helped boost the economy.

Monitoring and Evaluation

The effectiveness and efficiency of post-disaster

reconstruction and recovery activities is crucial

to the success of a community’s restoration fol-

lowing the impact of a disaster event. Having the

knowledge of Build Back Better concepts in

designing recovery programs is insufficient with-

out systems in place to overlook and monitor

implementation. The creation of a recovery strat-

egy to assist in conducting post-disaster recon-

struction and recovery activities is a common

response following disaster events. Despite
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having recovery strategies and revisions in legis-

lation and regulation to improve recovery activi-

ties, the findings by Tas (2010) indicated that

compliance was not monitored in the respective

recovery efforts in Sri Lanka and Turkey, leading

to poorly executed recovery projects. The lack of

properly trained professionals who were compe-

tent in post-disaster environments and disaster

management activities poorly affects the out-

come of recovery efforts. The shortage of effec-

tive information and knowledge sharing and

dissemination are also reasons for unsatisfactory

disaster management practices. Findings from

the Business Civic Leadership Center in 2012

on “What a Successful Recovery Looks Like”

raised concerns that long-term recovery beyond

reconstruction often does not take place due to

the lack of mechanisms and expertise which pre-

vents affected communities from satisfactorily

“building back better” in the long run.

Recommendations to improve post-disaster

recovery efforts through monitoring and evalua-

tion have been provided in many sources of liter-

ature. The role of monitoring and evaluation is

twofold: (1) to monitor and ensure compliance of

recovery activities in accordance with the recov-

ery strategy in place and relevant guidelines and

regulations (Clinton 2006) and (2) to obtain les-

sons for the future and improve future disaster

management and post-disaster reconstruction and

recovery efforts (Monday 2002).

The 2003 Bam earthquake reconstruction pro-

vided a good example where rebuilding was mon-

itored by providing construction supervision

which assisted in assuring the quality of the

rebuild. Clinton (2006) stated that the Tsunami

Recovery Impact Assessment and Monitoring

System (TRIAMS) was put in place during the

Indian Ocean Tsunami recovery for the most

affected countries. The recovery strategy in

Christchurch, New Zealand, has also been

equipped with monitoring mechanisms. Clinton

(2006) suggested that long-term recovery should

be monitored through continued data collection

to ensure that recovery efforts do not leave com-

munities with residual issues.

Monday (2002) pointed out that monitoring

can be used to identify problems with post-

disaster interventions and establish lessons learnt.

Lessons learnt should be incorporated into revis-

ing policy and procedures for future disaster man-

agement practices. Bakir (2004) recommends

that public education campaigns should be run

on lessons learnt, including the community in

participatory disaster management. Public semi-

nars have been held and advice notes have been

distributed in Australia during the Victorian

Bushfires recovery to keep the community

informed about revised guidelines and standards.

Workshops have been held in the Philippines,

Japan, and California involving the community

in vulnerability identification which have been

successful (Batteate 2006).

Summary

“Build Back Better” is an important concept for

post-disaster reconstruction and recovery, signi-

fying the need to use reconstruction as an oppor-

tunity to not only recover from the encountered

disaster but to improve the resilience of commu-

nities to face and withstand future disaster events.

BBB represents adopting a holistic approach

toward recovery by addressing risk reduction of

the built environment, psychosocial recovery of

affected people, and rejuvenation of the economy

in an effective and efficient manner. Risk reduc-

tion can be achieved primarily through the

improvement of structural designs in buildings

and infrastructure and through better risk-based

land-use planning. BBB requires improved build-

ing codes and land-use plans to be enforced using

a strong legal framework along with financial

backing to encourage adoption. Quality assur-

ance of the rebuild is also integral for building

back better.

Psychosocial recovery needs to be addressed

to assist communities with moving forward with

their lives as an important part of overall commu-

nity recovery. Psychosocial recovery of affected

people needs to be assisted through the provision

of support services such as personal case man-

agement, counseling, and social activities. Inclu-

sion of community members in recovery

activities is another way to support psychosocial

336 “Build Back Better” Principles for Reconstruction



recovery and provide recovery solutions that are

in-line with community needs as part of building

back better.

Economic recovery is essential for the recov-

ery of communities. An informed economic strat-

egy to address and support community-specific

issues is the first step toward BBB-based eco-

nomic recovery. Financial assistance, training,

and business rebuilding support need to be pro-

vided to assist with economic recovery.

Reconstruction and recovery requires effec-

tive management of stakeholders and the use of

post-disaster legislation and regulation in order to

build back better. The creation of a recovery

authority to allocate roles and coordinate and

manage stakeholders is recommended. Success-

ful recovery requires local-level partnerships and

contribution to provide locally viable recovery

solutions. Compliance of BBB-based concepts

in recovery needs to be ensured through the use

of appropriate post-disaster legislation and regu-

lation to enforce risk reduction and community

recovery initiatives. Legislation and regulation

can also be used to facilitate post-disaster recov-

ery activities by fast-tracking and exempting nor-

mal procedures.

The effective implementation of risk reduc-

tion and community recovery initiatives concur-

rently will result in building back better.

Recovery efforts also need to be monitored con-

tinuously through short-term and long-term

recovery to ensure compliance with BBB con-

cepts and to obtain lessons to improve future

disaster management efforts.

Build Back Better: The Way Forward

Understanding and implementing the concept of

Building Back Better is integral to improving a

community’s resilience following a disaster

event in order to achieve positive changes for

affected communities. The elements required to

build back better which are; risk reduction, psy-

chosocial recovery, economic recovery, effective

implementation and monitoring and evaluation,

have been introduced and discussed in this chap-

ter. This understanding can be used to create

practical guidelines to design future reconstruc-

tion and recovery efforts including all these key

facets to effectively build back better. Further

comprehension of how these strategies for build-

ing back better can be more successfully

implemented in different environments can be

gained by studying different disaster events in

the future. It is also suggested that criteria for

measuring levels of resilience should be

established which can serve as indicators to mea-

sure progress and effectiveness of build back

better practices.

The long-term sustainability of resilience in

communities instilled by using BBB concepts

depends on how they are linked with on-going

developmental strategies. It is therefore impor-

tant for the key concepts identified in this chapter

to be incorporated into local and national govern-

ment policies for community planning and devel-

opment even during non-disaster periods.
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Synonyms

Codes of practice; Guidelines; Regulations

Introduction

Selected key elements of modern seismic codes

are reviewed here, along with a brief review of

their historical development. What can be con-

sidered a single seismic code pertaining to

a nation or a subdivision thereof consists of

dozens of pages of provisions and by reference

includes thousands of pages of standards that

relate to loads, testing procedures, manufactured
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building products, and materials. As used in this

general discussion, “code” includes these other

documents. Thus, it is far beyond the feasible

scope here to provide an encyclopedic review of

current seismic codes. Instead, this contribution

is an attempt to delineate key features of most

modern seismic codes and trace the develop-

ment of their underlying concepts as they have

evolved through the decades.

Preparing a global review of seismic codes

runs the risk of turning out to be country specific

and omitting other important references or mile-

stones. This entry will attempt to avoid that.

Instead the narrative will describe what a code

should look like and what its important elements

should contain. A building code places legal

requirements on designers and constructors.

Codes that fail to keep up with technological

change and the advancement of knowledge

become irrelevant. Building codes must be

revised frequently, often at about 3-year incre-

ments. As more earthquakes occur and related

building performance is observed, and as more

research is conducted, the seismic provisions of

a code often are one of the sections that change

the most from one edition of a building code to

the next.

The main purpose of building codes is to

protect public health, safety, and general wel-

fare as they relate to the construction and occu-

pancy of buildings and structures. The building

code becomes law of a particular jurisdiction

when formally enacted by the appropriate gov-

ernmental or private authority. The parts of

a building code that relate to special require-

ments that must be fulfilled in order to inject

a desired level of protection against the effects

of ground shaking are called a seismic code.

This broad description applies also to other

types of construction, e.g., bridges, water

tanks, towers, and port facilities. There are

often additional codes or sections of a building

code that have more specific requirements that

apply to particular occupancies, for example,

providing simplified requirements for the typical

dwelling and more extensive requirements for

the school, theater, or hospital.

Overview of Model Codes

A model building code is a convenient resource

that can be adopted by the appropriate jurisdic-

tion as its legal requirement. This makes the cost

of maintaining and updating a code more eco-

nomical and also provides design and construc-

tion consistency from one city to the next than

would be the case if each developed its own code.

That multiplicity of codes in a country was the

rule throughout the nineteenth century and in

many cases has only gradually trended toward

nationally uniform provisions in the twentieth

century. Two important interests that have

pushed for uniformity are the construction and

building materials industries, which can operate

more efficiently if they have one set of rules, and

the insurance industry, which desires up-to-date

code provisions that can be easily evaluated for

rate-setting purposes.

The practice of developing, approving, and

enforcing building codes varies considerably

among nations. Several countries have adopted

model codes, including earthquake regulations,

on a national basis, such as Japan, New Zealand,

and Italy. In such countries, building codes are

developed by the government agencies or quasi-

governmental standards organizations and then

made to apply across the country by the central

government. Until 2000, the United States had

three major model codes and associated seismic

regulations, and even after their integration into

the International Building Code, the process of

adopting and enforcing the regulations, some-

times with significant variations, is left to the

states and local governments. Similarly, in India

each municipality and urban development

authority has its own building code, which is

mandatory for all construction within its jurisdic-

tion. In Europe, the Eurocode is a pan-European

building code that has all but superseded the older

national building codes. Each country must now

develop its own “national country annex” to

localize the contents of the Eurocode. The seis-

mic component of the Eurocode is only one

small part of that model code. While the consis-

tency of the regulations across European national
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boundaries provides a better technical basis for its

seismic and other provisions, the more important

motive for such a code of European scope is

economic. The Euro economic block can com-

pete more effectively against the nations outside

it if its design, construction, and building mate-

rials industries are guided by consistent

provisions.

Prescriptive and Performance-Based or
Objective-Based Codes

Building code requirements are usually

a combination of prescriptive requirements that

spell out exactly how something is to be done, on

the one hand, and performance requirements that

just outline what the required level of perfor-

mance is and leave it up to the designer how

this is achieved, on the other. An example of the

former would be a rule of thumb for spacing of

anchor bolts in house construction; an example of

the latter would be to have the engineer calculate

interstory drift and then design concrete cladding

to accommodate that building-specific distortion.

In recent years there has been a move among

many building codes to move to more perfor-

mance requirements and less prescriptive

requirements. Performance-based code require-

ments still require tight definitions so that ade-

quate performance can be evaluated by the

building regulatory agency. The fire protection

field has developed performance-based design

approaches for many years, in which test or

other data can be used to provide alternate

means of fire protection instead of following the

prescriptive requirements of a code.

In recent years, several countries, beginning

with Australia, have moved to much shorter

objective-based building codes. Rather than pre-

scribing specific details, objective-based codes

list a series of objectives all buildings must meet

while leaving open how these objectives will be

met. When applying for a building permit, the

designers must demonstrate how they meet each

objective. This makes it necessary for approving

authorities to employ correspondingly qualified

personnel so that a productive synergy can be

created between innovative designs and tradi-

tional safety concerns. It also requires a high

degree of professionalism, because it gives the

architect and engineer more leeway, as compared

to more prescriptive requirements, and also

requires a higher level of building code enforce-

ment review. Seismic isolation, inclusion of

damping devices, response history analyses, and

displacement-based design are some of the inno-

vative approaches currently in use in some places

where this higher level of design and review

capacity is present. Each of these represents

challenges in analysis and design that require an

intimate knowledge of the underlyingmechanics-

based mathematical theory and its limitations. As

such, they are best performed by professionals

with considerable experience because there are

alternative approaches that require deep insight

on the part of the engineer.

Seismic codes begin with the goal of provid-

ing safety, and many stop there in most respects,

but some include requirements for protecting the

functionality of essential buildings, such as fire

stations, hospitals, and emergency communica-

tions centers or data processing centers. This is

discussed in the separate chapter on Essential

Facilities and is only mentioned in passing here.

Some of the most stringent regulations of this

type were passed in California after the 1971

San Fernando Earthquake, when the Hospital

Seismic Safety Act of 1972 was passed. The

Veterans Administration adopted its own regula-

tions after that earthquake, regulations that seek

to not provide not only safe hospitals but also

more functional ones. Some voluntary above-

code (“performance-based design”) approaches

lead an owner to invest in the cost of greater

seismic protection to achieve less property dam-

age in earthquakes, but the most common seismic

design criteria that go beyond the goal of provid-

ing safety are related to protecting essential

functions.

Geologic and Geotechnical Topics

Mentioned briefly here are geologic and geotech-

nical engineering aspects to the seismic
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provisions of a building code. Construction reg-

ulations that deal effectively with earthquake

vulnerabilities must include within their purview

geologic hazards such as surface faulting and

liquefaction. Geologic and geotechnical engi-

neering provisions to deal with those hazards

came later than structural provisions. In 1972,

the state of California passed the Alquist-Priolo

Fault Zoning Act (the current name, which has

changed over the years), and slightly before that

the city of Portola Valley, which is bisected by

the San Andreas Fault, passed its own legislation.

Surface fault zoning is the most clearly delin-

eated of the earthquake ground failure hazards,

and thus it was logically the first to be subject to

regulations. Liquefaction was not a word that

soils engineers (then the term for geotechnical

engineers) used prior to the 1964 Alaska and the

closely following 1964 Niigata Earthquake, but

in the following decades, areas of a jurisdiction

that were suspect in terms of poorly compacted

granular soils and high water table were fre-

quently zoned as requiring special geotechnical

investigations. Geotechnical engineers now have

at their disposal field and laboratory investigation

techniques and a knowledge base about how soils

behave in earthquakes that did not exist in the

1960s. Codes and standards of practice can now

require geotechnical evaluations that would have

been impossible to perform a few decades ago.

One tool that developed out of non-seismic

slope stability concerns that later was seen to

have a seismic benefit is the grading ordinance.

The city of Los Angeles passed such a law in

1952 controlling how excavation and cut and fill

could be performed. Such ordinances have

become common, and the geotechnical engineer-

ing evaluations required in the design stage now

typically include earthquake considerations in

regions where a seismic code is enforced as well

as non-seismic landslide hazards.

Nonstructural Code Provisions

Coming later than structural regulations were

provisions to protect the nonstructural features

of a building. The first detailed report on

earthquake nonstructural damage was done for

the 1964 Alaska Earthquake (Ayres et al. 1973),

with a similar report on the 1971 San Fernando

Earthquake (Ayres and Sun 1973). Nonstructural

provisions are only briefly mentioned here but are

an essential part of the modern seismic building

code. Approximately three-quarters of the initial

value of a modern building’s construction, dwell-

ings excepted, is composed of nonstructural com-

ponents, such as enclosure systems, elevators,

partitions, fire sprinklers, ceilings, and heating-

ventilating-air-conditioning equipment. In gen-

eral it can be said that the leading seismic codes

of the world have increasingly included more and

more detailed regulations for the calculations of

loads that are used to design nonstructural brac-

ing and anchorage, but a lack of coordination of

the implementation of these rules still persists.

Different design professionals work on their own

systems – architects on partitions and ceilings,

fire protection engineer on fire sprinkler system,

mechanical engineer on the HVAC system, and

so on – and yet it is the structural engineer with

the most expertise for such work. And then dif-

ferent contractors and trades work on the imple-

mentation phase, often with little guidance or

oversight. Recent earthquakes have demonstrated

that simply having nonstructural damage protec-

tion rules on the building code’s books is not

sufficient to actually protect that myriad of com-

ponents. A common example is that some codes

for many years have contained a clause stating

that nonstructural components must be designed

for the motions and deformations that the struc-

ture imposes upon them, but in actual practice,

partitions and other components were

constructed without this engineering.

Historic Context

Some accounts of historic building code evo-

lution claim that the Code of Hammurabi

(a Babylonian king of some 3,800 years ago

who was considered by his subjects to be a god

as well) engraved on stone is the first building

code ever to have been put into effect. That

notion needs to be dispelled because the Code
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of Hammurabi is much more of a civil or penal

code as it has only a few articles out of several

hundreds that even mention buildings. It has

harsh penalties for builders of shoddy build-

ings, but the rest of the provisions are divine

orders that deal with the trade of commodities,

sale of slaves, marriage unions, inheritance

regulations, and the like. King Hammurabi

informs a builder that if the house he builds

should collapse and kill the person who owns

it, then he too stands to lose his life, but there

is no explanation for how one might build

a house that does not collapse. Thus, it fails

the test of belonging to the family of codes

because it has no stipulations for how things

should be done; only penalties are listed that

must have been intended to discourage negli-

gence of good building practices.

Tobriner (1984a) provides a historical survey

of the development of building codes, noting that

they originated primarily in the form of fire-

resistant construction requirements, and then

only much later in most countries had seismic

regulations added to them. The first systematic

national building standard was the London Build-

ing Act of 1844. Among the provisions, builders

were required to give the district surveyor 2 days’

notice before building, and they contained regu-

lations regarding the thickness of walls, height of

rooms, the materials used in repairs, and the

dividing of existing buildings. The placing and

design of chimneys, fireplaces, and drains were to

be enforced, and streets had to be built to mini-

mum requirements. The city of Baltimore passed

its first building code in 1859. The Great Balti-

more Fire occurred in February, 1904. Subse-

quent changes were made that matched the

contemporary fire-resistant regulations of some

other large American cities. In Paris, under the

reconstruction of much of the city by Baron

Haussmann during the Second Empire

(1852–70), great blocks of apartments were

erected, and the height of buildings was limited

by law to six stories. Though height limits were

instituted for city planning reasons, they later

sometimes became part of seismic codes in deter-

mining allowable structural systems for various

heights.

Construction Regulations Preceded
Engineering Regulations

A historic survey of prescriptive requirements on

how to build for better seismic performance

shows that these landmarks were always reached

after cataclysmic experiences. These early regu-

lations, such as were passed after the 1509 Istan-

bul Earthquake, 1755 Lisbon Earthquake, or the

1880 Luzon (Manila) Earthquakes, were limited

to descriptions of allowable building materials

and building heights. They predated the extensive

use of reinforced concrete and steel.

Unreinforced masonry was an allowable material

in these early regulations, and no quantitative

method was provided for calculating either

demands or capacities. Thus, they are primitive

seismic codes in today’s light, regulating some

features of construction but not employing the

quantitative methods civil engineers would later

develop. That notwithstanding, these efforts are

impressive for making such early attempts to

improve the building stock’s earthquake

resistance.

The major earthquake that shook Istanbul in

the summer of 1509 led to the banning of stone

masonry construction in the city, because most

deaths had occurred when such buildings col-

lapsed. This decision paved the way for the emer-

gence of another form of disaster that plagued the

city for the next four centuries: fires consumed

not only timber construction but also much of the

cultural heritage. Following the 1755 earthquake

in Lisbon, which destroyed the city center area

known as Baixa, the Marquis of Pombal gathered

a group of builders to determine the best manner

of earthquake-resistant construction to use for the

rebuilding. The type of construction selected

became known as the Pombalino wall. In its

complete form, it is also referred to as “gaiola”

or “cage” construction. Most, if not all, of the

buildings reconstructed in the reconfigured

planned Baixa area were constructed with

Pombalino walls and sometimes (but not always)

with complete “gaiola” timber frames (Tobriner

1984b; Langenbach 2003).

The Pombalino system was not based on what

today would be known as rational methods of
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analysis, applying engineering theory to a given

case and calculating loads and resistances. It was

an attempt at earthquake-resistant construction,

not earthquake engineering per se, because the

engineering techniques of the nineteenth and

twentieth centuries were far off in the future. It

was decreed in royal fashion for use in a city that

had experienced one of the most destructive

earthquakes in Europe and was based on the

construction tradition in the Mediterranean

basin and may have borrowed construction lore

developed by shipbuilders. It was used on the

interior of buildings that consisted of timber

frames with vertical and horizontal timbers of

approximately 10–12 cm square, with internal

braces, forming an “X,” referred to in Italy and

Portugal as the “Cross of St. Andrew.” The tim-

bers for the cross were 9 cm by 11 cm in section.

The frame was then “nogged” (i.e., filled with

brick) in the triangular spaces formed by the

crosses with a mixture of stone rubble, broken

brick, and square pieces of Roman brick in dif-

ferent patterns in each panel. The interior walls

were then covered with plaster, hiding the infill

and the timber frame. The exterior facades of the

Baixa buildings were reconstructed with load-

bearing masonry walls of about 60 cm in thick-

ness, some of which had a timber frame on the

inside face (G€ulkan and Langenbach 2004).

The 1906 San Francisco Earthquake was

something of a nonevent in the history of seismic

codes. Although the cause of the earthquake was

accurately noted – the San Andreas Fault had

been mapped in several areas before the earth-

quake and its surface rupture was well

documented afterward – and although civil engi-

neers trained in universities were in existence, no

engineering consensus existed around provisions

that would define how to calculate loads and then

calculate the lateral resistance of a structure.

Unreinforced masonry was not prohibited, and

by the time the city took stock of its unreinforced

masonry building seismic hazards in the 1980s,

over 90 % of the 2,000 buildings that required

retrofitting were dangers that were built after the

earthquake, not before it. The San Francisco

building code even reduced the wind load a few

years after the earthquake. In that era, the wind

load was sometimes thought to be a surrogate for

seismic load.

A few years later, after the 1910 Cartago

Earthquake in Costa Rica, a national code was

passed that phased out adobe and trapia (rammed

earth) structures, substituting bahareque con-

struction (sawn lumber or bamboo framing with

plaster). This was a similar but more regulatory

approach to the substitution of wood for masonry

that occurred in construction styles after some

other earthquakes, such as the 1855 Wairarapa

(Wellington, New Zealand) Earthquake.

The First Seismic Codes with
Engineering Content

Soon after the 1906 California Earthquake, the

1908 Messina-Reggio Earthquake occurred in

southern Italy, but it had a different and more

beneficial impact on building codes. Sorrentino

(2007, 2011) relates how a committee of engi-

neers developed an equivalent lateral force anal-

ysis method that was adopted into the building

code of the disaster region. It even had the refine-

ment of applying a different lateral force coeffi-

cient (rapport sismica) to the ground story (1/12)
than the story above (1/8), accounting for greater

acceleration in the second or third stories. After

the 1915 Avezzano (or L’Aquila) Earthquake, the

code was changed to have factors of 1/8 for the

ground story and 1/6 for the upper stories. These

Italian seismic provisions applied only to the area

affected by the earthquakes, a pattern that was

common in early codes prior to the availability of

national maps depicting the hazard of seismic

ground shaking.

At the turn of the nineteenth to twentieth cen-

tury, Riki Sano was getting his PhD from the

University of Tokyo on “Seismic Design Concept

for Building Structures,” along with Tachu Naito,

his student; Sano was to be instrumental in the

development of the Japanese equivalent lateral

force method. Their work came to fruition after

the 1923 Great Kanto or Tokyo Earthquake of

1923, when the 1924 Urban Building Law

Enforcement Regulations were passed. It used

a 10 % lateral force factor (shindo) applied
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uniformly up the height of the building. As an

example of how engineering practice in some

cases is in advance of the codes, when the 1923

earthquake occurred, three large buildings

designed by Tachu Naito had already been built

(and performed well in the earthquake, giving the

new equivalent lateral force method a boost into

the code).

An important threshold was crossed in Japan

toward the implementation of scientifically deter-

mined national seismic provisions (Otani 2008).

The objectives of the Japanese Building Standard

Law, proclaimed in May 1950, were “to safe-

guard the life, health, and properties of people

by providing minimum standards concerning the

site, structure, equipment, and use of buildings.”

The law outlined the basic requirements, and the

technical details were specified in the Building

Standard Law Enforcement Order (Cabinet

Order) and in a series of Notifications by the

Minister of Construction.

The seismic design provisions of the Building

Standard Law Enforcement Order were signifi-

cantly revised in 1981, including the following

three major changes:

1. Structural calculations are required to exam-

ine (a) maximum story drift under design

earthquake forces, (b) lateral stiffness distri-

bution along the height, (c) eccentricity of

mass and stiffness in plan, and (d) story

shear-resisting capacity at the formation of

a collapse mechanism.

2. Earthquake resistance is specified (a) in terms

of story shear rather than horizontal floor

forces, (b) as a function of fundamental period

of a building and soil type, and (c) separately

for the allowable stress design and the exam-

ination of story shear-resisting capacity.

3. Required story shear-resisting capacity is var-

ied for construction materials and with the

deformation capacity of hinging members

under earthquake forces.

The framework of the law was also signifi-

cantly revised in 1998, (a) introducing

performance-based regulations wherever feasi-

ble, (b) allowing private agencies to execute the

building confirmation and construction inspec-

tion works, (c) deregulating urban land use, and

(d) allowing public survey of design and inspec-

tion documents. New technical specifications in

the form of the Law Enforcement Order and

a series of Notifications of the Minister of Con-

struction were issued in June 2000, including the

definition of performance objectives at design

limit states and the specifications for verification

methods.

California’s contribution to the development

of the modern seismic code based on engineering

calculations had a small start after the 1925 Santa

Barbara Earthquake, and then after the 1933

Long Beach Earthquake, statewide regulations

were passed that were derived from the Japanese

code. The 1930s was the decade when the lineage

of seismic codes in several countries began. Pro-

visional earthquake regulations were enacted in

Chile in 1930 after the Talca Earthquake and

became more institutionalized after the 1939

Chillán Earthquake. In New Zealand, following

the 1931 Hawke’s Bay Earthquake, the 1935 New

Zealand Standard Model Building By-Law

included earthquake regulations. India adopted

its first seismic code in 1935 following destruc-

tive earthquakes in 1931 and 1935 in Quetta (now

part of Pakistan), and the 1939 Erzincan Earth-

quake in Turkey led to its first engineering regu-

lations for the earthquake hazard.

Equivalent Static Elastic Lateral Force
Method

A seismic load on a building is actually dozens of

different significant seismic loads that occur dur-

ing the 20–60 s during which the ground is

strongly shaking. The earliest practical way to

“put a number” on that bewildering set of loads,

which are not well known in advance of the

earthquake, was to represent the worst loading

effect as a percentage of the weight of the struc-

ture, recognizing that seismic shaking causes

inertial loads, and inertia is a product of mass

and acceleration. The full descriptive name of

the method is the equivalent static elastic seismic

lateral force analysis method. It is intended to be
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equivalent to or adequately represent the actual

earthquake forces; the method computes a single

static force to represent the changing dynamic

forces; that force is applied to an analytical struc-

tural model that remains elastic, even though

inelastic behavior obviously occurs; and it is an

analysis method for determining only the design

loads, not for distributing them through the struc-

tural components and connections that provide

the resistance to the loads. And finally, the only

design loads were lateral or horizontal, whereas

strong motion records routinely measure some

vertical motions as well. Each of these limitations

was to be worked on in the following decades.

From these first incarnations, the equivalent lat-

eral force method was refined to include several

necessary considerations.

Instead of applying seismic regulations to

a region after it had an earthquake, earth scientists

compiled maps showing where earthquakes

should be expected. This was first done with

a small number of large-scale zones for

a country, each zone defining the force factor to

be applied. Then beginning in the 1950s in Japan,

a probabilistic basis to the maps was developed,

Kawasumi (1951) developed three maps,

depicting the shaking that should be expected to

occur in exposure periods of 75, 100, and

200 years. The Applied Technology Council in

its ATC-3 document (Applied Technology Coun-

cil, 1978) included national maps produced by

S.T. Algermissen that had a probabilistic basis.

In China in 1977 a national seismic design map

was based on shaking with 3 % and 10 % proba-

bilities of being surpassed. Formats such as these

for tying the probability of occurrence to the

severity of shaking have become standard in seis-

mic codes today. Another refinement has been

microzonation: zoning small areas as having dif-

ferent ground shaking severities, or ground fail-

ure hazard (e.g., liquefaction), based on local

soils. It became increasingly known that in gen-

eral soft soils amplified ground shaking, though

the large differential response between soft and

hard grounds as measured in low-level shaking

was not found to be linear up through high levels

of ground motion: a column of soft soil 30 m high

simply cannot move back and forth rapidly

enough to track rapid and severe motion of the

underlying strata, and soil can behave nonlinearly

just as structural materials do. The limiting case

of microzonation is the site-specific evaluation,

where the construction to be placed on a site is

designed for a customized set of earthquake

criteria, a more expensive approach usually

reserved for major facilities.

On the structural side, knowledge of different

structural systems and materials had to evolve for

codes to seismically regulate them, and a growing

body of structural laboratory research provided

that information. The steel and concrete indus-

tries in particular were the settings for a large

amount of research conducted in the 1950s and

later. Research on reinforced concrete in great

part conducted at the University of Illinois was

the technical basis for an important document

that advanced the use of that material in seismic

codes (Blume et al. 1961). The other kind of

research that provided this knowledge was actual

earthquake performance. Earthquake reconnais-

sance or field surveys of the effects of earth-

quakes became increasingly common in the

1960s.

The early codes provided loads computed with

a slide rule that were low enough to keep the

structural model that was on the engineer’s draw-

ing board in the elastic range. (Computers did not

become widespread in seismic design or other

civil engineering practice until the 1970s.)

Slowly, inelastic behavior was included in codes

by including requirements for ductility. Classify-

ing structural systems and materials was an

approximate first approach. A structure thought

to have greater ductility was designed for lower

elastic-level forces, because there was confidence

in how it would perform when pushed into the

inelastic range. The ability of ductile connections

and members to absorb punishment without fail-

ure, and also the softening effect (period length-

ening) and its beneficial effect on response,

became increasingly recognized in the 1960s,

1970s, and 1980s. Today, the choice of

a structural system is heavily influenced by how

the code defines its ductility. Seismic structural

codes are all aware that ground motions are ran-

dom and can be determined only approximately
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in advance. For this reason they contain provi-

sions to prevent unexpected surprises leading to

catastrophic failures. Lessons that have been

taught by past earthquakes for how building com-

ponents behave under ground shaking are embed-

ded in their verbiage. As theory and experiment

combine to lead to more refined ways of seismic

protection, this knowledge must be incorporated

into the newer versions of codes for continuous

improvement.

The Response Spectrum Method

Yet another improvement in seismic codes was

consideration of the dynamic properties of the

structure, its period or periods of vibration, and

the amount of damping. The tendency of the

structure to respond at its natural frequency

was only useful information if the frequency

content of the ground shaking was also known:

in structural dynamics, it takes two to tango.

Because the first strong motion seismograph

(accelerograph) was only deployed in 1932, it

took years for records to accumulate to provide

a statistical picture of earthquake severity in

terms of frequency content. Trifunac (2006)

traces the history of the response spectrum

method of analyzing earthquake ground

motions and producing design spectra that

engineers could use to proportion required

resistance of the structure. Two of the most

influential developers of the method were Mau-

rice Biot and George Housner, whose doctoral

theses at the California Institute of Technology

(1932 and 1941, respectively) were devoted to

this topic. The theory became widely applied in

engineering practice in the 1970s and 1980s

when several conditions were favorable. First,

there were more earthquake records. Second,

engineers could afford to have the new, more

powerful electronic computers on their desks

that could do the extensive mathematical work.

Housner (1997, p. 33) notes a third factor:

“Because of the practicing engineers’ reluc-

tance to employ the design spectrum, I think

it was essentially the nuclear power business

that got the spectrum into widespread use.”

Concerning the growing number of earth-

quake records, the city of Los Angeles played

an important role when it passed a revision to its

building code in 1965 requiring that three strong

motion instruments be installed in buildings six

stories or taller (one at the base, one at

mid-height, one at the roof). This resulted in the

large harvest of ground motion and structural

motion records from the 1971 San Fernando

Earthquake. The city of Los Angeles also was

precocious in its 1943 adoption of a formula in

its code that related period of vibration as

represented by number of stories to the base

shear coefficient calculation in its equivalent lat-

eral force method: the taller the building, the

lesser the base shear. In 1957, Los Angeles also

had a strong effect on the development of earth-

quake codes, even though it was not an earth-

quake code revision: the zoning code was

revised to allow buildings taller than 150 ft. Engi-

neers in California thought that taller, more flex-

ible (longer period) buildings could be designed

for lower force coefficients, and they also knew

that if the same coefficients as were used for

low-rise buildings (typically 10 % to 13 %)

were applied to every story in a tall building,

the large amount of strength, and thus area

taken up by shear walls and other structural mate-

rial, would have very negative architectural and

real estate implications.

When it seemed that engineers in the two

large urban regions of California, centered on

Los Angeles in the south and San Francisco in

the north, could be diverging toward signifi-

cantly different provisions for dealing with the

tall building question and the modernization

of seismic codes, the statewide structural engi-

neering organization Structural Engineers

Association of California (SEAOC) began its

influential set of editions of the “Blue Book,”

the Recommended Lateral Force Requirements

and Commentary (SEAOC 1959). Its require-

ments became the seismic provisions of the

Uniform Building Code used in various edi-

tions and adaptations throughout California

and the Western United States until the year

2000 when the UBC was folded into the IBC,

as previously described.
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The Response History Method

The equivalent static lateral forcemethod leads the

engineer to calculate a single quantity, the total

shear at the base of the building, the base shear,

and then proportion that load up the height of the

structure according to procedures that attempt to

represent the dynamic response of the building in

a simple way. While there is dynamic thinking

underlying the method, it still represents the series

of motions that occur during the earthquake with

a static view or “snapshot” of the overall effect of

those motions. The response spectrum method

similarly is a way to give the engineer a base

shear to use in design. A given overall representa-

tion of one record, for example, the peak ground

acceleration, might exceed that of another record

and yet that other record might be more damaging

to a particular structure. A record with greater

duration, more pulses above a threshold such as

the elastic limit of a portion of the structure, can

create more demand than a record of smaller dura-

tion, even if the latter has a greater peak value

(Johnson 2013). The logical improvement was

seen to be to calculate the various forces and

deformations that occurred to a structural model

split second by split second in response to the

changing ground motion.

Three sources of research information that

developed from the 1960s to the present day

provided the basis for incorporating a fully

dynamic method into seismic codes, subjecting

the analytical model of the structure to the

motions of several recorded earthquakes. One

came from completely outside the earthquake

engineering field, the development of the modern

computer. A second prerequisite was a large

library of earthquake records, conveniently sup-

plied by growing coverage of highly seismic

areas with strong motion instruments and, unfor-

tunately, by Earth’s frequent earthquakes. The

third was improved knowledge of structural

behavior, in particular of how structures behaved

in the inelastic range. While computers played

a role in that research on structural behavior, it

has also required the traditional approach of

subjecting specimens to simulated seismic load-

ing in the laboratory. Computer simulation is not

capable of substituting for the simulation of phys-

ical testing.

A 1973 benchmark for the development of the

response history method is provided by the seis-

mic design manual of the US military

(Departments of the Army, the Navy, and the

Air Force 1973, pp 3–3): “Since the mechanics

of dynamic analysis requires that a separate solu-

tion must be obtained for each instant of time

during the entire history of interest, computation

by computers is necessary. This kind of analysis

is generally beyond the kind of effort that can be

afforded in the design of almost all but the most

critical structures.” Today, the method is more

frequently used, though it still is applied to

a small minority of all the structures being seis-

mically designed. Chopra (2005, p. 107) provides

an assessment of the future of the method:

At the present time, nonlinear RHA [response his-

tory analysis] is an onerous task, for several rea-

sons. First, an ensemble of site-specific ground

motions compatible with the seismic hazard spec-

trum for the site must be simulated. Second, despite

increasing computing power, inelastic modeling

and nonlinear RHA remains computationally

demanding, especially for un-symmetric-plan

buildings—which require three-dimensional anal-

ysis to account for coupling between lateral and

torsional motions—subjected to two horizontal

components of motion. Third, such analyses must

be repeated for several excitations because of the

wide variability in demand due to plausible ground

motions, and the statistics of response must be

considered. Fourth, the structural model must be

sophisticated enough to represent a building real-

istically, especially deterioration in strength at

large displacements. Fifth, commercial software

is so far not robust enough to predict response

with high reliability. Sixth, an independent peer

review of the results of nonlinear RHA is required

by the FEMA-356 guidelines, adding to the project

duration and cost. With additional research and

software development, most of the preceding

issues should be resolved, and nonlinear RHA

may eventually become the dominant method in

structural engineering practice.

Growth in Adoption of Seismic Codes

Figure 1 provides a quick way to see how seismic

codes have spread from an initially small number

of countries. The numbers are drawn from the
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various editions of Regulations for Seismic

Design: A World List, published by the Interna-

tional Association for Earthquake Engineering

(1960 and later editions).

One could argue that because seismic codes

now cover most of the significantly seismic areas

of the world, seismic safety has now been

achieved on a global scale. This would be overly

optimistic for two reasons. First, there are always

older, pre-code buildings that did not benefit from

a modern seismic code. Secondly, even today in

countries with regulations “on the books,” legally

binding laws that include the latest earthquake

engineering thinking, those regulations are not

always thoroughly carried out.

The seismic provisions in a code must be

complemented with reliable implementation of

the code, its effective enforcement. This remains

one of the hardest issues to solve, especially in

poorer countries but also in the most developed.

Merely making seismic codes more sophisticated

as each new edition is promulgated every few

years is not a solution, unless comprehensive

implementation also occurs. This includes the

education and professional training of the engi-

neers and other design professionals involved as

well as the thoroughness of the quality control

measures of building regulation agencies, such as

in the plan review and construction inspection

phases. In some instances, the comprehensive

protection that the provisions in a building code

seem to provide exists mostly on paper. Up until

the 1990s, even the most advanced seismic codes

listed only a few specific nonstructural compo-

nents that needed anchorage and then added

a general phrase such as “all other equipment

and machinery.” That sounds comprehensive,

but in the absence of a well-defined definition of

that all-encompassing phrase, it was not particu-

larly meaningful. Another example is the accu-

rate calculation of interstory drift, which in some

codes was seemingly covered many decades ago

but in practice was not well-implemented in stan-

dard practice. The engineer who diligently tried

to meet that code requirement had inadequate

analytical tools available because of the lack of

underlying knowledge of the displacements that

would actually occur. Conversely, some engi-

neers incorporated design measures that were

only required by the code much later. In the

words of George Housner (1986, p. 25), “in

some instances, earthquake requirements were

adopted in building codes but were not used by

architects and engineers. And in other instances

earthquake design was done by some engineers

before seismic requirements were put in the

code.”

Summary

Model building codes are common around the

world, although the consistency with which they

are applied throughout a jurisdiction can vary

greatly. In New Zealand and Japan, there is

a high degree of consistency in how a nationally

Building Codes and Standards, Fig. 1 Growth in the adoption of seismic codes (Reitherman 2012, p. 582)

348 Building Codes and Standards



standardized set of seismic provisions are

adopted and enforced at the local level. In India

and the United States, there is greater variation.

Seismic provisions in model building codes are

usually a combination of prescriptive and

performance-based procedures. Seismic provi-

sions in building codes evolved from the earlier

building codes that were typically motivated by

concern over fire resistance and urban conflagra-

tions. The first seismic regulations governed con-

struction characteristics such as wall material or

number of stories, but because they preceded

civil engineering developments of the 1800s and

1900s, they lacked quantitative methods for cal-

culating loads and capacities. In the early 1900s,

the first seismic codes based on engineering

methods were developed in Japan and Italy. The

equivalent static elastic lateral force method orig-

inated in these codes. By the 1930s, seismic reg-

ulations based on the equivalent lateral force

method were adopted in New Zealand, the United

States, Turkey, India, and Chile. Later, as earth-

quake engineering research accumulated, as

strong motion records were collected, and as

powerful and inexpensive computers became

available, the response spectrum and the response

history methods were added to the modern build-

ing code’s seismic provisions. A fundamental

problem in reducing earthquake risks through

adoption of up-to-date building code provisions

is enforcement and implementation. While the

problem is most prominent in poorer countries,

it is also an issue in the most technologically

advanced areas of the world. It is to be

expected that displacement-based procedures

will make further inroads into routine structural

system analyses. Also, as seismic isolation

technology becomes more mature, it will be

accepted by more owners on account of observed

benefits.
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Introduction

During a seismic event a fast and reliable damage

map of the urban areas involved is very important

to manage civil protection interventions. Satellite

remote sensing data can provide valuable pieces

of information in this respect, thanks to their

capability to have an instantaneous synoptic

view of the scene especially if the seismic event

is located in remote regions or the main commu-

nication systems are damaged. The major limita-

tion that could hamper the operational use of this

source of information is the speed of data collec-

tion just after a disastrous event. This is a key

point for civil protections that need a fast over-

view of the epicentral area, quick information on

to the extension and distribution of damages and

the evaluation of infrastructure conditions such as

roads, bridges, focal and crucial buildings and so

on. A single satellite can provide access time to a

specific site in the order of days as a result the

necessity to use any kind of available satellite

image and making mandatory data integration

approaches to increase the chance of collecting

information in near real time (Chini 2009).

Since the end of the twentieth century satellite

systems and image-analysis techniques have

progressed a lot in the aspects where they can

contribute significantly to support the
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management of major natural disasters, as well as

humanitarian crisis situations. Compared to

15 years ago the availability of satellite imagery,

amount, timeliness and the capability to cover a

certain crisis situation or disaster event with high

degree of detail have all improved substantially.

There are several factors which have led to this.

First of all ground pixel spacing of civil Earth

Observation (EO) systems has developed to the

meter domain (or less) for optical and radar sys-

tems, such as synthetic aperture radar (SAR)

(Voigt et al. 2007). Indeed on September 24

1999 the commercial EO satellite IKONOS was

launched, the first able to collect openly available

high-resolution imageries that were both pan-

chromatic and multispectral with a spatial reso-

lution of 1 and 4 m, respectively. Two years later,

on October 18, 2001, another important step for-

ward was made with the launch of one more high-

resolution commercial EO satellite, QuickBird,

with an increased spatial resolution up to 0.6 m

for the panchromatic sensor and 2.4 m for the

multispectral one. The first earthquake where

this kind of data proved its usefulness in conjunc-

tion with automatic image-analysis techniques

was the one that struck the city of Bam (Iran) in

2003, provoking a lot of damage to man-made

structures and causing the death of many people

(Yamazaki et al. 2005; Gusella et al. 2005;

Stramondo et al. 2006; Gamba et al. 2007; Chini

et al. 2008b; Chini et al. 2009; Bignami

et al. 2011). Concerning SAR satellite sensors,

the spatial resolution breakthrough arrived in

2007 with the launch of the first two satellites of

the two X-band satellite constellations, COSMO-

SkyMed and TerraSAR-X, on June 8 and on June

15, 2007, respectively, both having the capability

to acquire images in the so-called SpotLight

image mode with a spatial resolution of 1 m.

TerraSAR-X mission is composed of two satel-

lites, the second one was launched on June

21, 2010, while COSMO-SkyMed has four satel-

lites, the fourth one launched on November

5, 2010. The fact that they are constellations has

reduced the site access time down to two and a

half days with TerraSAR-X and to 12 h with

COSMO-SkyMed. This latter issue is the second

important factor that makes satellite data able to

face and provide useful information during the

crises phase soon after an earthquake.

Both optical and SAR data have characteris-

tics to be used as a source of information to

provide a damage map after an earthquake

(Yonezawa and Takeuchi 2001; Matsuoka and

Yamazaki 2004; Chini et al. 2008a; Chini

et al. 2013), with particular attention to very

high-resolution data, which has the potential to

monitor wide areas, but at the same time giving

information on single structures present in the

scene (Stramondo et al. 2008; Turker and Sumer

2008; Brunner et al. 2010; Chini et al. 2011;

Dell’Acqua et al. 2011; Ferro et al. 2013). The

huge amount of information carried by these

kinds of data can hamper the visual inspection,

which is time consuming during a crisis phase,

fostering the implementation of more automatic

approaches.

Methodology

The automatic or semiautomatic classification of

remote sensing data is a tool to help understand

and monitor a large variety of scenarios,

converting them into tangible data, which can

be utilized in conjunction with other data sources

to provide crucial and accurate information. Even

if metric or submetric resolution images provide

new opportunities in the damage mapping field,

new problems arise at the same time in automatic

classification procedures. Indeed, the aim of

image classification analysis is to extract infor-

mation and display the results in a simple and

effective way for possible further studies. In met-

ric resolution images a single pixel represents a

small area (0.5 
 10 m2) of the acquired scene

and is usually smaller than the size of the objects

of interest. Hence the information of a single

pixel is strongly linked to the information carried

by its neighbors, which are part of the same

object, pointing out the necessity to perform an

object-oriented analysis, although the

measureable statistics typically exploited for

classification purposes are necessarily pixel
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based (Blaschke 2010). This aspect is very inter-

esting, because it makes possible to focus on a

single object, for example, a building or also

other man-made structure, having the advantage

of a valuable amount of pixels to characterize the

object itself.

Object-based techniques recognize that

important semantic information is not always

represented in single pixels but in meaningful

image objects and in their contextual relations.

For example, it is more likely that a pixel adjacent

to a private garden should be classified as a house,

road, or private garden rather than as a forest.

Usually, object-based classification comprises

two steps: the image segmentation and the object

classification. Image segmentation subdivides the

image into groups of contiguous pixels called

objects or segments that correspond to meaning-

ful features or targets in the field (Blaschke

2010). The images are segmented into homoge-

neous objects based on the spectral information

and local patterns or textural information that are

included in groups of neighboring pixels. As a

result, the object-based classifications can con-

sider a wide range of variables such as mean

reflectance, texture, shape and size of objects

and can potentially produce more accurate and

detailed maps than conventional classification

strategies (Mathieu et al. 2007; Blaschke 2010;

Chini et al. 2014).

All algorithms exploiting metric resolution

data for damage mapping purposes have to deal

with object-oriented approaches even if the final

target is not the object itself, but maybe just a

classification useful for restricting the analysis

and the statistics to classes we are interested

in. Such an example could be a change detection

approach to identify a collapsed building using

one pre-earthquake image and one post-

earthquake image by a threshold approach. At

this resolution many regions will be affected by

changes even those not relevant for damage

purposes. Thus to fix the threshold used to

identify damaged buildings (pixels that have

changed their radiometric values because of the

earthquake) we should restrict the analysis to

objects of interest such as buildings (Chini

et al. 2009).

It is worth recalling the optical and SAR image

properties that are usually used for damage detec-

tion purposes, highlighting characteristics that

are relevant to damage mapping analysis such

as the physical properties of the measured signal

and the spatial resolution that can have an impact

on the final products. Basically, the process for

forming a SAR image is different from that used

for an optical image for two main aspects: the

physical properties of the imaged targets that

contribute to the measured signal and the signal

processing steps used to create the image. Optical

sensors measure the radiometric properties of

reflected sunlight in spectrally distinct regions

of the visual and near-infrared spectrum or inte-

grated in a single panchromatic band. The mate-

rial properties of objects, the illumination

conditions of the scene and the sensor perspective

determine the radiometric and geometric appear-

ance of distinct targets in optical imagery. The

SAR system is an active sensor and measures the

backscatter of a transmitted signal, typically in a

narrow microwave frequency band and sampled

in the range direction, i.e., the line of sight (LOS)

from SAR sensor to target. Backscattering is pri-

marily determined by the geometry and dielectric

properties of an object and the transmit/receive

configuration of the SAR sensor (Brunner

et al. 2010).

Concerning optical images it is easier for the

reader to grasp how different spatial resolutions

make buildings appear and more in general, cit-

ies, where if the resolution is higher, the amount

of detail composing land use classes of interest

will be greater. Indeed, in high-resolution optical

images the radiance of each pixel is not directly

related nor can be considered representative of

the class it belongs to. However, many studies are

able to demonstrate that the advantage of being

able to aggregate pixels to an object and then

address object characteristics, is that it can dis-

cern between different kinds of buildings and

different kinds of asphalted areas such as roads

or parking lots, turning all of this augmented

complexity of understanding into an information

luxury (Pacifici et al. 2009). Such an example

could be the shadow from a building, which has

at this resolution a clear signature in the image,
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giving us information about the building height,

which could be also an important source of infor-

mation for damage detection purposes. As a mat-

ter of fact, Turker and Sumer (2008) detected

damaged buildings from the big earthquake in

Turkey in 1999, applying a watershed segmenta-

tion on a post-event optical image utilizing the

relationship between the buildings and their

shadows, labeling 80 % of buildings correctly as

either damaged or undamaged. Another example

of how object-oriented approaches are useful is

presented in Gusella et al. (2005) that quantified

the number of collapsed buildings of the Bam

earthquake in 2003, starting from the inventory

of buildings as objects in QuickBird satellite

imagery taken before the event.

Pertaining to SAR data an in depth description

of how a building appears is necessary. For this

purpose, it is useful to describe how radar returns

from different parts of the building are mapped

on the SAR image due to the fact that they reach

the receiver at different times (Kropatsch and

Strobl 1990; Franceschetti et al. 2002;

Franceschetti et al. 2003; Guida et al. 2008;

Guida et al. 2010). Given an isolated building

on ground and proceeding in the SAR image

with a constant azimuth from near to far range,

we can identify four main singular contributions:

1. A bright stripe corresponding to a mixture

between the backscattering from the ground,

facade, and roof, which is a typical example of

layover in a SAR image. Layover is called

“radar mapping,” where different object

points having the same time and same range

are mapped into one image point, i.e., more

than one point on the Earth’s surface are

mapped into one image point (many to one

mapping). SAR mapping is mainly an integra-

tion of reflected signals having the same

Doppler frequency (azimuth or along-track

measurement) and same distance (range or

across-track measurement) (Kropatsch and

Strobl 1990).

2. A very bright line corresponding to

facade–ground and ground–facade double-

bounce scattering, because double-bounce

ray paths all have the same length, equal to

the distance between SAR sensor and the

facade base (all different scattering points are

positioned at a unique distance, corner

reflector).

3. The contribution from the roof that could be of

two types: (a) flat roof, a unique gray area

corresponding to backscattering from the

roof, and (b) gamble roof, the roof has a dif-

ferent scattering signature with respect to a flat

one. Basically it is different due to the pres-

ence of a second bright scattering feature,

which is closer to the sensor than to the

double-bounce contribution (Brunner

et al. 2010). This behavior concerns only the

direct backscattering from the part of the roof

that is oriented toward the sensor.

4. A dark area corresponding to the SAR build-

ing shadow which should be not confused with

the shadow concept in an optical image.

Shadow in radar imagery is called the region

where an object point is not reached by any

radar beam. Such object points produce a

“zero” signal in the image. Therefore, shadow

regions appear as dark areas corrupted by

noise (Kropatsch and Strobl 1990)

Of course this is a simplistic schematization of

the phenomenon; other parameters also play an

important role in the backscattering values of the

four building parts such as geometric parameters

(height, length, and width of the building and the

roughness of the ground) and the electromagnetic

parameters (dielectric constants of facade, roof,

and ground). The four types of building responses

with a distinct backscattering values can be

detected as separate objects if the resolution is

higher than the dimension of a building itself,

while this distinction is not possible if the SAR

resolution is lower than the buildings being iden-

tified. As a matter of fact an urban area imaged by

a SAR sensor with a resolution in the order of tens

of meters appears uniformly brighter than other

land cover classes since the double-bounce

effects are the dominant scattering component

in the SAR resolution cell (i.e., the image pixel),

that one characterizing the backscattering for

such scenario. Whilst in metric resolution SAR

sensors such as COSMO-SkyMed and
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TerraSAR-X, we still have very bright values in

the city, principally double-bounce pixels, but we

have gray and dark regions as well, roofs and

shadows respectively, that are well identified

and with a remarkable spatial extension. On the

contrary big uniform surfaces, such as bare soil or

asphalted industrial areas, appear the same in

both high- and low-resolution SAR since their

extension is bigger than both sensor resolutions.

Change detection approaches with lower-

resolution SAR stem from the concept that the

double-bounce effect fails when a building col-

lapses (which is the dominating scattering mech-

anism in the resolution cell); thus in the

comparison between two images, one acquired

before and one after the seismic event, a decrease

in the backscattering value is expected

(Yonezawa and Takeuchi 2001; Matsuoka and

Yamazaki 2004; Stramondo et al. 2006). It is a

different case with the high-resolution SAR data

because we can see a decrease of the backscatter-

ing for the pixel where the double-bounce is

located, but also an increase in the roof part,

since rubble can cause an increase of the back-

scattering as compared to a smooth roof. Further-

more, where the shadow is present in the

pre-event image, some changes are expected in

the post-event image, depending on the structures

shadowed before the collapse.

As it appears from the aforementioned

description of the optical and SAR data, the

high resolution has drastically changed the

semantic of objects as they were known so far.

Indeed the lower resolution caused them to

appear differently than the metric or submetric

spatial resolution, thus the necessity to introduce

new characteristic features and a new vocabulary.

For this reason the object-oriented approach

seems more promising than per pixel, since with

submetric resolution image without having a

well-defined semantic for identifying classes of

interest we can just identify primitive objects,

which are different from objects of interest.

Indeed only objects of interest match real-world

objects, e.g., the building footprints. Primitive

objects are usually the necessary intermediate

step before objects of interest can be found by a

segmentation and classification process, having

as a smallest image object the pixel. Of course an

object can be defined in different ways,

depending on our scope and at which scale of

detail we want to provide the information. An

object can be a building or a neighborhood in a

city with a particular type of structure and both of

them can give us important information in terms

of damage mapping. The following are some

examples of applied object-oriented methodolo-

gies in real scenario, where very high-resolution

optical and SAR data have been used for the

seismic events that occurred in Bam (Iran) in

2003 and in the city of L’Aquila (Italy) in 2009.

Case Studies

On December 26, 2003, the southeastern region

of Iran was hit by a 6.5 moment magnitude

(Mw) earthquake whose epicenter was located

very close to the city of Bam. The event had a

tremendous impact all over the world, due to a

heavy loss of lives, injuries, and destruction; the

earthquake caused the death of more than 26,000

residents and injured another 30,000. Addition-

ally, the city of Bam was a UNESCO World

Heritage Site and as such it plays an important

historical role. The Bam earthquake was the

worst seismic event in recent Iranian history.

The damage was concentrated in a relatively

small area around Bam. Ninety percent of the

structures in the city of Bam were left more or

less heavily damaged or totally collapsed. In par-

ticular, the main historical and traditional adobe

buildings collapsed. Contemporary houses dem-

onstrated better resistance to earthquake shake,

even though many collapsed due to poor con-

struction practices and the presence of weak

stories in the buildings (EERI 2004; Chini

et al. 2009). As already highlighted this event

was the first one to be imaged by an optical sensor

with a submetric spatial resolution (60 cm) such

as QuickBird, so for this event we have many

papers where the damage mapping was treated

making use of these new satellite sensors. Within

these, three publications have been selected to

show the different scales of products that can be

provided and the synergy between the optical and
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SAR sensors, but not only and also the impact

that the very high resolution can have in the

lower-resolution products.

In Chini et al. (2008b) pre- and post-

earthquake QuickBird panchromatic images

have been used to show the capability of this

data to map damage at building scale by means

of segmentation approach based on the applica-

tion of mathematical morphology operators

(Pesaresi and Benediktsson 2001; Soille 2003).

In this article, a classification procedure was

applied to the two panchromatic available data,

one taken before (September 30, 2003) and one

after (January 3, 2004) the seismic event. The

buildings’ extraction from one single panchro-

matic image is not an easy task. Many objects in

the imaged scene can be confused because they

have very close radiance values: cars with some

buildings, shadow with some asphalt roads, soil

with some kinds of roofs and so on. Due to the

lack of multispectral data with a resolution of

60 cm, a contextual analysis is needed to extract

geometric information of objects/classes within

the images. Morphological profiles from the orig-

inal panchromatic images taken before and after

the earthquake have been carried out in order to

classify all the buildings in the scene. The classi-

fication was done so as to avoid false alarms in

the change detection process caused by shadow

or other temporary objects like cars or recovery

tents. For this purpose, the open and close mor-

phological operators have been applied and the

derived profiles have been used as inputs to an

unsupervised classifier in order to extract the

entire map of buildings before and after the earth-

quake. Hence, after the classification process,

each single building has been recognized and

then labeled. Finally, the damage estimation can

be computed, by comparing the pixel belonging

to the same building before and after the seismic

event. The percentage of the damaged pixels with

respect to the total for each building is an estima-

tion of the damage level (ratio between the num-

ber of pixels after and before the earthquake

forming the single object). The higher the number

of damage pixels, the higher damage level of the

buildings. The map deals with a classification

criteria where each building of Bam city has

been labeled as belonging to one of three possible

damage levels: light or no damage, medium and

heavy. Two thresholds have been set in order to

identify the three classes. The satellite-based

damage map has been compared with a map

derived from ground survey, provided by Geo-

logical Survey of Iran, which reports the map of

collapse ratio. This latter concerns the percentage

of completely collapsed buildings with respect to

the total number of buildings within a city block.

It is worth noting that the information about dam-

age from field survey was given at district scale,

while the results from object-oriented approach

provided information at building scale. Although

the different scales of the maps did not allow a

direct comparison, a qualitative accuracy evalu-

ation was done counting the percentage of the

three classes from remote sensing data in each

regional class obtained from ground survey. It is

interesting to highlight that the percentage of

heavy damaged buildings (from the object-

oriented analysis) increased with the increase of

ground survey damage degree.

In Chini et al. (2008b) the semiautomatic clas-

sification approach aimed to identify completely

or partially collapsed buildings based on the opti-

cal satellite images vocabulary; it was basically a

change detection approach at building scale,

which evaluated how much the radiance value

for all pixels of each building changed as an

effect of the earthquake. A step forward was

attempted in the next article we will describe

(Bignami et al. 2011) where an analysis was

performed on the sensitivity of textural features

at object scale with respect to the damage levels

according to the European Macroseismic Scale

1998 (EMS98). Textural features were clearly

demonstrated to be a method to overcome the

lack of spectral resolution for classification pur-

poses. Indeed texture analysis plays an increas-

ingly important role in digital image processing

and interpretation, especially for very high-

resolution data (Haralick et al. 1973; Haralick

1979; Pacifici et al. 2009). This is mainly due to

supplementary information about image proper-

ties it can provide. Such information can be fruit-

fully exploited for change detection applications

as well. In Bignami et al. (2011), the analysis was
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focused on the sensitivity of some textural fea-

tures for change detection purposes; in particular

it was focused on earthquake damage mapping.

This approach was preferred in order to give

information strictly related to each building and

to mitigate false alarms weighting per-pixel clas-

sification error. Instead of the usual textural fea-

tures extraction by considering the co-occurrence

matrix on a moving window, the proposed

method was based on the calculation of textural

parameters at object scale. Indeed, the

co-occurrence matrix is evaluated by taking into

account all the pixels belonging to a single object,

i.e., the building, and considering a shift of one

pixel in the horizontal and vertical directions. In

this way for each building a co-occurrence matrix

was obtained. The algorithm makes use of the

same dataset as Chini et al. (2008b) and also of

some outcomes of the algorithm such as the

buildings map, where each building/object was

singled out. Stemming from this building map,

the textural parameters for each specific object is

derived, overcoming the dependency from the

window size, which makes the analysis test case

dependent. Following the formulation of the tex-

tural parameters described in Haralick

et al. (1973) and Haralick (1979), for each one

of the selected building in the two images, pre-

and post-earthquake, four different object tex-

tural parameters have been calculated, such as

contrast, dissimilarity, homogeneity and entropy.

In order to investigate the sensitivity of these

parameters to damage degree from EMS98 dam-

age scale, some buildings were selected by the

ground truth map described in Hisada and

Shibaya (2004), where some buildings, located

around eight strong motion stations, were sur-

veyed and classified. The EMS98 classifies five

damage levels: G1 (negligible to slight), G2

(moderate), G3 (substantial to heavy), G4 (very

heavy) and G5 (destruction). The G1 level can

also include the non-damage class, because the

difference between G1 and no damaged building

cannot be appreciated using this kind of satellite

data. Once the four object textural parameters

have been derived on both pre-seismic and post-

seismic data, the difference between post- and

pre-seismic at object scale has been computed

in order to analyze their sensitivity to the damage

levels for those building labeled by ground sur-

vey. A total of 367 buildings were accounted for

in the sensitivity analysis. For each object tex-

tural feature the mean value within a damage

class from the ground survey was evaluated and

the difference between post-seismic and

pre-seismic features was calculated. These values

have been plotted in respect to the five ground

survey damage grade. By observing the plots,

some evidence of sensitivity with respect to dam-

age levels are observed. A positive trend in the

difference of textural features has been obtained

for the contrast, the dissimilarity and the entropy,

while a negative trend is visible for the homoge-

neity. The trends reflect the expected behavior of

these textural parameters. In fact, as the damage

level of an object increases, the numbers of pixels

within the object, which appear scattered,

increase. From a textural point of view, the

homogeneity of the object should decrease, i.e.,

the more scattered pixels are, the less homoge-

neous is the object. On the contrary, the contrast,

the dissimilarity, and the entropy increase with

the increasing number of scattered pixels.

A comparison with textural parameter extracted

by using a moving window with a fixed size has

also been carried out, highlighting that the trends

were not as expected. This work showed that to

better understand some discrepancies present

between satellite information and ground survey

damage grade, an object-by-object analysis is

needed. It was stated that the damage level

assigned to an object should be validated also

from the remote sensing point of view because

sometimes the damage level cannot be identified

from satellite data. A typical false alarm case is

the pancake effect which occurs when severe

damage affects a building (G3 and G4 levels),

or sometimes it collapses (G5 level), but the roof

remains almost undamaged, preventing its iden-

tification from space images.

The Bam earthquake was also studied in Chini

et al. (2009), where the integration between

medium resolution SAR data was analyzed,

from 20 m resolution C-band sensor onboard of
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Envisat satellite mission and very high-resolution

optical data, with the aim of producing damage

maps at district scale with three different levels of

damage. In this article additional parameters,

namely, the InSAR complex coherence and the

intensity (or backscattering) correlation, have

been computed, since couples of pre- and post-

seismic interferometric images were available

(two images before and one or two after the

event). Both parameters can be derived by com-

bining the pre-seismic pair, the post-seismic, and

the coseismic (i.e., one pre-seismic and one post-

seismic image) ones. Note that these two features

contain slightly different information concerning

changes in the scene. The complex coherence is

primarily influenced by the phase difference

between radar returns, which is a distinctive

parameter measured by a coherent sensor like

SAR. It is particularly related to the spatial

arrangement of the scatterers within the pixel

and, thus, to their possible displacements. Con-

versely, the intensity correlation is more related

to changes in the magnitude of the radar return.

Unfortunately, for this event, SAR interferomet-

ric image pairs have very high values of the

perpendicular baseline, around 500 m for both

pairs and the resulting high spatial decorrelation

prevents their employment from detecting dam-

age levels through the InSAR phase coherence,

which has almost the same values both in dam-

aged and undamaged areas when the baseline is

too large (Zebker and Villasenor 1992).

Concerning the use of the backscattering correla-

tion as an indicator of surface changes, the

approach is funded on the idea that the correlation

coefficient is high when two images are similar,

while it becomes low when changes have

occurred in the surface target. Thus, in the latter

case, a decrease of correlation of coseismic

images is expected to be relative to pre-seismic

ones and this phenomenon is expected to increase

with the increase of damaged buildings on the

ground. The difference between the pre- and

coseismic intensity correlations has been aver-

aged within areas of homogeneous damage levels

provided from a ground survey map, and it is

clearly shown how this difference increases

with the increase of damage level (Yonezawa

and Takeuchi 2001; Stramondo et al. 2006). In

addition to Envisat SAR data, the information

extracted from a high-resolution optical

QuickBird image has been used, by extracting

the building maps before the earthquake carried

out with the adoption of object classification

approaches. The building map was used as a

mask to restrict the SAR intensity correlation

change detection only to built-up areas, in order

to reduce possible false alarms. Indeed, in Bam

City, there were a lot of vegetated areas, which

could affect the value of the correlation. The

intensity correlation difference showed an

increase of the dynamic range of about 25 %

with respect to the non-masked data, using the

information on buildings from optical data.

On April 6, 2009, a Mw= 6.3 earthquake hit a

wide portion of the Abruzzi region in Italy, with

the epicenter located 4 km southwest of the city

of L’Aquila, whereas the highest damages

occurred about 8 km to the southeast. In L’Aquila

and in the neighboring villages, the earthquake

caused the collapse or irreparable damage to over

15,000 buildings, killing 308 people and causing

the relocation of over 65,000 (Stramondo

et al. 2011). For this event very high-resolution

SAR images, acquired in SpotLight mode (1 m

per pixel on ground) from the X-band COSMO-

SkyMed satellite mission, were available. The

very high resolution images from optical sensors

such as QuickBird and IKONOS were available

as well. It is interesting to see how information

has been exploited in the work of Dell’Acqua

et al. (2011), for estimating the damage at dis-

tricts levels from a post-event SAR image and the

fusion with optical images for increasing the

accuracy. It is commonly acknowledged that

due to speckle effects, single-pixel classification

of SAR images leads to unsatisfactory results,

and this seems to hold true also when damage

assessment is concerned. Satisfying results may

be achieved if the damage is assessed at a block

level, somehow averaging the unreliable results

of pixel-wise comparing pre- and post-event

images due to speckle noise. In the Dell’Acqua

et al. (2011) article, damage was considered at
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pixel scale, in optical data and at block scale, in

SAR data, separately. Indeed, the pixel-based

approach by using optical data provided useful

information on the discrimination between dam-

aged or non-damaged areas. Even though no fur-

ther classification with respect to damage levels

can be retrieved, the information derived from

optical imagery can be effective where appar-

ently very high-resolution SAR data is least

with the proposed method, and it could be prob-

ably the reason why fusion of optical and SAR

data in this method is promising. Indeed in this

work the SAR textures, which were the features

used as damage indicator, were somehow corre-

lated to low damage levels (or affected by other

factors than damage), whereas optical data were

more suitable to distinguish between damage and

non-damage classes. Definitely, the SAR texture

was more effective to distinguish between two

different levels of damage, in the regions that

were identified as damaged by optical data.

Some important issues remained still open; such

an example could be finding suitable threshold

levels for classification in future cases, although

significant links between satellite-derived indica-

tors and damage levels have been discovered.

It seems that some texture maps computed on

SAR data can provide an estimate of damage

levels, only if independent information concerning

presence or absence of damage in a given block

would be available. It is evident from the results

that further studies are required and they should be

aimed at finding sufficiently independent statistics,

extracted from SAR data, which may possibly be

linked to presence or absence of damage.

Summary

This entry highlights the characteristics of very

high-resolution optical and SAR images that are

pertinent for earthquake damage mapping pur-

poses. Automatic or semiautomatic classification

algorithms, which make use of this kind of data,

have been described as well. Particular attention

has been paid to object-based classification

approaches, which are more suitable to deal

with metric or submetric resolution data.

Relevant case studies, where object-based dam-

age mapping approaches have been considered,

are here presented.
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Introduction

Since impacts of disasters are most felt at the

local level, they require proactive action and

intervention directly from local authorities and

affected communities. However, the extent of

impacts varies from one area to another. Highly

urbanized areas are typically more vulnerable to

natural hazards as a result of environmental and

socioeconomic stresses brought about by rapid

and often unplanned urbanization. Because of

the concentration of population, infrastructure,

and resources in urban areas, they stand to lose

more in the event of actual disaster. Thus, it is

becoming increasingly imperative for city gov-

ernment authorities and local actors in urban

areas to develop and enhance their capacity to

manage disaster risks in order to protect their

development.

Cities have largely and chronically been

neglected by national governments and interna-

tional organizations in terms of dealing with risk

and its contributory factors such as poverty and

rapid urbanization (Khazai and Bendimerad

2008). Contrary to popular misconception of

local authorities in urban areas having the requi-

site capacity to address risk on their own, most

cities, particularly in the developing world, have

actually been ineffective in managing their risk,

which remains high and is continuously rising.

The relative negligence of disaster risk manage-

ment as a local responsibility is also exacerbated

by the fact that many local authorities are already

overburdened by their presently mandated

responsibilities.

Disaster risk management (DRM) is defined

by the United Nations International Strategy for

Disaster Reduction (UN-ISDR) as “the system-

atic process of using administrative directives,

organizations, and operational skills and capac-
ities to implement strategies, policies and

improved coping capacities in order to lessen

the adverse impacts of hazards and the possibility
of disaster” (UN-ISDR 2009). Current

approaches to managing disaster risk are often

characterized by (a) the prevalence of a response

or humanitarian perspective rather than a devel-

opment perspective, (b) the lack of cross-

disciplinary and cross-sectoral processes

demanded by a more integrated mainstreaming

approach that captures the parameters of risk that

are relevant to each sector, and (c) the absence of

policymaking processes based on consensus

building and effective engagement of the

concerned stakeholders. These factors are corre-

lated, calling for a holistic approach to urban

resilience, one that integrates disaster risk reduc-

tion (DRR) with developmental policy and plan-

ning, delivery of core services, natural and

environmental resource management, and pov-

erty reduction. A methodology that could define

needs to be met and why and how to do it is

necessary to generate support for allocating

resources to disaster risk reduction, especially in

view of overwhelming demands from citizens for

vital services and to meet day-to-day needs.

The key to manage disaster risks in urban

areas without draining the resources of local

authorities is to mainstream DRM in the daily

functions and services of the city. By integrating
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risk reduction parameters in planning processes,

such as land use and urban planning, public

works, delivery of core services, and emergency

response planning, among others, the task of

managing disaster risks becomes more attainable.

However, mainstreaming DRM in the operations

of urban local authorities is easier said than done.

Disaster risk management in general is a new

field of practice for most city officials and per-

sonnel, not to mention that disaster risk reduction

implementation itself is complex. It takes time,

effort, training, and, most importantly, scientifi-

cally designed methods and tools in order to

effectively and fully assimilate disaster risk

reduction in city functions and ongoing opera-

tions. DRM mainstreaming is also closely in

line with the commitment of countries to several

international conventions and agreements such as

the Hyogo Framework for Action for 2005–2015

(HFA) and the UN Millennium Development

Goals (MDG), to name a few.

This entry further elaborates the concept of

DRM mainstreaming, shows examples of tools

that are used for mainstreaming, and provides a

case study of an actual application of DRM

mainstreaming using the Disaster Risk Manage-

ment Master Planning (DRMMP) process devel-

oped by the Earthquake and Megacities Initiative

(EMI).

The Concept of DRM Mainstreaming

Mainstreaming is a core concept of DRM but is

seldom understood. Mainstreaming is essential to

achieving effectiveness in a DRM structure. It is

about defining and distributing roles and respon-

sibilities between national and local authorities

and civil society in a way that would result in

greater outcome for lower amount of resources. It

is about determining the parameters of risk that

are most relevant to each sector and function of

government andmaking these parameters an inte-

gral part of the governance and management of

urban life. An organization that has accomplished

mainstreaming has effectively integrated the

practice of risk management within its gover-

nance, its functions, and operations.

Mainstreaming requires a deliberate and well-

founded strategy and consistent applications of

policies that strive to pinpoint and enforce roles

and responsibilities. Inherent in this process is a

policy of decentralization of authority and

accountability. The current practice shows an

overemphasis on centralization at the national

level of all DRM functions. The reasons are

twofold:

(a) Lack of decentralization and coordination

structures. The DRM practice is an emerging

function of government; sublevel govern-

ment institutional structure and coordination

mechanisms have yet to be devised and put in

place.

(b) Lack of capacity of local authorities. The

central authorities of the government are

reluctant to provide local government with

the authority for DRM out of prudence.

Despite these limitations, a distribution of

roles and responsibilities between the various

levels of government is critical to achieve

mainstreaming. One approach to establish a

mainstreaming strategy is to follow the scheme

shown in Fig. 1 (EMI 2009). The three

encompassing boxes provide a descriptive

assignment of roles and responsibilities. Funda-

mentally, the model represented in the figure

indicates that, following other more conventional

functions of government, DRM implementation

has three principles of mainstreaming: central

coordination, local implementation, and partici-

pation (Bendimerad and Zayas 2015).

• Local implementation: Implementation should

as much as possible be delegated to local

authorities and local actors. Local authorities

cannot mainstream DRM without a clear

authority and resources.

• Central coordination: The role of the central

authorities should focus on establishing pol-

icy, enacting regulation, putting in place con-

trol processes, allocating resources, and

exercising oversight.

• Participation: Government (central and local)

must open the door to the participation of civil
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society, which collectively groups all the

active agents of society.

The central government delegates aspects of

policy, regulatory powers, and other functions

and allocates additional resources to local gov-

ernment. It should in turn monitor the perfor-

mance of local authorities based on sanctioned

guidelines and criteria. The boxes do indicate a

strict division between the various entities. In

fact, flexibility and coordination are keys to suc-

cess. Within this mainstreaming framework, an

optimization of resources and outcome is accom-

plished when local authorities are strategically

establishing internal policies and process where

planning, programming, and action for risk

reduction is integral to each of their jurisdictional

responsibilities either as a service provider or as a

regulator. This process is sometimes referred to

as “integrated” or “holistic” approach to DRM.

This framework also suggests that risk reduc-

tion can be mainstreamed in local governance by

harnessing existing legal mechanisms (e.g., local

government acts, environmental management

acts, DRM acts and related laws and regulatory

mechanisms), processes (e.g., licensing, land use,

etc.), and service delivery systems (e.g., health,

education, transport, utilities, revenue genera-

tion) and making use of such resources. For

local authorities, this would translate into having

processes and practices that inherently incorpo-

rate urban risk reduction in these core functions

that they undertake such as construction and

building licensing, land use and urban develop-

ment planning, environmental management, and

social welfare as well as in the services that they

provide or regulate. To provide necessary author-

ity, additional reforms are often needed, particu-

larly in aligning DRM laws and policies with

other acts that regulate local government func-

tions. The point is that wherever responsibility is

located, authority and resources should also be

provided.

Review of Tools for DRMMainstreaming

In line with global efforts to reduce disaster risks

by focusing on local-level action through

mainstreaming, several disaster risk management

models have been developed that integrate disas-

ter risk in local development. A review has been

conducted of 76 tools, 10 of which were

shortlisted for detailed assessment because of

their applicability for local application in urban

settings (Berse et al. 2009). “Tools” are used

interchangeably with models and instruments

and in this context refer to a framework that

lays out the methodology for undertaking DRM

including the mechanism for implementing the

elements in the methodology.

Each tool’s relevance to disaster risk reduction

and their applicability or feasibility to the local

government’s capacity to institutionalize disaster

Building Disaster
Resiliency Through
Disaster Risk
Management Master
Planning,
Fig. 1 Framework for

mainstreaming disaster risk

reduction. Functions are

indicative (Source:

EMI. State of the practice

report on urban disaster:

open file report. June 2009)
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risk reduction efforts within its functions and

operations were carefully considered and

weighed in the assessment. Each tool has its

own strengths and weaknesses that local author-

ities in urban areas can learn from in

mainstreaming DRM. Evaluation of DRM tools

were based on a set of criteria indicators

representing the three principles of

mainstreaming, i.e., central coordination, local

implementation, and participation. The criteria

indicators are meant to assess effectiveness and

relevance to DRR processes, feasibility require-

ments, and applicability to the urban setting espe-

cially of developing countries. Through this

study (which is not exhaustive), a set DRM

instruments have been developed—or at least

have the potential—for replication in areas out-

side of their respective origins and were rated for

local adoption in the urban context. A summary

of the results of this study is provided here.

Effectiveness

Local Implementation

The paradigm shift in the disaster management

policies has elicited the participation and com-

mitment of local governments to a more proac-

tive disaster risk management. It is argued that

since local stakeholders are the ones greatly

affected in the events of disasters, it is critical

for local governments to play a major role in the

DRM. This is the very reason for giving emphasis

on the local implementation of DRM

mainstreaming models.

Of the frameworks reviewed, the following

have evolved around the concept of DRM

mainstreaming: Comprehensive Hazard and

Risk Management (CHARM) Programming

Approach (SOPAC 2002), Total Disaster Risk

Management (TDRM) (ADRC 2005), Central

United States Earthquake Consortium’s

(CUSEC’S) Disaster Resistant Community

(DRC) Model (CUSEC 1997), and the Bangla-

desh DRR Mainstreaming model (Siddiqui

2007). CUSEC’s DRC Model was developed by

a consortium that includes both the local commu-

nity and business sectors and not surprisingly

gives the most emphasis on the involvement of

these constituencies in the DRM processes.

Although designed to be implemented at the

national level, Emergency Management

Australia’s (EMA) Emergency Risk Manage-

ment Process (Commonwealth of Australia

2004) can also be developed for local government

DRM mainstreaming implementation.

Central Coordination

The reviewed DRM mainstreaming models are

consistently aligned with the disaster risk reduc-

tion strategies formulated by the DRM authorities

of their respective countries. The TDRM as in a

few other cases was developed by

nongovernmental organizations for application

in different cities and countries. The Total Disas-

ter Risk Management implementation strongly

encourages endorsement from the central DRM

authority and adaptation to the DRM institutional

framework of the country of application. The

Total Disaster Risk Management developed by

the Asian Disaster Reduction Center- Office for

the Coordination of Humanitarian Affairs

(ADRC-OCHA) was endorsed by the govern-

ment of Thailand and its central DRM authority

and adapted for implementation in the country

(ADRC 2005).

Participation

The need for stakeholder participation is a well-

established approach used in development work.

Its main tenet is that stakeholders are collabora-

tors in a development project at every stage of the

process. Through this approach, stakeholders

influence and share control over the decisions

that affect them and their resources. In essence,

the stakeholders drive the development process.

They are the ones who decide in the planning,

design, implementation, monitoring, and evalua-

tion of the project. In this process, they are guided

by experts and specialists who also processed the

outcome in a scientifically rigorous output. With

this, participation does not only ensure stake-

holders’ ownership but also encourage commit-

ment. In general, the reviewed models emphasize

multistakeholder participation at every stage of

the DRM planning process. They also recognize

the relevance of the participatory process as
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enabling communication mechanisms. Models

provide more relevance to particular stake-

holders: national authorities (e.g., Comprehen-

sive Hazard and Risk Management and Total

Disaster Risk Management), local authorities

(e.g., Central United States Earthquake Consor-

tium), business sector (e.g., Central United States

Earthquake Consortium’s Disaster Resistant

Community), or community (e.g., BDRRM, Cen-

tral United States Earthquake Consortium). At

the same time, other tools such as the BDRRM

provide specific indications of the targeted

stakeholders.

Applicability

Relevance

The reviewed DRM mainstreaming models gen-

erally adhere to the main goal of integrating risk

management in the development and governance

processes in order to reduce risks and mitigate the

impact of disasters, albeit employing distinct

strategies and aiming at varied focus.

The CUSEC model, for example, prioritizes

achieving disaster-resistant communities. With

this, the model aims to reduce community vul-

nerability to natural hazards in order to minimize

losses and accelerate recovery (CUSEC 1997).

The Emergency Management Australia’s Emer-

gency Risk Management Process, on the other

hand, focuses on reducing risk by making modi-

fications in the causes of risks (Commonwealth of

Australia 2004). Similarly, South Pacific Applied

Geoscience Commission Disaster Management

Unit’s Comprehensive Hazard and Risk Manage-

ment Programming Approach aspires to develop

preparedness and reduce vulnerabilities while

increasing resilience of the community (SOPAC

2002). The added value of this particular model is

that it engages the implementing institution in

hazard and risk management in a more holistic

manner as it intrinsically links DRR to national

development (South Pacific Applied Geoscience

Commission SOPAC 2002). Food and Agricul-

tural Organization’s DRM Framework (Baas

et al. 2008) follows the same line and aims to

reduce underlying factors of risk and to prepare

for and initiate an immediate response should

disaster hit (Berse et al. 2009). The Asian Disas-

ter Reduction Center- Office for the Coordination

of Humanitarian Affairs’ Total Disaster Risk

Management model, like the Comprehensive

Hazard and Risk Management model, is

anchored on risk management. However, the

TDRM also focuses on “total” approach of

balancing the ability to respond to the conse-

quences of disaster with predisaster actions that

lessen the need for response (ADRC 2005).

Feasibility/Resource Requirements

Financial and resource requirement are crucial

factors for assessing the implementation potential

of a particular DRM mainstreaming model.

Oftentimes, the availability of resource dictates

the scope of DRM mainstreaming implementa-

tion and the strategies or tools that will be uti-

lized. Acknowledging this, most of the shortlisted

DRM models signified the use of available

resources and the development or enhancement

of existing resources whether it be financial/

material or human resources. While some DRM

mainstreaming models identified low-cost tools

and strategies for their implementation, others

opted for more sophisticated and high-cost tools

or mechanisms.

Apart from relying on the engagement of dif-

ferent stakeholders and the local government for

human resources, interestingly Central United

States Earthquake Consortium uses the strategy

of providing incentives to promote steps and

measures to reduce the vulnerability of commu-

nities to natural hazards (CUSEC 1997). The

Food and Agricultural Organization’s DRM

Mainstreaming model, South Pacific Applied

Geoscience Commission-DMU’s Comprehen-

sive Hazard and Risk Management, and the Ban-

gladesh DRM Mainstreaming model all give

importance on strengthening the capacities of

local stakeholders in disaster management and

risk reduction and improving advocacy and

awareness (SOPAC 2002). They do not specify

what would be the required resources for

implementation.

Emergency Management Australia’s Emer-

gency Risk Management did more than this by

identifying a package of special tools for risk
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management (i.e., Unique Identifier System, the

Risk Register Database, and the Geographic

Information Systems) and at the same time by

carrying out emergency risk management train-

ing for local stakeholders (Commonwealth of

Australia 2004).

Disaster Risk Management Master Plan
(DRMMP)

The Disaster Risk Management Master Plan

was developed by Earthquake and Megacities

Initiative (EMI) to support local-level long-

term planning and programming of disaster

risk reduction activities. It follows the approach

set out in Australian/New Zealand Standard

4360-2004, a standard in risk management

developed jointly by Australia and New

Zealand and recently adopted by the Interna-

tional Standards Organization as ISO31000 for

risk management. The DRMMP is based on

EMI’s mainstreaming framework that optimizes

resources by defining and distributing roles and

responsibilities across various stakeholders at

all levels of government.

The DRMMP provides opportunity for local

authorities to systematically and rigorously iden-

tify programs, projects, and activities (PPA)

aimed at reducing risk caused by natural and

man-made hazards and to define processes for

implementing these projects and activities.

Local authorities are familiar with the master

planning process as it is an integral part of their

planning activities in particular for land use plan-

ning and transport. These plans constitute the

basis for budgeting and investments.

Embedding the three principles of

mainstreaming (i.e., local implementation, cen-

tral coordination, and participation), the

DRMMP process is designed to align along core

planning processes of local governments and is

strategically developed for local government

DRM implementation. It is anchored on the reg-

ulatory framework that defines mandate and

authority of government. It is a methodology for

integrating risk parameters into various local

government functions. EMI’s DRMMP

implementation also strongly encourages formal

endorsement from the central DRM authority and

adaptation to the DRM institutional framework of

the country of application. Finally, the DRMMP

process has been designed as an approach for

organizing the stakeholders in thematic Focus

Groups to ensure efficiency and sustainability

using a participatory process with targeted

stakeholders.

The DRMMP methodology follows similar

principles and processes as other more conven-

tional planning processes, e.g., land use planning,

namely,

• It is structured and systematic and follows a

consistent step-by-step methodology.

• It is science based and data driven.

• It is multisectoral and multidisciplinary.

• It applies to all hazards.

• It is participatory and consensus driven.

By anchoring on mainstreaming, the DRMMP

puts in place a structured approach for setting up

a DRM system that is based on science, under-

stood by all, and provides the rationale for invest-

ments in DRR programs and projects. As of 2014,

the DRMMP has already been applied to eight

(8) local authorities, namely, Istanbul (Turkey),

Kathmandu (Nepal), Metro Manila (Philippines),

Amman (Jordan), Mumbai (India), Pasig City

(Philippines), Quezon City (Philippines), and

Dhaka (Bangladesh).

Process to Implement the DRMMP

The Disaster Risk Management Master Plan pro-

vides a road map for a proactive DRM approach,

which recognizes that disasters are not just “set-

backs” or “roadblocks” to development but result

from the paths that development is pursuing.

Thus, by changing planning processes, and incor-

porating disaster risk parameters explicitly in the

planning of processes and projects, it can be

ensured that in future natural hazards will

encounter resilient communities that are capable

of withstanding their impact, reduce their losses,

cope, and recover normal life faster. Ultimately,
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impacts of hazards become mere emergencies

rather than disasters.

The undertaking of a DRMMP follows a series

of analyses along each of four phases, namely,

• Phase 1: Organization and Preparation

• Phase 2: Diagnosis and Analysis

• Phase 3: Plan Development

• Phase 4: Plan Implementation, Monitoring,

and Evaluation

Figure 2 provides the workflow process for

developing the DRMMP, which can be com-

pleted in 12–24 months, depending on the ele-

ments that need to be covered. First, the elements

that need to be included in the master planning

process have to be identified. Some components

are core to the DRMMP methodology because

they provide the essential scientific information

on the DRM practice. These include

• Legal and Institutional Arrangements (LIA)

• Land Use Planning (LUP) and development

controls

• DRM Database and Geographic Information

System (GIS)

• Hazard, Vulnerability, and Risk Assessments

(HVRA)

• Emergency Management (EM)

Further elements/sectors (e.g., housing, trans-

port, sanitation, health, education, social ser-

vices, and others) can be added depending on

the jurisdictional responsibility of the city. This

also depends on what is most relevant to local

authorities in terms of priority, access to data, and

availability of resources and expertise. For exam-

ple, in the application of the DRMMP in Greater

Mumbai Project, there were additional elements

that were included such as Water, Wastewater
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and Storm Drainage Systems, and Transporta-

tion. This is due to the fact that the Municipal

Corporation of Greater Mumbai regulates the

delivery of these services. It is important to note

that not all sectoral elements fall under the

authority of the city or of other agencies of the

government. Many could be provided by the pri-

vate sector or utility companies (e.g., water,

power). Others would be a mix of public and

private entities (e.g., transport). Other elements

may also have to be addressed because of the

local context and conditions particular to a city.

For example, in the Mumbai application, ele-

ments such as Slums, Shelter, and Housing,

were likewise addressed because of the unique

characteristics of the city that has more than 60 %

of its population living in the slum areas.

A listing of additional elements included in the

DRMMP includes

• Shelter and Housing (including slums and

informal settlements) (S&H)

• Health

• Education

• Construction Codes and Standards (CCS)

• Water Systems

• Waste Water and Storm Drainage Systems

(WWSD)

• Power Systems (PS)

• Transportation Systems (TS)

• Solid Waste Management (SWM)

• Telecommunications

• Possibly other relevant sectors

There are other elements that support the

whole planning process and are crosscutting in

nature. These include

• Training and Capacity Building (TCB)

• Information Education and Communication

(IEC)

Training and Capacity Building and Informa-

tion Education and Communication components

facilitate the meaningful participation of stake-

holders since their aim is to bring the gap in

understanding of DRM concepts and principles

between the EMI experts and practitioners and

the stakeholders. Throughout the DRMMP pro-

cess, the stakeholders are made to understand and

take ownership of the types of risks that their city

faces as they acquire the competency and tools to

be able to manage those risks on their own.

Participatory Approach to Develop the
DRMMP

The DRMMP allows for the meaningful partici-

pation of stakeholders. By design, the DRMMP

provides stakeholders with an opportunity for

learning the concepts of hazard, vulnerability,

and risk and to understand their relevance to

planning. It develops consensus among them on

the trade-offs and the rationales for investment in

urban resilience. With their engagement in the

development of the plan, the stakeholders not

only provide essential knowledge to the plan but

acknowledge their roles and responsibilities in

the implementation of the plan, thus taking own-

ership. The underlying principle to EMI’s partic-

ipatory approach is that urban DRR can only be

made meaningful if stakeholders understand their

risks. They should be well informed in order to

meaningfully contribute. In most cases, there is a

gap in how risk is understood and interpreted by

various stakeholders with diverse backgrounds

and oftentimes competing interests. Once there

is shared understanding of risk, stakeholders can

contribute to the work at hand in terms of data

collection and validating findings and interpreta-

tions of risk assessments that are fundamental to

any risk reduction program.

EMI’s version of participatory approach was

first applied in 2008 in the Makati Urban Rede-

velopment Planning Project: Mainstreaming

Disaster Risk Reduction in Megacities, A Pilot
Application in Metro Manila and Kathmandu.

It was then further tested and applied in various

cities and has become EMI’s cornerstone strategy

to stakeholder engagement in urban DRR. Using

this approach, the participation by stakeholders is

organized along key sectors that allow for gener-

ating inputs across a broad range of stakeholders

with different agenda and interests but at the

same time facilitate decision and action.
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Typically, implementing the DRMMP requires

organizing the stakeholders along the following:

• Creation of a Project Management Team

(PMT) composed of the project managers

and technical experts and specialists who

make up the main workforce that will develop

the DRMMP. It is multidisciplinary and struc-

tured as a single unit incorporating EMI’s

experts and counterpart from the host local

authority.

• Creation of theAdvisory Committeewhich is

composed of policy-/decision-making offi-

cials who are endorsed as representatives to

the project by their respective institutions. It

provides the platform to receive input and

guidance from the stakeholders and share the

project issues, findings, and accomplishments

that the members can take back to their respec-

tive institutions.

• Creation of the Scientific Consortium which

is composed of local experts in relevant fields

addressed by the project. The members of the

Scientific Consortium are selected on the basis

of their credentials. They advise on the valid-

ity of the scientific data and approach and help

reach scientific consensus.

• Creation of the Focus Groupswhich are com-

posed of local practitioners, researchers, and

community leaders. These include midlevel

managers and specialists from the various

departments and offices of the city. They are

organized along each of the sectors that are

being analyzed in the DRMMP. Through the

Focus Groups, relevant stakeholders get

engaged in the development of the project by

providing inputs and tackling issues, as well as

validating the assumptions, findings, and rec-

ommendations relevant to the project.

Figure 3 below shows an example of the pro-

ject organization structure of the DRMMP that

was put in place in Mumbai. It reveals a flat

nonhierarchical structure that puts emphasis on

Building Disaster
Resiliency Through
Disaster Risk
Management Master
Planning, Fig. 3 Project

organization structure of

the disaster risk reduction

in Greater Mumbai project

which shows an example of

a flat non-hierarchical

structure that is composed

of stakeholders from

different sectors that are

working together in a

participatory approach
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teamwork and consensus building but at the same

time assigns responsibility and accountability to

the project team. It requires experts, practitioners,

policymakers, community leaders, and private

sector working together to provide inputs to

develop the elements of the DRMMP. In the

Disaster Risk Reduction in Greater Mumbai Pro-

ject, there were more than 100 members of the

Advisory Committee representing various orga-

nizations of government, civil society, technical

agencies, and the private sector. In the Building a

Disaster Resilient Quezon City Project, the vari-

ous Focus Groups were organized under a Tech-

nical Working Group (TWG). They are

composed of technical specialists from the differ-

ent departments of the Quezon City Government

officially assigned by the Office of the Mayor to

work with EMI to develop the various elements

of the DRMMP.

Strong Emphasis on Data and Science

The development of the DRMMP requires a

strong emphasis on data and science. It includes

collecting evidence to understand the DRM con-

text and situation, assessing the inherent risks of

the city, developing an information database on

disaster risk management, and identifying the

gaps and needs. The following sections describe

several key activities that are conducted to pro-

duce the required assessments to develop the

DRMMP.

Development of the DRM Database

and City Risk Profile

A significant part of the effort goes into data

collection, review, and structuring all data into a

single DRM database. Data must be collected

from several city departments as well as from

relevant government agencies and other service

providers. This is the most challenging task in the

process as not all departments willingly share

data. The data is typically organized at the reso-

lution of the lowest geopolitical boundary of the

city. This will enable an effective use and man-

agement of the data by the local and sublocal

authorities. A list of the data that needs to be

collected is indicated in Table 1 below. The data

is compiled in a City Risk Profile shared and

validated with all the stakeholders. Knowledge-

sharing mechanism is defined and endorsed to

ensure the data is kept current and is benefiting

other planning functions of the city. In addition to

facilitating DRM planning, tax mapping provides

another motivation for cities to have a centralized

database in uniform format.

Analysis of the Legal and Institutional

Arrangements for DRM

The DRMMP process is anchored on the legal

and institutional arrangements that define the

geopolitical boundaries of the concerned plan-

ning authority (i.e., the local government), its

jurisdictional responsibility, and the potential

elements of the plan. An in-depth analysis of the

legal and institutional context is essential in pro-

viding legitimacy and credibility to the plan and

in avoiding potential jurisdictional conflicts. Sev-

eral outputs are generated such as a network

analysis that shows the organizational chart of

the DRM undertaking in the city with key agen-

cies and their relationships. A functional map-

ping is also completed to indicate functions,

roles, and responsibilities of each organization

in the DRM process. The results are shared and

validated with the stakeholders through focus

group exercises to ensure that the DRM organi-

zation is understood by all concerned agencies

and officials. An example of network analysis is

shown in Fig. 4.

Building Disaster Resiliency Through Disaster Risk
Management Master Planning, Table 1 Data typi-

cally collected in the development of the DRMMP

Administrative and

institutional

Build environment,

including:

Demographic and socio

economic

Buildings

Physical profiles

including:

Critical and essential

facilities

Topology; geology;

hydrology; soil, climate

Infrastructure: transport,

water, drainage, sanitation,

power, communication,

health

Land use High loss facilities
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Hazard, Vulnerability, and Risk Assessment

(HVRA)

The DRMMP is informed by the hazard, vul-

nerability, and risk parameters which provide

the scientific basis for the plan and ensures

that the plan is responding to the objectives of

risk reduction and resilience enhancement.

The parameters defining the current practice

of the elements of the plan (i.e., sectors) are

checked against the risk parameters to define

the gaps and the strategies for improving

urban resilience. The hazard, vulnerability,

and risk parameters are developed using sci-

entific methodologies (e.g., scenario analysis

or probabilistic risk assessment) that provide

information on the distribution of damage and

the social, economic, and material losses to

the city considering both physical vulnerabil-

ity and socioeconomic vulnerabilities. The

risk assessment should be done at the highest

resolution possible to provide an accurate and

reliable understanding of the risks. The results

are presented, discussed, and validated by the

stakeholders. The greater the understanding of

the risks, the more relevance is given to the

master plan.

The Hazard, Vulnerability, and Risk Assess-

ment also provides information on “hotspots”

which are areas that have the highest risk for

the considered hazards. The scientific approach

to defining “hotspots” relies on developing

dimensional indicators by which parameters of

physical risk (e.g., number of heavily damaged

buildings in a certain locality) are combined

with parameters that represent the capacity of

that particular locality to sustain and recover

from the impact of an event (Nardo

et al. 2005). Through the hotspots, local author-

ities will know where they should prioritize the

DRR projects. Maps are produced to provide

illustrations where the potential problems are

highest. They indicate priorities for planning

in terms of where the investments should be

for reducing risk and building resilience that

address area-specific issues. An example of

hazard mapping and hotspot analysis is pro-

vided in Fig. 5.

Situational Analyses of Urban Resilience

Elements

Situational analyses on key urban resilience ele-

ments are conducted to provide the baseline for

understanding the state-of-the-practice urban

DRR. With the support of the experts, the stake-

holders are guided through workshop-type exer-

cises where they can determine the gaps relative

to standards for urban resilience. Essentially, the

stakeholders are presented with the risk parame-

ters which are contrasted with their current prac-

tices. In small group exercises, they look at how

the current systems and practices for particular

development sectors are responding to the risk

parameters and the requirements for disaster

risk management. In the Building a Disaster
Resilient Quezon City Project, the development

sectors that were considered include population,

economic activity, social services, emergency

management, institutional and land use adminis-

tration, and physical resources (EMI and QCG

2014). Figure 6 provides an example of frame-

work for analyzing the resilience of lifeline sys-

tems in Greater Mumbai. It provides the work

that needs to be done in the assessment process

starting from the mapping of the exposure (i.e.,

the asset at risk) into a geographic information

system (GIS), then superimposing the hazard

information, then understanding the impact both

in terms of direct damage and secondary dam-

ages, then assessing the impact on the system

serviceability taking into consideration measures

of resilience of the system including physical

resilience and community resilience.

Putting the Elements of the Plan
Together

For each of the development sectors, programs,

projects, and activities are identified as concrete

actions to reduce risks and improve resilience.

Stakeholders undertake the consequential analy-

sis together with the experts. The consequential

analysis is an interactive exercise which builds on

the situational analysis but looking at “what-if”

scenarios aimed at developing options to improve
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Building Disaster Resiliency Through Disaster Risk
Management Master Planning, Fig. 5 Earthquake

risk profile for Quezon City, Philippines, showing the

hotspot counties. The map and corresponding information

was generated through the conduct of a hazard, vulnera-

bility and risk assessment, which is a vital component of

the DRMMP
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Building Disaster Resiliency Through Disaster Risk
Management Master Planning, Fig. 6 The diagram,

as an example of a situational analysis exercise, shows the

lifeline system and resiliencies and how they influence

community resilience. The elements of resiliency are

numbered from① to⑦, each with visual representations.

The arrows identify prerequisite elements; for example in

order to assess the geospatial systemic impacts③ from an

earthquake, one must first understand the geographic dis-

tribution of the system ① being analyzed and the geo-

graphic distribution of the hazard ②, in this case

earthquake ground motions and permanent ground defor-

mation. Taken from the Disaster Risk Reduction in
Greater Mumbai Project. 2011
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the current practice. Through the consequential

analysis, the stakeholders achieve an understand-

ing of the impacts of the current practices and

define strategies and rationales for reducing these

impacts. They also identify the “entry points” for

mainstreaming DRR in each particular develop-

ment sector. Table 2 shows an example of the

result of a consequential analysis for a magnitude

7.2 to the Physical Resources Sector of Quezon

City.

Next is the establishment of a vision for resil-

ience and a mission to reduce risk through a

visioning exercise. In the Disaster Risk Reduc-

tion and Management Plan (DRRMP) process in

Quezon City, the stakeholders took some time to

establish consensus around developing the vision

for the city. There was a long gridlock in identi-

fying a common descriptor for the natural envi-

ronment around descriptors such as habitable,

sustainable, resilient, “clean and green.” This is

followed by the development of resilience strate-

gies through the conduct of Strengths-

Weaknesses-Opportunities-Challenges (SWOC)

exercise to formulate and prioritize strategies by

taking into account key internal and external ele-

ments that may affect the attainment of the resil-

ience vision and mission.

After reaching consensus on the resilience

strategies, programs, projects, and activities are

then formulated. Apart from listing down and

discussing potential investments, stakeholders

also prioritize projects and activities. This prior-

itization process is based on a set of criteria that

helps stakeholders focus their attention to inter-

ventions that will have the greatest impact in

terms of reducing their risk while taking into

account their inherent limitations such as budget

capacity or resource constraints. The final form of

the DRMMP is then validated. An example of a

DRMMP program and its related projects are

shown in Table 3.

Ensuring Implementation of the DRMMP

The time frame for a DRMMP can span anywhere

from 6 to 15 years, depending on the planning

cycles of cities. For the DRMMP to be fully

Building Disaster Resiliency Through Disaster Risk Management Master Planning, Table 2 Results of

consequential analysis of a magnitude 7.2 earthquake to physical resources of Quezon City

Primary hazards

faulting, shaking,

liquefaction,

landsliding

Primary damage:

building/

structural

non-structural/

equipment

Primary loss: life/

injury, repair costs,

function,

communication/

control

Secondary hazard/

damage: liquefaction.

landsliding fire,

hazmat, flooding. . .

Secondary loss:

business/operations

interruptions, market

share, reputation

Collapse of
water sam
Extreme flood
Loss of lives,
physical injuries
Damages to
main roads,
infrastructure

Damage to water

reservoir

Trauma (Stampede) Possible trash slide in

dumpsites

Loss of jobs

Building collapse

(Eastwood, Libis

area)

Isolation of victims

due to no road/

highways access

Loss of property, lives Loss of income

Loss of water

supply

Operation

interruptions in

hospitals

Physical injuries Loss of opportunities

Loss of lives Fire Eastwood, malls

Trapped inside the

building

Houses made from

light materials

Loss of livelihood

Damage to

equipment

Biogas plant explosion Production halts

Stranded people Informal settlers Businesses, offices

Chaos/stampede

(inside buildings)

Food shortage No classes

Contamination of

waterways
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implementable, there has to be a clear under-

standing of the legal and administrative processes

of a city that concerns with approval of mandated

plans. This requires knowing who approves,

when, and through which step in the approval

process should the DRMMP be incorporated so

that it becomes integrated in the budgeting cycle.

This way, it is ensured that budget for priority

projects identified in the DRMMP gets allocated

in the overall budget of the city. Figure 7 below

provides an example of the budget approval pro-

cess of Quezon City indicating how the Local

Disaster Risk Reduction and Management Plan

(LDRRMP) gets integrated in the Annual Invest-

ment Plan (AIP). The Annual Investment Plan

refers to the indicative yearly expenditure

requirements of cities that will be integrated

into their annual budget.

Understanding who approves, when, and

through which steps in the approval process of

cities helps ensure that DRMMP projects and

activities are incorporated in the budget and, as

such, get funded.

Monitoring, Evaluation, and
Communication

To track the progress (or lack of progress) of

implementation, monitoring and evaluation

tools are developed. One of these tools is to

develop a set of Indicators that set initial

benchmarks and can be used to measure progress.

The first is the quantitatively derived Urban

Disaster Risk Indicators (UDRI) which provide

a holistic view of disaster risk in a local authority

by capturing the direct physical damages and the

aggravating social conditions contributing to

total risk. The model and methodology referred

to here as the Urban Disaster Risk Indicators was

originally developed for the Inter-American

Development Bank through the IDB-IDEA Indi-

cators Program by the Institute of Environmental

Studies (IDEA) of the National University of

Colombia, Manizales (NUCM) (Cardona 2003;

Carreno et al. 2006). In the context of EMI’s

DRMMP methodology and approach, the indica-

tors were used as an innovative risk communica-

tion tool to engage stakeholders in understanding

their involvement and taking ownership of the

risk factors in the city. Besides the initial EMI

implementation in Metro Manila (Fernandez

et al. 2006), the risk indicators have also been

successfully implemented with stakeholders in

Istanbul (Khazai et al. 2009), Amman

(Bendimerad et al. 2009), Mumbai (EMI and

Municipal Corporation of Greater Mumbai

2011a), and Quezon City (Bendimeard

et al. 2013). The application of the Urban Disas-

ter Risk Indicators in a city will prove its value if

it is “mainstreamed” within the DRM practices

and other planning processes that impact DRM in

the city. To reach this objective, the indicators

have been linked to the quantitative outputs and

Building Disaster Resiliency Through Disaster Risk Management Master Planning, Table 3 Example of

DRMMP program, related projects, and priority ranking of each project

Program 2: Mainstreaming DRR in land use planning and land use management

Mitigation and prevention projects Priority

Formulating a communications plan to institutionalize HVRA within Quezon City (with focus on

hotspot areas)

Immediate

Mainstreaming DRR in the 2010–2030 comprehensive land use plan Medium-

term

Consultation workshops for pilot project identification and feasibility of selected land use management

methods for flood and earthquake risk reduction

Short-term

Program for improving Quezon City Government’s capacity and expertise in building and

infrastructure construction project development permitting, monitoring and evaluation

Medium-

term

Restructuring existing M and E program for stakeholder response(s) to and development impacts of

Quezon City Government’s projects on disaster risk reduction and management

Short-term

Pilot projects on preferred land use management methods (e.g., development regulations, zoning

earthquake hazard areas, floodway zoning and set-backs, fire zones)

Short-term
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analyses of the DRMMP. Guided by recommen-

dations following implementation of the risk

indicators by EMI in different cities, the current

methodology encompasses the following three

broad areas:

• To develop the system of indicators in close

collaboration with the technical staff and offi-

cials in a city, to engage them in the develop-

ment of the data and the understanding of the

conceptual framework and methodology, and

to ensure ownership over the indicator system

and its periodic updating and upgrading

• To work closely with the Focus Group, in

evaluating the indicators, such that they are

relevant to the megacity scale of analysis,

represent the conditions and reality of socio-

economic vulnerability in the city, and reflect

the outcomes of the various studies under-

taken as part of the DRMMP (e.g., earthquake

risk assessment, transportation study, housing

and shelter, land use planning, construction

codes and standards, water supply and water

treatment analysis, etc.)

• To implement the system of indicators

through a process of engaging a wider group

of stakeholders in the city, such that they are

used as an effective risk communication tool

that inherently relates to the city-level DRM

practices; as a planning tool that aids in

correcting, reviewing, and deciding on where

to invest resources; and as Disaster Risk Man-

agement benchmarks which assist in policy

decision-making and monitoring of different

risk reduction practices implemented at the

local level.

The second group of indicators is the qualita-

tive Disaster Risk and Resiliency Indicators

(DRRI) that is a set of ten (10) indicators that

establishes initial benchmarks to measure to what

extent risk reduction approaches have been

mainstreamed in the organizational, functional,

operational, and development systems and

processes of local governments (EMI and

MCGM 2011b). The Disaster Risk and Resil-

iency Indicators are linked to the priorities of

the Hyogo Framework for Action 2015–2015.

The aim of these indicators is to understand how

well the local authority is performing in

mainstreaming DRR into different sectors based

on predefined benchmarks and performance

Acronym

City Planning and Development
office

CPDO

Local Development CouncilLCD
Housing and Land Use Regulatory
Board

HLURB

Department of Interior and Local
Government

DILG

Metro Manila Development
Authority

MMDA

Comprehensive Land Use PlanCLUP
Comprehensive Development PlanCDP

CPDO+QC Department
Office+LDC+City

Council+Mayor+HLURB+DILG
MMDA

LDRRMC+
LDRRMO+LDC+City Council+

OCD

LDRRMPCLUP and Zoning Plan
(2012-2042)

CDP (9 years)

LIDP (9 years)

Local Budget (yearly) + AIP
(1yr.)

Local Development Investment
Plan

LDIP

Local Disaster Risk Reduction and
Management Council

LDRRMC

Local Disaster Risk Reduction and
Management Office

LDRRMO

Building Disaster Resiliency Through Disaster Risk
Management Master Planning, Fig. 7 Example of a

budget approval process in Quezon City, Philippines

highlighting how the local disaster risk reduction and

management plan gets integrated into the annual

investment plan
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targets. The rationale for selecting the 10 DRRRI

indicators can be traced in Fig. 8 by following the

information from top to bottom of the chart. The

main aim of the DRRRI indicators is to track

progress on themainstreaming of risk reduction

approaches in the city’s organizational, func-

tional, operational, and development systems

and processes. The mainstreaming goal is further

divided into three strategic goals shown in the

chart. Each of the strategic goals corresponds to

one or more key areas analyzed in the DRMMP

where these goals are to be implemented. Finally,

two indicators corresponding to each of the

five key areas of mainstreaming are shown.

Mainstreaming risk reduction and achieving risk

resiliency cuts across all the key areas and all the

10 indicators shown below. Thus, the stake-

holders using and scoring the indicators should

look at all 10 indicators together from the

perspective of their institutions and not only the

indicators that relate most closely to their

activities.

The scores for the DRRI are derived from a

self-assessment along key functional activities/

policies undertaken by the DRMMP Focus

Groups. A handbook is developed to describe

the organization of the indicators, a rationale for

their selection, and provide guidelines for their

implementation and scoring that is contextual-

ized to the city for which it is implemented by

providing “guiding questions” and “evidence for

discussion” derived from in-depth interviews

with stakeholders along each indicator (EMI

and MCGM 2011b). With five Performance Tar-

get Levels of attainment: little or no awareness,

awareness of needs, engagement and commit-

ment, policy engagement and solution develop-

ment, and full integration, the DRRI allocates a

Aim of the DRRI Indicators
To track progress on the mainstreaming of risk reduction approches in the city’s

organizational and operational processes, and to capture the performance of each of
the identified DRMMP focus groups and sectors in achieving risk resiliency.

Legal and 
Institutional
Processes

D
R

M
M

P
 S

ec
to

rs
In

d
ic

at
o

rs

Awareness
and Capacity

Building

IT
Training

Risk Communication

Critical Services
and 

Infrastructure
Resiliency

Emergency
Preparedness,
Response and 

Recovery
Planning

Development
Planning,

Regulation and
Risk Mitigation

strategic Goals in Mainstreaming DRR

Development and strengthening of
institutions, policies and capacities for
mainstreaming disaster risk reduction

LIA
Legal and 
Institutional

1 Effectiveness of
Legislative
Framework

3 Training and 
Capacity Building

4 Advocacy, Public
Education and
Awareness

5 Resiliency in
Services (Shelter,
Health and Housing)

7 Emergency
Management

9 Hazard,
Vulnerability and Risk
Assessment

10 Risk-Sensitive
Urban Development
and Mitigation

8 Resource
Management, Logistics
and Contingency
Planning

6 Resiliency in
Infrastructure
(Transportation,
Water and Sanitation)

2 Effectiveness of
Institutional
Arrangements

SDRR
Shelter and Housing

Transport-Water-
Sanitation

ESF
Emergency Support

Functions

HVRA & LUP-CSS
Hazard,

Vulnerability and
Risk Assessment

Land use Planning

Systemic integration of risk reduction
approaches into critical services and
infrastructure, and emergency preparedness,
response and recovery

Mainstreaming
disaster risk reduction
into development
policies and planning

Key Areas for Mainstreaming DRR

Building Disaster Resiliency Through Disaster Risk Management Master Planning, Fig. 8 Disaster risk and

resiliency indicators (DRRI) (Source: EMI and MCGM (2011b))
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ranking for the 10 indicators that fall under the

main 5 areas of mainstreaming, resulting in a

graphic visualization of the mainstreaming disas-

ter risk reduction at the Municipality at a point

in time.

The Indicator System is also used as a risk

communication and planning tool to assist in

policy development, decision-making, and in

monitoring the effectiveness of programs, pro-

jects, and activities. In actual practice, however,

there is no clear motivation for cities to monitor

performance and outcome of DRR investments

beyond accounting for the number of projects and

activities conducted. This is also because there

are no existing tools as yet for monitoring and

evaluating performance of DRR programs, pro-

jects, and activities that have been developed for

cities.

Lessons Learned

Building resilience, especially within the context

of urban areas, requires not just raising awareness

on risk reduction but actual investments on pro-

grams, projects, and activities that reduce risk.

For the plan to be fully understood, accepted, and

supported, it has to engage a broad range of

stakeholders at all stages of the planning process.

However, they have to be equipped with the

knowledge and tools to be able to participate

meaningfully and contribute to resilience build-

ing. Stakeholders have to understand what types

of risk they face, what are the implications of

these risks to their own mandated responsibili-

ties, what options are available to them to reduce

their risk, and what possible trade-offs they need

to make in order to prioritize limited resources

and address inherent constraints.

Full implementation of the DRMMP, how-

ever, requires continued technical assistance.

Even if funding is available from cities to imple-

ment DRR projects, oftentimes, they lack the

resources to manage and undertake DRR pro-

jects. It is a resource-intensive approach. The

DRMMP only provides the roadmap for change

in practice from a reactive to a more proactive

approach. For the actual change to take place, the

city has to make continued investments in the

medium to long term to make sure that it con-

tinues on the path toward risk reduction.

Summary

Local authorities have difficulty in dealing

with the risks from disasters due to the fact

that they are overburdened by their development

aspirations and mandated responsibilities. Main-

streaming DRM in the daily functions and

services of the city is the key to manage disaster

risks in urban areas without exacerbating cost for

local authorities. By incorporating disaster risk

parameters explicitly in the planning of processes

and projects, it can be ensured that in future,

natural hazards will encounter resilient cities

that are capable of withstanding their impact,

reduce their losses, cope, and recover faster. Ulti-

mately, impacts of hazards become mere emer-

gencies rather than disasters.

Mainstreaming necessitates the distribution of

roles and responsibilities between the various

levels of government and with the society.

It gives emphasis to the local authority’s imple-

mentation role, central government’s coordina-

tion function (manifested in the control

processes, allocation of resources, and exercising

oversight on the performance of the local author-

ity), and the participation of the civil society

which is crucial in all facets of the process.

Thus, it optimizes resources from these stake-

holder institutions to reduce the risks.

Following the mainstreaming tenet, the

DRMMP provides a road map for a proactive

DRM approach to support local-level long-term

planning and programming of disaster risk reduc-

tion activities. It follows a series of analyses in

four phases, namely, (1) Organization and Prep-

aration, (2) Diagnosis and Analysis, (3) Plan

Development and Plan Implementation, (4) Mon-

itoring and Evaluation. The DRMMP process is

designed to align along core planning processes

of local authorities. Furthermore, it provides

stakeholders with an opportunity for learning

the concepts of hazard, vulnerability, and risk

and to understand their relevance to planning.
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The DRMMP was developed taking into consid-

eration other related DRM models that focus on

local-level action through mainstreaming.

With DRMMP’s strong emphasis on data and

science, evidences are collected to understand the

DRM context and situation, assessing the inher-

ent risks of the city, developing information data-

base on DRM, and identifying the gaps and

needs. These tasks are achievable through a par-

ticipatory approach involving a broad range of

stakeholders. Implementing the DRMMP

requires organizing these stakeholders into

(1) Advisory Committee, (2) Scientific Consor-

tium, and (3) Focus Groups. Guiding these

groups is the Project Management Team.

The DRMMP provides opportunity for these

stakeholders to understand the parameters of vul-

nerability and risk in the context of their own

responsibilities and functions. With this knowl-

edge, they can systematically and rigorously

identify and prioritize programs, projects, and

activities to implement in managing and eventu-

ally reducing their risk. These projects and activ-

ities are institutionalized by integrating these in

the budgeting cycle. This way, it is ensured that

budget for priority projects identified in the

DRMMP gets allocated in the overall budget of

the city. Monitoring and evaluation tools are then

developed to track the progress (or lack of pro-

gress) of implementation.

With their engagement in the development of

the plan, the stakeholders not only provide essen-

tial knowledge to the plan but acknowledge their

roles and responsibilities in the implementation

of the plan, thus taking ownership. By anchoring

on mainstreaming, the DRMMP puts in place a

structured approach for setting up a DRM system

that is based on science, understood by all, and

provides the rationale for investments in DRR

programs and projects.
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Building Monitoring Using a
Ground-Based Radar

Guido Luzi and Michele Crosetto

CTTC Division of Geomatics, Av. C.F. Gauss,

Castelldefels, Spain

Synonyms

Displacements; Measurement; Natural frequen-

cies; Real aperture radar; Structural health

monitoring

Introduction

This entry is focused on a terrestrial remote sens-

ing technique that can provide a valuable input

to earthquake engineering: the real aperture

radar interferometry. In the last decades

non-contacting measurement techniques based

on optical sensors that can be employed for vibra-

tion monitoring have been largely described in

the literature (Passia et al. 2008; Nassif

et al. 2005; Gueguen et al. 2010). As an example,

techniques like the Scanning Laser Doppler

Vibrometry (SLDV) appear to be an appropriate

non-contacting alternative to accelerometers,

offering wide frequency bandwidths

(0–200 kHz for the most common models) and

extreme sensitivity to velocity and displacement

(down to 2 pm). On the other hand, they suffer

important limitations, due to constraints in the

maximum observation angle and the maximum

working range. In addition, they might need

external acoustic stimulation to carry out mea-

surements with adequate sensitivity, as described
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in Esposito et al. (2004). Finally, they measure

velocity, not displacements. Although less fre-

quently, the use of microwave sensors to evaluate

the vibration state of structures as buildings, brid-

ges, and wind turbine towers has been investi-

gated (Tarchi et al. 1997; Farrar et al. 1999;

Pieraccini et al. 2003; Pieraccini et al. 2006;

Bartoli et al. 2008; Pieraccini et al. 2008; Luzi

et al. 2012a). Microwave techniques measure

directly the displacement and have demonstrated

to be an effective tool when the monitored dis-

placements are down to tens of microns. Its capa-

bility to provide input data that can be used in

a modal testing has been assessed, and the

obtained results finally encouraged the produc-

tion of radar instrumentation aimed at this appli-

cation (Coppi et al. 2010). A coherent Real-

Aperture Radar (RAR) is able to measure and

monitor the natural vibrations of buildings, struc-

tures, and infrastructures. The main observations

provided by the sensor are the displacements

between the radar sensor and the observed target.

The displacements can be observed at relatively

high frequencies, up to 100 or 200 Hz with cur-

rently available sensors, thus providing a dense

sampling of the displacements over time and

space. For this reason, the technique is able to

measure and monitor the vibrations of the

observed objects. It is possible to derive key

information of the observed objects as the main

vibration frequencies, the main vibration modes,

etc. from the displacement time series. There are

two main potential applications of the described

technique. The first and more consolidated is

structural health monitoring, where RAR can

provide input for the characterization of engi-

neering structures, especially of their structural

systems. This input can be provided periodically

to determine the current state of system health

and, in particular, to monitor its aging and degra-

dation. In addition, the RAR can provide

a valuable input after extreme events, such as

earthquakes or blast loading, for rapid condition

screening and assessment of the integrity of the

structures at hand. The second potential applica-

tion is the seismic risk evaluation of populated

and industrialized areas that are seismically

active. This can be achieved through the mea-

surement of dynamic parameters of buildings

and structures, which can be done using a RAR

system, and the dynamic parameters of the under-

lying soil in order to assess possible resonance

phenomena.

This entry is organized in four main sections.

The first one explains the RAR working principle

and the main characteristics of the RARmeasure-

ments. The second to fourth sections describe

three examples of vibration measurement: a tall

tower, a building, and a bridge.

Working Principle

Radar is a well-known instrument able to detect

and range objects. It sends a modulated electro-

magnetic signal, the transmitted pulse, along the

line of sight (LOS), and receives the portion of

the signal reflected by the illuminated area. Dif-

ferent objects or parts of the illuminated area will

reflect the microwave radiation with different

intensities: the basic signal provided by a radar

is a profile of the intensity backscattered from the

scene as a function of the distance, usually

referred as “range profile.” The radar acquires

simultaneously the contributions from the differ-

ent parts of the structure included in its antenna

field of view (FOV), and different amplitude

peaks correspond to contributions from parts of

the observed structure located at different dis-

tances. The FOV of the radar is dictated by the

pulse width and the antenna characteristics. The

elementary sampling volume of a radar measure-

ment is usually called radar bin and different bins

are used to isolate different parts of the monitored

structure. Such vision of the radar prevents to see

details as optical systems do, but at the same time,

this averaging allows to enhance the general

behavior of the structure. In addition, the radar

acquires all the bins simultaneously (with respect

to the observed phenomenon) thus allowing to

achieve a spatial sampling useful to estimate

modal shapes. Reflecting properties of a given

structure are strongly related to its geometry and

the dielectric characteristics of the medium: for

Building Monitoring Using a Ground-Based Radar 381

B



example, metal objects, corners, and plane sur-

face perpendicularly oriented with respect to the

radar LOS display high values of reflectivity.

If the reduction of the signal strength during

propagation is not dramatic, that is to say in

radar nomenclature if a good signal-to-noise

ratio (SNR) is preserved, the received radar

signal permits to retrieve the distance of the

objects. The starting point is to achieve

a good acquisition, consisting in selecting an

observation geometry providing a valuable

range profile, i.e., a signal where the bins of

interest show a strong response. The RAR is

only sensible to displacements along the LOS.

For this reason, another important point is

the selection of geometry where the LOS and

the displacement are as much parallel as

possible.

The minimum displacement detectable for

conventional radar is dictated by the range reso-

lution, i.e., the capability to distinguish different

targets along the LOS, and this is usually not

better than some tens of centimeters. Conven-

tional techniques based on amplitude processing

are not sufficient to measure the vibration dis-

placements expected from building, which can

reach values down to a few microns. On the

other hand, interferometric techniques can be

exploited to evaluate range variation along the

LOS. Interferometric processing can be used

only when the radar is coherent, i.e., able to

measure not only the amplitude but also the

phase of the received echoes. In this way, dis-

tance variations of the order of small fractions of

the transmitted wavelength, which occurred

between two or more acquisitions, can be esti-

mated by comparing the phase of signals acquired

at different times. A radar system designed to

acquire periodically a set of received echoes,

amplitude and phase values, of an entire range

profile can provide a phase variation signal of

each bin at the corresponding sampling fre-

quency. Now, using the basic formula of differ-

ential interferometry, here below drawn as Eq. 1,

these phase variations, Df(t), can be translated to
displacement along the LOS time series, dLOS(t),

for each bin:

dLOS tð Þ ¼ l
4p

� Df tð Þ (1)

According to Eq. 1, the shorter the wavelength,

the higher the sensitivity of the measurement: for

a Ku radar, with wavelength l = 1.76 cm

(operating frequency = 17 GHz), a phase varia-

tion of 1�, typically achievable using a state-of-

the-art sensor, corresponds to a displacement of

	 20 mm.

Equation 1 is a first approximation because it

does not take into account some potential sources

of error in phase estimation, but it is usually valid

in the application here described; for a detailed

discussion on this topic, see Luzi et al. (2012b).

The standard deviation of the estimated displace-

ments is related to the standard deviation of the

measured phase, which in turn depends on the

SNR of the radar measurement (Coppi

et al. 2010). Vibrations with very small ampli-

tudes, down to ten microns, can be detected when

a good range profile with SNR peaks of up to

70 dB is acquired. The SNR must be statistically

estimated when secondary undesirable vibrating

targets (clutter) are included in the radar bin: its

value decreases and the error in phase estimate

increases. For this reason, and due to the high

variability of the experimental conditions, it is

very important to optimize the measuring condi-

tions to acquire a good range profile.

A typical geometry used to monitor buildings

is when the radar is positioned close to the base of

the building, observing it along a LOS with an

angle of inclination a with respect to the horizon.

According to the radar equation, the operating

distance and the surface characteristics of the

backscattering surface strongly affect the radar

response. The strength of the received echo must

be maximized, case by case, selecting the best

observational position. This can be achieved by

choosing a distance and an angle of observation

able to assure a good range profile and a radar

LOS close to the main direction of the observed

displacements. Then, the displacement time

series can be retrieved from a range profile. The

measurement procedure is graphically resumed

in Fig. 1 and consists in: (1) collecting an

382 Building Monitoring Using a Ground-Based Radar



amplitude profile as a function of the range, sam-

pled at regular spatial steps (radar bins);

(2) obtaining the interferometric phase of the

echo of the selected bin; and, finally,

(3) transforming the phase temporal variations

into displacement time signal for analysis and

processing using Eq. 1, as, for example, to calcu-

late the spectral content of the signal.

The acquired data can be processed through

conventional signal processing tools. Due to the

statistical characteristics of the sampled phenom-

ena, random and stationary, a typical approach

consists in calculating the Power Spectral Den-

sity (PSD) using the Welch method (Welch

1967).

Nowadays only a few companies market

radars for vibration monitoring; as a reference,

the main characteristics of one of the interfero-

metric radar most frequently cited in the literature

and available at the CTTC, the IBIS-S,

manufactured and marketed by IDS (Ingegneria

dei Sistemi SpA), are summarized. It is important

to note that the results here discussed do not

basically depend on the radar system used.

IBIS-S is designed to monitor large structures as

bridges and wind turbine towers. The system

consists of a sensor module, a control PC, and

a power supply unit. The maximum acquisition

rate is currently 200 Hz. This parameter depends

on the selected maximum range and decreases as

the distance increases. The sensor is installed on

a tripod equipped with a rotating head used to

adjust the bearing of the sensor towards the inves-

tigated structure. The radar equipment is a

continuous-wave (CW) step-frequency

(SF) transceiver, which transmits continuous

waves at discrete frequency values, sampling

a bandwidth B at a constant interval. The trans-

ceiver transmits an electromagnetic signal at

a central frequency of 17.2 GHz with a maximum
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Building Monitoring Using a Ground-Based Radar,
Fig. 1 Scheme of a standard procedure aimed at retriev-

ing displacement time series from a radar acquisition. The

radar collects an amplitude profile as a function of the

range, sampled at regular spatial steps, the radar bins.

A displacement time signal is obtained from the interfer-

ometric phase of the echo of the selected bin using Eq. 1
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bandwidth of 300 MHz, necessary to perform

a range resolution of 0.5 m; details on the func-

tioning principle can be found in Gentile (2011).

The location and the dimension of the measured

radar bins are dictated by the range resolution and

the transmitting and receiving antennas. Anten-

nas with different gain and aperture can be

exchangeable; the most frequently used are

pyramidal horns whose FOV is about 0.18 rad.

At 10 m distance from the target, a 3 m2 area is

approximately illuminated, and this value

increases as the observation angle with respect

to the horizontal increases. The sensor unit is

managed by a control PC, through a standard

USB communication, which is provided with

system management software used to configure

the acquisition parameters, store the measure-

ment data, and show the displacements in real

time. The power supply unit provides about 5 h

of autonomy. The equipment is quick and easy to

install and can be used both day and night, and in

almost any weather conditions.

Vibration Measurement of a Tall Tower

The first example here discussed is the monitor-

ing of a tall tower, the Collserola communica-

tions tower, designed by the architect Norman

Foster, which serves as a telecommunications

tower for Barcelona and its neighborhood. The

tower stands from an altitude of 445 m a.s.l.,

reaching a maximum 266 m height above the

ground and 286 m above its base, see Fig. 2.

It is made up of five main elements: a concrete

shaft, a metal mast, block of platforms,

pre-tensed metal guys, and fiber guys. The

lower guys are steel cables anchored to concrete

blocks; the remaining ones are Kevlar fiber guys.

This structure represents an ultimate case from

the measurement point of view for different rea-

sons. Firstly, the tower is very high; thus, the

magnitude of the amplitude of oscillation of its

top, in normal wind conditions, is typically of

several millimeters. Secondly, this assures

a high number of bins available for data

268m

dLOS

Rrange

D

Radar
0m

a

ΔS

Building Monitoring Using a Ground-Based Radar,
Fig. 2 Photography of the tower and the radar sensor

(left) and a simple scheme of the measurement geometry

indicating the fraction of the displacement (bold arrow),
dLOS, detected by the radar (right)
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interpretation. Finally, its geometry and compos-

ing materials, metal and concrete, offer a strong

radar reflectivity and this allows acquiring data

from ranges up to hundreds of meters. It is worth

noting that an analogous monitoring carried out

with conventional point-wise sensors, e.g., accel-

erometers, would be unadvisable due to its high

costs and the strong electromagnetic noise of this

environment.

Different contributions from parts located at

different heights can be clearly identified and

selected for processing and observing a range

profile acquired at a distance of 266 m from the

tower and with an observation angle of 37�

(Fig. 3). A typical approach consists in selecting

a set of bins sampling the entire height of the

structure and drawing the variation of the mea-

sured displacement as a function of the time.

Figure 4 represents the starting point of the

analysis of the vibration behavior of the moni-

tored structure. The curves retrieved from this

plot indicate that the amplitudes of the displace-

ment increase with the height; this trend fits the

main mode of vibration of the tower, similar to

the first mode expected from a clamped beam.

The period of oscillation is also easily calculable

in approximately 3.7 s (frequency 0.27 Hz).

A spectral analysis has been carried out through

the estimation of the PSD calculated using the

Welch method (Welch 1967) to look for further

vibration modes and deepen the analysis of the

vibrating characteristics of the tower. The PSD

calculated with the following configuration is

plotted in Fig. 5: window duration = 50 s,

type = Hamming, overlapping between win-

dows: 66 % for different bins. The results

obtained indicate the presence not only of the

0.27 Hz peak but also further peaks at 0.49 and
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Fig. 3 Range profile, intensity of the radar echoes as

a function of the range expressed in bins, obtained from

a tower monitoring. A selection of bins, to be processed

and analyzed, is marked
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0.72 Hz. Some minor peaks, probably caused by

the cables and its interaction with the tower, are

also present.

Case studies aimed at estimating vibration

characteristics of towers of different shapes and

heights, selected among architectural heritages,

have been carried out by different authors

(Pieraccini et al. 2005; Atzeni et al. 2010; Gentile

and Saisi 2011).

Comparison of Radar Observations and
Conventional Measurements: The Case
of a Building

Radar observations can be integrated with some

standard point-wise measurements as a support to

model calculation of the modal shapes of the

investigated structures. This is the case described

in Negulescu et al. (2013), where a building, part

of a sportive complex located in Font Romeu

(France), was monitored by means of radar and

several accelerometers, and the results obtained

were compared with a model calculation. The

building has a reinforced concrete structure,

with double basement, ground floor, 10 storeys,

and a total height of 33 m (not including the

basement). In this study, several sensors were

placed, in two different configurations, on the

roof and at different heights of the structure.

The experiment was carried out with the aim of

comparing seismometer data with the displace-

ment retrieved from several radar bins. In partic-

ular, a direct comparison was carried out between

the data obtained using two radar bins and the

closest sensors installed in the building,

whose position is shown in Fig. 6, where the

geometry of the measurement is also depicted.

The seismometer acquisition set includes eight

sensors and a wireless networking connection

was used during the measurements. The normal-

ized PSD calculated for the displacement signal

retrieved from the radar measurements and that

obtained from microtremor signal are compared

in Fig. 7.

The location of the main peaks is almost coin-

cident and the radar signal shows some minor

peaks too. The amplitude is a little different;

this can be imputed to the fact that the radar

only measures the LOS component of the dis-

placement and the two sensors are not exactly

positioned in the same point. The agreement

between radar observations and seismometer

measurements was also confirmed by numerical

model calculation and modal shape estimation

(Negulescu et al. 2013).
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Building Monitoring
Using a Ground-Based
Radar, Fig. 6 Location of

the seismometers (#104 and

#107) with respect to the

building, and radar bins

(#53 and #69) selected from

the range profile, to

perform a radar data

validation
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Vibration Measurement of a Bridge

Bridge monitoring is an application where the

technique has been thoughtfully studied and val-

idated (Gentile 2010). Radar can be used for both

static (Pieraccini et al. 2007) and dynamical stud-

ies (Stabile et al. 2013). Cable-stayed bridges can

especially benefit from radar monitoring, with

moderate time and cost recourses with respect

to the use of conventional sensors. In this case,

the radar monitoring is usually carried out with

two different geometries. The first one aims at

detecting the main features of the deck vibration,

with the radar positioned below the bridge deck

acquiring a range profile where the different bins

provide a spatial profile of deflection which can

occur both due to the wind and the ambient

solicitation as microtremor. The second position

is carefully selected to detect the behavior of the

stay cables avoiding the direct influence of the

deck vibration. In this second case, the main

objective is to acquire a range profile where the

different stay cables are clearly identified.

Figures 8 and 9 show the two geometries used

during the monitoring of a cable-stayed bridge in

Amposta (Spain), over the Ebro River.

A typical signal acquired during the transit of

a vehicle using the geometry depicted in Fig. 8 is

shown in Fig. 10. The displacement responses of

different bins of the bridge, corresponding to

a sampling of half of the bridge deck, are jointly

plotted. From Fig. 10 the difference in the deflec-

tion for the different bins is noticeable: the central

part of the bridge (bin #81) lowers down to 4 mm,
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while the part close to the pier (bin#25) experi-

ences a 500 mm lowering. Using the second geo-

metrical configuration (Fig. 9), the radar

observation is focused towards the cables. In

this case, the measurement of the natural fre-

quency of the cable can be used to estimate the

tension force of the cable (applying a formula

based on the tau string model; see Caetano and

Cunha 2011; Gentile and Ubertini 2012; Luzi et

al. 2014). The calculation of the PSD of the

displacement signal allows detecting the main

vibrating frequencies of the cables. Figure 11

Building Monitoring
Using a Ground-Based
Radar, Fig. 9 Photos and

geometry of the

acquisitions with the radar

pointing towards the inner

stay cables positioned

within the two pillars (left)
and watching the set of

guys tied to the soil (right)
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shows the results obtained from the simultaneous

measurement of the displacements of two bins

corresponding to two cables.

The values of the main peaks displayed in

Fig. 11, 3.52, 7.04, 10.58, 14.16, 17.78, and

21.52, show that they are related to each other by

a linear relationship. In fact, they are natural mul-

tiples of the fundamental frequency, 3.52 Hz,

although the higher values gradually deviate. The

first frequencies are in agreement with the values

expected from the tau string model, thus allowing

the application of the model and the estimation of

the tension force of the cables. It is worth noting

that obtaining the same information using standard

local sensors as accelerometer should be

unfeasible. Besides, the knowledge of the spectral

behavior of all the stay cables can also be used for

evaluating the health state of the structure or com-

paring these experimental results with model anal-

ysis provided by structural engineering analysis.
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Summary

In this entry a radar technique applied to the

monitoring of vibrations of structures as tower,

buildings, and bridges has been introduced. After

presenting the working principle and briefly

describing a commercial radar system,

a measurement procedure underlying the main

critical aspects has been summarized. Experi-

mental results from three case studies are then

commented. The first is the monitoring of a tall

tower which, thanks to the strength of the radar

response and the millimeter amplitude of oscilla-

tion of its top, allows achieving abundant infor-

mation. This monitoring also demonstrated that,

in the best conditions, the technique is capable of

acquiring data at ranges up to hundreds of meters.

The second example shows a case where radar

data has been validated using a network of stan-

dard point-wise measurements (seismometers).

The last case study concerns the monitoring of

a cable-stayed bridge, an application thoughtfully

studied and validated by several authors. In this

last case, the technique also allows detecting the

vibration characteristics of the cables with mod-

erate time and cost resources.
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Introduction

The scope of this contribution is the presentation of

numerical models and analysis methods for struc-

tures equippedwith passive dampers. The principal

function of passive dampers and their application in

buildings and bridges will be discussed. The most

common types of passive dampers and the consti-

tutive models used to simulate their hysteretic

behavior will be presented. Finally, the analysis

methods for seismic design and assessment of

structures with passive dampers are covered.

Passive dampers include a variety of materials

and devices that can enhance the damping, stiff-

ness, and strength characteristics of structures.

Passive dampers are suitable both for retrofitting

existing vulnerable structures and for designing

new ones and have been developed for a number

of years with a rapid increase in applications in

the mid-1990s. Passive dampers can significantly

reduce plastic deformation demands on the pri-

mary lateral load-resisting system in addition to

decreasing velocity and acceleration demands on

non-structural components (Soong and Spencer

2002; Symans et al. 2008). Different types of

passive dampers have been developed for seismic

protection of structures such as viscous fluid

dampers, viscoelastic solid dampers, elastomeric

dampers, friction dampers, and metallic dampers.
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Other devices that could be classified as passive

dampers include tuned mass and tuned liquid

dampers.

Passive dampers are typically used within

conventional lateral load resisting systems to dis-

sipate a significant portion of the seismic input

energy (Christopoulos and Filiatrault 2006). The

degree to which a passive damper is able to

achieve this goal depends on the inherent proper-

ties of the lateral load resisting system, the prop-

erties of the passive damper and its connecting

elements, the characteristics of the ground

motion, and the limit state being investigated

(Symans et al. 2008). Over the past decades,

passive dampers have been specified for applica-

tion to buildings and bridges with a wide variety

of structural configurations. The growth in appli-

cation of passive dampers has been steady to the

extent that there are now numerous applications

(Soong and Spencer 2002).

The first design/analysis procedure for build-

ings with passive dampers was published in

SEAONC (Whittaker et al. 1993). The intent of

these guidelines was to direct engineers in locat-

ing dampers in the lateral load resisting system to

reduce repair costs and business interruption due

to a severe earthquake. In the mid-1990s, the

Federal Emergency Management Agency

(FEMA) funded the development of guidelines

for the seismic rehabilitation of buildings propos-

ing, among others, basic principles for the seis-

mic design with passive dampers. The outcome

of this effort was the NEHRP Guidelines for the
Seismic Rehabilitation of Buildings, FEMA

Reports 273 and 274 (ATC 1997a, b). Later on,

the 2003 NEHRP Recommended Provisions
(BSSC 2004) included a chapter on design and

analysis methods for buildings with passive

dampers. These methods were reformatted and

included in the 2005 edition of the ASCE/SEI

7-05 standard Minimum Design Loads for Build-

ings and Other Structures (ASCE 2005). The

2003 NEHRP Recommended Provisions (and

the current 2010 ASCE/SEI 7 standard (ASCE

2010)) allow a reduced design base shear force

for the seismic design of buildings with passive

damping systems where the expected perfor-

mance is similar or higher than that of buildings

with a conventional lateral load resisting system.

Recent analytical and experimental research

showed that steel moment-resisting frames

(MRFs) with elastomeric dampers can be

designed to be lighter and perform better than

conventional steel MRFs under the design basis

earthquake (DBE; 475-year return period)

(Karavasilis et al. 2011a, 2012a). However, it

was shown that it is generally not feasible to

design steel MRFs with passive dampers at a

practical size to eliminate inelastic deformations

in main structural members under the DBE

(Karavasilis et al. 2011a). To address this issue,

a seismic design strategy for steel MRFs that

isolates damage in removable steel dampers and

uses in parallel viscous fluid dampers to reduce

drifts has been proposed by Karavasilis

et al. (2012b). A study shows that supplemental

viscous damping does not always ensure ade-

quate reduction of residual drifts (Karavasilis

and Seo 2011). A recent work evaluates the seis-

mic collapse resistance of steel MRFs with vis-

cous fluid dampers and shows that supplemental

viscous damping does not always guarantee a

better seismic collapse resistance when the

strength of the steel MRF with dampers is lower

or equal to 75 % of the strength of a conventional

steel MRF (Seo et al. 2014).

In the following section, two major real-world

applications of passive dampers in a tall building

and a bridge are briefly discussed. The most com-

mon types of passive dampers and the models

used to simulate their hysteretic behavior are

then presented. Finally, the analysis methods

that can be utilized to predict the response of

structures with passive dampers are discussed.

Application of Passive Dampers in
Buildings and Bridges

Two relatively recent applications of passive

dampers in a building and a bridge are discussed

below.
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Torre Mayor Tower, Mexico

The Torre Mayor Tower is a 77,000 m2, 57-story

steel and reinforced concrete office/hotel tower in

Mexico City. Its construction was completed in

2003 and its height is 225 m. The lower half of the

superstructure is a rectangular tower which con-

sists of steel framing encased in concrete, while

the upper half consists of steel framing (Fig. 1a).

The seismic design of the structure had the chal-

lenging objective of achieving “operational” per-

formance for an expected 8.2 magnitude seismic

event (Rahimian and Romero 2003). The seismic

design employs 96 large nonlinear viscous fluid

dampers with 2,670 and 5,340-kN force output

capacities (Fig. 1b). The dampers on the faces of

the building are installed in megabraces, which

are diagonal braces that span over more than one

story, as shown in Fig. 1a. Note that, a first design

of the building without dampers resulted in

weight of the building that was excessive for the

soil capacity. The addition of the dampers

resulted in less steel weight and acceptable soil

bearing pressure. The structure experienced no

damage during a seismic event with 7.8

magnitude and epicenter 500 km from the build-

ing site (Rahimian and Romero 2003).

Rion-Antirion Bridge, Greece

The Rion-Antirion Bridge (Fig. 2), that crosses

the homonymous strait in Greece, is located in the

very active seismic region of the Gulf of Corinth.

The deck of this multi-span cable-stayed bridge is

continuous and fully suspended from four pylons

(total length of 2,252 m). Its approach viaducts

comprise 228 m of concrete deck on the Antirion

side and 986 m of steel composite deck on the

Rion side. Said structures are designed to with-

stand seismic events generating ground accelera-

tions of up to 0.48 g through the use of viscous

fluid dampers and other seismic devices. The

Main Bridge seismic protection system consists

of fuse restraints and viscous fluid dampers that

act in parallel, connecting the deck to the pylons

(Fig. 2b). The fuse restraints are designed as a

rigid link intended to withstand high wind loads

up to a predetermined force. Under the action of

the design earthquake, the fuse restraints will fail

and leave the dampers free to dissipate the semi

Buildings and Bridges Equipped with Passive
Dampers Under Seismic Actions: Modeling and
Analysis, Fig. 1 (a) Torre Mayor Tower under

construction showing partial view of megabraces; (b)
view of installed viscous fluid dampers (Symans

et al. 2008)
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induced energy. The approach viaducts are seis-

mically isolated utilizing elastomeric isolators

and viscous dampers.

Passive Dampers and Constitutive
Models

Passive dampers can be classified in three main

categories: (1) velocity-activated or rate-depen-

dent, (2) displacement-activated or rate-indepen-

dent, and (3) motion-activated (Symans

et al. 2008; Christopoulos and Filiatrault 2006).

Velocity-activated or rate-dependent dampers

have force output that depends on the relative

velocity across the damper. Therefore, their effi-

ciency to dissipate energy depends on the fre-

quency of the input ground motion. The

behavior of such dampers is commonly described

using various models of linear viscoelasticity.

Typical dampers falling in this category include

viscous fluid dampers and viscoelastic dampers

(Symans et al. 2008; Christopoulos and

Filiatrault 2006).

Displacement-activated or rate-independent

dampers have force output that does not depend

on the relative velocity across the damper but on

the magnitude of the displacement and possibly

the direction of motion. Their behavior is

commonly described using various nonlinear

hysteretic models. Typical dampers falling in

this category include metallic dampers and fric-

tion dampers (Symans et al. 2008; Christopoulos

and Filiatrault 2006).

Motion-activated passive dampers consist of

secondary systems that disturb the flow of energy

in the structure. These systems have the same

resonance period with the main structure.

Tuned-mass dampers (TMDs) are an example of

motion-activated dampers. This last category is

not discussed further in this contribution, but the

reader is referred to documents such as the one by

Soong and Spencer (2002) for more details.

A summary of velocity-activated and

displacement-activated passive dampers is pro-

vided in Fig. 3 (reproduced from Symans

et al. (2008)). Figure 3 lists the basic construc-

tion, the idealized hysteretic response and the

associated physical model, and the major advan-

tages and disadvantages of each passive damper.

Viscous Fluid Dampers

Viscous fluid dampers consist of a hollow cylin-

der filled with fluid (Fig. 3), the fluid typically

being silicone based. As the damper piston rod

and piston head are stroked, fluid is forced to flow

through orifices either around or through the pis-

ton head. The resulting differential in pressure

Buildings and Bridges Equipped with Passive
Dampers Under Seismic Actions: Modeling and
Analysis, Fig. 2 Rion-Antirion Bridge: (a) main bridge

under construction; (b) arrangement of viscous fluid

dampers and fuse restraints on the main piers (Infanti

et al. 2004)
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across the piston head can produce very large

forces that resist the relative motion of the

damper. The fluid flows at high velocities,

resulting in the development of friction between

fluid particles and the piston head, which leads to

energy dissipation in the form of heat. Interest-

ingly, although the damper is called a viscous
fluid damper, the fluid typically has a relatively

  Basic
Construction

Viscous Fluid Damper
Viscoelastic Solid

Damper
Metallic Damper Friction Damper

Idealized
Hysteretic
Behavior

Idealized
physical

Model

Displacement Displacement Displacement Displacement

F
or

ce

F
or

ce

F
or

ce

F
or

ce

Idealized Model
Not Available

Advantages -Activated at low
displacements
- Minimal restoring
force
- For linear damper,
modeling of damper is
simplified
- Properties largely
frequency and
temperature-
independent
- Proven record of
performance in military
applications    

- Activated at low
displacements
- Provides restoring
force
- Linear behavior,
therefore simplified
modeling of damper

- Stable hysteretic
behavior
- Long-term reliability
- Insensitivity to
ambient temperature
- Materials and
behavior familiar to
practicing engineers

- Large energy
dissipation per cycle
- Insensitivity to
ambient temperature

Disadvantages - Possible fluid seal
leakage (reliability
concern)

- Limited deformation
capacity
- Properties are
frequency and
temperature-
dependent
- Possible debonding
and tearing of VE
material (reliability
concern)

- Device damaged
after earthquake; may
require replacement
- Nonlinear behavior;
may require nonlinear
analysis

- Sliding interface
conditions may
 change with time
(reliability concern)
- Strongly nonlinear
behavior; may excite
higher modes and
require nonlinear
analysis
- Permanent
displacements if no
restoring force
mechanism provided

ADAS

BRB

Force

Displ.

Force

Displ.

Force

Displ.

Buildings and Bridges Equipped with Passive
Dampers Under Seismic Actions: Modeling and
Analysis, Fig. 3 Summary of basic construction,

hysteretic behavior, physical models, advantages, and dis-

advantages of passive dampers for seismic protection

applications (Symans et al. 2008)
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low viscosity, e.g., silicone oil with a kinematic

viscosity in the order of 0.001 m2/s at 20 �C. The
term viscous fluid damper is associated with the

macroscopic behavior of the damper, which is

essentially the same as that of an ideal linear or

nonlinear viscous dashpot, i.e., the resisting force

is directly related to the velocity (Symans

et al. 2008).

Experimental testing (Seleemah and

Constantinou 1997) has shown that the behavior

of viscous fluid dampers corresponds to a

nonlinear viscous dashpot and can be modeled

by the following nonlinear force-velocity

relation:

P tð Þ ¼ Cj _u tð Þjasgn _u tð Þ½ � (1)

where P(t) is the force developed by the damper,

u(t) is the displacement across the damper, C is

damping coefficient, a is an exponent whose

value is determined by the piston head orifice

design, sgn[�] is the signum function, and the

overdot indicates differentiation with respect to

time, t. For earthquake protection applications,

the exponent a typically has a value ranging

from about 0.3 to 1.0. For a equal to unity, the

damper can be described as an ideal linear vis-

cous dashpot (Symans et al. 2008). Figure 4

shows the behavior of a nonlinear viscous damper

installed in a prototype steel building subjected to

a strong earthquake ground motion from

nonlinear dynamic analysis conducted in

Karavasilis et al. (2012b).

Viscoelastic Solid Dampers

Viscoelastic solid dampers generally consist of

solid elastomeric pads (viscoelastic material)

bonded to steel plates, which are attached to the

structure within chevron or diagonal bracing

(Fig. 3). As one end of the damper displaces

with respect to the other, the viscoelastic material

is sheared resulting in the development of heat,

which is dissipated to the environment. Visco-

elastic dampers provide both a velocity-

dependent force, which provides supplemental

viscous damping to the system (similar to viscous

dampers), and a displacement-dependent elastic

restoring force (Symans et al. 2008).

Experimental testing (Bergman and Hanson

1993) has shown that, under certain conditions,

a suitable mathematical model for simulating the

mechanical behavior of viscoelastic dampers is

the Kelvin model of viscoelasticity. This model is

described by the following equation:

P tð Þ ¼ Ku tð Þ þ C _u tð Þ (2)

where K is the storage stiffness of the damper and

C is the damping coefficient which is equal to the

ratio of the loss stiffness to the frequency of

loading. The physical model corresponding to

Eq. 2 is a linear spring in parallel with a linear

viscous dashpot.

A constitutive model that can be used to

describe with more accuracy the behavior of vis-

coelastic dampers is the generalized Maxwell

(GM) model. The GM model consists of a paral-

lel combination of a linear spring, a dashpot and

multiple in-series combinations of springs and

dashpots as shown in Fig. 5 (Karavasilis

et al. 2011b). Figure 5 shows the GM model in

terms of shear stress, t, and shear strain, g, of the
viscoelastic material. Under harmonic loading of

−0.06 −0.03 0 0.03 0.06
−500
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)

Nonlinear viscous
damper - MCE

Buildings and Bridges
Equipped with Passive
Dampers Under Seismic
Actions: Modeling and
Analysis,
Fig. 4 Hysteretic behavior

of a nonlinear viscous
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cyclic frequency o, the GM model provides stor-

age shear modulus equal to

G0 oð Þ ¼ G0 þ
Xn
m¼1

obmð Þ2
1þ obmð Þ2 � Gm (3)

and loss factor equal to

� oð Þ ¼
ob0ð ÞG0 þ

Xn
m¼1

obmð Þ
1þ obmð Þ2 � Gm

G0 þ
Xn
m¼1

obmð Þ2
1þ obmð Þ2 � Gm

(4)

These equations can be used to calibrate the GM

model against experimentally obtained values of

G0 and � for different cyclic frequencies. To use

the GM model as a combination of linear springs

and dashpots within a structural analysis

software, simply multiply G0 and Gm in Fig. 5

with the ratio Ad/td (Ad: horizontal area of the

viscoelastic material; td: thickness of the visco-

elastic material) to transform t-g behavior to

force (F = t � Ad) – deformation (d = g � td)
behavior.

Figure 6 shows the hysteretic behavior of a

typical viscoelastic damper from nonlinear

dynamic analysis conducted in Fan (1998).

Metallic Dampers

Metallic dampers are designed to yield, based on

the ability of steel to dissipate energy. Two major

types of metallic dampers are the buckling-

restrained brace (BRB) and the added damping

and stiffness (ADAS) device.

A BRB consists of a steel brace with a cruci-

form cross section that is surrounded by a stiff

steel tube. The region between the tube and brace

is filled with a concrete-like material and a spe-

cial coating is applied to the brace to prevent it

from bonding to the concrete. Thus, the brace can

slide with respect to the concrete-filled tube. The

confinement provided by the concrete-filled tube

allows the brace to be subjected to compressive

loads without buckling. Under compressive

loads, the BRB behavior is essentially identical

to its behavior in tension. Since buckling is

prevented, significant energy dissipation can

occur over a cycle of motion (Symans

et al. 2008).

The ADAS damper (Whittaker et al. 1991)

consists of a series of steel plates wherein the
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bottom of the plates are attached to the top of a

chevron bracing arrangement and the top of the

plates are attached to the floor level above the

bracing. As the floor level above deforms later-

ally with respect to the chevron bracing, the steel

plates are subjected to a shear force. The shear

force induces bending moments over the height

of the plates, with bending occurring about the

weak axis of the plate cross section. The geomet-

rical configuration of the plates is such that bend-

ing moments produce a uniform flexural stress

distribution over the height of the plates so that

inelastic action occurs uniformly over the full

height of the plates. For example, in the case

that the plates are fixed-pinned, the geometry is

triangular; however, if the plates are fixed-fixed,

the geometry is an hourglass shape.

Other types of metallic dampers have been

developed for beam-column connections, braces

and base isolation systems. Early developments

include the U-strip hysteretic dampers and the

T-ADAS damper. Other examples include the

honeycomb damper used as seismic isolation sys-

tem in bridges, C-shaped and E-shaped hysteretic

dampers for bridges, slit-type dampers applied to

beam-column connections or brace members,

yielding shear panels, cast-iron yielding fuses

installed in braces and hourglass shape pins

installed in beam-column connections.

A complete reference list for the aforementioned

metallic dampers is provided in Vasdravellis

et al. (2014).

Various mathematical models that describe

yielding behavior of metals can represent the

hysteretic behavior of metallic dampers such as

the standard Bouc-Wen model (Wen 1976). The

standard Bouc-Wen model results from the par-

allel combination of an elastic component and an

elastic-perfectly plastic component. The force

output F of the model is

F ¼ pkuþ 1� pð ÞFyz (5)

where u is the deformation across the model, Fy

the yield force, k the elastic stiffness, p the post-

yield stiffness ratio, and z a dimensionless hys-

teretic parameter governed by

_z ¼ k

Fy
_u 1� zj jn bsgn _uz½ � þ gð Þ½ � (6)

where b and g are parameters controlling the

shape of the hysteresis, n is a parameter that

controls the sharpness of the smooth transition

from the elastic to the inelastic region of the

hysteresis, sgn[.] is the signum function, and the

overdot denotes derivative with respect to time.

Equation 5 shows that the Bouc-Wen model

accounts for kinematic hardening (i.e., post-yield

force increases with increasing deformation) due

to the post-yield stiffness ratio p. However, the

model does not account for the isotropic harden-

ing (i.e., yield force Fy increases due to cyclic

inelastic deformation) in the hysteresis of steel

energy dissipation devices.

To account for isotropic hardening in the

Bouc-Wen model, the mathematical formulation

developed by Karavasilis et al. (2012b) is

described below:

The yield force Fy needs to be updated by

considering the history of the imposed cyclic

deformation u. Examination of the constitutive

Eqs. 5 and 6 reveals that a change in the

yield force Fy can be achieved by appropriately

including a third shape control parameter Ф in

Eq. 6:

_z ¼ k

Fy
_u 1� zj jn bsgn _uzð Þ þ g� Fsgn _uð Þ sgn zð Þ þ sgn _uð Þð Þ


 �h i
(7)

The parameter Ф quantifies isotropic hardening

and is calculated using functions that cause Ф to

increase exponentially with increasing cumula-

tive plastic deformation upl,c, i.e.,

Fp ¼ Fmax, p 1� exp �pF, p
upl, c
uy

���� ����
 �� �
(8a)

or
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Fn ¼ Fmax, n 1� exp �pF, n
upl, c
uy

���� ����
 �� �
(8b)

where uy ¼ Fy=k
� �

is the yield deformation, pФ,p

and pФ,n are parameters that control the isotropic

hardening rate due to cumulative plastic defor-

mation, and Fmax,p and Fmax,n are the maximum

possible values of F for the fully saturated iso-

tropic hardening condition, i.e., for upl.c!1,Fp

! Fmax,p and Fn ! Fmax,n. On the other hand,

when upl.c = 0.0, Fp = 0.0 and Fn = 0.0.

Fp and Fn are used to independently capture

isotropic hardening in different loading direc-

tions (positive and negative). Typically, yielding

devices exhibit the same isotropic hardening

in different loading directions, and therefore,

Fmax,p = Fmax,n and pФ,p = pФ,n. However, the

model can simulate different isotropic hardening

in different loading directions (e.g., compressive

and tensile loading in BRB hysteresis) by using

different parameter values in Eqs. 8a and 8b.

To understand the effect of F, consider the

proposed Bouc-Wen model with p = 0.0

(i.e., without kinematic hardening), n = 1 and

b + g = 1, under a positive deformation incre-

ment, i.e., sgn _u½ � ¼ 1. Assume that in the previ-

ous deformation increment, z has reached its

positive ultimate value zu, and therefore, sgn

[z] = 1 and _z ¼ 0:0. For this case, Eq. 7 yields

zu ¼ 1= 1� 2 � Fð Þ and Eq. 5 yields

F ¼ Fy � zu ¼ Fy= 1� 2 � Fð Þ . When F = 0.0

(i.e., without isotropic hardening), F is equal

to Fy= 1� 0:0ð Þ ¼ Fy . When F 6¼ 0.0 (e.g.,

F = 0.1), F is equal to Fy= 1� 2 � Fð Þ ¼
Fy= 1� 2� 0:1ð Þ ¼ 1:25 � Fy . In that case, F

reflects a 25 % increase in the initial yield

strength Fy due to isotropic hardening. The

termsgn _u½ �after the parameterF in Eq. 7 ensures

that the above calculations apply to the case of a

negative deformation increment and a negative

ultimate value of z.

The state determination procedure requires as

an input the previous force and deformation, the

previous z value, and the current deformation.

The current value of the parameter F is then

calculated based on the following rules: Eq. 8a

is used to update Fp when the deformation incre-

ment changes from negative to positive within

the plastic region of the hysteresis; Eq. 8b is

used to update Fn when the deformation incre-

ment changes from positive to negative within

the plastic region of the hysteresis; F equals to

Fp when a positive deformation increment

occurs; and F equals to Fn when a negative

deformation increment occurs. With the current

F value known, Eq. 7 is numerically integrated to

obtain the current value of z which is simply used

in Eq. 5 to provide the current force output F of

the model.

Figure 7 shows how the aforementioned mod-

ified Bouc-Wen model captures the behavior of

low yield strength shear panels showing signifi-

cant isotropic hardening in their hysteresis as well

as the behavior of BRBs showing different iso-

tropic hardening in tension and compression.

Friction Dampers

Friction dampers dissipate seismic energy by

friction that develops between two solid bodies

sliding relative to one another. Typical friction
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dampers are slotted-bolted (Grigorian

et al. 1993), where a series of steel plates are

bolted together with a specified clamping force.

The clamping force is such that slip occurs at a

pre-specified friction force. Another configura-

tion is the Pall friction damper, which consists

of cross bracing that connects in the center to a

rectangular damper (Pall and Marsh 1982). The

damper is bolted to the cross bracing and, under

lateral load, the structural frame distorts such that

two of the braces are subjected to tension and the

other two to compression. This force system

causes the rectangular damper to deform into a

parallelogram, dissipating energy at the bolted

joints via sliding friction (Symans et al. 2008).

Experimental testing (Pall and Marsh 1982)

has shown that the idealized Coulomb friction

model can model the behavior of friction

dampers, i.e., the force output of friction dampers

is given by

P tð Þ ¼ mNsgn _u tð Þ½ � (9)

where m is the coefficient of dynamic friction and

N is the normal force at the sliding interface.

Analysis Methods for Buildings and
Bridges with Passive Dampers

The analysis methods used to predict the response

of buildings and bridges equipped with passive

dampers are classified in two categories: (1) linear

analysis methods and (2) nonlinear analysis

methods.

Linear Analysis Methods

All linear analysis methods for structures

equipped with rate-dependent passive dampers

involve a simplified calculation of the supple-

mental (equivalent) damping ratio, xeq. For

example, given the damping coefficients Ci at

each story i of a building and by assuming linear

fluid viscous dampers (a = 1 in Eq. 1) positioned

in a horizontal configuration, xeq at the funda-

mental period of vibration T1 under elastic con-

ditions can be estimated as (Whittaker

et al. 2003):

xeq ¼
T1

4p
�

X
i

Ci fi � fi�1ð Þ2X
i

mi � fi
2

(10)

where fi and fi�1 are the first modal displace-

ments of stories i and i� 1, respectively, andmi is

the mass of story i. Equation 10 assumes that the

braces supporting the dampers are stiff enough

(essentially rigid) so that story deformation

results in damper deformation rather than brace

deformation. Alternative equations that take into

account the effect of the brace flexibility on xeq
are provided for various brace-damper configura-

tions in Hwang et al. (2008).

xeq is used to calculate the damping reduction

factor, which is then utilized to appropriately

reduce the ordinates of the elastic response spec-

trum. This reduced highly damped spectrum is

used to estimate the response of the structure with

dampers. Lin and Chopra (2003) have evaluated

the premise that the peak displacement of an

elastic SDOF system with a natural period Tn
and equipped with a viscous damper (damping

coefficient C) in series with a brace of stiffness

Kb, can be estimated by a linear viscous SDOF

system with the same period Tn along with a

simplified calculation of the added damping

ratio (see Eq. 10). This premise was found valid

for SDOF systems with t=Tn < 0:02, where t is
the relaxation time, i.e., t ¼ C=Kb. As discussed

by Lin and Chopra (2003), the relation

t=Tn < 0:02 is satisfied for the practical range

of values for the bracing axial stiffness Kb and the

damping coefficient C. Therefore, the damper

and brace properties necessary to ensure that

elastic drift demands do not exceed a prescribed

design limit can be determined using the reduced

elastic design spectrum associated with the

equivalent damping ratio.

In the 2003 NEHRP Recommended Provisions

(BSSC 2004) for buildings with passive dampers,

and for the equivalent lateral force (ELF) analysis

(linear static analysis) specifically, the response

is defined by two modes: the fundamental mode

and the residual mode, which is used to approx-

imate the combined effects of higher modes. For

response spectrum analysis, higher modes are
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explicitly evaluated. For both the ELF and the

response spectrum analysis procedures, the shape

of the fundamental-mode pushover capacity

curve is not known and an idealized elastoplastic

pushover curve is assumed, as shown in Fig. 8.

Note that, in Fig. 8, the parameters G1 and SDS,

which are used to compute the design earthquake

displacement, D1D, represent the modal partici-

pation factor for the fundamental mode and the

5 % damped design spectral response accelera-

tion at short periods, respectively. The idealized

pushover curve permits defining the effective

global ductility demand due to the design earth-

quake, mD, as the ratio of design roof displace-

ment, D1D, to the yield displacement, DY. This

ductility factor is used to calculate various design

factors and to limit the maximum ductility

demand, mmax, in a manner that is consistent

with conventional building response limits. Pas-

sive dampers should be designed for actual

fundamental-mode design earthquake forces

corresponding to a base shear value of VY, while

the elements of the seismic-force-resisting sys-

tem be designed for a reduced fundamental-mode

base shear, V1, where the force reduction is based

on system overstrength, O0 (Symans et al. 2008).

A simplified linear method of analysis for

building frames with elastomeric or viscoelastic

dampers has been proposed by Lee et al. (2009)

and has been recently extended to the case of fluid

viscous dampers by Seo et al. (2014). This

method is fully compatible with linear methods

of analysis used for conventional lateral load

resisting systems in seismic codes and adopts

the use of the strength reduction factor to calcu-

late the required design base shear and the dis-

placement amplification factor to estimate drifts.

Nonlinear Analysis Methods

The 2003 NEHRP Recommended Provisions
(BSSC 2004) specify procedures for nonlinear

static analysis and nonlinear dynamic (response-

history) analysis. The nonlinear static analysis

procedure is similar to the ELF procedure, in

that the pushover capacity curve is used to define

the nonlinear behavior of the structure. However,

in the nonlinear static analysis procedure, the

actual nonlinear force-displacement relation is

used, rather than an idealized elastoplastic

curve. In addition, since actual pushover strength

is known from the nonlinear pushover analysis,

the force reduction for design of the seismic-

force-resisting system is based on overstrength

alone with no additional reduction (Symans

et al. 2008).

In general, the nonlinear dynamic analysis

procedure is the most robust procedure available

for evaluating the behavior of structures with

passive dampers. It allows explicit modeling of

individual devices, the elements connecting the

devices to the structure, and the structure itself.

If the connecting elements or the structural fram-

ing yields during the response, this behavior must

be incorporated into the analytical model.
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It is noted that accurate modeling of the flexibility

of the floor diaphragm and of the connecting

elements (braces) is essential since a loss of

effective damping may occur if these elements

are overly flexible.

Nonlinear dynamic analysis may be

performed using a variety of commercially avail-

able software. In addition, there are several aca-

demic programs available, such as DRAIN-2DX

(Prakash et al. 1993) and OpenSees (Mazzoni

et al. 2006). Most of these programs can readily

be used to model the behavior of linear fluid

viscous dampers, viscoelastic dampers, friction

dampers, or metallic yielding dampers. However,

modeling of some damping devices (e.g.,

nonlinear viscous dampers and dampers with

temperature-dependent or frequency-dependent

mechanical properties) can be more challenging

or, in some cases, not possible with a given

program.

When nonlinear dynamic analysis is used, it is

often beneficial to investigate the sensitivity of

the structure response to one or more systemic

parameters. Examples of parameters to vary

include ground motion scaling parameters and

parameters of the passive dampers (Symans

et al. 2008).

Summary

The scope of this contribution was the presenta-

tion of numerical models and analysis methods

used for structures equipped with passive

dampers. The principal function of passive

dampers and their application in buildings and

bridges were discussed. The most common

types of passive dampers and the constitutive

models used to simulate their hysteretic behavior

were presented. Finally, the analysis methods

used for seismic design and assessment of struc-

tures with passive dampers were covered.
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