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Abstract. Rough Non-deterministic Information Analysis (RNIA) is a
rough sets-based framework for handling tables with exact and inexact
data. In this framework, we have mainly investigated rough sets-based
concepts in a table with non-deterministic information and some algo-
rithms. This paper considers perspective on a new issue that how we esti-
mate a table with actual information from a table with non-deterministic
information by adding some constraint. This issue in RNIA slightly seems
analogous to backpropagation in Neural Networks.
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1 Introduction

Rough set theory offers a mathematical approach to vagueness [7]. It has many
applications related to the areas of classification, feature reduction, rule gen-
eration, machine learning, data mining, knowledge discovery and others [8, 9].
Rough set theory is usually employed to deal with data tables with deterministic
information, which we call Deterministic Information Systems (DISs). Non-
deterministic Information systems (NISs) [5, 6] and Incomplete Information
systems [3, 4] have also been investigated in order to handle information in-
completeness.

We have been interested in NISs, and investigated possible equivalence rela-
tions, data dependencies, rule generation, rule stability, question-answering sys-
tems, as well as missing and interval values in NISs [10–16]. In each aspect,
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modal concepts are employed, and each aspect is extended to two modes, namely
the certainty and the possibility, or the minimum value and the maximum value.

In this paper, we describe perspective on new issue in RNIA. Namely, we
consider methods that we estimate a table with actual information from a table
with non-deterministic information by adding some constraint. This paper is or-
ganized as follows: Section 2 recalls the foundations of RNIA. Section 3 proposes
to estimate a DIS from a NIS by consistency, dependency and rules. Section 4
concludes this paper.

2 Foundations of RNIA

A Non-deterministic Information System (NIS) Φ is a quadruplet [5–7].

Φ = (OB,AT, {V ALA|A ∈ AT }, g),
OB : finite set whose elements are called objects,
AT : a finite set whose elements are called attributes,
V ALA : a finite set whose elements are called attribute values,
g : OB ×AT → P (∪A∈ATV ALA)(a power set of ∪A∈AT V ALA).

Every set g(x,A) is interpreted as that there is an actual value in this set but
this value is not known [5–7]. Especially if the real value is not known at all,
g(x,A) is equal to V ALA. This is called the null value interpretation or missing
value [3, 4]. We usually consider a table instead of this quadruplet Φ. Table 1 is
an exemplary NIS Φ1.

Table 1. An exemplary NIS Φ1 for the suitcase data sets. Here, V ALColor=
{red, blue, green}, V ALSize={small,medium, large}, V ALWeight={light, heavy},
V ALPrice={high, low}. In Φ1, g(x1, Color)=V ALColor, and this means there is no
information about this attribute value.

Object Color Size Weight Price

x1 {red, blue, green} {small} {light, heavy} {low}
x2 {red} {small,medium} {light, heavy} {high}
x3 {red, blue} {small,medium} {light} {high}
x4 {red} {medium} {heavy} {low, high}
x5 {red} {small,medium, large} {heavy} {high}
x6 {blue, green} {large} {heavy} {low, high}

Now, we introduce a derived DIS from a NIS, and show the basic chart
in RNIA. Since each V ALA (A ∈ AT ) is finite, we can generate a DIS by
replacing each non-deterministic information g(x,A) with an element in g(x,A).
We named such a DIS a derived DIS from a NIS, and define the following.
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DD(Φ) = {ψ | ψ is a derived DIS from a NIS Φ}.

In Φ1, there are 2304 (=32 × 28) derived DISs. The following DIS ψ1 is an
element of DD(Φ1), namely ψ1 ∈ DD(Φ1) holds.

Table 2. A derived DIS ψ1 from Φ1

Object Color Size Weight Price

x1 red small light low
x2 red small light high
x3 red small light high
x4 red medium heavy low
x5 red small heavy high
x6 blue large heavy low

Due to the interpretation of non-deterministic information, we see an actual
DIS ψactual exists in this 2304 derived DISs. Like this, we usually consider a
set DD(Φ) of derived DISs and the basic chart in Fig.1. We also coped with
next modality.

(Certainty). If a formula α holds in every ψ ∈ DD(Φ), α also holds in ψactual.
In this case, we say α certainly holds in ψactual.
(Possibility). If a formula α holds in some ψ ∈ DD(Φ), there exists such a pos-
sibility that α holds in ψactual. In this case, we say α possibly holds in ψactual.

Fig. 1. An basic chart for Φ and a set DD(Φ) of derived DISs

Even if there exists the information incompleteness in Φ, we have the following
decision making.

(1) If a formula α certainly holds, we think α holds under the uncertainty.
(2) If a formula α possibly holds, we think α may hold under the uncertainty.
(3) Otherwise, we think α does not hold under the uncertainty.
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3 Learning a DIS from a NIS by Constraint

This section considers to estimate an actual DIS from a NIS.

3.1 A New Issue in RNIA

In the basic chart in Fig. 1, we considered DD(Φ) and defined the certainty and
the possibility. We have already proposed some algorithms for handling them,
and each algorithm is implicitly supposing some derived DISs for concluding
two modalities. Namely, our previous work in RNIA took the following input
and output.

(Previous Issue in RNIA)
Input: A NIS,
Output: Certain and possible conclusions with a set of supposed derived DISs.

In this paper, we consider the converse in output. Namely, we give constraint,
and we estimate a set of supposed derived DISs.

(New Issue in RNIA)
Input: A NIS,
Output: A set of supposed derived DISs for concluding given constraint.

In each constraint, we have a set Mγ (γ: constraint) of derived DISs, and we will
estimate an actual DIS as an element of ∩γMγ . In the following subsections, we
enumerate constraint, and intuitively explain each manipulation by using Φ1.

3.2 Constraint 1: An Equivalence Class

A possible equivalence class X in ATR ⊂ AT is a set of objects whose attribute
values in each A ∈ ATR are the same in a DIS ψ ∈ DD(Φ). Therefore, we are
implicitly obtaining ψ for generating X . We take the converse, namely we define
constraint γ (an equivalence class X), and then we have a set Mγ .

Example 1. In Table 3, if constraint γ isX{Color}={x2, x3, x4, x5}, the attribute
value red (underlined in Table 3) is fixed in x3. If constraint γ is that x4 and x6

do not belong to the same equivalence class in Price, we conclude either x4 : low
and x6 : high or x4 : high and x6 : low.

3.3 Constraint 2: Data Dependency

Data recovery by data dependency is known well. Functional dependency and
data dependency are often employed for recovering missing values. We fix each
attribute value which makes the degree of dependency [7] to take the maximum
value.
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Table 3. A part of Φ1

Object Color Price

x1 {red, blue, green} {low}
x2 {red} {high}
x3 {red, blue} {high}
x4 {red} {low, high}
x5 {red} {high}
x6 {blue, green} {low, high}

Example 2. In Table 4, if constraint γ is that there is data dependency from
Size ⇒ Price. In this case, if we fix the following attribute values (underlined
in Table 4),

x2 : [medium, high], x3 : [medium, high], x4 : [medium, high],
x5 : [{medium, large}, high],

there are three candidates of DISs according to the values of x5 and x6. Namely,
we fix the following in ψ′ ∈ DD(Φ1),

x5 : [medium, high], x6 : [large, {low, high}].
The other candidate of a DIS ψ′ ∈ DD(Φ1) is the following,

x5 : [large, high], x6 : [large, high].

In any case, the degree of dependency is 1.0 (=6/6). Like this in Φ1, we can
estimate three candidates of DISs with actual information.

Table 4. A part of Φ1

Object Size Price

x1 {small} {low}
x2 {small,medium} {high}
x3 {small,medium} {high}
x4 {medium} {low, high}
x5 {small,medium, large} {high}
x6 {large} {low, high}

In Example 2, this data set is very simple, and we could easily obtain the
maximum degree of dependency from Size ⇒ Price. At first, we employed
definite information in x1 : [small, low], then we fixed other attribute values.
Namely, this procedure depends upon the validity of x1 : [small, low]. However,
this procedure may not be proper generally. In other cases, the ignorance of some
definite information may make the degree maximum.
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Generally, this calculation is translated to a combinatorial optimization prob-
lem, and the computational complexity is NP-hard [2]. Therefore, the calculation
of the maximum degree for large data sets is not easy, and the estimation of at-
tribute values may not be easy for large data sets, either.

3.4 Constraint 3: An Association Rule with Maximum Likelihood
Estimation

In RNIA, we have proposed the following criteria for defining a rule τ .

(1) minsupp(τ)=Minψ∈DD(Φ){support(τ)},
(2) maxsupp(τ)=Maxψ∈DD(Φ){support(τ)},
(3) minacc(τ)=Minψ∈DD(Φ){accuracy(τ)},
(4) maxacc(τ)=Maxψ∈DD(Φ){accuracy(τ)}.

Each criteria depends upon DD(Φ), and generally the number of DD(Φ) in-
creases exponentially. Therefore, it will be difficult to calculate each criteria by
enumerating each ψ ∈ DD(Φ). However, we have solved this problem by using
two blocks inf and sup for each descriptor [13]. Furthermore, we have proved
minsupp(τ) and minacc(τ) occur in the same derived DIS ψmin. Similarly,
maxsupp(τ) and maxacc(τ) occur in the same derived DIS ψmax. Like this, we
obtained the following chart [16].

Fig. 2. A distribution of pairs (support,accuracy) for τ . There exists ψmin which makes
both support(τ ) and accuracy(τ ) the minimum. There exists ψmax which makes both
support(τ ) and accuracy(τ ) the maximum.

We also proposed NIS-Apriori algorithm by using inf and sup. NIS-Apriori
algorithm implicitly handles ψ ∈ DD(Φ) for calculating four criterion values. We
take the converse in NIS-Apriori algorithm, namely we give an association rule
as a constraint and we estimate a set of ψmax ∈ DD(Φ). We fix attribute values
according to ψmax, and this is the application of maximum likelihood estimation
with constraint by an association rule.
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Example 3. In Table 5, if constraint γ is that an association rule [Color, red] ⇒
[Price, high] holds. Then, we fix attribute values for satisfying γ according to
the maximum likelihood estimation, i.e.,

x1 : [{blue, green}, low], x3 : [red, high], x4 : [red, high],
x6 : [{blue, green}, {low, high}].

Furthermore, if the next constraint γ′ is that an association rule [Color, green] ⇒
[Price, low] does not hold. Then, we can reduce the attribute values to the fol-
lowing.

x1 : [blue, low], x3 : [red, high], x4 : [red, high],
x6 : [blue, {low, high}] or [green, high].

Table 5. A part of Φ1

Object Color Price

x1 {red, blue, green} {low}
x2 {red} {high}
x3 {red, blue} {high}
x4 {red} {low, high}
x5 {red} {high}
x6 {blue, green} {low, high}

Since a specified association rule is valid in Φ1, the procedure in Example 3 is al-
ways proper. Therefore, this constraint on an association rule is more convenient
than the constraint on data dependency.

3.5 Constraint 4: Consistency

We have shown a set of constraint, and we have an intersection of ∩γMγ . If
|∩γMγ | ≥ 2, we employ a strategy to keep consistency as much as possible, which
we name maximum consistency strategy. It is possible to show an example to
fix an attribute value. However, we are now considering the details of algorithms
for this strategy.

3.6 An Example of Learning a DIS from a NIS

Now, we consider an exemplary NIS Φ2 in Table 6.

Example 4. In Φ2, we consider the first constraint
γ1 : an association rule [Temperature, very_high] ⇒ [Flu, yes],

and we employ maximum likelihood estimation. Then, we have the following
attribute values are reduced.

x2 : [very_high, yes, {yes, no}, yes], x3 : [very_high, yes, yes, yes],
x8 : [very_high, yes, {yes, no}, yes].
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Table 6. An exemplary NIS Φ2 for flu data sets. Here, V ALTemperature={normal,
high, very_high}, V ALHeadache={yes, no}, V ALNausea={yes, no}, V ALF lu={yes,
no}.

Object T emperature Headache Nausea F lu

x1 {high} {yes, no} {no} {no}
x2 {high, very_high} {yes} {yes, no} {yes}
x3 {normal, high, very_high} {yes} {yes} {yes, no}
x4 {high} {yes} {yes, no} {yes, no}
x5 {high} {yes, no} {yes} {yes}
x6 {normal} {yes} {yes, no} {yes, no}
x7 {normal} {no} {no} {no}
x8 {normal, high, very_high} {yes} {yes, no} {yes}

Table 7. An learned DIS ψ2 from Φ2

Object T emperature Headache Nausea F lu

x1 high no no no
x2 very_high yes yes yes
x3 very_high yes yes yes
x4 high yes yes yes
x5 high yes yes yes
x6 normal yes yes yes
x7 normal no no no
x8 very_high yes yes yes

We add the next constraint
γ2 : data dependency Headache⇒ Nausea,

then we have the following attribute values are reduced.
x1 : [high, no, no, no], x2 : [very_high, yes, yes, yes],
x4 : [high, yes, yes, {yes, no}], x5 : [high, yes, yes, yes],
x6 : [normal, yes, yes, {yes, no}], x8 : [very_high, yes, yes, yes].

Finally, we add the third constraint
γ3 : an association rule [Headache, yes]∧ [Nausea, yes] ⇒ [Flu, yes].

Then, each attribute values in Φ2 is uniquely fixed, and we have a DIS ψ2 in
Table 7 from Φ2.

4 Concluding Remarks

This paper described how we estimate a DIS with actual information from a
NIS. In RNIA, we tried to conclude the certainty and the possibility from a
NIS, and implicitly we obtained a set of DISs supporting the conclusion. We
take the converse of this framework, namely we estimated a set Mγ of DISs by
constraint γ.
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We have just started this work, and we are now investigating the manipulation
for each constraint and the manipulation to estimate ψactual ∈ ∩γMγ . Such
manipulation seems analogous to backpropagation [17] in neural networks.
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